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Preface

This volume contains the papers presented at FQAS 2017, the 12th International
Conference on Flexible Query Answering Systems held during June 21–22, 2017, at
University of Westminster, London, UK.

FQAS was organized for the first time in Roskilde, Denmark, in 1994, and has been
running since then roughly as a biennial conference, four times in Roskilde; in Warsaw,
Poland; Copenhagen, Denmark; Lyon, France; Milan, Italy; Ghent, Belgium; Granada,
Spain; and Krakow, Poland. It has developed into the premier conference concerned
with the very important issue of providing users of information systems with flexible
querying capabilities and with an easy and intuitive access to information. More
specifically, the overall theme of the FQAS conferences is the modelling and design of
innovative and flexible modalities for accessing information systems. The main
objective is to achieve more expressive, informative, cooperative, and productive sys-
tems that facilitate retrieval from information repositories such as databases, libraries,
heterogeneous archives, and the Web. With these aims, FQAS is a multidisciplinary
conference drawing on several research areas, including information retrieval, database
management, information filtering, knowledge representation, computational linguistics
and natural language processing, artificial intelligence, soft computing, classical and
non-classical logics, and human-computer interaction. Papers presented over the years
span from basic, foundational research, over methodological and tool-oriented consid-
erations, to descriptions and evaluations of actual systems that represent paradigms of
flexible query answering.

The 2017 conference had presentations of 25 original papers – this year a mix of full
and a few short papers, ranging over a representative collection of FQAS topics. We
want to express our gratitude to the members of the Program Committee and the
International Advisory Board, and to everyone who contributed at any level to the
organization of FQAS 2017; Krassimir T. Atanassov in particular, who organized two
special sessions included in the program. Also special thanks to our invited speakers,
Anne Laurent, Jens Lehmann, and Alexandra Poulovassilis, and to our publisher who
kindly contributed with a prize for the best paper. We also thank every author who
submitted a paper to FQAS 2017 and finally the team of EasyChair, without whose free
software the handling of submissions and editing of the proceedings could not have
been managed so smoothly. Last but not the least, we thank Alfred Hofmann and Anna
Kramer of Springer for their continuous support.

April 2017 Henning Christiansen
Hélène Jaudoin

Panagiotis Chountas
Troels Andreasen

Henrik Legind Larsen
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Foundations of Flexible Querying



Abductive Question-Answer System (AQAS)
for Classical Propositional Logic

Szymon Chlebowski(B) and Andrzej Gajda

Department of Logic and Cognitive Science, Institute of Psychology,
Adam Mickiewicz University in Poznań, Poznań, Poland

szymon.chlebowski@amu.edu.pl

Abstract. We propose a new approach to modelling abductive reason-
ing by means of an abductive question-answer system. We introduce the
concept of an abductive question which is the starting point of abductive
reasoning. The result of applying the question processing procedure is a
question, which is simpler than the initial one. AQAS generates abduc-
tive hypotheses that fulfil certain criteria in one step, i.e. processes of
generation and evaluation of abductive hypotheses are integrated.

Keywords: Logic of questions · Inferential Erotetic Logic · Erotetic
calculi · Abduction

1 Introduction

The general schema of abductive reasoning could be described as follows: given
the known rule if H, then A and an observation of A, infer H [15]. In other
words, we can say that products of abductive procedures serve as a filler of the
cognitive gap when some puzzling phenomenon is observed [7]. These properties
account for the fact that abductive reasoning is used to solve problems in science
(e.g. explanation of new observations), real life (e.g. diagnosis in medicine), and
also in fiction (e.g. detective Sherlock Holmes) [12,15,16,18,19].

There are abductive procedures designed for Classical Propositional Calculus
(e.g. [1]), other propositional logics (e.g. [13]) and first-order logic (e.g. [14],
[9]). Different kinds of approaches to the problem use different proof methods
for abductive procedures (for example [1] used analytic tableaux, [13] sequent
calculi and [14] proof method of adaptive logics).

The aim of this article is to propose a model of abductive reasoning based on
logic of questions. We interpret the abductive problem as an abductive question:
what should be added to the knowledge base Γ in order to be able to derive a fact
ϕ?, where ϕ is not derivable from Γ . Our proposal is based on a decomposition
of the initial question an agent asks himself when he encounters an abductive
problem. Therefore Wísniewski’s method of Socratic Proofs (see for example
[21]) is being used as a main proof theoretical mechanism. It is a tool developed
on the grounds of Wísniewski’s Inferential Erotetic Logic (IEL) (see [22,23]).

c© Springer International Publishing AG 2017
H. Christiansen et al. (Eds.): FQAS 2017, LNAI 10333, pp. 3–14, 2017.
DOI: 10.1007/978-3-319-59692-1 1



4 S. Chlebowski and A. Gajda

In general, approaches to the problem of formal specification of the abductive
reasoning may differ in many respects and, in our opinion, one of the most
interesting features of these procedures pertains to the relation between the
generation and evaluation of abductive hypotheses. On the one hand, there are
procedures which generate a large set of abductive hypotheses and then select
‘good’ hypotheses from this set, i.e. hypotheses which fulfil certain criteria [1,10].
On the other hand, one may think of abductive reasoning in such a way that
the creation and evaluation of hypotheses are strongly intertwined: only those
hypotheses are generated which are permitted given a certain set of criteria. The
latter seems to us more natural. In the real-life as well as in scientific reasoning
people do not waste time on the creation of hypotheses that may or may not be
‘good’. They are interested only in ‘good’ hypotheses [12].

We consider algorithmic account of abduction with the following ingredients:
Classical Propositional Logic as a basic logic and the method of Socratic Proofs
[2,11,21] as a proof method.1 As we mentioned, we exploit the approach where
generation and evaluation of the hypotheses is conducted in one step. Our goal
here is to introduce a new model of abductive reasoning based on IEL, therefore
any detailed comparison concerning efficiency of the abductive procedures with
the existing approaches will not take place in this article2.

2 Question Processing

Since in our model abductive reasoning is triggered by an abductive question,
we need some techniques enabling question processing. For that purpose we use
some concepts and tools of IEL.

2.1 Language of IEL

We use the language LCPL of Classical Propositional Logic defined as usual.
The language L?

�CPL is an object-level language in which our erotetic calculi will

1 Urbański and Wísniewski [20] proposed a mechanism which enables to obtain abduc-
tive hypotheses in the form of law-like statements. The basis of the mechanism is sim-
ilar as we use here. However, the two approaches differ when results of the abductive
procedures are concerned. What is more, Urbański and Wísniewski put it explicitly
at the beginning of their article that they will not consider problem of the evaluation
of abductive hypotheses.

2 However some remarks should be made at this point. In the well-known Abductive
Logic Programming (ALP) framework (on the propositional level) it is assumed that
the set of abductive hypotheses (the set of abducibles) is known before abductive
reasoning is triggered. Then, using integrity constraints and information from the
knowledge base it can be figured out which hypotheses are good. Moreover, abductive
hypotheses can be only of the form of atomic formulas. In AQAS the set of abductive
hypotheses is not known before the initial question is transformed and abductive
hypotheses can be literals as well as formulas of the form of implication. We think
that the novelty of our approach lays in the fact that the concept of abductive
hypothesis is defined in a more general way.
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be worded. The meaningful expressions of the language L?
�CPL belong to two

disjoint sets. The first one consists of declarative well-formed formulas (d-wffs
for short). The second one is the set of erotetic well-formed formulas (e-wffs or
simply questions).

To obtain the vocabulary of L?
�CPL we add to the vocabulary of LCPL the fol-

lowing signs: � (turnstile, intuitively stands for derivability relation in CPL), ? (a
question mark for constructing questions of L?

�CPL) and , (comma), ; (semicolon).

Definition 1. Let Γ , Δ be finite, non-empty, sequences of formulas of LCPL.
An atomic declarative formula of L?

�CPL or sequent is of the following form:

Γ � Δ

Definition 2. Questions of L?
�CPL have the following form:

?(Φ)

where Φ is a finite, non-empty sequence of sequents of L?
�CPL.

We use commas for separating formulas in sequents and semicolons for sep-
arating sequents in sequences. The following expressions are thus questions of
L?

�CPL: ?(¬(p → q),¬r � r ∧ q), ?(p,¬r � p ∨ r ; q ∧ ¬r � r ; p � p).
The intuitive meaning of a sequent Γ � Δ is given in terms of multiple-

conclusion entailment (mc-entailment for short): if all formulas in Γ are true,
then at least one formula in Δ is true also (in symbols: Γ‖=CPL).

However ‘�’ is an object level expression of the language L?
�CPL that should

not be confused with the metalanguage expression ‘�CPL’ which is a syntactical
or semantical consequence relation generated by CPL or with the mc-entailment
relation ‘‖=CPL’.

If Γ‖=CPLΔ then we say that the sequent Γ � Δ of L?
�CPL is closed, otherwise

it is open. If a sequent consists of literals only, it is called an atomic sequent. If
Ψ = 〈φ1, . . . , φn〉 and for each i (1 ≤ i ≤ n), φi is an atomic sequent, then the
question ?(Ψ) is called a minimal question.

Definition 3 (Abductive question). An abductive question (or abductive
problem) has the following form:

?(Ψ)

where Ψ is a non-empty sequence of sequents such that at least one term of
Ψ is an open sequent of L?

�CPL. If Ψ = 〈φ〉 is a one-term sequence, then the
question ?(Ψ) is called simple. If φ is also an open sequent, then ?(Ψ) is an
simple abductive question. If Ψ = 〈φ1, . . . , φn〉 and for each i (1 ≤ i ≤ n),
φi is an atomic sequent, then the question ?(Ψ) is called a minimal abductive
question.

Intuitively, given an open sequent Γ � Δ, the antecedent Γ represents
a knowledge base (such that some formulas/pieces of information can be
repeated), which is used by an agent to ‘explain’ (derive) the data represented
by Δ.



6 S. Chlebowski and A. Gajda

Table 1. Rules of E
CPL

?(Φ; Γ, α, Γ ′ � Δ; Ψ)

?(Φ; Γ, α1, α2, Γ
′ � Δ; Ψ)

Lα

?(Φ; Γ � Δ, α, Δ′; Ψ)

?(Φ; Γ � Δ, α1, Δ
′; Γ � Δ, α2, Δ

′; Ψ)
Rα

?(Φ; Γ, β, Γ ′ � Δ; Ψ)

?(Φ; Γ, β1, Γ
′ � Δ; Γ, β2, Γ

′ � Δ; Ψ)
Lβ

?(Φ; Γ � Δ, β, Δ′; Ψ)

?(Φ; Γ � Δ, β1, β2, Δ
′; Ψ)

Rβ

?(Φ; Γ, ¬¬A, Γ ′ � Δ; Ψ)

?(Φ; Γ, A, Γ ′ � Δ; Ψ)
L¬¬

?(Φ; Γ � Δ, ¬¬A, Δ′; Ψ)

?(Φ; Γ � Δ, A, Δ′; Ψ)
R¬¬

2.2 Erotetic Rules of Inference

Let ?(Γ � Δ) be an abductive question. The formulas which belong to Γ as well
as those which belong to Δ may be complex. It seems that abductive problems
expressed by syntactically complex abductive questions are not easy to solve. In
order to obey the Erotetic Decomposition Principle, the first step in solving an
abductive problem (or, to put it differently, in answering an abductive question)
is to make this problem ‘simpler’. In the formulation of erotetic rules of inference
we make use of the α, β-notation3. These rules constitute an erotetic calculus
for CPL4. We denote it by the symbol E

CPL.
A sequent of a premise question distinguished in the scheme of a rule of

E
CPL is called premise sequent and sequent(s) distinguished in the conclusion is

(are) called a conclusion sequent(s) of a given rule. In a similar manner we can
define the premise formulas and conclusion formulas of a given rule (and of a
given sequent). Occasionally we will say that a conclusion formula results from
a premise formula.

Sequences of questions governed by erotetic rules of inference are Socratic
transformations (Table 1).

Definition 4 (Socratic transformation). A finite sequence of questions s =
〈s1, . . . , sn〉 is a Socratic transformation (s-transformation) of the question ?(Φ)
by means of E

CPL iff the following conditions hold:

1. s1 = ?(Φ).
2. si results from si−1 (where i > 1) by an application of a rule of E

CPL.

An s-transformation s = 〈s1, . . . , sn〉 is said to be complete iff the last term
of s, sn, is a minimal question. A sequent φ is basic if φ is of one of the following
forms: Γ,B, Γ ′ � Δ,B,Δ′ or Γ,B, Γ ′,¬B,Γ ′′ � Δ or Γ � Δ,B,Δ′,¬B,Δ′′.
Naturally, each basic sequent is closed.

3 α, β-notation was introduced by Smullyan in [17] to simplify metalogical considera-
tions.

4 A version of this calculus was introduced by Wísniewski in [21]. In his approach only
one formula can occur in the consequent of the sequent.
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Definition 5 (Socratic proof). A Socratic proof (s-proof) of a sequent Γ � Δ
in E

CPL is a finite s-transformation s of the question ?(Γ � Δ), such that each
constituent of the last question of s is a basic sequent.

Socratic transformation of a question ?(Γ � Δ) is successful iff there exists
a socratic proof of Γ � Δ. In the light of Definition 3 there are no successful
s-transformations of abductive questions.

3 How to Answer an Abductive Question

To answer an abductive question ?(Γ � Δ) we employ the following procedure:

Step 1. Create a complete s-transformation of the question ?(Γ � Δ); the last
question of this s-transformation is based on a sequence of sequents each
of which consists of literals only.

Step 2. Apply some abductive rules (to be introduced later on) to this last ques-
tion; each rule is local in the sense that only one sequent at a time is
active in such a rule.

Step 3. Combine the results of the applications of rules using a conjunction; the
resulting hypothesis has the form H = A1 ∧ . . . ∧ An, where each Ai

(1 ≤ i ≤ n) is the conclusion of an abductive rule.

There are several criteria of evaluation of abductive hypotheses [1,10]. To
implement those criteria we need some auxiliary notions which allow us to illus-
trate the proposed method. Let ?(Γ � Δ) be an abductive question and H — an
answer to the initial question. An abductive hypothesis has the following form
H = A1 ∧ . . . ∧ An where Ai (1 ≤ i ≤ n) is a formula which closes some sequent
in the last question of an s-transformation of ?(Γ � Δ).

We distinguish the following criteria5: 1. Consistency: Γ ∪{H} is consistent.
2. Significance: H �CPL Δ.

3.1 Abductive Rules

In this section our aim is to design rules for answering abductive questions
which produce hypotheses/answers, which are significant and consistent with
the knowledge base.

Definition 6 (Partial answer). Let Q = ?(Γ1 � Δ1, . . . , Γn � Δn) be an
abductive question. Let us further assume that the sequent Γi � Δi (for some i,
where 1 ≤ i ≤ n) is open. Partial answer for Q is such a formula A that the
addition of A to the Γi results in Γi � Δi becoming a closed sequent or a sequent
which after transformation to the atomic sequent is also a closed one.
5 Similar constraints are also defined in [1, p. 74] (Aliseda describes those two criteria

as constituting the consistent and the explanatory Abductive Explanatory Styles
respectively) and as properties of the abduction for Abductive Logic Programming
in [5].
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Table 2. Examples of abductive rules

?(Φ ; Θ, l, Θ′ � Θ′′ ; Ψ)

l
R1

abd

?(Φ ; Θ, l, Θ′ � Θ′′, k, Θ′′′ ; Ψ)

l → k
R2

abd

Definition 7 (Abductive rule). Let Q be a minimal abductive question and
A be a partial answer for Q. The premise of an abductive rule is Q and the
conclusion is A.

In this paper we propose two rules for answering abductive questions Table 2.
Note that the premises of abductive rules are questions (minimal abductive
questions) and conclusions are declarative formulas. Thus, abductive rules enable
a kind of inference between a question and an answer to that question. Note
also that abductive rules close an active sequent (a sequent distinguished in the
premise of a rule) in a natural way: atomic sequent is closed either by making
its antecedent contradictory, or by making some connection between antecedent
and consequent.

3.2 Restrictions for Abductive Rules

The proposed rules cannot be applied without some restrictions, if we want
to maintain the consistency or significance of generated abductive hypotheses.
To state those restrictions precisely we need some auxiliary notions, which are
familiar from the work of Hintikka and Fitting (see for example [6]).

Definition 8 (Downward saturated set). Let Γ be a sequence of formu-
las of L∗

CPL. By a downward saturated set (or Hintikka set) corresponding to
a sequence Γ we mean a set UΓ , which fulfils the following conditions:

(i) if A is a term of Γ , then A ∈ UΓ ,
(ii) if α ∈ UΓ , then α1 ∈ UΓ and α2 ∈ UΓ ,
(iii) if β ∈ UΓ , then β1 ∈ UΓ or β2 ∈ UΓ ,
(iv) if ¬¬A ∈ UΓ , then A ∈ UΓ .
(v) nothing more belongs to UΓ except those formulas which enter UΓ on the

grounds of conditions (i)–(iv).

A Hintikka set UΓ is satisfied under a Boolean valuation v (or is consistent)
iff each element of UΓ is true under v. A Hintikka set UΓ is inconsistent iff for
every v, at least one formula in UΓ is false under v. If UΓ = ∅, then UΓ is satisfied
by each Boolean valuation (UΓ is valid).

Definition 9 (Consistency property). By a consistency property corre-
sponding to a sequence Γ we mean a finite set Uc

Γ = {U1
Γ , . . . ,Un

Γ }, which con-
tains all Hintikka sets for Γ that do not contain complementary literals.
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Lemma 1. If a non-empty sequence of formulas Γ is satisfiable, then at least
one downward saturated set corresponding to Γ belongs to consistency property
of Γ .

Lemma 2 (Hintikka’s Lemma). For arbitrary Γ , each set belonging to the
consistency property of Γ is satisfiable.

Corollary 1. A Hintikka set UΓ is inconsistent iff for some literal l, l ∈ UΓ

and l ∈ UΓ .

Definition 10 (Dual downward saturated set). Let Δ be a sequence of
formulas of L∗

CPL. By a dual downward saturated set (or dual Hintikka set)
corresponding to a sequence Δ we mean a set WΔ, which fulfils the following
conditions:

(i) if A is a term of Δ, then A ∈ WΔ,
(ii) if α ∈ WΔ, then α1 ∈ WΔ or α2 ∈ WΔ,
(iii) if β ∈ WΔ, then β1 ∈ WΔ and β2 ∈ WΔ,
(iv) if ¬¬A ∈ WΔ, then A ∈ WΔ.
(v) nothing more belongs to WΔ except those formulas which enter WΔ on the

grounds of conditions (i)–(iv).

A dual Hintikka set WΔ is d-satisfied under a Boolean valuation v iff at least
one element of WΔ is true under v. A dual Hintikka set WΔ is d-satisfied by
each classical valuation (WΓ is valid) iff there is no Boolean valuation v such
that each formula in WΔ is false under v. If WΔ = ∅, then WΔ is d-inconsistent.

Corollary 2. A dual Hintikka set WΔ is d-satisfied by each classical valuation
(WΔ is d-valid) iff for some l, l ∈ WΔ and l ∈ WΔ.

Definition 11 (Non-validity property). By a non-validity property corre-
sponding to a sequence Δ we mean a finite set Wnv

Δ = {W1
Δ, . . . ,Wn

Δ}, which
contains all dual Hintikka sets for Δ that do not contain complementary literals.

Lemma 3 (Dual Hintikka’s Lemma). For an arbitrary Δ, each set belonging
to the non-validity property of Δ is not d-valid.

Let us consider the rules from Definition 2 again. Let us focus on rule R1
abd

and let ?(Γ � Δ) be the first question of a complete s-transformation which ends
with the minimal question of the following form ?(Φ ; Θ, l,Θ′ � Θ′′ ; Ψ). We
have two kinds of restrictions which guarantee the consistency and significance
of abductive hypotheses generated by R1

abd.

Restriction 1 (Consistency restriction on R1
abd). There exists a set UΓ ∈

Uc
Γ such that l /∈ UΓ .

Restriction 2 (Significance restriction on R1
abd). There exists a set WΔ ∈

Wnv
Δ such that l /∈ WΔ.
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Let us focus on rule R2
abd and let ?(Γ � Δ) be the first question of a com-

plete s-transformation which ends with a minimal question of the following form
?(Φ ; Θ, l,Θ′ � Θ′′ ; Ψ). We have two kinds of restrictions which guarantee the
consistency and significance of our abductive hypotheses generated by R2

abd.

Restriction 3 (Consistency restriction on R2
abd). There exists a set UΓ ∈

Uc
Γ such that l /∈ UΓ or k /∈ UΓ .

Restriction 4 (Significance restriction on R2
abd). There exists a set WΔ ∈

Wnv
Δ such that l /∈ WΔ or k /∈ WΔ.

Let s = 〈Q1, . . . , Qn〉 be a complete s-transformation of the question ?(Γ �
A), φ be an active sequent of an abductive rule, l, k–active literals and Uc

Γ the
consistency property for Γ . The application of a given rule to φ with restriction,
with respect to l (or l and k), generates a set of Hintikka sets which are not
compatible with a given restriction. Let us call this set Uc−

Γ . Now we can define
a new set Uc+

Γ = Uc
Γ \Uc−

Γ , which is a consistency property compatible with a
given partial answer. If Uc+

Γ results from Uc
Γ in the case of an application of rule

R1
abd with an active literal l, then by Uc+l

Γ we mean the consistency property
such that literal l is added to each element of Uc+

Γ . In the case of an application

of R2
abd, the consistency property Uc+l,k

Γ is the effect of adding literals l and k
to each element of Uc+

Γ .
In a similar manner, we can define the set Wnv+

Δ = Wnv
Δ \Wnv−

Γ and the set
Wnv+l

Γ . In the case of an application of R2
abd things are slightly more compli-

cated. First we have to construct two sets Wnv+l
Δ and Wnv+k

Δ , and then the set

Wnv+l,k
Δ = Wnv+l

Δ ∪ Wnv+k
Δ .

In order to prove a correctness of the procedure we need to modify its second
step.

Step2*. Apply some abductive rules to the last question with consistency (sig-
nificance) restriction; after each application of an abductive rule modify
the consistency property (non-validity property) in order to make it
compatible with a given partial answer.

In the example at the end of the paper we show in details how the procedure
works. Before that we introduce the following lemmas (sometimes without proofs,
if they are trivial) and theorems proving our method to be correct.

Lemma 4. Let UΓ ∈ Uc
Γ be a downward saturated set corresponding to some Γ .

If a literal l /∈ UΓ , then the set UΓ ∪ {l} is consistent.

Proof. UΓ is consistent by definition of the consistency property. Let us assume
that l /∈ UΓ . If UΓ ∪ {l} is inconsistent then l ∈ UΓ ∪ {l}, which contradicts the
assumption. 
�
Lemma 5. Let UΓ ∈ Uc

Γ be a downward saturated set corresponding to some Γ .
If l /∈ UΓ or k /∈ UΓ , then the set UΓ ∪ {l → k} is consistent.
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Theorem 1. Each abductive hypothesis generated by the procedure, where each
abductive rule is applied with a consistency restriction is consistent with the
initial knowledge base.

Proof. The proof follows from Lemmas 4 and 5 and from the construction of
Uc+

Γ . 
�
Lemma 6. Let WΔ ∈ Wnv

Δ be a dual downward saturated set corresponding to
some Δ. If a literal l /∈ WΔ, then the set WΔ ∪ {l} is not valid.

Proof. We know that WΔ is not valid, i.e. there exists a valuation v such that
each formula in WΔ is false under v. Since l /∈ WΔ we can assume that v(l) = 0.
It follows that WΔ is not valid. 
�
Lemma 7. Let WΔ ∈ Wnv

Δ be a dual downward saturated set corresponding to
some Δ. If l /∈ WΔ or k /∈ WΔ, then the set WΔ ∪ {l} is not valid or WΔ ∪ {k}
is not valid.

Lemma 8. l �CPL A1 ∨ . . . ∨ An (where each Ai (1 ≤ i ≤ n) is a literal) if and
only if a dual Hintikka set W = {l, A1, . . . , An} is not valid.

Proof. (→) Assume that l �CPL A1 ∨ . . . ∨ An. There exists a classical valuation
v such that v(l) = 1 and v(A1 ∨ . . . ∨ An) = 0. In this case v(l) = 0 and each
formula in W is false under v. Therefore W is not valid.

(←) Assume W is not valid. There exists a classical valuation v, such that
each formula in W is false under v. In this case v(l) = 1 and v(A1∨ . . .∨An) = 0.
Therefore l �CPL A1 ∨ . . . ∨ An. 
�
Lemma 9. l → k �CPL A1 ∨ . . . ∨ An (where each Ai (1 ≤ i ≤ n) is a literal)
if and only if a dual Hintikka set W = {l, A1, . . . , An} is not valid or W =
{k,A1, . . . , An} is not valid.

Theorem 2. Each abductive hypothesis generated by the procedure, where each
abductive rule is applied with a significance restriction, is significant.

Proof. The proof is a consequence of Lemmas 6, 7 and the construction of Wnv+
Γ .


�
Theorem 3. Each abductive hypothesis generated by the procedure, where each
abductive rule is applied with a significance and consistency restriction is signif-
icant and consistent.

Proof. The proof follows from Theorems 1 and 2.


�
Let us consider the following example. The knowledge base Γ = 〈p → (z →

q), r ∧ s〉, and Δ = 〈r → q〉. Therefore the initial question is of the following
form: ?(p → (z → q), r ∧ s � r → q), and the last question of s-transformation is
of the form: ?(¬p, r, s � ¬r, q ; ¬z, r, s � ¬r, q ; q, r, s � ¬r, q).
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After constructing the s-transformation of our problem we have to calculate
Hintikka and dual Hintikka sets. From the knowledge base Γ = 〈p → (z →
q), r ∧ s〉 we can generate the following seven Hintikka sets and the consistency
property (Uc

Γ = {U1
Γ ,U2

Γ ,U3
Γ ,U4

Γ ,U5
Γ ,U6

Γ ,U7
Γ }):

U1
Γ = {p → (z → q), r ∧ s, r, s,¬p, z → q,¬z, q}

U2
Γ = {p → (z → q), r ∧ s, r, s,¬p, z → q,¬z}

U3
Γ = {p → (z → q), r ∧ s, r, s,¬p, z → q, q}

U4
Γ = {p → (z → q), r ∧ s, r, s,¬p}

U5
Γ = {p → (z → q), r ∧ s, r, s, z → q,¬z, q}

U6
Γ = {p → (z → q), r ∧ s, r, s, z → q,¬z}

U7
Γ = {p → (z → q), r ∧ s, r, s, z → q, q}

The abductive goal is Δ = 〈r → q〉 and we can generate the following dual
Hintikka set: W1

Δ = {r → q,¬r, q} and non-validity property: Wnv
Δ = {W1

Δ}
Now, let us consider the set of possible abductive hypotheses generated by

the introduced rules. The first open sequent ¬p, r, s � ¬r, q can be closed by
formulas which belong to the set Σ1 ∪ Σ2, where:

1. Σ1 = {p,¬r,¬s} is the set of formulas generated by means of the application
of the rule R1

abd;
2. Σ2 = {¬p → ¬r, r → ¬r, s → ¬r,¬p → q, r → q, s → q} is the set of formulas

generated by means of the application of the rule R2
abd.

The second open sequent ¬z, r, s � ¬r, q can be closed by formulas which
belong to the set Σ∗

1 ∪ Σ∗
2 , where:

1∗. Σ∗
1 = {z,¬r,¬s} is the set of formulas generated by means of the application

of the rule R1
abd;

2∗. Σ∗
2 = {¬z → ¬r, r → ¬r, s → ¬r,¬z → q, r → q, s → q} is the set of

formulas generated by means of the application of the rule R2
abd.

An abductive answer to the initial question ?(p → (z → q), r ∧ s � r → q)
is a conjunction of formulas which close all the open sequents in the minimal
abductive question (conjunction of all partial answers). In this particular case
the set of all answers has the form:

{A ∧ B | A ∈ Σi, B ∈ Σ∗
i , for i ∈ {1, 2}}

Note that not all of these answers would be generated, when abductive rules
are used along with restrictions. Let us look at some examples of answers. Some
of them will be consistent and significant while other will not.

(a) H = p∧z. In this case rule R1
abd has been applied to close both open sequents.

Formula p closes the first open sequent. Moreover the consistency restriction
is fulfilled: there exists a set Ui

Γ ∈ Uc
Γ such that ¬p /∈ UΓ . In fact there are

three such sets: U5
Γ , U6

Γ , U7
Γ . Formula z closes the second open sequent. The

consistency restriction is also fulfilled in this case, because there exists a
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set Ui
Γ ∈ Uc+p

Γ , namely U7+p
Γ , such that ¬z /∈ U7+p

Γ . Thus H is consistent
with the knowledge base. This hypothesis is also significant. Significance
restriction is fulfilled in the case of partial answer p, because there exists a
set Wi

Δ ∈ Wnv
Δ such that p /∈ Wi

Δ, namely W1
Δ. The significance restriction

is also fulfilled for the second partial answer z, because z /∈ W1+p
Δ .

(b) H = p∧(r → ¬r). This hypothesis is significant because of similar reasons as
in the previous example (a). However it is not consistent with the knowledge
base due to the fact that for each Ui+p

Γ ∈ Uc+p
Γ , r ∈ Ui+p

Γ , which contradicts
consistency restriction on R2

abd.
(c) H = ¬r. In this case rule R1

abd has been applied to close both open sequents.
This hypothesis is neither consistent nor significant, because each Ui

Γ ∈ Uc
Γ

is such that r ∈ UΓ and each Wi
Δ ∈ Wnv

Δ is such that ¬r ∈ Wi
Δ.

4 Summary and Further Work

In this article we introduced Abductive Question-Answer System for classical
propositional logic. We interpret the abductive problem as an abductive ques-
tion: what should be added to the knowledge base Γ in order to be able to derive
a fact ϕ? where ϕ is not derivable from Γ . Firstly, (possibly) complex initial
abductive question is decomposed into a minimal abductive question. After-
wards, partial answers are generated for the minimal abductive question. The
abductive hypothesis is obtained by combining all partial answers with conjunc-
tion. If partial answers are generated along with restrictions, obtained abductive
hypothesis have ‘desired’ properties i.e., it is consistent with the knowledge base
Γ and ϕ is not obtainable from the abductive hypothesis alone. Therefore, AQAS
integrates generation and evaluation of abductive hypotheses.

The knowledge-based systems are better and more often described by means
of modal or paraconsistent logics. Therefore, our future work is concerned with
the application of the Abductive Question-Answer System for these logics. Our
future work will also cover the implementation of the Abductive Question-
Answer System in programming language. This will enable us to test the system
on huge datasets and compare it with solutions that already exist, such as the
one presented by Komosiński [10] or those proposed on the ground of Abductive
Logic Programming [5].
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Abstract. Many realistic scenarios call for answers to questions involv-
ing vague expressions like almost all, about half, or at least about a third.
We present a modular extension of classical first-order queries over rela-
tional databases, with binary, proportional, semi-fuzzy quantifiers model-
ing such expressions via random sampling. The extended query language
has an intuitive semantics and allows one to pose natural queries with
probabilistic answers. This is also demonstrated by experiments with an
implementation involving the (geographical) MONDIAL data set.

1 Introduction

In verbal communication one frequently uses expressions like about half, at least
about a third, at most about a quarter, almost all, etc. Obviously the meaning
of these expressions is vague, context dependent and potentially also involves
intensional aspects, like considerations about specific expectations of speakers
and listeners. Nevertheless such quantifier expressions may be understood as
mainly referring to the proportion of those domain elements satisfying the range
predicate that also satisfy the scope predicate. For example, Almost all capi-
tals have airports refers to the proportion of capitals in the domain of discourse
(range predicate) that satisfy the scope predicate ‘has an airport’, and claims
that this proportion is close to 1. The intrinsic vagueness of quantifier expressions
is often a virtue, rather than a problem: it allows us to communicate concisely
and effectively without having to compute or even to know the precise propor-
tion in question. This observation motivates the design of formal models of pro-
portionality quantifiers that support efficient and intuitive answers to queries
that involve corresponding formal counterparts of relevant natural language
expressions.

In this paper we propose to augment a standard first order query language
over relational and RDF data with quantifiers that allow one to formulate queries
like Which countries are larger than almost all other countries? or (Boolean
queries) like Do at least about two thirds of all capitals have more than a mil-
lion inhabitants? The vagueness of the corresponding quantifier expressions is
modeled by a probabilistic, sampling based semantics, connecting our approach
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to game based semantics for so-called semi-fuzzy proportionality quantifiers [5,6]
as explained below.1

Related work. Flexible and approximate query answering has received signifi-
cant attention in the database community for several decades, and the literature
on the subject is vast. Our work has some relation to fuzzy query answering, see
[14] and references therein. However, our approach is different in at least two
respects: (1) we want to keep the user interface free of references to degrees of
truth or of set membership, and (2) we base the semantics of semi-fuzzy quan-
tifiers on sampling, rather than on ad hoc truth functions, as usual in fuzzy set
based approaches. We are not aware of similar proposals that modularly extend
existing query languages with proportional quantifiers only, while keeping crisp
both the database and underlying query formalism. Sampling plays an important
role on approximate query answering (see, e.g., [2,9]), but in this area, the focus
is usually on keeping suitable samples of the data to support the efficient com-
putation of aggregate queries over large data sets, rather than supporting vague
quantifiers formalizing natural language expressions. In this light, we think that
our specific combination of ideas is original and may be of interest.

The paper is organized as follows. We start by providing basic terminology on
(semi-)fuzzy quantifiers in Sect. 2, and we briefly recall the game and sampling
based approach to fix their semantics in Sect. 3. Section 4 reviews principles
of statistical sampling that are used in the central Sect. 5, which presents our
proposal for extending queries with vague proportional quantifiers. In Sect. 6 we
illustrate our approach on a concrete use case. Section 7 briefly summarizes our
work and presents a few topics for related future research.

2 (Semi-)fuzzy Proportionality Quantifiers

The standard model for vague quantifier expressions in a computational context
uses fuzzy logic (see, e.g., [20]). A fuzzy set over a domain D is a function
˜X : D → [0, 1], assigning to each element of D a membership degree in the real
unit interval. Fuzzy sets are intended to model vague or imprecise predicates,
where any given element does not necessarily either determinately satisfy or not
satisfy the predicate, but where ˜X(d) is understood as the degree of truth of the
assertion that d satisfies the predicate modeled by ˜X. If ˜X(d) ∈ {0, 1} for all d ∈
D, one speaks of a crisp set or predicate. Identifying 0 with ‘definitely false’ and
1 with ‘definitely true’, crisp predicates clearly correspond to classical (bivalent)
predicates and crisp sets turns into (membership functions of) ordinary sets.

1 Although this is not a main concern in this work, we point out that a sampling
based semantics may also be useful to compute quick, approximative answers in face
of massive volumes of data. For example it might be useful to quickly obtain a highly,
but not perfectly reliable answer to a query like Have at least about a quarter of all
citizens lived abroad at some time? without having to visit each relevant entry in a
huge database containing such data for all citizens.
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As already indicated, commonly used (logical) natural language quantifiers
involve a range as well as a scope predicate, i.e. they are binary in the terminology
of, e.g., [4]. This also holds for standard universal and existential quantification:
one routinely asserts sentences of the form All A are B or Some A are B.2 For
crisp predicates, we may express the first sentence in classical logic as ∀x(A(x) →
B(x)) and the second one as ∃x(A(x)∧B(x)). But note that such a reduction of
binary quantification to unary quantification is in general not possible for other
binary quantifiers.

Initiated by Zadeh [19], the literature on fuzzy quantifiers is large; we refer
to the monograph [12] and the more recent survey article [4] for an overview of
relevant work. Focusing on binary quantification, a corresponding fuzzy quanti-
fier is given by a truth function vI( ˜Q) : ˜A × ˜B → [0, 1] mapping any two fuzzy
sets over the domain D into a truth value (degree of truth) in [0, 1]. Here I
refers to an interpretation, that assigns a fuzzy set (fuzzy predicate) over D to
each monadic predicate symbol. If both, the range predicate ˜A and the scope
predicate ˜B, are crisp, then the quantifier ˜Q is called semi-fuzzy. We identify
the domain elements (members of D) with corresponding constants and assume
throughout this paper that D is finite. Note that both stipulations are well jus-
tified in our database oriented context. This context also motivates the focus
on semi-fuzzy quantifiers, since the predicates correspond to the relations of the
given dataset, which is assumed to be of the usual relational format. (Indeed,
we will not distinguish between a crisp predicate and the corresponding relation
of the dataset.) If vI( ˜Q)(A,B) only depends on the proportion

Prop(A,B) =df
|A∩B|

|A|

then ˜Q is a binary proportional semi-fuzzy quantifier. This is the type of quan-
tifier models that we want to incorporate into a classical query language.

3 Semantics via Sampling in Giles’s Game

As we have seen in the last section, every binary semi-fuzzy proportional quanti-
fier is characterized by a truth function that maps Prop(A,B) into a truth value
in [0, 1]. This triggers the question which of the uncountably many candidates for
truth functions are adequate for modeling particular natural language quantifiers
like almost all or about half. Moreover, one may want to embed corresponding
formal quantifiers into a standard t-norm based fuzzy logic, following the par-
adigm of contemporary mathematical fuzzy logic, as represented, e.g., in [3].
To address both challenges, Fermüller and Roschger [5,6] introduced an exten-
sion of Giles’s game based semantics for �Lukasiewicz logic [10,11] that allows
one to derive the truth functions for certain families of proportional semi-fuzzy

2 Unary quantification, as in All are B and Some are B, can be considered as a special
instance of binary quantification, where the range predicate A is suppressed since it
is identified with the one satisfied by all elements of the range of discourse.
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quantifiers from rules that regulate attacks on and defenses of logically com-
plex formulas. We do not care about the logical connectives of �Lukasiewicz logic
here, but rather consider queries that feature a single vague quantifier expression
applied to crisp range and scope predicates. For monadic quantifiers (where the
domain D is identified with the range A and thus Prop(A,B) = Prop(B)) one
may formulate game rules like the following for a family of semi-fuzzy quantifiers
Gk

m, taken from [6]:

– If the proponent P asserts Gk
mxF (x) then her opponent O may attack this

statement by betting against k random instances of F (x), while P bets for
m random instances of F (x).

Here, ‘random instance’ refers to a uniformly random choice of a constant d. By
betting for (against) the corresponding instance F (d) a player of the game risks
to have to pay one unit of money to the opposing player if the corresponding
formula turns out to be false (true) in the given interpretation.3 By identifying
the inverse of the expected loss of money of the proponent of a formula with its
degree of truth, one obtains truth functions for corresponding semi-fuzzy quanti-
fiers. In this manner truth functions for Gn

2n, for n ≥ 1, can be extracted from the
above rule that amount to reasonable models of the natural language quantifier
at least about a third, parameterized by a certain measure of ‘tolerance’. For
querying we will not directly refer to truth functions, but rather make use of the
observation that each concrete run of the semantic game yields a (dispersive)
classical truth value. This yes/no-reply corresponds to a statistical test using
the randomly chosen constants as sample. In this manner standard principles of
statistics, as explained in the next section, will lead us to a semantics for queries
featuring semi-fuzzy proportionality quantifiers.

4 Principles of Sampling

We briefly review the theoretical basis of our sampling based evaluation methods
[13], which we use to specify the semantics of quantifiers in Sect. 5.2.

Let Y1, . . . , Ys be independent and identically distributed Bernoulli random
variables, i.e. for each i ∈ {1, . . . , s} we have Yi ∈ {0, 1}. Then, it is easy to see
that

∑s
i=1 Yi

s := X
s is a random variable with (scaled) binomial distribution. To

evaluate binary vague proportional quantifiers, we need to estimate the propor-
tion of range elements that also fulfill the scope formula. To this end we need to
relate three parameters, namely the sample size s, the confidence 1 − α ∈ (0, 1),
and the precision of the estimate ε ∈ [0, 1]. This can be expressed as follows
[13], where Ps,ρ denotes the probability distribution for a binomial distributed
random variables with parameters s ∈ N and ρ ∈ [0, 1]:

Ps,ρ(| X

s
− ρ |≥ ε) ≤ α. (1)

3 Actually the overall game is more involved than indicated here, since whole multi-
sets of formulas have to be considered in general, when decomposing formulas into
subformulas in accordance with the rules. For details we refer to [7].
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The most accurate way to proceed would be to construct confidence regions,
using binomial and beta quantiles, which should certainly be performed for real
life applications where accuracy matters the most. Another well known and
widely used approach, due to its more efficient nature, makes use of the central
limit theorem [13], for which we have to assume that the sample size is sufficiently
large. Following this way we may calculate:

Ps,ρ(| X

s
− ρ |< ε) = Ps,ρ(| X − sρ

√

sρ(1 − ρ)
|< ε

√

s

ρ(1 − ρ)
) ≈

≈ Φ(ε
√

s

ρ(1 − ρ)
) − Φ(−ε

√

s

ρ(1 − ρ)
) = 2Φ(ε

√

s

ρ(1 − ρ)
) − 1.

Since Φ is bijective4 and ρ(1 − ρ) ≤ 1
4 , we obtain s ≥ (Φ−1( 2−α

2 )

2ε )2.
This last inequality tells us which minimum sample size s we have to use to

achieve a certain precision ε with confidence 1 − α. To refer to this functional
relation of the parameters later, we define f : [0, 1] × (0, 1) → N as follows:

f(ε, α) = 
(Φ−1( 2−α
2 )

2ε
)2�. (2)

5 Querying with Semi-fuzzy Quantifiers

In this section, we present our concrete proposal for querying datasets, using a
standard query language extended with semi-fuzzy proportional quantifiers.

For ease of presentation, we take a declarative, logic based view of relational
databases and queries over them [1]. Databases are defined as finite relational
structures over a given signature or schema, and we consider first-order logic
formulas over the same signature as basic query language. As data values we
use constants and integer numbers, and we allow (in)equalities between values
(both constants and integers), and comparisons (<,>,≥, �=) over integers. This
basic setting captures relational algebra expressions (and thus, basic SQL) over
relational databases. Moreover, significant fragments of other datamodels and
their corresponding query languages can be viewed as special case of FO-queries
over relational data as considered here. This applies in particular to the fragment
of the SPARQL query language for RDF data [17] considered in Sect. 6

5.1 Relational Databases and FO-Queries

As usual, we denote by Z the integer numbers, and by N the positive integers. We
define a (relational) schema as comprising a set R of relation names, together

4 As it is the distribution function of standard normally distributed random variables.
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with an arity function ar : R → N, and a function npos that maps each R to a
(possibly empty) subset of {1, . . . , ar(R)} of numeric positions of R.5

Let a relational schema (R, ar ,npos) be given. Let U be a set of constants or
data values, and V be a countably infinite set of variables. A term is an object
in U ∪ Z ∪ V. Atoms take the following forms:

(i) R(t1, . . . , tar(R)) with R ∈ R, and the ti are terms such that ti ∈ Z ∪ V if
i ∈ npos(R), and ti ∈ U ∪ V if i �∈ npos(R);

(ii) t = t′ and t �= t′ with t, t′ terms; and
(iii) t < t′, t > t′, t ≤ t′ or t ≥ t′, for t, t′ terms in Z ∪ V.

An atom is called relational if it is of the form (i), and ground if all its terms
are from U ∪ Z. A database instance (or simply a database) is a finite set D of
ground relational atoms. The active domain of a database D, denoted ADom(D)
is the set of constants and numbers from U ∪ Z that occur in the atoms of D.

Example 1. Consider a schema containing, among others, the following relations:

– unary country and city , with no numeric positions, that is: npos(city) = {}
and npos(country) = {};

– a binary city of that relates cities and the countries they are located in, also
with npos(city of ) = {};

– a binary cap of that relates each capital city with the country it is capital
of; again, npos(cap of ) = {};

– a binary has pop with npos(has pop) = {2}, which relates countries and cities,
with an integer number denoting its total population;

– a binary hasGDP agr with npos(hasGDP agr) = {2}, which relates countries
with an integer number (between 0 and 100) denoting the percentage of its
GDP that comes from agriculture.

A database D1 over this schema may contain, for example, ground atoms:
country(USA), country(India), . . . city(Chicago), city(Beijing), . . .

cap of (Beijing ,China), cap of (NewDelhi , India), . . .

has pop(China, 1385 ∗ 106), has pop(Beijing , 21.6 ∗ 106), has pop(Shanghai , 24.3 ∗
106) . . .

An FO-query is a first-order formula ψ(x) with free variables x, built from
atoms in the usual way, using the connectives ¬, ∧, ∨, and the quantifiers ∃ and
∀. We refer to these variables as the answer variables of ψ. The arity of the
query is the number of variables in x. We call a query Boolean if it is 0-ary, that
is, it has no free variables.

We note that a database D can be seen as a Herbrand interpretation over the
predicates in the schema, and with domain ADom(D). An n-ary FO query over
D defines an n-ary relation over ADom(D), which contains precisely the tuples
for which the corresponding formula is satisfied, under the usual semantics.

5 We use a simple definition, compatible with more complex notions of schema, which
may assign, e.g., names and domains to attributes, and integrity constraints.
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Let D be a database. A substitution is a mapping σ from variables in V to
values in ADom(D). We write σ(t) for the tuple that results from t by sub-
stituting each variable x with σ(x), and we write σ(ϕ) to denote the formula
that results from ϕ by applying the substitution σ to all its atoms. For x ∈ V,
c ∈ ADom, and a substitution σ, we denote by σ{x �→ c} the substitution σ′

that has σ′(x) = c, and σ′(y) = σ(y) for all remaining variables in the domain of
σ. Abusing notation, we may disregard order in tuples and treat them as sets.

The satisfaction in D of a formula ψ w.r.t. σ, in symbols D |=σ ψ, is defined
inductively in the natural way:

– For relational atoms, D |=σ R(t) if R(σ(t)) ∈ D.
– For the other atoms, D |=σ t � t′ if σ(t) � σ(t′), where each binary predicate

� ∈ {=, �=,≥ . . . .} is interpreted as usual.
– D |=σ ψ1 ∧ ψ2 if D |=σ ψ1 and D |=σ ψ2.
– D |=σ ψ1 ∨ ψ2 if D |=σ ψ1 or D |=σ ψ2.
– D |=σ ¬ψ if D �|=σ ψ.
– D |=σ ∃x ψ if for some c ∈ ADom(D), we have D |=σ{x�→c} ψ.
– D |=σ ∀x ψ if for each c ∈ ADom(D), we have D |=σ{x�→c} ψ.

Let ψ(x) be a query with answer variables x = (x1, · · · , xn), and let c =
c1, · · · , cn be a tuple of values from U ∪ Z of the same arity. Then we say that
c is an answer to ψ over D if D |=σ ψ for the substitution σ with xi = ci for
each 1 ≤ i ≤ n. In this case, we may write D |= ψ(c).

Note that for ψ a Boolean query, there are two possibilities: if D |= ψ, then
the empty tuple is an answer to ψ. In this case, we may say that ψ is true in
D, or that its answer in D is yes. In the other case, if D �|= ψ, then the empty
tuple is not an answer to ψ: we say that ψ is false or that its answer is no.

Example 2. The following are simple examples of FO-queries over our example
schema; ψ1 is a Boolean query, while ψ2 is unary and ψ3 is binary.

ψ1: Is there a country with a population of more than one billion people?
ψ2: Which countries have a city with higher population than its capital?
ψ3: Which are the countries, and their capitals, such that no other city in the

country has more inhabitants?

ψ1 := ∃x, y(country(x) ∧ has pop(x, y) ∧ (y > 1000 ∗ 106))
ψ2(x) := ∃y1, y2, z1, z2(country(x) ∧ cap of (y1, x) ∧ city of (y2, x) ∧

∧has pop(y1, z1) ∧ has pop(y2, z2) ∧ (z1 < z2))
ψ3(x, y) := ∃z

(

country(x) ∧ cap of (y, x) ∧ has pop(y, z) ∧
∀y1, z1((city of (y1, x) ∧ has pop(y1, z1)) → (z1 ≤ z))

)

We note that D1 |= ψ1, that is, its answer is yes, since the substitution σ(x) =
China, σ(y) = 1385 ∗ 106 makes the formula true. We can also observe that the
answers to ψ2 contain China, and that (Beijing ,China) is not an answer to ψ3.



22 C.G. Fermüller et al.

5.2 Extending FO-Queries with Proportional Quantifiers

Assume m ∈ N, and let n, k ∈ {0, . . . , m} with n �= 0. We consider the following
proportional quantifiers:

Q[≈ k
n ] about k/n Q[� k

n ] at least about k/n Q[� k
n ] at most about k/n

If k = n, then we may read both Q[≈ k
n ] and Q[� k

n ] as almost all, and simply write
Q[≈1]. If k = 0, then we may read Q[≈ k

n ] and Q[� k
n ] as almost none and write

Q[≈0]. Note that each value of m determines a family of proportional quantifiers.
Throughout the paper we assume m = 4, but any number can be used.6 Now
we define our query language, which extends FO-queries with these quantifiers:

Definition 1 (Queries). A query is an expression q(y) of the form

˜Qx
(

R(x,y′), ψ(x,y)
)

where y′ ⊆ y, and:

– ˜Q is any of the proportional quantifiers defined above,
– R(x,y′) is a relational atom using the variables in {x} ∪y′, and whose addi-

tional terms are from U ∪ Z, and
– ψ(x,y) is an FO-query with answer variables {x} ∪ y.

The answer variables of q are y, and its arity is the number of variables in y.

Example 3. To illustrate our language, we consider the following queries:

q1: Do at least about three quarters of all countries make at most 20% of their
GDP in agriculture?

q2: Do about half of all cities have more than 200000 inhabitants?
q3: Which countries have a capital which has more inhabitants than about half

of all other capitals in the world?
q4: Which countries have a capital that has more inhabitants than almost all

other cities of that country?

The first two are Boolean queries, the other two are unary. Queries q3 and q4 are
very similar, but they differ on the range predicate: it is unary in q3 and binary
in q4. In our syntax, they look as follows:

q1 := Q[� 3
4 ]x

(

country(x),∃y(hasGDP agr(x, y) ∧ (y ≤ 20))
)

q2 := Q[≈ 1
2 ]x

(

city(x),∃y(has pop(x, y) ∧ (y > 200000))
)

q3(y) := Q[≈ 1
2 ]x

(

capital(x),∃z, z′, w(cap of (y, w) ∧ has pop(w, z) ∧
∧has pop(x, z′) → (z > z′))

)

q4(y) := Q[≈1]x
(

city of (x, y),∃z, z′, w(cap of (y, w) ∧ has pop(w, z) ∧
∧has pop(x, z′) → (z > z′))

)

6 We remark that very large values of m do not usually occur in natural language.
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We note that D1 |= q1, that is, its answer is yes, since the substitution σ(x) =
China, σ(y) = 1385 ∗ 106 makes the formula true. We can also observe that the
answers to q2 contain China, and that (Beijing ,China) is not an answer to q3.

Now we define the semantics of our query language. As we have anticipated, it
is based on sampling, according to the principles discussed in Sect. 4. We assume
that values in the interval [0, 1] are given for the confidence 1 − α ∈ (0, 1) and
precision ε. These values then determine a minimal sample size s = f(ε, α) as in
Eq. 2. Then, for testing whether a given tuple of variables c = c1, · · · , cn of values
from U∪Z is an answer to a query ˜Qx

(

R(x,y′), ψ(x,y)
)

, we take a sufficiently
large random sample of objects x that satisfy R(x, c′) (where c′ is the restriction
of c to the positions from y that occur in y′), and verify whether the proportion
of those for which ψ(x, c) holds are within the desired range. Note that, since the
sample is random, for the same tuple c, we may get different proportions, and
hence a different value, if we repeat the query evaluation. This is natural, since
our semantics of the proportional quantifiers defines a probability function over
the possible answer tuples. As we will illustrate in the next section, the answers
retrieved in this way are reliable, even for modest sample sizes.

Definition 2 (Semantics). Let D be a database, let R(x, c′) be a relational
atom and ψ(x, c) be a FO-query, such that x is the only free variable in both.
Let S ⊆ ADom(D) with S �= ∅. We define

PropD(S, ψ(x, c)) =
|{c ∈ S | D |={x�→c} ψ(x, c)}|

|S|
Now we let σ be a substitution from V to ADom(D), and let DR = {c ∈
ADom(D) | R(c, σ(y′)) ∈ D}. We define the semantics of queries as follows:

– D |=σ,S,ε Q[≈ k
n ]x

(

R(x,y′), ψ(x,y)
)

if S ⊆ DR and PropD(S, σ(ψ(x,y))) ∈
[

k
n − ε, k

n + ε
]

.
– D |=σ,S,ε Q[� k

n ]x
(

R(x,y′), ψ(x,y)
)

if S ⊆ DR and PropD(S, σ(ψ(x,y))) ∈
[

k
n − ε, 1

]

.
– D |=σ,S,ε Q[� k

n ]x
(

R(x,y′), ψ(x,y)
)

if S ⊆ DR and PropD(S, σ(ψ(x,y))) ∈
[

0, k
n + ε

]

.

Let ε and α in the interval [0, 1] be given. A tuple c = c1, · · · , cn of values
from U∪Z of the same arity as y is called a sampled answer to ψ over D (with
precision ε and confidence 1 − α) if D |=σ,S,ε Q[� k

n ]x
(

R(x,y′), ψ(x,y)
)

, where
σ is the substitution with xi = ci for each 1 ≤ i ≤ n, and S ⊆ ADom(D) is a
random sample (with replacement) of size |S| ≥ f(ε, α) as described in Sect. 4.
In this case, we may write D |=ε,α ψ(c).
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6 Proof-of-Concept: Querying the MONDIAL Database

For illustrating the proposed approach on real life data, we chose the MONDIAL
database7. It is a dataset containing geographical data, that relies on open web
data, such as the CIA factbook, Wikipedia, and atlases. The last major revision
took place in 2015. Like most open web data, the database is not complete, and
data may be somewhat imprecise. However, this is not of major concern here.

We evaluated the queries in Example 3. (In fact, the schema and queries of
our running example are based on MONDIAL). We used the RDF version of
MONDIAL locally and posed standard SPARQL queries, using the Java exten-
sion Apache Jena. This, together with random sampling on the list of query
results, suffices to simulate the evaluation of queries in our language efficiently.
In contrast to other fuzzy querying approaches, like the ones of Bosc and Pivert
[18] we here rely on strictly classical data, and focus on a probabilistic evaluation
of them. Our goal was to test how the sampling based evaluation performs for
particular sample queries. Obviously, if the amount of sampled data increases,
then the difference between the evaluation times for full and partial answers,
respectively, increases as well. However, for the present example, the MONDIAL
database (16.4 MB), they are still in a similar range. Some of our observations
are captured in Figs. 1 and 2, which show how the sample size correlates with
the calculated proportions, using only a single iteration per size. Figure 1 shows
the results for the queries q1–q3, and Fig. 2 for particular instances of the answer
variable y in query q4. From those results one can straightforwardly evaluate
the answers to the natural language queries. Taking the first one, which asks
whether the proportion in question is at least about 75 %, the results show that,
for almost all samples sizes, this is the case with (high) confidence 1 − α = 0.95.
Similar results hold for the other queries. (Note that in Fig. 2 just a small range

Fig. 1. Left: query q1; middle: query q2; right: query q3. The x-axis always represents
possible sample sizes, i.e. the number of domain elements that fulfill the respective range
predicate. For the left and the middle picture, the y-axis stands for the proportion of
these range objects that also fulfill the scope predicate, while for the right picture it
displays the sizes of answer sets. The blue graph shows the achieved results for one
sample of the sizes from the x-axis. The red graph displays the correct proportions, or
answer set size respectively. (Color figure online)

7 MONDIAL database. (Last accessed January 30th, 2017). Retrieved from: https://
www.dbis.informatik.uni-goettingen.de/Mondial/.

https://www.dbis.informatik.uni-goettingen.de/Mondial/
https://www.dbis.informatik.uni-goettingen.de/Mondial/
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Fig. 2. Query q4, for: left: y = China; middle: y = USA; right: y = India. The x-axis
always represents possible sample sizes, i.e. the number of domain elements that fulfill
the respective range predicate. The y-axis stands for the proportion of these range
objects that also fulfill the scope predicate. The blue graph shows the achieved results
for sample sizes from the x-axis. The red graph displays the correct proportions. (Color
figure online)

of proportions is displayed). Finally, we emphasize that the graphs show the pro-
portions obtained for one random sample of each size. But the blue line (sampled
results) converges quickly to the red line (correct proportion) if we increase the
number of iterations.

7 Conclusions and Outlook

We have presented an extension of a classical first order query language over
relational data with quantifiers that model vague natural language quantifiers
like about half, almost all, at least about a third, and at most about a quarter.

The proposed semantics of these quantifiers is inspired by an extension of
Giles’s semantic game [10] for �Lukasiewicz logic to semi-fuzzy proportional quan-
tifiers that makes use of random selection of witnessing constants [5,6]. In the
context of Giles game, fuzzy truth functions for these quantifiers are extracted by
identifying expected values resulting from sampling based games with degrees of
truth. Similarly, our queries trigger a sampling mechanism to return probabilis-
tic answers; i.e. answers that might differ upon repetition, but that conform to
the specified meaning of the quantifier expressions with high probability, given
particular levels of confidence and precision. We have specified this semantics
in a manner that directly extends standard classical FO-queries and thus fits
well into the usual frameworks for querying relational and RDF data. As a
proof-of-concept we applied the proposed machinery to the RDF version of the
MONDIAL database, illustrating that our approach yields promising results that
encourage further investigations.

We conclude by briefly commenting on some further challenges, possible
extensions, and additional use cases.

Other vague quantifier expressions: The quantifier expressions selected in
Sect. 5.2 are only specific examples, illustrating a general principle, but many
other interesting natural language quantifiers could be considered. A partic-
ular challenge arises for modeling the often used expressions many and few,
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since their meaning does not just depend on the proportion of elements sat-
isfying the scope predicate, but rather calls for considerations of context as
well as user expectations, as pointed out by linguists (see, e.g., [8,15,16]).

Introducing vague predicates: We have only considered classical relational
data here, where all relations and predicates are bi-valent. The ideas underly-
ing our approach to vague quantifier semantics can also be applied to derive
fuzzy models of predicates like large, small, etc. Developing such an approach
and comparing it with existing fuzzy databases might be useful.

Computational gains: Sampling may not only be viewed as a tool for mod-
eling vagueness, but is also a well known approach to obtain more efficient,
approximate answers in face of huge volumes of data [2]. Our current proto-
type implementation is not intended to illustrate such computational gains,
but this is clearly an interesting topic for further research.

Data summarization: While we have focused on querying here, we finally
want to point out that our approach to modeling vague quantifiers may be
even more useful for data summarization. It seems natural to offer sentences
like About half of the provincial capitals have airports and Almost all coun-
tries have ethnic minorities summaries instead of precise statistical data, in
particular if the later are marred by spurious precision.
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Abstract. This short paper outlines an analogy-based decision method.
It takes advantage of analogical proportions between situations, i.e., a
is to b as c is to d, for proposing plausibly good decisions that may
be appropriate for a new situation at hand. It goes beyond case-based
decision where the idea of graded similarity may hide some small but
crucial differences between situations. The method relies on triples of
known cases rather than on individual cases for making a prediction on
the appropriateness of a potential decision, or for proposing a way of
adapting a decision according to situations. The approach may be of
interest in a variety of problems ranging from flexible querying systems
to cooperative artificial agents.

1 Introduction

Making decision on a daily basis often relies on past experience [1], rather than
being an explicit utility-maximization business based on the knowledge of a util-
ity function. This observation has led decision theorists to propose an axiomatic
modeling of case-based decision, relying on a repository of cases already experi-
enced, where expected utility is replaced by a weighted average of the utilities of
the results of this decision in various situations that are similar to the current
situation, the sum being weighted in terms of this similarity [7].

A qualitative counterpart to case-based decision has been proposed [2,3].
Thus an optimistic (resp. pessimistic) decision criterion implements the idea
that a decision is all the better as it led to a good decision in at least one (resp.
all) situation(s) similar to the current situation, where the decision was made.
Since both goodness and similarity are matters of degree, these two decision
criteria estimate respectively to what extent the intersection of two fuzzy sets is
not empty and to what extent a fuzzy set is included in another one.

While the idea of case-based decision is intuitively attractive, it may be
difficult to implement it due to the difficulty of eliciting meaningful similarity
relations between situations. Indeed, two situations may be quite similar in many
respects and still have one crucial difference, in such a way that for a considered
decision, we may obtain a good result in one case and a bad one in the other.
Such a remark calls for an analysis in terms of analogical proportions. Analogical
c© Springer International Publishing AG 2017
H. Christiansen et al. (Eds.): FQAS 2017, LNAI 10333, pp. 28–35, 2017.
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proportions are statements of the form a is to b as c is to d, which compare a
pair (a, b) with a pair (c, d) in terms of the similarities and of the differences
between the elements of each pair [11].

In the following, we outline an approach to analogy-based decision where we
take advantage of a repository of past experiences in terms of analogical propor-
tions, suggesting the benefits that may be expected from such a view. We first
provide a short background on case-based decision, and then on analogical pro-
portions, before presenting the approach. The structural resemblances between
case-based decision and flexible querying have been already discussed [4]; this
leads to conjecture some applications of analogy-based decision to flexible query-
ing. We also advocate the interest of analogy-based decision for artificial agents
that have to cooperate with humans on the basis of past interactions.

2 Case-Based Decision

In case-based decision, we are supposed to have at our disposal a repository R
of experienced decisions under the form of cases ci = (si, δi, ri), i ∈ [1, n]. Case
ci means that decision δi ∈ D (D is the set of potential decisions), applied in
situation si ∈ S (S is the set of considered situations), has led to result ri ∈ R; it
is assumed that ri is uniquely determined by si and δi. Consider a new situation
s0, which may not be in S, for which we have to take a decision δ0. Let S be a
similarity measure defined on S×S that associates each pair (si, sj) of situations
with a positive real number S(si, sj) ∈ [0, 1].

Classical expected utility is then changed [7], for a candidate decision δ into

U(δ) �
Σ(si,δ,ri)∈R s.t. δi=δ S(s0, si) · u(ri)

Σ(si,δi,ri)∈R s.t. δi=δ S(s0, si)
,

where u is a utility function, here supposed to be valued in [0, 1]. Note that the
value of u needs to be known only for the cases in the repository. Decision is
made by choosing δ ∈ D such that it maximizes U(δ).

A pessimistic and an optimistic qualitative counterparts [2] are given by

U∗(δ) � min(si,δi,ri)∈R s.t. δi=δ S(s0, si) → u(ri) and

U∗(δ) � max(si,δi,ri)∈R s.t. δi=δ min(S(s0, si), u(ri)).

U∗(δ) expresses that decision δ is all the better as the fuzzy set of results asso-
ciated with situations similar to s0 where decision δ was experienced is included
in the fuzzy set of good results. When x → y = max(1 − x, y), U∗(δ) = 1 only
if the result obtained with decision δ in any known situation somewhat similar
to s0 was fully satisfactory. U∗(δ) expresses that a decision δ is all the better as
it was already successfully experienced in a situation similar to s0. See [3] for
postulate-based justifications. The very pessimistic and optimistic nature of cri-
teria U∗ and U∗ may be softened by introducing fuzzy quantifiers; for example,
one might already be satisfied if a decision was a good choice in most similar
cases, thus allowing for a few exceptions [4]. Note that these criteria may lead
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to prefer a rarely experienced decision that always led to good results (if any),
rather to choose a decision with more feedbacks, but some bad ones. However, it
may be desirable to avoid an accumulation effect if the same decision is chosen
routinely for the same, frequently occurring, situation and thus is stored several
times in the repertory of cases. In fact, what is addressed here is the possible
variability of the output of a decision made in more or less similar situations
rather than its possible non deterministic nature when repeatedly applied in
(apparently) the same situation.

A situation s is usually described by means of several features, i.e., s =
(s1, ..., sm). Then the evaluation of the similarity between two situations s and
s′ = (s′1, ..., s′m) amounts to estimating the similarity for each feature k accord-
ing to a similarity relation Sk, and to combine these partial similarities using
some aggregation operator agg, namely S(s, s′) = aggk=1,...,mSk(sk, s′k). A clas-
sical choice for agg is the conjunction operator min, which retains the smallest
similarity value as the global evaluation. But one may also think, for instance,
of using some weighted aggregation if all the features have not the same impor-
tance. See [4,5] for more details, references to generalizations to incompletely
specified cases, or with discounting of untypical cases, and applications to flexi-
ble querying including examples (and counter-examples)-based querying1.

3 Analogy: Brief Review

Analogical proportions provide another way to compare situations. Analogical
proportions are statements of the form a is to b as c is to d. Let us assume that
the four items a, b, c, d are represented by sets of binary features belonging to a
universe U (i.e., an item is then viewed as the subset of the binary features in U
that it satisfies). Then, the dissimilarity between a and b can be appreciated in
terms of a ∩ b and/or a ∩ b, where a denotes the complement of a in U . Indeed
a∩ b (resp. a∩ b) is the subset of properties possessed by a (resp. b) and not by b
(resp. a). The similarity is estimated by means of a ∩ b (the subset of properties
possessed by both a and b) and/or of a ∩ b (the subset of properties that both a
and b do not possess). Then, an analogical proportion between subsets is formally
defined [9] as a conjunction of equalities:

a ∩ b = c ∩ d and a ∩ b = c ∩ d

This expresses that “a differs from b as c differs from d” and that “b differs from
a as d differs from c”. It can be viewed as the expression of a co-variation.

It has an easy counterpart in Boolean logic, here denoted a : b :: c : d, where
a, b, c, d now denote simple Boolean variables. In this logical setting, “are equated
to” translates into “are equivalent to” (≡), a is now the negation of a, and ∩ is
changed into a conjunction (∧), and we get the logical condition expressing that
4 Boolean variables make an analogical proportion:

a : b :: c : d � (a ∧ b ≡ c ∧ d) ∧ (a ∧ b ≡ c ∧ d)
1 An item is all the more a solution as it resembles to some example(s) in all important

aspects, and is dissimilar from all counter-examples in some important aspect(s).
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It is logically equivalent to the following condition that expresses that the
pairs made by the extremes and the means, namely (a, d) and (b, c), are (posi-
tively and negatively) similar [9]. This could be used as a definition as well:

a : b :: c : d � (a ∧ d ≡ b ∧ c) ∧ (a ∧ d ≡ b ∧ c).

An analogical proportion is then a Boolean formula. a : b :: c : d takes the
truth value “1” only for the 6 following patterns for abcd: 1111, 0000, 1100, 0011,
1010, 0101. For the 10 other lines of its truth table, it is false (i.e., equal to 0).

A worth noticing property, beyond reflexivity (a : b :: a : b), symmetry (a :
b :: c : d ⇒ c : d :: a : b), and central permutation (a : b :: c : d ⇒ a : c :: b : d)
is the fact that the analogical proportion remains true for the negation of the
Boolean variables [11]. It expresses that the result does not depend on a positive
or a negative encoding of the features describing the situations:

a : b :: c : d ⇒ a : b :: c : d (code independency).

Moreover, analogical proportions satisfy a unique solution property, which means
that, 3 Boolean values a, b, c being given, when we have to find a fourth one x
such that a : b :: c : x holds true, we have either no solution (as in the cases of
011x or 100x), or a unique one (as, e.g., in the case of 110x). More formally, the
analogical equation a : b :: c : x is solvable iff ((a ≡ b) ∨ (a ≡ c)) = 1. In that
case, the unique solution x is a ≡ (b ≡ c) [9]. The following example provides
an illustration with nominal values, where the Boolean patterns are replaced by
patterns of the forms XXYY, XYXY, and XXXX. Note that the 4th line (i.e.,
the description of Queen) can be calculated from the 3 first lines by solving here
three analogical equations in terms of nominal values. This validates that “a
man is to a king as a woman is to a queen”.

Sex Position Human

Man M ordinary yes

King M power yes

Woman F ordinary yes

Queen F power yes

The basic idea underlying the analogical proportion-based inference is as
follows: if there is a proportion that holds between p components of four vectors,
then this proportion may hold for the last remaining components as well. This
inference principle [12] can be formally stated as below:

∀i ∈ {1, ..., p}, ai : bi :: ci : di holds
∀j ∈ {p + 1, ..., n}, aj : bj :: cj : dj holds

This is a generalized form of analogical reasoning, where we transfer knowl-
edge from some components of our vectors to their remaining components, tac-
itly assuming that the values of the p first components determine the values of
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the others. Then analogical reasoning amounts to finding completely informed
triples suitable for inferring the missing value(s) of an incompletely informed
item. In case of the existence of several possible triples leading to possibly dis-
tinct plausible conclusions, a voting procedure may be used, as in case-based
reasoning where the inference is based on a collection of single cases (i.e., the
nearest neighbors) rather than on a collection of triples. We may now move from
case-based decision to analogical-proportion based decision.

4 Analogy-Based Decision

Let us consider a generic scenario where a decision δ was experienced in two
different situations sit1 and sit2 in the presence or not of special circumstances,
leading to good or bad results respectively depending on the absence or on the
presence of these special circumstances. Suppose we have in our repository the
first three lines of the following table (cases a, b, c), while we wonder if we
should consider applying decision δ or not in sit2 when no special circumstances
are present (case d). The analogical inference leads here to the prediction that
the result should be good.

Case Situation Special circumstances Decision Result

a sit1 yes δ bad

b sit1 no δ good

c sit2 yes δ bad

d sit2 no δ good

Further comments are in order here.

– First, note that if we apply a case-based decision view, case d might be found
quite similar to case c, since they are identical on all the features used for
describing situation sit2, and differs only on the maybe unique feature describ-
ing the so-called “special circumstances”; this would lead to favor the idea
that decision δ in case d would also lead to a bad result as in case c.

– However, a more careful examination of cases a, b, c may lead to an opposite
conclusion. Indeed it is natural to implicitly assume here that the possibly
many features gathered here under the labels “situation” and “special circum-
stances” are enough for describing the cases and for determining the quality
of the result of decisions applied to the cases. Thus, the fact that in sit1, the
quality of the result of decision δ is bad (resp. good) is explained by the pres-
ence (resp. absence) of “special circumstances”. Then the analogical inference
enforces here that we should have the same behavior in sit2.

– But, note that nothing forbids to also have in the repository a pair of cases
pertaining to another situation, say sit3, which is a counter-example to this
behavior, namely one may have the two cases a′ = (sit3, yes, δ, good) and
c′ = (sit3, no, δ, good) that states in sit3 the “special circumstances” feature
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has no influence when δ is applied; then from cases a′, c, c′, observing that
(sit3, yes, δ) : (sit2, yes, δ) :: (sit3, no, δ) : (sit2, no, δ), one concludes by ana-
logical inference that the result of decision δ in case d is then bad. This would
mean here that it is the situation itself that determines if the result is good
or bad.

– Thus different triples may lead to different predictions for the case d under
consideration. Thus, one may associate each potential decision δ with the
multiset E(δ) of the evaluations expected for its result in the current case.
For instance, E(δ) = {good, good, bad}, or more generally in case of a non
binary evaluation, e.g., E(δ) = {very good, good, good, bad, very bad}. The
difficulty is then to compare multisets of different sizes, e.g.,{good} and
{good, good, bad}. Indeed what is better? To choose a rarely experienced deci-
sion that is always associated with a good prediction? Or to choose a decision
with many good predictions, but some bad ones? Then, several ways of han-
dling these multiple evaluations are possible:

• a simple majority vote for summarizing the evaluation of each candidate
decision δi;

• a more sophisticated weighted sum; for instance, in the above example,
sit2 may be much closer to sit1 than to sit3 (in terms of Hamming dis-
tance), which leads to somewhat discount the evaluation bad and consider
that we are closer to good.

Generally speaking, this approach can be split in two steps:
step 1: For each candidate decision δ, one first looks for triples (a, b, c) of

available cases pertaining to δ whose utilities u(a), u(b), u(c) are known, such that
the utility equation u(a) : u(b) :: u(c) : x is solvable (an analogical proportion
that holds involves one or two distinct utilities). This task which reduces the
space of candidate triples can be performed offline.

step 2: When one wonders what to do in a case d = (d1, . . . , dp), one looks
for candidate triples a = (a1, . . . , ap), b = (b1, . . . , bp) and c = (c1, . . . , cp) such
that analogical proportions hold component-wise for the feature values, i.e., the
proportion holds on all features (if they are all regarded as relevant), or at least on
a maximum number of features (analogical inference tolerates irrelevant features,
but then requiring that the proportion holds on all features would diminish the
number of triples available). Then, the solution of the utility equation u(a) :
u(b) :: u(c) : x for any such triple (a, b, c) is a possible value of the utility u(d) of
the result of the application of δ in case d.

This approach extends from the Boolean features case to nominal and numer-
ical features, since the definition of analogical proportion can be extended to
these cases [5,6].

5 Adaptive Decision with Analogy

Rather than analogically predicting the evaluation of the output of a potential
decision in a new situation, one may suppose that we start with a repertory of
recommended actions in a variety of circumstances, and then one may also think
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of trying to take advantage of the creative capabilities of analogy for adapting
a decision to the new situation. Indeed, from three patterns, say, e.g., 00, 01,
10, by solving equations 0 : 0 :: 1 : x and 0 : 1 :: 0 : y, one may obtain a fourth
pattern, here 11, which is new.

This may be useful when the final decision has diverse options. Such as
Serve a tea with or without sugar, with or without milk. Let us consider this
example to illustrate the idea. As stored in the table below, in situation sit1
with contraindication (c i), it is recommended to serve tea only, in situation sit1
with no c i, tea with sugar, while in situation sit2 with c i one serves tea with
milk. What to do in situation sit2 with no c i ? Common sense suggests tea with
sugar and milk, maybe. It is what analogical proportion equations says: indeed
δ : δ :: δ : x, 0 : 1 :: 0 : y and 0 : 0 :: 1 : z yield xyz = δ11 as in the table below.

Case Situation Contraindication Decision Option 1 Option 2

a sit1 yes δ 0 0

b sit1 no δ 1 0

c sit2 yes δ 0 1

d sit2 no δ 1 1

We have only outlined how to adapt a decision, viewed as a compound act,
depending on circumstances, by means of an analogical proportion-based rea-
soning. Further investigations are needed for developing the idea.

6 Some Potential Uses

The approach has been presented in general decision terms, and may be applied
to different problems. We suggest here two examples of potential uses we may
think of.

In querying systems it is important to try to avoid empty sets of answers.
Replacing good (resp. bad) by non empty set (resp. empty set) in the kind of
generic example of the Sect. 4, one may predict when a query may lead to an
empty set of answers based on the results of past queries that are not too far
from the query under consideration (i.e. differing on few points on which the
risk of empty set of answers is sensitive). Then one may also identify the special
circumstances that favor empty sets of answers.

Robots must learn utilities from sparse feedback. If the context of the situa-
tions is to be considered when learning preferences then the parameter set may
be far larger than the training set resulting in over-fitting. The ability to make
generalizations between alternative preferences allows the robot to learn more
from less data. Just as linear regression does not need the power set of alterna-
tives to learn corresponding weights, the ability for a robot to learn relationships
in the data leads to an acceleration of the learning process with fewer mistakes.
It also enables small but crucial situational differences in circumstance to be
more quickly identified which may otherwise be hard to untangle.
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7 Concluding Remarks

This short paper only intends to suggest the potentialities of analogical
proportion-based decision. In that respect it is preliminary and much remains
to be done for its effective use in practice. Moreover, the proposed approach
belongs to a general trend of research that amounts to reasoning with data [10].
Another benefit of this approach relies in its explanation capabilities, i.e., that
the robot will be able to explain what it is doing and why. Besides, interestingly
enough, the use of quaternary relation where the variation (or the dissimilarity)
from a to b is greater (or smaller) than the variation from c to d, rather than
being equal to as in analogical proportion, has been also recently introduced in
deep learning [8]. This might lead to fruitful developments.
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Abstract. Query generalization is one option to implement flexible
query answering. In this paper, we introduce a generalization operator
(called powerset-AI) that extends conventional Anti-Instantiation (AI).
We analyze structural modifications imposed by the generalization to
obtain syntactic similarity measures (based on the star feature) that
rank generalized queries with regard to their closeness to the original
query.

1 Introduction

Flexible query answering supports users in the search for data in databases
or information systems. Users might be unaware of the exact structure of the
data and hence an exact formulation of the query conditions is often difficult.
However, when using a conventional database system it tries to exactly answer
the user query. In case the database system is not able to find an exactly matching
answer, the query fails and the database system returns an empty answer. This
is undesirable for the user, because he has to find alternative ways to express
his query in order to receive some information. Flexible query answering systems
offer intelligent procedures to revise user queries and are able to return answers
that are related to the user’s original query intent. However, one problem of
flexible query answering is overabundance of related answers: too many answers
are returned that might even be irrelevant for the user.

In this paper, we focus on query generalization of logical queries with the
Anti-Instantiation (AI) operator. We extend the basic AI operator used in prior
work by defining a novel powerset-AI operator. Queries resulting from powerset-
AI retain more equality conditions than the conventional AI operator. To address
the overabundance problem, we propose a ranking based on the amount of equal-
ity conditions retained. In this way, the higher-ranked queries can be answered
by the database system with priority while the lower-ranked ones are assumed to
be less important for the user. In this paper we make the following contributions:

– We extend the conventional AI operator by introducing our novel powerset-AI
operator that allows to obtain a greater set of syntactically and semantically
distinct generalized queries than conventional AI.
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– We apply the star feature (counting equality conditions between query con-
juncts) of the original query and a generalized query to obtain a value for the
closeness of the generalized formula to the original formula.

After surveying related work in Sect. 2, we introduce theoretical background
in Sect. 3 and present the powerset-AI operator in Sect. 4. Syntactic similarity
of queries is analyzed in Sects. 6 and 7 concludes the paper.

2 Related Work

The CoopQA system [1,2] applies three generalization operators to a conjunctive
query (which – among others – can already be found in the seminal paper of
Michalski [3]): Dropping Condition (DC ) removes one conjunct from a query;
Anti-Instantiation (AI ) replaces a constant (or a variable occurring at least
twice) in Q with a new variable y; Goal Replacement (GR) takes a rule from
Σ, finds a substitution θ that maps the rule’s body to some conjuncts in the
query and replaces these conjuncts by the head (with θ applied).

The operators DC, AI and GR have been applied to obtain neighborhood
proposals [4] or related answers guided by explanations [5] in multi-agent commu-
nication. Other approaches propose some form of semantic query generalization
where terms a generalized according to their meaning; these methods can be
combined with generalization operators, including ranked data tables [6], fuzzy
logic [7], taxonomies [8] or clustering [9]. More generally, the term “cooperative
database system” was for example used in [10] for a system called “CoBase” that
relies on several type abstraction hierarchies (TAH) to relax queries and hence
to return a wider range of answers. In a similar manner, Halder and Cortesi [11]
employ abstraction of domains and define optimality of answers with respect
to some user-defined relevancy constraints. The approach by Pivert et al. using
fuzzy sets [12] analyzes cooperative query answering based on semantic prox-
imity. Other related systems are Flex [13], Carmin [14] and Ishmael [15] that
introduce and analyze dedicated generalization operators.

Hurtado et al. [16] relax RDF queries based on an ontology. Similarly, [17]
introduce the two operators APPROX and RELAX in the query language
SPARQL. [18] improve upon existing work of RDF relaxation by finding related
answers without generating all relaxed queries. Query relaxation has also been
investigated for XML queries. For example, [19] analyze expressiveness of gen-
eralization operators for (a fragment of) XPath queries. Similarly, [20] apply
structural generalization of XML queries; the authors also provide a recent sur-
vey of related work on approximate XML query answering.

3 Background

In this paper we focus on flexible query answering for conjunctive queries.
Throughout this article we assume a logical language L consisting of a finite set
of predicate symbols (for example denoted Ill, Treat or P), a possibly infinite set



38 L. Wiese

dom of constant symbols (for example denoted Mary or a), and an infinite set of
variables (for example denoted x or y). A term is either a constant or a variable.
The capital letter X denotes a vector of variables; if the order of variables in
X does not matter, we identify X with the set of its variables and apply set
operators – for example we write y ∈ X. We use the standard logical connectors
conjunction ∧, disjunction ∨, negation ¬ and material implication → and uni-
versal ∀ as well as existential ∃ quantifiers. An atom is a formula consisting of a
single predicate symbol; a literal is an atom (a “positive literal”) or a negation
of an atom (a “negative literal”); a ground formula is one without variables; the
existential (universal) closure of a formula φ is written as ∃φ (∀φ) and denotes
the closed formula where all free variables are bound the respective quantifier.

Table 1. Health records

Ill PatientID Diagnoses
Pete Cough
Mary Flu
Mary Bronchitis
Lisa Asthma
Lisa Cough
Tom Cough

Treat PatientID Prescription
Pete Antitussive
Mary Inhalation
Lisa Inhalation
Tom Antitussive
Tom Throat Lozenge

A query formula Q is a conjunction of literals with some variables X occurring
freely (that is, not bound by variables); that is, Q(X) = Li1 ∧ . . . ∧ Lin . By
abuse of notation, we will also write Lij ∈ Q when Lij is a conjunct in formula
Q. A query Q(X) is sent to a knowledge base Σ (a set of logical formulas) and
then evaluated in Σ by a function ans that returns a set of answers containing
instantiations of the free variables (in other words, a set of formulas that are
logically implied by Σ); as we focus on the generalization of queries, we assume
the ans function and an appropriate notion of logical truth given. A special case
of a knowledge base can be a relational database with database tables; as for
example in [21] we apply a closed world assumption that makes all information
not contained in the database false. As already established in [22] we apply a
notion of generalization based on a consequence operator |= as follows.

Definition 1 (Deductive generalization wrt. knowledge base [22]). Let
Σ be a knowledge base, φ(X) be a formula with a tuple X of free variables, and
ψ(X,Y ) be a formula with an additional tuple Y of free variables disjoint from
X. The formula ψ(X,Y ) is a deductive generalization of φ(X), if it holds in Σ
that the less general φ implies the more general ψ where for the free variables X
(the ones that occur in φ and possibly in ψ) the universal closure and for free
variables Y (the ones that occur in ψ only) the existential closure is taken:

Σ |= ∀X∃Y (φ(X) → ψ(X,Y ))
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The three operators Dropping Condition (DC), Anti-Instantiation (AI) and
Goal Replacement (GR) used in [2] satisfy the definition of deductive general-
ization (Definition 1), provided the consequence operator (|=) satisfies some rea-
sonable properties. For example, the semantic consequence |= should be imple-
mented by syntactic entailment that satisfies generalized modus ponens (for GR),
conjunction elimination (for DC) and existential introduction (for AI).

Example 1. As a running example, we consider a hospital information system
that stores illnesses and treatments of patients (see Table 1). The example query
Q(x1, x2, x3) = Ill(x1,Flu) ∧ Ill(x1,Cough) asks for all the patients x1 that suffer
from both flu and cough. This query fails with the given database tables as there
is no patient with both flu and cough. However, the querying user might instead
be interested in the patient called Mary who is ill with both flu and bronchitis.
Query generalization (and in particular Anti-Instantiation) will enable a flexible
query answering system to find this informative answer.

4 The powerset-AI Operator

Conventional Anti-Instantiation chooses one occurrence of a term (that is, a
constant or variable) of a query and introduces a new variable y for. In this way
the conditions of the query are relaxed. In particular, AI covers these cases:

– turning constants into variables: P (a) is converted to P (y) (see [3])
– breaking joins: P (x) ∧ S(x) is converted to P (x) ∧ S(y) (introduced in [22])

For each constant a all occurrences must be anti-instantiated; the same applies
to variables x – however, with the exception that if x only occurs twice, one
occurrence of x need not be anti-instantiated due to equivalence. Operator 1
lists the steps of conventional AI.

Operator 1. Anti-instantiation (AI)
Input: Query Q(X) = L1 ∧ . . . ∧ Ln of length n
Output: Generalized query Qgen(X, Y ) with Y containing one new variable y
1: From Q(X) choose a term t such that t is

– either a variable occurring in Q(X) at least twice
– or a constant

2: Choose one literal Lj where t occurs
3: Let L′

j be the literal with one occurrence of t replaced with y
4: return Qgen(X, Y ) = L1 ∧ . . . ∧ Lj−1 ∧ L′

j ∧ Lj+1 ∧ . . . ∧ Ln

Example 2. For Q(x1) = Ill(x1,Flu) ∧ Ill(x1,Cough) an example generalization
with AI is QAI(x1, y) = Ill(x1,Flu) ∧ Ill(x1, y). It results in an non-empty (and
hence informative) answer: Ill(Mary ,Flu) ∧ Ill(Mary ,Bronchitis).
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The conventional AI operator only replaces a single occurrence of a term. We
now introduce a novel AI operator that replaces several occurrences of a term at
once. In doing so, different equality conditions can be retained – a property that
is impossible with the conventional AI operator. We call the operator powerset-
AI because first the powerset of all equality conditions is computed and then
an element of this powerset (that is, a subset of equalities) is chosen for anti-
instantiation. We first provide an example showing limits of conventional AI.

Example 3. Suppose a user is interested in four (possibly different) patients
being treated with an inhalation. The user hence submits the query

Q′(x1, x2, x3) = Treat(x1, Inhalation) ∧ Treat(x2, Inhalation)
∧Treat(x3, Inhalation) ∧ Treat(x4, Inhalation).

Demanding that the xi are pairwise distinct (xi �= xj for i, j ∈ {1, . . . , 4}), the
database cannot find an answer to this query and hence the query fails. Conven-
tional Anti-Instantiation can replace only a single occurrence of Inhalation by a
new variable y1; for example

Q′
1(x1, x2, x3, y1) = Treat(x1, y1) ∧ Treat(x2, Inhalation)

∧Treat(x3, Inhalation) ∧ Treat(x4, Inhalation)

Again demanding that the xi are pairwise distinct, the query Q1 is still fail-
ing. A second application of conventional Anti-Instantiation can replace another
occurrence of Inhalation by a new variable y2; for example

Q′
2(x1, x2, x3, y1, y2) = Treat(x1, y1) ∧ Treat(x2, y2)

∧Treat(x3, Inhalation) ∧ Treat(x4, Inhalation)

In this case an answer can be found; however, no equality between y1
and y2 is expressed. For example, one answer for our table is Treat(Pete,
Antitussive) ∧ Treat(Tom,Throat Lozenge) ∧ Treat(Mary, Inhalation) ∧
Treat(Lisa, Inhalation).

The powerset-AI operator we propose keeps the equality condition by replac-
ing several occurrences of a term with the same new variable.

Example 4. Continuing the above example, we can simultaneously replace the
first two occurrences of Inhalation with the same new variable y:

Q′
3(x1, x2, x3, y) = Treat(x1, y) ∧ Treat(x2, y)

∧Treat(x3, Inhalation) ∧ Treat(x4, Inhalation)

In this way the equality condition between the first and second occurrence is
retained. With this query we can retrieve the answer Treat(Pete,Antitussive) ∧
Treat(Tom,Antitussive) ∧ Treat(Mary, Inhalation) ∧ Treat(Lisa, Inhalation)
without retrieving any less relevant answers as in the previous example.
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We now formalize the approach of powerset-AI. First we need the notion of
occurrences of a term t.

Definition 2 (Occurrences of a term). If a term t occurs k times in a query
then the set of occurrences in the (left-to-right) order of appearance in the query
is defined as Ot = {t.1, . . . , t.k}.

For the set of occurrences Ot the powerset ρ(Ot) contains all 2|Ot| subsets.
When anti-instantiating a constant, all non-empty subsets of ρ(Ot) can be chosen
leading to semantically different generalized queries. In other words, we consider
the sets Pt = {S ∈ ρ(Ot) | 1 ≤ |S| ≤ |Ot|} for anti-instantiation with a new
variable y.

When anti-instantiating a variable with at least two occurrences, the sit-
uation is different. For such variables it suffices to consider only the sets of
occurrences of size up to half of the total amount of occurrences. More formally,
we consider Pt = {S ∈ ρ(Ot) | 1 ≤ |S| ≤ 
 |Ot|

2 �} for anti-instantiation with
a new variable y. The reason for this is that all anti-instantiations considering
larger sets of occurrences (that is, sets {S ∈ ρ(Ot) | � |Ot|

2 
 ≤ |S| ≤ |Ot|}) lead
to queries that are equivalent (more precisely, identical up to variable renaming)
to one considering one set from Pt. Operator 2 lists the steps of powerset-AI.

Operator 2. powerset Anti-instantiation (powerset-AI)
Input: Query Q(X) = L1 ∧ . . . ∧ Ln of length n
Output: Generalized query Qgen(X, Y ) with Y containing one new variable y
1: From Q(X) choose a term t such that t is

– either a variable occurring in Q(X) at least twice
– or a constant

2: Let Ot be the set of all occurrences of t and ρ(Ot) the powerset
3: If t is a constant, compute the set Pt = {S ∈ ρ(Ot) | 1 ≤ |S| ≤ |Ot|}
4: If t is a variable, compute the set Pt = {S ∈ ρ(Ot) | 1 ≤ |S| ≤

⌊
|Ot|
2

⌋
}

5: Choose one set S ∈ Pt of occurrences
6: Let Li1 , . . . , Lim denote the literals of Q(X) containing the occurrences in S
7: Let L′

i1 , . . . , L′
im denote the literals with each occurrence of t in S replaced with

the new variable y
8: Let Lim+1 , . . . , Lin denote the literals of Q(X) apart from Li1 , . . . , Lim

9: return Qgen(X, Y ) = L′
i1 ∧ . . . ∧ L′

im ∧ Lim+1 ∧ . . . ∧ Lin

Example 5. Similar to the above example, we can replace occurrences of a vari-
able contained in the original query with the same new variable y. Suppose a
user is interested in a patient x with four specified diseases. The user hence
submits the query

Q′′(x) = Ill(x,Flu) ∧ Ill(x,Bronchitis) ∧ Ill(x,Asthma) ∧ Ill(x,Cough)
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Replacing three occurrences of x by y leads to a query equivalent to one obtained
by replacing one occurrence of x by y:

Q′′
1(x, y) = Ill(x,Flu) ∧ Ill(y,Bronchitis) ∧ Ill(y,Asthma) ∧ Ill(y,Cough)

is identical to

Q′′
2(x, y) = Ill(y,Flu) ∧ Ill(x,Bronchitis) ∧ Ill(x,Asthma) ∧ Ill(x,Cough)

only with the roles of x and y reversed. Moreover, a query that replaces two
occurrences of x by y, e.g.

Q′′
3(x, y) = Ill(x,Flu) ∧ Ill(x,Bronchitis) ∧ Ill(y,Asthma) ∧ Ill(y,Cough)

leads to a non-failing query and the answer Ill(Mary,Flu) ∧ Ill(Mary,
Bronchitis) ∧ Ill(Lisa,Asthma) ∧ Ill(Lisa,Cough) can be returned to the user.

We now show that the powerset-AI operator complies with Definition 1 inde-
pendent of any specific knowledge base Σ.

Proposition 1. powerset-AI is a deductive generalization operator.

Proof. As in Operator 2, let Li1 ∧ . . . ∧ Lim be the subquery containing occur-
rences of term t. Let L′

i1
∧ . . . ∧ L′

im
be the subquery with the occurrences of

term t replaced by y. It holds that |= ∀X∃y (Li1 ∧ . . . ∧ Lim → L′
i1

∧ . . . ∧ L′
im

).
The same applies to the whole query: |= ∀X∃y (Q(X) → Qgen(X,Y )).

Note that by choosing different sets S in a powerset-AI step a set of different
output queries Qgen(X,Y ) can be produced. Moreover, multiple powerset-AI
steps can be executed in sequence by choosing a different t for each step. The
question we want to analyze next is how to obtain a ranking on all these output
queries based on their structural differences.

5 The Star Feature and Similarities

Features are properties that can be attributed to objects; in our case objects are
queries. The similarity of two objects can then be determined by evaluating (for
example, counting) the feature commonalities and differences. Here we focus on
the so-called star feature. We borrow the definition of a star of a chosen literal
from [23]. The star contains all predicate symbols of other literals that share
a term with the chosen literal. In this way, the star can express connections
between different literals. In particular, two occurrences of the same variable
(inside different literals) correspond to a join condition of an equality join; and
using the same constants corresponds to a join followed by a selection with the
constant as the specific value required for the join attribute. Hence, losing one
such shared variable or constant in a generalization corresponds to “breaking
joins” (see [22]) which should be penalized with a lower similarity. Moreover,
losing a literal with many connections is worse than losing a literal with few
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connections to other literals. The star is the appropriate feature for this: stars of
other literals are less affected by breaking a join with a literal with less connec-
tions. More formally, we denote Terms(Li ,Q) the set of terms (that is, constants
and variables) of literal Li in a conjunctive query Q; moreover, let Pred(Q) be
the set of predicate symbols occurring in Q. For a given literal we use the fol-
lowing definition of its star (cf. [23]) resulting in a multiset of predicate symbols:

Definition 3. (Star of a literal [23]). For a literal Li in a given query Q we
define the star of Li to be a multiset of predicate symbols as follows

Star(Li, Q) = {P | there is a literal Lj ∈ Q, i �= j,

such that Lj = P (t1, . . . tk) and

Terms(Lj , Q) ∩ Terms(Li, Q) �= ∅} ⊆ Pred(Q)

We compare the star feature of literals in the original query Q and a query
Qgen (which is obtained by one or more applications of the powerset-AI oper-
ator). We see that for each literal Li of the original query Q the amount of
connections to other literals is always greater or equal to the amount of con-
nections of the corresponding literal L′

i in the anti-instantiated query. Hence,
Star(L′

i ,Q
gen) ⊆ Star(Li ,Q).

Example 6. We compare the star of the first literal of

Q′(x1, x2, x3) = Treat(x1, Inhalation) ∧ Treat (x2, Inhalation)
∧ Treat (x3, Inhalation) ∧ Treat (x4, Inhalation)

to the stars of its generalizations in the queries

Q′
1(x1, x2, x3, y1) = Treat(x1, y1) ∧ Treat(x2, Inhalation)

∧ Treat(x3, Inhalation) ∧ Treat(x4, Inhalation)
Q′

2(x1, x2, x3, y1, y2) = Treat(x1, y1) ∧ Treat(x2, y2)
∧ Treat(x3, Inhalation) ∧ Treat(x4, Inhalation)

Q′
3(x1, x2, x3, y) = Treat(x1, y) ∧ Treat(x2, y)

∧ Treat(x3, Inhalation) ∧ Treat(x4, Inhalation)

We obtain Star(Treat(x1 , Inhalation), Q′) = {Treat ,Treat ,Treat} for the
original query, Star(Treat(x1 , y1 ), Q′

1) = ∅, Star(Treat(x1 , y1 ), Q′
2) = ∅, as well

as Star(Treat(x1 , y), Q′
3) = {Treat}.

One way to judge the relation of two objects is determining a similarity
between them.

Definition 4 (Similarity Measure). For a set of objects O, a function sim :
O × O → R is called a similarity on O, if for all a, b ∈ O it holds that
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1. (Non-negativity) sim(a, b) ≥ 0
2. (Maximality) sim(a, a) ≥ sim(a, b)

Based on feature sets of two objects a and b, similarity between these two
objects can be calculated by means of different similarity measures. That is, if
A is a feature set of a and B is the corresponding feature set of b, then A ∩ B
is the set of their common features, A \ B is the set of features that are only
attributed to A, and B \ A is the set of features that are only attributed to B.
In Tversky’s seminal paper [24], a function f is applied to each set such that it
is mapped to a numerical value. Typically the cardinality function is used. We
will also follow this approach in this paper. That is, we obtain the cardinalities
of each set: l = |A ∩ B|, m = |A \ B|, and n = |B \ A| and use them as input
to specific similarity measures. In this paper, we focus on the ratio model (in
particular, one of its special cases called Jaccard index).

Definition 5 (Tversky’s Ratio Model [24], Jaccard Index). A similarity
measure sim between two objects a and b can be represented by the ratio of
features common to both a and b and the joint features of a and b using a non-
negative scale f and two non-negative scalars α and β:

simT (a, b) =
f(A ∩ B)

f(A ∩ B) + α · f(A \ B) + β · f(B \ A)

The Jaccard index is a special form of the ratio model where α = β = 1 and
f is the cardinality | · |:

simjacc(a, b) =
|A ∩ B|

|A ∩ B| + |A \ B| + |B \ A| =
|A ∩ B|
|A ∪ B| =

l

l + m + n

The Jaccard index satisfies the property of monotonicity (see [24]): whenever
a formula has more features in common with one formula than with another
formula and they differ on less features, then the similarity between the first two
is higher than the similarity between the first and the last.

Definition 6 (Monotonicity [24]). For three objects a, b and c, if A ∩ B ⊇
A ∩ C, A \ B ⊆ A \ C, and B \ A ⊆ C \ A, then sim(a, b) ≥ sim(a, c). When the
inclusions are proper, the inequality is strict.

6 Similarity for powerset-AI

Based on the star feature, we want to calculate the similarity between the original
query Q and a query Qgen (which is obtained by one or more applications of the
powerset-AI operator). We calculate the Jaccard index for the feature sets by
taking the cardinalities of their commonalities and differences: if A is a feature
set of Q and B is the corresponding feature set of Qgen , then A ∩ B is the
set of their common features, A \ B is the set of features that are lost during
generalization, and B \ A is the set of features that have been added during
generalization.
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Note that the star feature is a multiset and we define the operators ∪, ∩
and \ to be multiset operations. To obtain similarity sim(Q,Qgen) between the
original query Q and a query Qgen we proceed as follows:

– For each literal Li in Q and the corresponding L′
i in Qgen compute the star

features A = Star(Li ,Q) and B = Star(L′
i ,Q

gen).
– Compute the literal similarities simjacc(Li, L

′
i) for each such pair of literals.

– Compute the average by summing all literal similarities and dividing by the
total amount n of literals in the query.

Example 7. We compute the stars of all literals of

Q′(x1, x2, x3) = Treat(x1, Inhalation) ∧ Treat(x2, Inhalation)
∧Treat(x3, Inhalation) ∧ Treat(x4, Inhalation)

and the stars of its generalizations in the query

Q′
1(x1, x2, x3, y1) = Treat(x1, y1) ∧ Treat(x2, Inhalation)

∧Treat(x3, Inhalation) ∧ Treat(x4, Inhalation)

to compute the literal similarities. We obtain for all literal pairs simjacc(L1,
L′
1) = 0, simjacc(L2, L

′
2) = 2

3 , simjacc(L3, L
′
3) = 2

3 , simjacc(L4, L
′
4) = 2

3 . By
summing all literal similarities and dividing by 4 (the total amount of literals),
we obtain the query similarity sim(Q′, Q′

1) = 0.5 Similarly, for the query

Q′
2(x1, x2, x3, y1, y2) = Treat(x1, y1) ∧ Treat(x2, y2)

∧Treat(x3, Inhalation) ∧ Treat(x4, Inhalation)

we obtain simjacc(L1, L
′
1) = 0, simjacc(L2, L

′
2) = 0, simjacc(L3, L

′
3) = 1

3 , and
simjacc(L4, L

′
4) = 1

3 . By summing all literal similarities and dividing by 4 (the
total amount of literals), we obtain the query similarity sim(Q′, Q′

2) = 1
6 . Lastly,

for

Q′
3(x1, x2, x3, y) = Treat(x1, y) ∧ Treat(x2, y)

∧Treat(x3, Inhalation) ∧ Treat(x4, Inhalation)

we obtain simjacc(L1, L
′
1) = 1

3 , simjacc(L2, L
′
2) = 1

3 , simjacc(L3, L
′
3) = 1

3 , and
simjacc(L4, L

′
4) = 1

3 . By summing all literal similarities and dividing by 4 (the
total amount of literals), we obtain the query similarity sim(Q′, Q′

3) = 1
3 .

In the example we see that the query Q′
3 where two occurrences of Inhalation

are replaced by one new variable y is ranked better than the query Q′
2 where the

same occurrences are replaced by two new variables y1 and y2. We now formally
show this fact when replacing multiple occurrences.

Theorem 1. Let Q be the original query containing term t. Let S ∈ ρ(Ot) be
the set of occurrences of t chosen for powerset-AI. Let Qgen(x, y) be a query
obtained by anti-instantiating occurrences S of the term t with one new variable
y. Let QAI(x, y1, . . . , y|S|) be a query obtained by anti-instantiating the same
occurrences of term t with |S| new variables y1, . . . , y|S|. Then it holds that
simjacc(Q,QAI(x, y1, . . . , y|S|)) ≤ simjacc(Q,Qgen(x, y)).
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Proof. As in Operator 2, let Li1 , . . . , Lim be the literals containing occurrences
of term t that are replaced (Case 1). Let Lim+1 , . . . , Lin be the literals unaffected
by anti-instantiation (Case 2). We analyze the stars of the literals in these cases:

– Case 1: Let L′
i1

, . . . , L′
im

be the literals in Qgen(x, y) with the occurrences of
term t replaced by y. Let L′′

i1
, . . . , L′′

im
be the literals in QAI(x, y1, . . . , y|S|)

with the occurrences of term t replaced by y1, . . . , y|S|. It holds that for A =
Star(Lij , Q) and B = Star(L′

ij
,Qgen) and C = Star(L′′

ij
, QAI) (where j =

1, . . . ,m) both A and B definitely contain predicate symbols of literals in
Li1 , . . . , Lim : In Q, a literal Lij has connections to all other such literals
based on t, while in Qgen(x, y) these connections are based on y. C does not
necessarily contain them; however, if it contains such a predicate symbol then
only due to some other term different from t and y; in this case also A and
B necessarily contain this predicate symbol, too.

– Case 2: The literals Lim+1 , . . . , Lin occur unmodified in both Qgen(x, y)
and QAI(x, y1, . . . , y|S|), too. When comparing A = Star(Lij , Q) and B =
Star(Lij ,Q

gen) and C = Star(Lij , Q
AI) (where j = m + 1, . . . , n), A, B and

C are identical if Lij does not contain t. If Lij contains t, then A contains
all predicate symbols of literals Li1 , . . . , Lim due to connections based on t;
in contrast, B and C are identical: they are both reduced by the predicate
symbols of literals Li1 , . . . , Lim (as long as no other occurrence of t remains
in one such literal).

In both cases it follows that A∩B ⊇ A∩C, A\B ⊆ A\C, and B\A ⊆ C\A. Due
to these facts we can apply the notion of monotonicity according to Definition 6
and the theorem follows.

Hence we conclude that the star feature is an appropriate measure to rank
different queries obtained by applying several generalization steps (in particular,
powerset-AI) to the same original query.

7 Discussion and Conclusion

We introduced powerset-AI as a novel generalization operator that replaces terms
in a given query to obtain relaxed queries that provide related information. In
order to restrict query answering to the most relevant queries (and hence avoid
overabundance of answers), we proposed a ranking of these relaxed queries based
on the star feature. Future work will investigate the application of powerset-AI
in combination with other generalization operators (like GR and DC) and their
joint behavior as in [2]. Ongoing work covers efficient computation of query
relaxation with powerset-AI which includes duplicate checking and computing
answers without generating all queries as in [18].
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Abstract. Flexible query answering systems aim to exploit data col-
lections in a richer way than traditional systems can do. In approaches
where flexible criteria are used to reflect user preferences, expressing
query satisfaction becomes a matter of degree. Nowadays, it becomes
more and more common that data originating from different sources
and different data providers are involved in the processing of a single
query. Also, data sets can be very large such that not all data within
a database or data store can be trusted to the same extent and conse-
quently the results in a query answer can neither be trusted to the same
extent. For this reason, data quality assessment becomes an important
aspect of query processing. In this paper we discuss the need for explicit
data quality assessments of query results. Indeed, To correctly inform
users, it is in our opinion essential to communicate not only the satis-
faction degrees in a query answer, but also the confidence about these
satisfaction degrees as can be derived from data quality assessment. As
illustration, we propose a hierarchical approach for query processing and
data quality assessment, supporting the computation of as well a satis-
faction degree, as its associated confidence degree for each element of the
query result. Providing confidence information adds an extra dimension
to query processing and leads to more soundly query answers.

Keywords: Fuzzy criterion evaluation · Big data · Data quality
handling

1 Introduction

With ever increasing data volumes, database systems face new challenges. An
important characteristics of ‘Big’ data is veracity. Veracity refers to the trust one
has in the data that are being used. Our aim with this paper is to contribute to
the development of novel techniques for the proper handling of veracity problems.
More specifically, we depart from the fact that not all data are of the same
quality in large data collections. This is especially the case if data result from
data integration, are provided by (volunteered) users, are collected from social
media, do not serve the same purposes, or have a different precision.

c© Springer International Publishing AG 2017
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As an illustrative example consider a database with geological data, describ-
ing sediment samples and built to establish the substrate composition of the
seabed for the purpose of sustainable resource management. Such a database
has been built in the project Transnational and Integrated Long-term Marine
Exploitation Strategies (TILES) [7]. Seabed samples are taken by various parties
for different purposes. For example, construction companies collect samples for
stability studies, the government collects samples for the purpose environmen-
tal monitoring, while extracting companies might collect samples for resource-
quality assessment. Each party can voluntary share data with the others. Differ-
ent sample data are of different quality. The varying confidence in sample quality
propagates to a varying confidence in query results: query satisfaction degrees
computed during query processing can neither be trusted to the same extent.

In this paper we describe how confidence in computed satisfaction degrees
can be estimated and properly handled. The proposed solution consists of a
novel technique that assesses data quality and computes an additional confidence
degree for each computed satisfaction degree. In this way, users are provided with
extra information needed to end up with best solutions. The data quality of each
data item used in query evaluation is characterized by a number of elementary
aspects. For example, elementary quality aspects of sample descriptions include
the sampling method and sampling date. These elementary data quality aspects
are evaluated and their evaluation results are aggregated to an overall confidence
degree. This aggregation takes into account how the query results are computed,
such that an overall confidence degree reflects the confidence in the query result.

The paper is organized as follows. In Sect. 2 we give some preliminaries on
relational databases and ‘fuzzy’ querying of regular databases. In Sect. 3 we
respectively deal with the specification of elementary aspects of data quality
assessment, the evaluation of elementary quality aspects and the aggregation of
quality aspects. An illustrative example is presented in Sect. 4. Finally, in Sect. 5
we provide some conclusions of this work.

2 Preliminaries

In this paper, conventional relational databases are considered. A relational data-
base consists of a collection of relations comprising of attributes (columns) and
tuples (rows) [1]. Each relation R can be represented by a table and is defined
by a relation schema

R(A1 : T1, . . . , An : Tn)

where the Ai : Ti’s are the attributes of R, each consisting of a name Ai and an
associated data type Ti. This data type, among others, determines the domain
domTi

consisting of the allowed values for the attribute. Each tuple

ti(A1 : v1, . . . , An : vn)

with vi ∈ domTi
, 1 ≤ i ≤ n represents a particular entity of the (real) world

modelled by the given relation.
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Relational database systems support the SQL query language, which among
others, offers users facilities to formulate Boolean selection criteria that express
what they are looking for. However, adequately translating the user’s needs and
preferences into a representative Boolean expression is often considered to be too
restrictive because Boolean conditions either evaluate to true or false and do not
allow for any flexibility regarding partial criterion satisfaction. Soft computing
techniques help developing fuzzy approaches for flexible querying that solve these
limitations [5]. An overview of basic works can be found in [8].

The essence of ‘fuzzy’ querying techniques is that they allow to express user
preferences with respect to query conditions using linguistic terms which are
modelled by fuzzy sets. The basic kind of preferences considered are those which
are expressed inside an elementary query condition that is defined on a single
attribute A : T . Hereby, fuzzy sets are used to express in a gradual way that
some values of the domain domT are more desirable to the user than others.
During query processing, basically all relevant database tuples t are evaluated
to determine whether they satisfy the user’s preferences (to a certain extent)
or not. Hereby, each elementary query criterion ci, i = 1, . . . ,m of the query is
evaluated, resulting in an elementary satisfaction degree γci(t) which is usually
modelled by a real number of the unit interval [0, 1] (where γci(t) = 1 represents
that the tuple t fully satisfies the criterion and γci(t) = 0 denotes no satisfaction).

Next, the elementary satisfaction degrees are aggregated to compute the
overall satisfaction degree γ(t) of the tuple. In its simplest form, the aggregation
of satisfaction degrees is determined by the fuzzy logical connectives conjunction,
disjunction and negation which are respectively defined as follows:

γc1∧c2(t) = i(γc1(t), γc2(t)) (1)
γc1∨c2(t) = u(γc1(t), γc2(t)) (2)

γ¬c(t) = 1 − γc(t) (3)

where i and u resp. denote a t-norm and its corresponding t-conorm.
In a more complex approach, users are allowed to express their preferences

related to the relative importance of the elementary conditions in a query, hereby
indicating that the satisfaction of some query conditions is more desirable than the
satisfaction of others. Suchpreferences are usually denotedby associating a relative
weight wi (∈ [0, 1]) to each elementary criterion ci, i = 1, . . . ,m of the query.

The impact of a weight can be computed by first matching the condition as
if there is no weight and then second modifying the resulting matching degree
in accordance with the weight. A modification function that strengthens the
match of more important conditions and weakens the match of less important
conditions is used for this purpose. As described in [5], some of the most practical
interpretations of weights can be formalised in a universal scheme. Namely, let
us assume that query condition c is a conjunction of weighted elementary query
conditions ci (for a disjunction a similar scheme has been offered). Then the
matching degree γc∗

i
(t) of an elementary condition ci with associated implicative

importance weight wi is computed by

γc∗
i
(t) = (wi ⇒ γci(t)) (4)
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where ⇒ denotes a fuzzy implication connective. The overall matching degree of
the whole query composed of the conjunction of conditions ci is calculated using
a standard t-norm operator. Other uses and interpretations of weights have been
presented [8].

3 Data Quality Handling

The illustrative example in the introduction and many other applications reveal
that there is a need for facilities to properly handle data quality in databases.

Most research on data quality assessment has been done in the area of Seman-
tic Web as trust management is an important part of its architecture [6]. Pioneer-
ing work in the area of data warehouses has been presented in [3,4]. Herewith,
data quality is assessed by means of a linguistic scale and evidence theory is
used to estimate the overall reliability of the used data. The approach handles
conflicting information by using a merging strategy, which is based on maximal
coherent subsets (MCS). Overall reliability scores can be used to order the data
and MCS gives insight on how an overall reliability score has been obtained.
Query answers can also be enriched with reliability scores, which provides the
users with extra information.

Data quality assessment has also been addressed in conventional relational
databases [2]. Basically, a database is enriched with quality relations which con-
tain data for data quality assessment and regular relations are extended with
foreign key attributes to refer to related data quality assessment data. Selection
criteria on quality relations can be included in a query to put extra constraints
on data quality characteristics. As a consequence, data quality evaluations and
evaluations of other user preferences are mixed and no extra information on data
quality is provided to the user.

In this paper we propose to extend ‘fuzzy’ querying on conventional relational
databases in such a way that a separate confidence assessment for each tuple in
a query result is computed based on the quality assessments of the data that
are used to produce the query result. Such an approach is relevant for many
applications like TILES where one cannot afford it to discard data that are of
lower quality because else there will not be enough data left. Instead of putting
extra quality constraints on the data, a separate assessment of the confidence
in each result is computed an provided to the user. The user can use this extra
information to better interpret the results.

In the remainder of this section, we introduce an approach where satisfaction
degrees of ‘fuzzy’ queries are enriched with confidence degrees. For a given data-
base tuple, these degrees respectively express to what extent the tuple satisfies
a ‘fuzzy’ query and to what extent one can be confident about this satisfaction.

3.1 Data Quality Assessment

In this stage of our research it is assumed that the database schema contains
extra attributes and/or relations that are used to denote data quality. We
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call these attributes elementary data quality attributes. For every conventional
attribute in the database, one or more elementary data quality attributes can
be provided. For example consider a relation that contains information about
sediment composition and water depth at a location (x, y, z), as given in Table 1.
The attributes Pclay, Pc sand, Pm sand and Pf sand respectively denote the prob-
ability (percentage) for clay, coarse sand, medium sand and fine sand at that
location. The attributes s method and s year are elementary quality attributes
that respectively denote which sampling method has been used and on which
year the sample was taken. The attribute w depth contains information about the
water depth at the location, whereas m year is an elementary quality attribute
indicating on which year the water depth was measured.

Table 1. An example of a relation ‘geology’ that contains elementary quality attributes

Location Pclay Pc sand Pm sand Pf sand s method s year w depth m year

P1 0% 50% 50% 0% m1 1993 54 m 2016

P2 0% 45% 25% 30% m1 1980 32 m 2012

P4 50% 45% 5% 0% m3 2016 41 m 2016

Data for elementary data quality attributes can originate from meta data,
e.g. sampling method and sampling date in Table 1, or can be the result of a
data audit process.

3.2 Evaluation of Elementary Quality Aspects

Elementary data quality attributes can be queried like conventional attributes.
This implies that the ‘fuzzy’ querying techniques described in the preliminary
section can be applied to them.

The innovative aspect proposed in this paper is that we advocate to make an
explicit distinction between criteria on conventional attributes and criteria on
data quality attributes. The elementary criteria ci, i = 1, . . . ,m on conventional
attributes are evaluated and their evaluation with the data that are related to
a given tuple t results in an elementary satisfaction degree γci(t). The criteria
cQi , i = 1, . . . , p on elementary data quality attributes are also evaluated and
their evaluation with the data that are related to a given tuple t results in an
elementary confidence degree γQ

cQi
(t).

Elementary satisfaction degrees will be aggregated to an overall satisfaction
degree γ(t) and elementary confidence degrees will be aggregated independently
to an overall confidence degree γQ(t). Considered together, γ(t) and γQ(t) respec-
tively express to what extent tuple t satisfies the criteria imposed by the query
and to what extent one can be confident about this overall satisfaction degree.

By making an explicit distinction between criteria on conventional attributes
and criteria on data quality attributes, one can keep control over and be more
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adequately informed about the quality of the data involved in the query process-
ing and hence also about the confidence each tuple of a query result.

3.3 Aggregation of Quality Aspects

Consider a database tuple t and a ‘fuzzy’ database query with weighted elemen-
tary selection criteria ci, i = 1, . . . ,m. The impact of each weight is modelled by
a ‘fuzzy’ implication connective as presented in Eq. (4). Furthermore, consider
that the associated criteria on data quality attributes for the attributes in these
elementary selection criteria are cQi , i = 1, . . . , p. For each elementary selection
criterion ci, i = 1, . . . , m we then have one of the following situations:

1. One elementary data quality criterion cQ is specified for ci. In this
case cQ is evaluated with t and γQ

cQ
(t) becomes the confidence score for ci,

i.e. γQ
ci(t) = γQ

cQ
(t).

2. Multiple elementary data quality criteria cQj , j = 1, . . . , k are speci-
fied for ci. In such a case, all cQj , j = 1, . . . , k are evaluated with t and the
resulting confidence scores γQ

cQj
(t), j = 1, . . . , k are aggregated. Up to now we

use a simple t-norm operator i as aggregator. Using the minimum t-norm,
the confidence score for ci is γQ

ci(t) = minj(γ
Q

cQj
(t)).

3. No elementary data quality criteria are specified for ci. In this case,
the user has to assign an ad hoc confidence score to ci. If the data to evaluate ci
are considered to be adequate enough, an ad hoc confidence score of γQ

ci(t) = 1
can be assigned to ci. Otherwise another value 0 ≤ v < 1 can be chosen.

The overall confidence degree γQ(t) for the database query is then computed
by aggregating the confidence scores γQ

ci(t) of its elementary selection criteria ci,
i = 1, . . . , m. As aggregator, a weighted sum can be used as follows.

γQ(t) =
w′

1∑m
i=1 w′

i

γQ
c1(t) + · · · +

w′
m∑m

i=1 w′
i

γQ
cm(t) (5)

where w′
i = dmax(t) − |γ(t) − γci(t)| and dmax(t) = maxi(γci(t)) − mini(γci(t)).

With Eq. (5) it is reflected that the impact of a satisfaction degree γci(t)
on the computation of the overall satisfaction degree γ(t) determines the
impact of its associated confidence degree γQ

ci(t) on the computation of the
overall confidence degree γQ(t). This impact is estimated by the difference
|γ(t)−γci(t)|. The smaller this difference, the larger the impact. Hence a weight
w′

i = dmax(t)− |γ(t)− γci(t)| can be considered for each γQ
ci(t), where dmax(t) is

the largest possible difference between an input and the outcome of the aggrega-
tion of the satisfaction degrees. The property of internality, which states that the
output of an aggregator is bound by the minimum and maximum of its inputs,
holds for standard aggregation in ‘fuzzy’ weighted querying that is based on the
operators given in Eqs. (1)–(4). Hence, dmax = maxi(γci(t)) − mini(γci(t)). A
weighted average aggregator is used to normalize the results.
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4 Illustrative Example

Consider the ‘fuzzy’ query: ‘Find locations with a reasonable probability for
coarse sand which are at a workable water depth for ships of type A’, imposed
on the relation presented in Table 1. Assume that we have ‘fuzzy’ criteria for
the probability of coarse sand (i.e., a fuzzy set with membership function
c1 = μreasonable) and water depth (i.e., a fuzzy set with membership function
c2 = μworkable). Moreover we have elementary quality criteria for the sampling
method, sampling date and depth measurement date. These criteria are respec-
tively defined by fuzzy sets with membership functions cQ1 = μtrusted method,
cQ2 = μrecent sampling year and cQ3 = μrecent measurement year.

Assume that evaluating these criteria with the data in Table 1 yields the
elementary satisfaction degrees and confidence degrees presented in Table 2.

Table 2. Evaluation of elementary query criteria and elementary data quality criteria

Location γ(c1)(t) γ(c2)(t) γQ(cQ1 )(t) γQ(cQ2 )(t) γQ(cQ3 )(t)

P1 c1(50%) = 0.8 c2(54m) = 0.5 cQ1 (m1) = 0.5 cQ2 (1993) = 0.5 cQ3 (2016) = 1

P2 c1(45%) = 0.6 c2(32m) = 0.9 cQ1 (m1) = 0.5 cQ2 (1980) = 0.2 cQ3 (2012) = 0.6

P4 c1(45%) = 0.6 c2(41m) = 0.7 cQ1 (m3) = 1 cQ2 (2016) = 1 cQ3 (2016) = 1

Aggregation yields the query results presented in Table 3. The interpreta-
tion of these results is as follows. Location P1 satisfies the query to an extent
0.5, whereas locations P2 and P4 satisfy it to an extent 0.6. The satisfaction
degree for location P1 is due to the criterion on the water depth, for which the
confidence in data quality is 1, hence the full confidence in the result P1. The
satisfaction degrees for locations P2 and P4 are both due to the criterion on
coarse sand. The confidence in the data for this criterion is 0.2 for P2 and 1 for
P4, hence the confidence of 0.2 and 1 for the results P2 and P4.

Table 3. Aggregation of elementary query criteria and elementary data quality criteria

Location γ(t) = min(γ(c1)(t), γ(c2)(t)) γQ(t)

P1 0.5 1

P2 0.6 0.2

P4 0.6 1

Both locations P2 and P4 equally satisfy the query, but lower confidence
in the query results makes location P2 less attractive. Location P1 satisfies
the query slightly less, but this satisfaction is obtained with data with higher
confidence.
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5 Conclusions

In this paper, we discussed and advocated the need for explicit data quality
assessment in database and information management systems. Giving the users
explicit feedback on the confidence in query results is useful, especially in case
of very large data sets with varying data quality. The presented research is also
relevant in view of studying the veracity problem in ‘big’ data. A novel, initial
technique for data quality assessment in ‘fuzzy’ database querying has been
presented. At the core of this technique is the explicit distinction between query
criteria on conventional attributes and criteria on data quality attributes.

More research is definitely required. Among the research topics we identify
are: the development of a better data quality assessment framework, the handling
of uncertain data, advanced aggregation techniques and the incorporation in a
query language like SQL.
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Abstract. The upper bounds of Information Retrieval (IR) effective-
ness could be improved if new frameworks were investigated beyond tra-
ditional retrieval models. Vector spaces and their untraditional operators
– meet and join – are a step in this direction. On the other hand, users
might express complex information needs. Complex information needs
may take the form of themes, which cannot be effortlessly expressed using
plain natural language queries. Therefore, new theoretical structures and
operators should be designed for allowing users to express themes.

This paper illustrates how meet and join of vector spaces can rank
documents by a relevance measure. Meet and join act on themes mod-
eled as vector subspaces; for example, meet intersects two planes while
join builds a plane from two lines. Since an operator applies to a pair of
themes and results in another theme operators and theme models replace
the traditional retrieval models. The experimental results show that this
approach can compete with – it can retrieve relevant documents missed
by – traditional retrieval models.

1 Introduction

Information Retrieval (IR) is the complex of models, languages and techniques
aimed to retrieve all and only the documents relevant to a user’s information
needs. When searching for information, end users express their information needs
through behaviour (e.g. click-through activity) and queries (e.g. natural language
phrases). However complex, the combination of queries, operators and behaviour
in conventional IR basically exploits the logic that documents are elements of
sets weighted according to functions of query terms, operators and behaviour
features.

In this paper, we consider users such as journalists and scholars who are
expert in their own application domain and may be willing to utilize operators
for building complex queries and searching by themes rather than queries. While
the logic of sets can be utilized for standard search, to the contrary, in this paper,
we investigate the hypothesis that a document collection can be searched by
themes using the logic of vector spaces. Moreover, we argue that themes should
not – actually cannot – be combined by traditional set operators but rather by
vector space operators – meet and join.

c© Springer International Publishing AG 2017
H. Christiansen et al. (Eds.): FQAS 2017, LNAI 10333, pp. 59–70, 2017.
DOI: 10.1007/978-3-319-59692-1 6
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A user may meet and join subspaces in the context of vector spaces, instead
of intersecting and complementing subsets. Although meet and join are well
known operators of quantum theory, however, we do not argue that documents
and queries are quantum objects like subatomic particles. Instead, we are inves-
tigating whether the retrieval process involving expert users may exhibit some
quantum-like behaviour.

The intuitions in using meet and join in IR are that, in order to signifi-
cantly improve retrieval effectiveness, users need a radically different approach
to searching a document collection beyond the classical mechanics of an IR sys-
tem; for example, the distributive law of intersection and union does not remain
valid for subspaces equipped with meet and join. The lack of distributive prop-
erties gives a further one degree of freedom in building new information need
representations.

While the relevant work is briefly surveyed in Sect. 2, the theme model is
illustrated in Sect. 3. Then, Sect. 4 explains meet and join, both theoretically
and algorithmically. The first experimental investigation of meet and join is
reported in Sect. 5. Finally, some future works are suggested in Sect. 6.

2 Related Work

The research on

– algorithms for extracting complex descriptors, e.g. set of (possibly related)
terms, on

– models for exploiting such descriptors for document ranking and on
– approaches for interacting with those descriptors

are all relevant to this paper. Automatic Query Expansion (AQE) is the standard
approach to supporting the end user during the interaction with the retrieval
system. A number of techniques that obtain a better description of the user’s
information need have been experimented [1]. In this paper, we compare a new
language based on vector spaces – theme model and the operators thereof – with
traditional ad-hoc retrieval and Pseudo Relevance Feedback (PRF).

Latent Semantic Analysis (LSA) was proposed to extract descriptors able to
capture word and document relationships within one single model [2]. Following
LSA, Latent Dirichlet Allocation (LDA) aims at automatically discovering the
main “themes” in a document corpus. A corpus is usually modelled as a proba-
bility distribution over a shared set of topics, these topics in turn are probability
distributions over words, and each word in a document is assumed to be gener-
ated by one of these topics [3]. This paper focusses on the geometry provided by
vector spaces, yet is also linked to topic models, since a probability distribution
over documents or features can always be defined in a vector space, the latter
being a core concept of the quantum mechanical framework applied to IR [4–6].

We implement a vector-based language in a way different from the approaches
described in [7,8] where term dependencies are investigated or in [9,10] where
meet and join are not explicitly modeled and implemented. Our contribution is
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the possibility that the user may explicitly add meet and join to the query, thus
directly assessing the impact of the operators on retrieval results.

This paper also provides an effective language to implement the principle
of poly-representation [11], which aims to generate and exploit the cognitive
overlap between different representations of documents to estimate an accurate
representation of the usefulness of the document. Documents that lie in the same
representations are assumed to be relevant to a user’s information need. Poly-
representation was not developed in a mathematical framework encompassing
it completely and precisely for some years until it was described within the
quantum mechanical framework which may describe various aspects of document
representation: fusion of document content representations; temporal aspects
and dynamic changes; document structure and layout; and the relationships
between these aspects according to [12].

Efforts that aim to implement query languages equipped with operators over
vector spaces were made and resulted in Quantum Query Language (QQL) [13].
For example, SELECT * FROM t WHERE x=’b’ OR x=’c’ can be modelled as the
sum Pbc = Pb + Pc of the projectors corresponding to the subspaces spanned
by b and c and then computing φ′Pbcφ. In [14] the combination of the dual
approaches reported in [12,13] is mentioned but not addressed. Our proposal
differs in that meet and join are directly added to the user’s queries and are not
hidden in SQL queries.

3 The Theme Model

In the following, we use the following main vector notations: t refers to term, τ
refers to theme, and φ refers to document.

Consider the features extracted from a collection of documents; for example,
a word is an example of textual feature, the gray level of a pixel or a codeword
of an image is an example of visual feature, and a chroma-based descriptor
for content-based music representation is an example of audio feature. Despite
differences, the features extracted from a collection of multimedia documents
can co-exist together in the same vector space provided that each feature is
represented by a canonical basis vector.

Consider a finite vector space over the real field and k distinct features; k is
also the dimension of the vector space. Therefore, the canonical basis vector of
the i-th feature has k elements, the i-th element is 1 and the other elements are
zeros; for example, when k = 3 the canonical basis vectors are (1, 0, 0), (0, 1, 0)
and (0, 0, 1).

The features can be combined together to build terms. Given k coefficients
ai ∈ R, i = 1, . . . , k and the k feature vectors wi ∈ R

k, i = 1, . . . , k, a term
vector is defined as

t = a1w1 + · · · + akwk ai ∈ R
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Fig. 1. A pictorial representation of features, terms and themes. Three feature vectors
w1,w2,w3 span a tri-dimensional vector space. Each term vector t can be spanned
by any subset of feature vectors; for example, t1 = a1w1 + a2w2 for some a1, a2. A
theme can be represented by a subspace spanned by term vectors or feature vectors; for
example, t1 and t2 span a bi-dimensional subspace representing a theme and including
all vectors τ = b1t1 + b2t2.

For example, consider two textual features, say “information” and “retrieval”,
then “information retrieval” is a term represented by

information retrieval = ainformationinformation + aretrievalretrieval

Given m term vectors t1, . . . , tm,m ≤ k, a theme is represented by the subspace
of all vectors

τ = b1t1 + · · · + bmtm bi ∈ R

Note that, a term is the simplest form of theme and can be combined with
other terms to further define more complex themes; for example, a theme can be
represented by a one-dimensional subspace (i.e. a ray) in the k-dimensional space
as follows; if t represents a term, we have that τ = bt spans a one-dimensional
subspace (i.e. a ray) and represents a theme. A theme can also be represented by
a bi-dimensional subspace (i.e. a plane) in the k-dimensional space as follows; if
t1, t2 are term vectors, we have that b1t1 + b2t2 spans a bi-dimensional subspace
(i.e. a plane) representing a theme.

In sum, both features and terms are represented by vectors spanning a one-
dimensional subspace (i.e. a ray), but term vectors are linear combinations of
feature vectors where coefficients measure the role of features. Themes are rep-
resented by multi-dimensional subspaces and are spanned by one or more term
vectors; for example, themes can be planes when defined by two term vectors,
cubes when defined by three term vectors and in general they are hyperplanes.
Thus, a term is a theme because a term vector is a one-dimensional subspace;
it follows that a feature is also a theme. The conceptual relationships between
features, terms and themes are depicted in Fig. 1.
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The ranking rule utilised to measure the degree to which a document is about
a theme relies on the theory of abstract vector spaces. To measure this degree, a
representation of a document in a vector space and a representation of a theme
in the same space are necessary. A document is represented by a vector

φ = (c1, . . . , cm)′
ci ∈ R

such that ci is the measure of the degree to which the document that is repre-
sented by the vector is about term i. A ranking rule is then the squared projection
of φ on the subspace spanned by a set of m term vectors [4,15].

Consider that a m-dimensional subspace is spanned by t1, . . . , tm, which is a
basis. However, the basis should be an orthogonal set – not only independent –
because orthogonality allows us not to compute term correlations when the degree
to which a document is about a theme has to be computed. To this end, an orthog-
onal basis of the same subspace can be obtained through rotation of the t’s. Let
{v1, . . . ,vm} be such an orthogonal basis. The measure of the degree to which a
document is about a theme represented by the subspace spanned by this basis is
the size of the projection of the document vector on the theme subspace, that is

tr[(v1v
′
1 + · · · vmv′

m)φφ′] (1)

where v v′ is the projector of the one-dimensional subspace spanned by v and
tr is the trace operator. After a few passages, the following measure is obtained
[16]:

|v′
1φ|2 + · · · + |v′

mφ|2 (2)

4 Meet and Join Operators

Themes can be created through operators applied to other themes defined on a
vector space. In this paper, we utilise two operators called meet and join. Thus,
the subspaces that represents a theme can meet or join the subspace of another
theme and the result of this meet is a subspace that represents another theme.
In particular:

– The meet of two one-dimensional themes τ1 and τ2 can be defined by τ =
τ1 ∨ τ2. It can be represented by the subspace of vectors τ = b1τ 1 + b2τ 2,
which is therefore displayed as one plane; see Fig. 2(a). Note that the meet is
the smallest subspace containing both subspaces.

– The join of two bi-dimensional themes τ3 and τ4 can be defined by τ5 =
τ3 ∧ τ4, which is therefore displayed as one ray, i.e. the intersection between
the subspace spanned by τ3 and the subspace spanned by τ4; see Fig. 2(b).
Note that the join is the largest subspace contained by both subspaces.

The definition of meet and join requires algorithms for computing an effective
representation of the subspaces stemming from these operators. To this end, we
consider:
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Fig. 2. Meet and join

1. the meet of two one-dimensional themes and
2. the join of two bi-dimensional themes.

The “meet” algorithm for two one-dimensional themes τ1, τ2 consists of rotating
the theme vectors τ 1, τ 2 to obtain u1,u2 as depicted in Fig. 3(a). The “join”
algorithm for two bi-dimensional themes consists of (i) the algorithm of the
meet for obtaining the representation of each bi-dimensional subspace and (ii)
the algorithm for calculating the solution of the linear system

c1u1 + c2u2 = c3u3 + c4u4

where {u1,u2} is the basis of one bi-dimensional subspace and {u3,u4} is the
basis of the other bi-dimensional subspace as described by Fig. 3(b).

The theme model violates the distributive law of meet and join [17]. Although
the violation of a property might seem a negative feature of a theory, it is on the
contrary a potential of the theme model since it allows a user who is interacting
with a retrieval system to experiment many more expressions of his information
need. If, on the one hand, an expression like (A∧B)∨(A∧C) would be equivalent
to A∧(B∨C) using the tradition Boolean logic an expression like (t1∧t2)∨(t1∧t3)
is, on the other hand, not equivalent to t1 ∧ (t2 ∨ t3) using the theme model and
the meet and join operators thereof.

5 Experiments

The experiments aimed to measure the performance of the theme model and of
the Quantum Theme Language (QTL) operators thereof (i.e. meet and join).
Since the main focus of our work is on modelling themes and operators, we have
assumed that a feature is a word, thus leaving applications to other media for
future investigations.

The experiments were performed using the disks 4 and 5 of the TIPSTER
test collection of Text Retrieval Conference (TREC) and 150 topics from topic
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meet(t1, t2)
normalize so that |t′t|2 = 1
a2 ← t1

′t2
b2 ← √

1 − a2
2

u1 ← t1
u2 ← (t2 − a2t1)/b2
return u1, u2

(a) The meet algorithm

join(t1, t2, t3, t4)
u1,u2 ← meet(t1, t2)
u3,u4 ← meet(t3, t4)
A ← (u1,u2,−u3)
b ← u4

Q,R ← QR(A)
qb ← Q′b
x ← solution of Rx = qb

v ← x1u1 + x2u2

return v

(b) The join algorithm

Fig. 3. (a): To compute the meet, an orthogonal basis of the subspace spanned by t1, t2
is computed by rotation. It can be checked that u′

1u2 = t′
1u2 = (t′

1t2 − a2t
′
1t1)/b2 =

(a2 − a2)/b2 = 0 and that u′
2u2 = 1. (b): To compute the join, one orthogonal basis

is computed for each bi-dimensional subspace using the meet algorithm. Then, the
QR decomposition is computed for the matrix given by u1,u2,−u3. Finally, the one-
dimensional subspace that is the intersection between the two bi-dimensional subspaces
is the solution of the linear system Rx = Qt4 and can be expressed by the basis of one
subspace out of the intersected subspaces.

n. 301 to topic n. 450. The document words were stemmed and stopwords were
removed. For each topic, the title was used as query and the documents were
ranked by cover density ranking algorithm [18] which is based on proximity and
cooccurrence and it is thus suitable for very short queries. The list of 1000 top
ranked retrieved documents was the baseline.

Given n, the n top-ranked documents were utilised to select terms as follows.
For each query term, the terms occurring in the 11-word window centered around
the query term were selected from each document. Given f , the terms with
frequency equal to or greater than f in the n top ranked documents were selected.
Finally, we utilised k terms as follows:

– Pseudo Relevance Feedback (PRF): The terms expanded the original query.
– Quantum Theme Language (QTL): Given m, k, n we built a k × n matrix X

and then Non-negative Matrix Factorization (NMF) was performed [19] as
follows:

X = WH W ∈ R
k×m H ∈ R

m×n (3)

where W is a matrix of m column vectors of R
k and H is a matrix of n

coefficient column vectors of Rm. The theme vectors were obtained rescaling
W as follows:

(t0 · · · tm−1) = Wdiag(H1)

where 1 is the vector of n 1’s and “diag” transforms a vector into a diagonal
matrix. Each element i of each column vector of W was multiplied by the sum
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of the coefficients of row i of H; as hjl measures the contribution of column j
of W to document vector l (i.e. column l of X), this multiplication amplifies
element i of each column vector of W by the total contribution of term i to
the themes. The experiments reported in this section were performed using
m = 4 as follows:

• First, the projectors of the unidimensional subspaces spanned by t0, t1, t2,
t3 re-ranked the retrieved document vectors using (1). As the subspaces
were unidimensional, a projector of the subspace spanned by t is tt′.

• Then, we tested the projectors of the bi-dimensional subspaces spanned
by t0 ∨ t1, t0 ∨ t2, t0 ∨ t3, t1 ∨ t2, t1 ∨ t3, t2 ∨ t3; such a projector was
u1u

′
1 + u2u

′
2 where the u’s are returned by meet.

• Finally, we tested the projectors of the unidimensional subspaces spanned
by each of the following expressions: (t0 ∨ t1) ∧ (t2 ∨ t3), (t0 ∨ t2) ∧ (t1 ∨
t3), (t0 ∨ t3) ∧ (t1 ∨ t2).

Two performance measures were utilised in the experiments. One measure of per-
formance is the well-known Normalized Discounted Cumulative Gain (NDCG)
[20]:

NDCG(B) =

∑
i∈B

reli
log2 i+1

NDCG(ideal B)

where B is a list of retrieved documents, reli is the relevance grade of docu-
ment ranked at i and NDCG(ideal B) is the maximum NDCG. In particular,
the additional quantity of relevant documents retrieved other than the relevant
documents of the baseline list was measured since what can be added by QTL
or PRF to the baseline list was of interest. To this end, we defined the other
measure of performance called differential Normalized Discounted Cumulative
Gain (dNDCG) as

dNDCG(A,B) = NDCG(A\B)

where A is another list of retrieved documents. dNDCG is thus the NDCG com-
puted for all and only the top-ranked documents – twenty documents in the
experiments of this paper – retrieved in A but not retrieved in B; if A is the
list of documents retrieved by PRF or QTL and B is the baseline list of doc-
uments, A\B contains the newly relevant documents ranked among the twenty
newly top ranked documents; in this way, dNDCG can measure the increment
of performance caused by an increment of recall and an increment of precision.

The results are reported in Table 1. In general, all the methods perform at
the same level of effectiveness as shown by NDCG although the NDCG values
of PRF are a little below the baseline values; this outcome is consistent with the
results reported in the literature on PRF and other automatic query expansion
methods which are not based on explicit relevance assessments [21].

dNDCG measured the degree to which the unidimensional projectors
obtained from the t’s and τ ′s causes the retrieval of new relevant documents
that are not retrieved by the baseline in about half of the cases. This proportion
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Table 1. The experimental results were obtained for n = 5, 10, 20 and f = 1, 10, 20.
The rows where two method names are separated by slash report dNDCG values, the
other rows report NDCG values. The rows that include a slash report the comparison
between the method on the left of the slash and the method on the right of the slash;
these rows are labeled by (dNDCG) and report the increment of effectiveness when
using the method on the left of the slash. The values labeled by * or ** are statistically
significant with p < 0.05 or p < 0.01, respectively, according to Student’s t-test. When
an dNDCG value is compared with that of PRF (e.g. τ 0/PRF (dNDCG)), the one-
sample t-test was calculated and the dNDCG value of the method on the left of the
slash was compared with zero.

n = 5 n = 10 n = 20

f = 1 f = 10 f = 20 f = 1 f = 10 f = 20 f = 1 f = 10 f = 20

Baseline 0.561 0.546 0.543 0.561 0.549 0.546 0.561 0.548 0.547

PRF 0.522 0.514 0.515 0.519 0.514 0.518 0.518 0.514 0.518

PRF/Baseline 0.082 0.056 0.045 0.077 0.049 0.042 0.081 0.043 0.036

τ 0 0.514 0.510 0.516 0.510 0.510 0.516 0.511 0.508 0.514

τ 0/Baseline 0.091 0.072* 0.063* 0.086 0.070* 0.058* 0.094* 0.071** 0.061**

τ 0/PRF 0.031** 0.044** 0.041** 0.026** 0.047** 0.039** 0.035** 0.053** 0.042**

τ 1 0.516 0.510 0.514 0.512 0.510 0.517 0.512 0.507 0.513

τ 1/Baseline 0.096* 0.071 0.065** 0.090 0.062 0.056* 0.095 0.059 0.051

τ 1/PRF 0.031** 0.039** 0.046** 0.034** 0.042** 0.039** 0.037** 0.044** 0.040**

τ 2 0.513 0.507 0.511 0.511 0.513 0.515 0.512 0.508 0.514

τ 2/Baseline 0.090 0.066 0.051 0.095** 0.081** 0.060* 0.089 0.067** 0.050

τ 2/PRF 0.031** 0.040** 0.032** 0.030** 0.046** 0.035** 0.034** 0.050** 0.035**

τ 3 0.514 0.510 0.513 0.511 0.506 0.516 0.511 0.506 0.514

τ 3/Baseline 0.093 0.072* 0.063* 0.088 0.067* 0.049 0.096* 0.068** 0.050

τ 3/PRF 0.030** 0.042** 0.041** 0.025** 0.041** 0.033** 0.033** 0.047** 0.032**

τ 0 ∨ τ 1 0.521 0.511 0.515 0.515 0.513 0.516 0.516 0.507 0.517

τ 0 ∨ τ 1/Baseline 0.082 0.067 0.050 0.072 0.054 0.050 0.079 0.053 0.057*

τ 0 ∨ τ 1/PRF 0.021** 0.036** 0.032** 0.023** 0.040** 0.034** 0.022** 0.032** 0.044**

τ 0 ∨ τ 2 0.520 0.508 0.513 0.516 0.512 0.518 0.515 0.510 0.518

τ 0 ∨ τ 2/Baseline 0.081 0.064 0.050 0.085 0.066 0.056 0.082 0.068* 0.054

τ 0 ∨ τ 2/PRF 0.024** 0.032** 0.033** 0.032** 0.030** 0.036** 0.021** 0.050** 0.042**

τ 0 ∨ τ 3 0.520 0.512 0.515 0.515 0.510 0.517 0.515 0.508 0.514

τ 0 ∨ τ 3/Baseline 0.077 0.074* 0.055 0.075 0.066 0.046 0.085 0.055 0.049

τ 0 ∨ τ 3/PRF 0.025** 0.047** 0.032** 0.022** 0.044** 0.032** 0.016** 0.037** 0.030**

τ 1 ∨ τ 2 0.518 0.510 0.512 0.517 0.511 0.516 0.514 0.510 0.517

τ 1 ∨ τ 2/Baseline 0.082 0.065 0.057 0.095** 0.059 0.061* 0.075 0.055 0.048

τ 1 ∨ τ 2/PRF 0.020** 0.039** 0.033** 0.026** 0.038** 0.037** 0.019** 0.038** 0.032**

τ 1 ∨ τ 3 0.519 0.511 0.514 0.517 0.511 0.517 0.516 0.509 0.515

τ 1 ∨ τ 3/Baseline 0.077 0.074 0.055 0.078 0.050 0.054 0.090 0.062 0.048

τ 1 ∨ τ 3/PRF 0.012** 0.042** 0.030** 0.024** 0.028** 0.042** 0.019** 0.047** 0.032**

τ 2 ∨ τ 3 0.519 0.510 0.512 0.517 0.510 0.520 0.514 0.508 0.515

τ 2 ∨ τ 3/Baseline 0.084 0.057 0.054 0.082 0.064* 0.059 0.083 0.058 0.053*

τ 2 ∨ τ 3/PRF 0.025** 0.028** 0.029** 0.022** 0.036** 0.043** 0.018** 0.044** 0.031**

τ 0 ∨ τ 1 ∧ τ 2 ∨ τ 3 0.523 0.515 0.516 0.520 0.513 0.520 0.517 0.514 0.514

τ 0 ∨ τ 1 ∧ τ 2 ∨
τ 3/Baseline

0.077 0.059 0.053 0.075 0.045 0.045 0.072 0.045 0.042

(continued)
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Table 1. (continued)

n = 5 n = 10 n = 20

f = 1 f = 10 f = 20 f = 1 f = 10 f = 20 f = 1 f = 10 f = 20

τ 0 ∨ τ 1 ∧ τ 2 ∨
τ 3/PRF

0.023** 0.044** 0.022** 0.034** 0.022** 0.026** 0.024** 0.040** 0.018**

τ 0 ∨ τ 2 ∧ τ 1 ∨ τ 3 0.521 0.509 0.512 0.519 0.511 0.521 0.515 0.513 0.519

τ 0 ∨ τ 2 ∧ τ 1 ∨
τ 3/Baseline

0.082 0.060 0.039 0.078 0.047 0.056* 0.068 0.055* 0.043

τ 0 ∨ τ 2 ∧ τ 1 ∨
τ 3/PRF

0.032** 0.031** 0.019** 0.028** 0.026** 0.024** 0.030** 0.038** 0.014**

τ 1 ∨ τ 2 ∧ τ 0 ∨ τ 3 0.522 0.514 0.514 0.519 0.513 0.517 0.518 0.512 0.521

τ 1 ∨ τ 2 ∧ τ 0 ∨
τ 3/Baseline

0.086 0.060 0.042 0.088* 0.056 0.045 0.072 0.047 0.045

τ 1 ∨ τ 2 ∧ τ 0 ∨
τ 3/PRF

0.029** 0.043** 0.022** 0.030** 0.039** 0.024** 0.032** 0.037** 0.022**

is reduced when the themes are combined using meet and join, however, dNDCG
still suggests that some new relevant documents may anyway be retrieved and
ranked within the twenty top ranked documents, the latter being a positive
event for the user, although the values may appear low. The values of dNDCG
are always significantly different from zero when a QTL method is compared
with PRF, thus suggesting that such a method can retrieve a significant amount
of new relevant documents other than those retrieved by PRF.

6 Future Work

The experimental results show that the theme model and the join and meet
operators can compete with, and can retrieve relevant documents that cannot
be retrieved by effective PRF methods. The increments of retrieval performance
due to the relevant documents retrieved by meet and join did not result from
random variations and were on the contrary significant variations. We aim to
investigate the potential of this approach to a greater extent.

To this end, some experiments are underway using the subtopics of the TREC
2010 Web Track Test Collection as themes.1 Instead of implementing themes
using index terms, we will implement themes using subtopics, which may be
viewed as aspects of the main topic. The experiments will simulate a scenario
more interactive than the scenario simulated in this paper. A user will submit a
query (i.e. the main topic) and the retrieval system will extract a set of pertinent
themes. The effectiveness of the ranked list obtained by the representation based
only on the query terms, on all the distinct terms associated to the extracted
themes, or on themes through meet and join will finally be measured.

Further experiments will be carried out on the Dynamic Domain Track Test
Collections. The goal of the Dynamic Domain Track is to “support research

1 http://trec.nist.gov/data/web/10/wt2010-topics.xml.

http://trec.nist.gov/data/web/10/wt2010-topics.xml
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in dynamic, exploratory search of complex information domains”2. The task is
highly interactive and the interaction with the user is simulated through the Jig,
that returns explicit judgments on the top five retrieved documents, along with
relevant passages in those documents. We will investigate the use of relevant
passages as source to implement themes.

Acknowledgements. This paper is part of a project that has received funding from
the European Union’s Horizon 2020 research and innovation programme under the
Marie Sk�lodowska-Curie grant agreement No 721321.
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Abstract. In this paper, we introduce a new recommendation approach
leveraging demographic data. Items are associated with the audience who
liked them, and we consider similarity based on audiences. More precisely,
recommendations are computed on the basis of the (fuzzy) typical demo-
graphic properties (age, sex, occupation, etc.) of the audience associated
with every item. Experiments on the MovieLens dataset show that our
approach can find predictions that other tested state-of-the-art systems
cannot.

Keywords: Recommender systems · Demographics · Typicality · Fuzzy
logic

1 Introduction

E-commerce applications thrive on getting users to buy anything and everything.
Displaying recommendations everywhere has now become normal, they present
users with items predicted as relevant or interesting to them. These items should
satisfy a few properties, such as being new to the user (as opposed to recom-
mending items too similar to some already owned by the user). Recommender
systems do not require large amounts of data to provide users with suggestions:
only a few rated items or some demographics are enough. Recommendations are
computed by predicting a user’s interest in items they have not used or bought
yet. If the prediction score is high, then the item may be recommended. Predic-
tions are ranked to fit the scale of the system, which could be a 1–5 star scale
for instance.

Our objective is to extend previous work with typicality [12] to demographic
data (e.g. age, occupation) in recommender systems. Demographics are a valu-
able source of information and we believe that in many domains (e.g. movies,
music, literature) they can be used to suggest items to users. The concept of
typicality has been studied in the fields of both cognitive psychology [9] and
fuzzy logic [17]. In this work we will focus on the definition presented by Zadeh
in [18].

Here is an example of the approach presented in [12]: let us consider a user
interested in actors querying the database who wishes to find actors similar to
c© Springer International Publishing AG 2017
H. Christiansen et al. (Eds.): FQAS 2017, LNAI 10333, pp. 71–83, 2017.
DOI: 10.1007/978-3-319-59692-1 7
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one in the result. Similarity may be based on values or/and on relations: we
shall consider similarity based on relations between entities. In this cinemato-
graphic context, “similar” may have different meanings, such as working with
the same directors, starring with the same co-actors, or playing in movies of the
same genres. An actor such as Tom Cruise will have a set of typical directors,
a set of typical co-actors, a set of typical genres and so on. To compute the
similarity between Tom Cruise and other actors, we compute the set of typical
elements of the other actors in the database and compare them to those of Tom
Cruise. For instance if TTom Cruise = {0.4/Cameron Crowe, 0.3/Steven Spielberg,
0.2/Christopher McQuarrie, ...} is the set of typical directors with which Tom
Cruise is associated, then actors with a similar set of typical directors will be
considered similar to Tom Cuise.

The key idea of our approach is to figure out the typical properties attached
to each movie and find similarities with other movies based on these typical
demographic properties. With our demographic approach, let us consider a user
who likes Terminator and Tron. Let us assume that these movies are usually
liked by young men in college. This frequent association between movies and
demographics can be measured with a typicality degree: young and male are
two typical properties of the audience of these two movies. The recommenda-
tion process may leverage these typicality links to provide the user (who is not
necessarily a young man) with other movies appreciated by young men.

In this work, we consider two visions to leverage demographic data with
collaborative filtering and typicality in a movie context:

– compute for all movies the demographic multisets representative of the users
who liked them, compare them all with a similarity measure and provide users
with movies similar to the ones they liked based on this notion of similarity;

– compute the sets of typical movies liked by users with the same profile ele-
ments as the current user.

In other words, recommendations may be computed based on the user’s profile
or the user’s ratings. We treat the new user problem with their demographic
data.

This paper is structured as follows: in Sect. 2 we will position our approach
with respect to the existing literature. In Sect. 3 we will introduce how we use
typicality with demographic data in recommender systems. Then we will detail
how explanations are provided in Sect. 4. The results of our experiments with
the first approach are detailed in Sect. 5 and we will conclude in Sect. 6.

2 Related Work

Classical recommender systems (RS) include content-based (CB), collaborative
filtering systems (CF) and hybrid systems (HS). Others include demographic,
knowledge-based (constraint-based and case-based) and community-based sys-
tems [13]. More generally it all comes down to predicting whether or not the user
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will be interested in an item, and to which degree. Several metrics presented in
Sect. 5 help compare recommenders.

CF RS provide predictions based on the ratings of users. No additional data—
whether about items or users—are required, which makes these approaches very
popular. Some of these approaches consider neighborhoods: sets of users or items
similar to the one for which a prediction is made. There are two subclasses of
neighborhood-based CF RS: user-based CF and item-based CF. User-based CF
RS consider the ratings of similar users on the same item to predict scores.
Item-based CF RS consider the ratings of similar items by the same user to
predict scores. The prediction score is the aggregation of the similarity scores
between the user’s profile and the neighborhood’s users profiles. To improve these
approaches, the rating behavior of the user is taken into account—whether or
not the user usually rates items higher or lower than other people. CF RS also
have issues with cold start (both new user and new item problems).

The use of typicality in CF RS has already been investigated in [2]. The
authors propose to start by creating item groups, in which items are fuzzily
affected to by a clustering method—meaning that items may belong to sev-
eral groups to different degrees. Then for each item group a corresponding user
group is created, and populated with users who liked the movies in these item
groups. Users are more or less typical in user groups, depending on their appre-
ciation of the movies in the item groups associated. The affectation of users in
user groups is done by a fuzzy clustering algorithm, meaning that users belong
to a group to a certain degree ∈ [0, 1]. Recommendations for a given user are
computed based on the ratings of other users in the given user’s neighborhood.
A neighborhood selects users with close typicality degrees in the different user
groups—aggregated and compared with classical distance measures. Our app-
roach also uses typicality to find similar users, however our use of typicality is
different from theirs insofar as we look for items typically associated with groups
of people based on their demographic characteristics.

Approaches based on demographic data are popular in marketing papers,
but there has not been much research from the RS community on the topic
of pure demographic RS according to [13]. They are often used to improve CF
methods by restricting the neighborhood based on the user’s characteristics [14].
Our use of demographic data is different as we look for the similarities in the
audience who liked the movies. Krulwich leveraged demographics in [6] with
LifeStyle Finder to create clusters of people. His approach focuses on acquiring
large amounts of personal data through dialog. We do not use so many different
data types nor do we use clustering in our approach. Pazzani described the
needs of CB, CF and demographic recommenders to provide users with good
recommendations [11]. He notes that the effort made to obtain demographic data
is reflected with the quality of this information, hinting at the large amounts of
information used by [6]. In his experiment, the demographic recommendations
do not perform as well as CB and CF recommendations. Demographics can also
help with the cold start problem, by using stereotypes to recommend items to
new users who have not rated any item yet. We present one such approach based
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on typicality in Subsect. 3.2. However in some contexts such as tourist attractions
[15] demographic RS have had mitigated results. Users are not always inclined
to share their personal data, even though these can sometimes be deduced from
their own ratings and the personal data of some other users as reported in [16].

3 Typicality-Based Collaborative Filtering

In our movie context, we consider two visions to typicality-based collaborative
filtering applied to demographic data. We view demographics as statistical char-
acteristics of human populations. To this end, we consider movies “liked” by
users (i.e. the movies they gave 4 or 5 stars):

– link to a movie the sets of profession, age, and other characteristics of people
who typically liked it; based on the movies liked by the current user, recom-
mendations can be processed by comparing the typical fuzzy sets associated
with these movies with those of other movies in the database. The current
user’s profile is not used in this approach, only the movies s/he liked;

– for each element of the user’s profile, a fuzzy set of typical movies liked by
users with this profile element is computed. The movies liked by the current
user are not considered.

Each approach is first formalized and then illustrated with a detailed example.
A hybrid approach mixing the above two is outlined at the end of this section.

3.1 Using the Current User’s Favorite Items

This approach consists of several steps, the first two can be done offline, and the
last one on the fly to provide recommendations to users. These steps are:

1. compute for each item the sets of typical demographic features of the users
who liked them;

2. compare all items, based on these fuzzy sets of typical features;
3. look for the most similar items to those liked by the current user.

Step 1: Computing the Fuzzy Sets of Typical Features. For each item m
and for each demographic characteristic c (e.g. age, occupation, etc.) we compute
the multi-set Ec(m) representing the profile of the users who liked them (we
assume liking is the same as giving 4 or 5 stars on a 5-star rating scale).

Ec(m) = {(k/x) | x a modality of c and
k the number of users having the characteristic x and who liked m}.

In order to assess the extent to which x is a typical value in E, two cases have to
be taken into account: that where a metric—on which a similarity relation can be
based—over the considered domain is available, and that where such a metric
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is not available and strict equality must be used. Details on how to compute
typicality based on similarity can be found in [12]. In any case, starting from a
multiset E, the objective is to obtain a fuzzy set T such that for all x, µT (x)
expresses the extent to which x is typical in E. In the absence of any similarity
measure, one solution is to consider the frequency of x in E and take

µT (x) =
k

n
, (1)

where k is the number of copies of x in E and n is the cardinality of E. Based
on the multi-set Ec(m), the fuzzy set Tc(m) of typical values is computed.

Tc(m) = {(µT (x)/x) | x a modality of c and
µT (x) the frequency-based typicality of x in Ec(m)}.

Step 2: Comparing Multisets. Several interpretations of the condition
E1 matches E2—where E1 and E2 are two regular multisets of attribute val-
ues associated with two different items—can be thought of. The problem comes
down to assessing the equality of two fuzzy sets, and many measures have been
proposed for doing so, see e.g. [1,10]. One may for instance test the equality of
the two fuzzy sets T1 and T2 of (more or less) typical elements in E1 and E2

respectively, for example by means of the Jaccard index:

µmatches(E1, E2) =
∑

x∈U min(µT1(x), µT2(x))
∑

x∈U max(µT1(x), µT2(x))
, (2)

where U denotes the underlying domain of E1 and E2, or by means of a measure
such as:

µmatches(E1, E2) = inf
x∈U

1 − |µT1(x) − µT2(x)|. (3)

A square matrix S of size |movies| is created, with each cell si,j populated
with the similarity degree between movies mi and mj . This similarity degree is
computed by aggregating the matching degrees between the typical fuzzy sets of
all pairs of items. We use the Jaccard index as the matching measure, and the
minimum as the aggregation operator.

si,j = min
c

(µmatches(Tc(mi), Tc(mj))) (4)

Remark 1. Some features may be considered more important than others, and
an aggregation operator such as the weighted average or the weighted minimum
[3] can then be used instead of the minimum.
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Step 3: Browsing the Similarity Matrix. To predict the rating of a user u
for an item mi, denoted by pu,mi

we simply look for the highest similarity value
in the matrix S between mi and the items that user u liked:

pu,mi
= max

j
(si,j ∈ S | mj liked by u). (5)

It is worth noticing that instead of the maximum aggregation operator, others
such as the weighted mean or the kth highest degree (which corresponds to a
quantifier of the form “at least k”) can be considered. The idea is to be as faithful
to the demographic profiles as possible, leading to the utilization of less conven-
tional aggregation operators than the max. An ordered list of recommendations
is generated from S.

Example 1. Let us consider a user who liked the movies Star Wars IV and Tron.

Step 1. consists in computing the fuzzy sets of demographic data representing
the users who liked these movies. As such, we get for the age characteristic the
following multisets ([18–24] refers to people aged 18–24):

Eage(Star Wars IV) = {67/[−18], 378/[18–24], 813/[25–34], 442/[35–44],
162/[45–49], 147/[50–55], 87/[56+]}

Eage(Tron) = {9/[−18], 92/[18–24], 154/[25–34], 51/[35–44], 22/[45–49],
23/[50–55], 8/[56+]}

Based on these multisets, the associated fuzzy sets of typical demographic
values are then computed:

Tage(SW IV) = {0.03/[−18], 0.18/[18–24], 0.39/[25–34], 0.21/[35–44],
0.08/[45–49], 0.07/[50–55], 0.04/[56+]}

Tage(Tron) = {0.03/[−18], 0.26/[18–24], 0.43/[25–34], 0.14/[35–44], 0.06/[45–
49], 0.06/[50–55], 0.2/[56+]}

Let us recall that these fuzzy sets of typical values are computed offline for all
movies in the database. Then for Step 2 they are compared in order to com-
pute the similarity matrix S. As such, we will compare Star Wars IV to all
other movies in the database, such as Star Wars V. We will use the Jaccard
index between their fuzzy sets of typical values, for all profile features consid-
ered. Then we will aggregate these matching degrees. Assuming that we have

Tage(SW V) = {0.03/[−18], 0.21/[18–24], 0.4/[25–34], 0.19/[35–44], 0.07/[45–
49], 0.06/[50–55], 0.4/[56+]},
then we get µmatches(Tage(SW IV), Tage(SW V)) = 0.923.

For other characteristics such as occupation and gender we consider
µmatches(Tocc(SW IV), Tocc(SW V)) = 0.929 and
µmatches(Tgender(SW IV), Tgender(SW V)) = 0.925.
As a result, sSW IV,SW V = min(0.923, 0.929, 0.995) = 0.923. This process is
repeated for all unordered pairs of movies.

Once the similarity matrix S has been completed, we look for the movies
the most similar to those liked by the current user, i.e. movies with the highest
degrees in S in the columns of the movies Star Wars IV and Tron.�
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3.2 Using the Current User’s Demographic Data

Typicality may also be used to define a method to compute recommendations
based on the audience who typically liked some items. This method starts with
computing the favorite items of users based on each profile feature value (e.g.
for the age feature, we compute a set of favorite items for users [−18], another
for users [18–24], etc.). Afterwards, we aggregate the sets of favorite items to fit
to the list of profile characteristics of a user.

Computing Items Typically Liked by People Based on One Charac-
teristic. For each profile characteristic c ∈ C of the current user ucurrent, select
the other users U with the same profile element. For each such user u ∈ U ,
compute the fuzzy multi-set of items Ec(u) each user liked with elements of the
form r/m where r is the rating (divided by 5 to fit the [0, 1] scale, which gives
values such as 0.2, 0.4, 0.4, 0.8 and 1) given by user u to item m.

Then compute the multiset sum Ec(U) from the different Ec(u) with u ∈ U
by writing each element in the form (ravg, nb)/m, where ravg is the average
rating of users in U for the item m, and nb the number of users who rated it.

Finally compute Tc(U) from Ec(U), Tc(U) being the typical set of items
representing the users U . In Tc(U) each element is of the form µ/m, where µ is
the min between ravg and nb/card(Ec(U)) in Ec(U) for m, cf Example 2 below.

Aggregating Typical Sets of Items. For all characteristics c ∈ C, we aggre-
gate the multisets Tc(U) with an intersection (using the T-norm min for instance)
to get the items typically liked by people based on all criteria, resulting in TC(U).
Items need to be in every Tc(U) fuzzy set to appear in TC(U). Should no item
satisfy this condition, another aggregation operator (such as the mean) should
be considered instead of the intersection.

Final step: return the elements with the highest typicality degree in TC(U).

Example 2. Let us consider the users described in Table 1, and start looking for
recommendations for Sophie. Based on her age, Sophie is similar to Melanie
and Aaron. Based on her occupation, Sophie is similar to Hiroki. Based on her
location, Sophie is similar to Alice and Nolan. Based on her gender, Sophie is
identical to Melanie and Alice (the dataset we use only features two genders).
To assess the extent to how similar users are, degrees of similarity—computed
by the means of similarity relations, such as identity for the gender, a metric
distance for the age and location and a semantic distance for the occupation—
should be considered. In this example we consider a crisp vision of similarity for
the sake of clarity.

The known ratings associated with the users in Table 1 are presented in
Table 2. Considering the age characteristic, we look for the favorite movies of
both Melanie and Aaron. By dividing their ratings by 5, we get:

Eage(Melanie) = {0.4/T, 0.8/HP3} and Eage(Aaron) = {0.6/T, 0.6/HP4}.
Then we aggregate these sets and get:

Eage(U) = {(0.5, 2)/T, (0.8, 1)/HP3, (0.6, 1)/HP4}.
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Table 1. User profile examples

Name Gender Age Occupation Area

Sophie F 25 Grad Student Denmark

Hiroki M 16 Pupil Japan

Aaron M 32 Engineer Canada

Melanie F 29 Sales Exec Spain

Alice F 43 Educator Germany

Nolan M 34 Lawyer Netherlands

Table 2. User ratings examples

Sophie Hiroki Aaron Melanie Alice Nolan

Da Vinci Code (DVC) ? 4

Harry Potter 2 (HP2) ? 4 3

Harry Potter 3 (HP3) ? 4 5

Harry Potter 4 (HP4) ? 1 3 4

Star Wars IV (SW IV) ? 2 4

Terminator (T) ? 4 3 2 3

Remark 2. To compute average marks we only consider the ratings given by
users and divide by the number of users having rated the movie, leading to an
average of 0.8 for the movie Harry Potter 3.

The typical set of movies obtained is:
Tage(U) = {min(0.5, 1)/T, min(0.8, 0.5)/HP3, min(0.6, 0.5)/HP4}
Tage(U) = {0.5/T, 0.5/HP3, 0.5/HP4}.

Now, assuming that for the other characteristics we get:
Tarea(U) = {0.6/SW IV, 0.5/T, 0.5/DVC, 0.3/HP2, 0.5/HP3, 0.4/HP4} and
Toccupation(U) = {0.5/T, 0.4/HP2, 0.2/HP4}.

By aggregating these three sets, we finally get:
TC(U) = {0.5/T, 0.2/HP4}.�
In both approaches, it is possible to consider domain-dependent filters to

reduce the number of items to consider. In this case, in order to reduce the
number of movies to consider and alleviate computational costs, we suggest
limiting the search to one movie genre in particular, meaning letting users specify
which movie genre they are interested in.

The two approaches can be combined naively by computing the two sepa-
rately and then intersecting the results (the first one uses similarity matching
degrees between a set of movies liked by the user and other movies, and the
second one uses typicality degrees of movies associated with a set of users).
They can be seen as complementary as the first one requires more data to work,
while the second one can handle the new user problem, simply using the user’s
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demographic data. We intend to combine the two approaches by using the sec-
ond one with new users, for so long as they do not have enough ratings. Once
they have rated at least k items, we only use the first approach. However due to
lack of space we only report results from the first approach.

4 Explanations

Explanations to recommendations increase the trust of users in the system [8]
and satisfy their curiosity when facing unexpected recommendations, provided
that they do not invade their privacy [5]. Demographic explanations may be con-
sidered as “awkward” since people may feel uncomfortable receiving recommen-
dations seemingly based on stereotypes. Two forms of demographic explanations
are considered here, based on:

– the movies associated with those liked by the user (Subsect. 3.1), leading
to explanations such as “X-Men was recommended to you because you liked
movies such as Harry Potter and LOTR, and all of these movies have the
same typical audience who liked them;”

– the user’s own characteristics in the case of the new user problem (Sub-
sect. 3.2), leading to explanations such as “X-Men was recommended to you
because this movie is typically liked by young men in college such as yourself.”

As the similarity score is based on the minimum between the matching degrees
for all profile characteristics, and the occupation characteristic often turns up
in the matrix, providing more detailed explanations—than “have a similar
audience”—for the first approach may be difficult. Indeed, the occupation char-
acteristic has the highest number of modality values (21 in the 1M MovieLens
dataset) so it may be misguiding to present a modality actually explaining the
recommendation if it is so only by a small degree.

5 Experiments

In this section we evaluated our approach presented in Subsect. 3.1 (henceforth
referred to as Demo). We seek to determine how it fares against state-of-the-art
recommenders on several metrics defined below. We experimented with the 1M
MovieLens1 dataset which contains some demographic information about users,
such as their age, occupation, gender and zip code. The 1 M dataset (1,000,209
ratings) contains 3,883 movies partially rated by 6,040 users. The sparsity of the
dataset is 1 − 1,000,209

3,883∗6,040 = 0, 957. The dataset is split into a training set Rtrain

and a test set Rtest with ratios 80% and 20% respectively. These sets are subsets
randomly extracted from the 1M dataset.

Following the Demo algorithm, a prediction score between 0 and 1 is given
for each movie for each user based on some of their ratings. This score is then

1 http://grouplens.org/datasets/movielens/.

http://grouplens.org/datasets/movielens/
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transformed into a rating on the 1–5 star scale. To this end, we considered the
following mapping:

prediction = 4 ∗ score + 1.

We evaluated Demo and compared it to other standard approaches such as user-
user collaborative filtering (UU CF), item-item collaborative filtering (II CF),
personalized mean [7] (PM) and matrix factorization [4] (MF). To the best of
our knowledge, given the low interest of the RS community for demographic RS,
there is no baseline to evaluate recommendations based on demographic data.
We used the following metrics: mean average error (MAE), root mean square
error (RMSE), precision, recall, F-measure, and coverage. For a given user u and
item i, we have a hidden reference rating rui, and we compute a prediction pui.

The MAE and RMSE are popular metrics for evaluating the difference
between the predicted ratings and the actual ratings.

MAE =
1

|Rtest|
∑

rui∈Rtest

(|rui − pui|) RMSE =
√

1
|Rtest|

∑

rui∈Rtest

(rui − pui)2

The precision, recall, F-measure and coverage enable offline evaluation of rec-
ommender systems. They are computed based on the classification of ratings
according to Table 3.

Table 3. Classification of a recommendation

Recommended (p � 4) Not recommended (p < 4)

Liked (rated 4+) True Positive (tp) False Negative (fn)

Not liked (rated 3-) False Positive (ft) True Negative (tn)

Precision =
#tp

#tp + #fp
Recall =

#tp
#tp + #fn

F-measure =
2 ∗ precision ∗ recall

precision + recall
Coverage =

#distinct items recommended

#distinct items in the database

We present a comparison of our approach with other approaches in Table 4.
Our method is not as effective as the others in terms of MAE and RMSE:
indeed, many predictions (over 50%) fall in the 4 stars category, somewhat
showing signs of leniency of our approach. This is highlighted with the precision
scores. However, the recall is much higher with our approach, and the resulting
F-measure is also higher than that of all other tested approaches.
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Table 4. Experiment results

Algorithm MAE RMSE Precision Recall F-measure Coverage

Demo 0.85 1.09 0.65 0.81 0.72 0.35

UU CF 0.72 0.89 0.83 0.53 0.65 0.61

II CF 0.69 0.85 0.87 0.50 0.63 0.63

MF 0.70 0.86 0.86 0.48 0.62 0.67

PM 0.73 0.89 0.85 0.41 0.56 0.52

We also compare the correct predictions of all evaluated systems together
in Table 5. As it turns out, our approach can correctly predict around 14% of
the ratings that another approach would not. Assuming we would fuse all other
approaches and always acquire the best prediction possible from all of them,
our approach can still provide as many as up to 5.9% good predictions that
the others combined cannot. Typicality-based CF leveraging demographic data
offers another way to compare items, and so is a good complementary approach
that would deserve to be fused with other methods.

Table 5. Comparison of recommendation results: proportions of correct predictions
found by Algorithm 1 and not found by Algorithm 2

Algorithm 2
Demo UU CF II CF MF PM

A
lg

o
ri

th
m

1 Demo 0 0.13 0.13 0.15 0.14
UU CF 0.21 0 0.09 0.13 0.10
II CF 0.22 0.11 0 0.12 0.10
MF 0.24 0.14 0.01 0 0.14
PM 0.19 0.08 0.07 0.11 0

Example 3. Let us we present a few recommendations obtained by our system
that other tested systems could not provide.

– User 5811 was recommended William Shakespeare’s Romeo and Juliet (1996)
because he liked movies such as Welcome to the Dollhouse (1995), Cruel
Intentions (1999), and Great Muppet Caper, The (1981), which all have very
similar audiences.

– User 1051 was recommended Ghostbusters (1984) because she liked movies
such as Silence of the Lambs, The (1991), Saving Private Ryan (1998), and
Indiana Jones and the Last Crusade (1989), which all have very similar audi-
ences.

– User 4022 was recommended Star Wars: Episode IV - A New Hope (1977)
because he liked movies such as Raiders of the Lost Ark (1981), Back to the
Future (1985), and Saving Private Ryan (1998), which all have very similar
audiences. �
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A reason why classical CF approaches do not recommend these movies can
be simply that they have not been rated by any user who has a rating behavior
sufficiently similar to the current user’s. Our approach recommends items based
purely on the demographics of the audience who liked movies. This is an advan-
tage when considering users that may have an unusual rating pattern and who
may have difficulty getting good recommendations from user-based CF systems.

6 Conclusion

In this paper we have presented an approach leveraging the demographics of users
rating movies. The approach itself can be extended to any context, provided that
some demographic data are available. While some results are not satisfactory,
others prove that the approach has a few perks: predicting ratings that other
state of the art systems cannot, and having a rather good F-measure.

Perspectives include creating a hybrid recommender system to take advan-
tage of the approach presented here with other approaches from the state of the
art. We also intend to further distinguish ratings—no longer consider the dual
approach “liked/not liked”—and integrate the similarity degrees—presented as
“crisp” in Example 2—to better compare users.
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Abstract. Nowadays, Movie constitutes a predominant form of enter-
tainment in human life. Most video websites such as YouTube and a
number of social networks allow users to freely assign a rate to watched
or bought videos or movies. In this paper, we introduce a new movie rat-
ing recommendation approach, called MRRA, based on the exploitation
of the Hidden Markov Model (HMM). Specifically, we extend the HMM
to include user’s rating profiles, formally represented as triadic concepts.
Triadic concepts are exploited for providing important hidden correla-
tions between rates, movies and users. Carried out experiments using a
benchmark movie dataset revealed that the proposed movie rating rec-
ommendation approach outperforms conventional techniques.

Keywords: User’s rating profile model · Triadic analysis · Rate recom-
mendation · Hidden Markov Model

1 Context and Motivations

The ability of recommender systems to generate direct connections between users
and items that represent matches in interests and preferences makes them an
important tool for alleviating information overload for Web users. They are
becoming increasingly important in the success of electronic commerce, and
being used in most video websites such as YouTube and Hulu and a number
of social networks allow users rate on videos or movies. In a general way, a rec-
ommendation system constructs items’ profiles, and users’ profiles based on their
previous recorded behaviour. Thereafter it makes a prediction on the given rating
by a certain user on a certain item which he/she has not yet evaluated. Based on
the prediction, the system makes recommendations. Various techniques for rec-
ommendation generation have been proposed and widely deployed in commercial
environments, among which collaborative filtering (CF ) methods still represents
the most commonly adopted technique in crafting academic and commercial
[1,5,9] recommender systems. Its basic idea refers to making recommendations

c© Springer International Publishing AG 2017
H. Christiansen et al. (Eds.): FQAS 2017, LNAI 10333, pp. 84–95, 2017.
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based upon ratings that users have assigned to products. Ratings can either be
explicit, i.e., by having the user state his opinion about a given product, or
implicit, when the mere act of purchasing or mentioning of an item counts as
an expression of appreciation. While implicit ratings are generally more facile to
collect, their usage implies adding noise to the collected information.

The information domain for a collaborative filtering system consists of users
which have expressed preferences for various items. A preference expressed by a
user for an item is called a rating and is frequently represented as a (User, Item,
Rating) triple. These ratings can take many forms, depending on the system
in question. Some systems use real- or integer-valued rating scales such as 0–
5 stars, while others use binary or ternary (like/dislike) scales. CF algorithms
involve then matching the ratings of a current user for items, e.g., movies or
books, with those of similar users in order to produce recommendations for
items not yet rated or seen by an active user. Pearson Correlation and Vector
Similarity [8] are two most common measures for finding the user similarities.
Later several researchers have proposed different other measures for calculating
user similarities. Weighted average of the most similar users’ ratings for the
test items are output as the predicted rating. There are several algorithms that
use probabilistic graphical models for solving the task of rating prediction [6,17].
Matrix factorization algorithms have also been widely popular. These algorithms
model both the user and items as vectors in a low dimensional feature space.
Representation of the user and items in the joint feature space is then used to
compute the predicted ratings [4].

Regarding those aforementioned approaches, we introduce in this paper a new
approach, called MRRA1, for movie rating recommendation. MRRA is based
on the use of the Hidden Markov Model (HMM). In fact, contrary to existing
approaches dedicated to movie rate recommendation, neither a given user nor the
co-occurrences of movies or rates values are handled for rate recommendation.
We only consider the movie, i.e., a movie to be rated, as input and by match-
ing the movie to its corresponding context according to HMM states [14], we
estimate a rate value candidate, that represents the most probable user’s rating
profile. In fact, HMMs have been successfully applied in many prediction field
especially for users’ web search query prediction [3,7]. Therefore, in this paper,
we introduce a novel Hidden Markov Model (HMM) based approach, to handle
two main challenges addressing movie rate recommendation problem: (i) Using
the three-dimensional structure of the movie rating database for identifying and
representing users’ rating profiles; and (ii) Exploiting users’ rating profiles for
predicting users’ next rate value which could/should be applied by the users to
a particular movie.

From the moment that the usage of rates values assigned by users sharing
similar interests tends to converge to a shared behavior [10], then we firstly
propose, to define a user rating profile as an implicit shared conceptualization
formally sketched by a triadic concept. Indeed, triadic concepts allow grouping
semantically related movies that take into account the users’ rating behavior.

1 MRRA is the acronym of Movie Rating Recommendation Approach.
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Therefore, instead of using matrix based models or co-occurrence techniques,
we use an algorithm, called Tricons [16], to mine users’ rating profiles from
a movie database. Moreover, on the contrary of the previous approaches which
consider a 2-dimensional pair relations, missing by the way a part of the total
interaction between the three dimensions, i.e., user, rate and resource, we intro-
duce a unified framework to concurrently model the three dimensions handled
by a HMM [14]. Indeed, we propose to exploit the HMMs prediction capabili-
ties [3,7] to model the whole rating process as a sequence of (auto)-transitions
between states. Hence, each rating profile, represented as triadic concept, can
be defined as a state of the HMM, and the rate value and evaluated movies as
observations generated by the state.

The remainder of the paper is organized as follows. In Sect. 2, we intro-
duce our approach for Movie Rating Recommendation consisting of two phases:
the model-building phase (Sect. 2.1) and the exploitation phase (Sect. 2.2). The
experimental study of our approach is illustrated in Sect. 3. Section 4 concludes
this paper.

2 MRRA for Movie Rating Recommendation

In this section, we present our recommendation approach, called MRRA, which
aims to effectively assigning the right rate value to a particular movie. MRRA
is able to generate recommendations in constant time and performs a triadic
concept analysis to mine users’ rating profiles. The triadic concepts can be used
as an access structure for providing important hidden correlations between rates,
movies and users. In order to achieve theses goals, the proposed MRRA approach
performs two main phases: the model-building phase and the exploitation phase.

2.1 The Model-Building Phase

MRRA starts by learning users’ rating behavior by identifying users’ rating pro-
files behind the assigned rates. Considered as a tripartite graph of users, ratings
and movies, the users’ movies rates assignments can be, formally, represented as
a triadic context [12].

The model-building phase performs concurrently by retrieving user’s movies
sequences from a given movie database, e.g., an example of a collection of users’
movies rates assignments S∇ with U = {u1, u2, u3, u4}, M = {m1, m2, m3, m4,
m5} and R = {r1, r2, r3}. Each triple from S∇ represents a triadic relationship
between a user belonging to U , a rate from R and a movie belonging to M, and
mining users’ rating profiles. The results of these previously steps, are then used
for the HMM training. Each step in the building phase is described below.

Step 1: User’s Movies Ratings Extraction: This step aims to determine
for each user ui the sequences SRi of his similarly rated movies. It proceeds by
firstly collect users’ assignments Si defined as follows:
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Table 1. An example of users’ ratings assignments.

S1:= {{m1,1,m1,2,m1,3}, r1,1}; {{m1,4}, r1,2}
S2:= {{m2,3,m2,4}, r2,3}
S3:= {{m3,2,m3,3}, r3,4}; {{m3,4,m3,5}, r3,6}

Si := {{User movies mSi,p}, rSi,j}.

with rSi,j := The rate value j assigned by the user ui in the post Si, mSi,p:=
The p ordered movie rated in Si.

Table 1 reports an example of users’ ratings assignments. For example, the
user assignments S2, highlights that the user u2 has assigned the rate value r2,3 to
the two movies m2,3 and m2,4. Once the users ratings assignments are collected,
we generate user’s movies sequences by keeping, for each user, the sequences of
movies related to his assignments and discard useless information. An example
of user’s movies sequences associated to Table 1 is given in the following: SL1:
((m1,1, m1,2 ,m1,3); (m1,1, m1,4)), SL2: (m2,3, m2,4), SL3: ((m3,2, m3,3); (m3,4,
m3,5)) where SLi, describes movies rating sequences of the user ui.

Step 2: Users’ Rating Profiles Mining: The second step of the model-
building phase step is to mine the users’ rating profiles, formally represented by
triadic concepts. Let us firstly recall in the following the main definition related
to a triadic concept [11] that will be used in the remainder.

Definition 1 (triadic concept). A triadic concept (tri-concept for short) of
a collection of users’ movies rates assignments S:= (U , R, M, G) is a triple
(U1, R1, M1) with U1 ⊆ U , R1 ⊆ R, and M1 ⊆ M with U × R × M ⊆ G
such that the triple (U1, R1, M1) is maximal.

Consequently, a rating profile can be formally represented, in S = (U , R, M,
G), as a triadic concept RP = (U ′, R′, M ′) where U ′ ⊆ U , R′ ⊆ R, and M ′ ⊆
M with U ′ × R′ × M ′ ⊆ G. The users’ rating profiles are therefore obtained by
invoking the Tricons algorithm [16] on the collection S. Roughly speaking, the
rating profile RP1 = {(u1, u2, u3), (m1, m2), (r4)} highlights that the community
of users (u1, u2, u3) share the same rating behaviour on the movies (m1, m2)
assigned by r4.

Given the users’ movies sequences and the users’ rating profiles, previously
extracted, MRRA proceeds in the next step with the HMM training.

Step 3: HMM Training Sequences Extraction: During this last step of
the model-building phase, MRRA trains the HMM. Actually, in a HMM, there
are two types of states: the observable states and the hidden ones [14]. Thereby,
we define users’ movies sequences as the observable states in the HMM, whereas
the hidden states are modeled by the users’ rating profiles.

Hence, given the set of hidden states St = {st1, . . . , stns}, we denote the set of
distinct rates values as R = {r1, . . . , rnr}, the set of movies M = {m1, . . . , mnm}
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and the set of users U = {u1, . . . , unu}, where ns is the number of states of the
model, nr is the total number of rates, nm is the total number of movies, nu is the
number of users, and SLi is a state sequence. Our HMM denoted λ = (A, B, B′,
π), is a probabilistic model defined as follows:

– π = [. . .πi. . . ], the initial state probability, where πi = P(sti) is the proba-
bility that a state sti occurs as the first element of a state sequence SLi.

– B = [. . . bj(r). . . ], the rate emission probability distribution, where bj(r) =
P(r | stj), denotes the probability that a user, currently at a state stj , assigned
a rate r.

– B′ = [. . . bk(m). . . ], the movie emission probability distribution, where bk(m)
= P(m | stk), denotes the probability that a user, currently at a state stj ,
rates the movie m.

– A = [. . . aij . . . ], the transition probability, where aij = P(stj | sti) represents
the transition probability from a state sti to another one stj .

Once the HMM is formalized, we proceed with learning its parameters (A, B,
B′, π). This is done by computing the four sets of the HMM parameters: the
initial state probabilities {P(sti)}, the rate emission probabilities {P(r | stj)},
the movie emission probabilities {P(m | stk)}, and the transition probabilities
{P(stj | sti)}. Hence, inspired from [3], we compute these sets as follows:

1. πi = P(sti) = |ϕ(stj)|
|SLc| with:

– SLc = ∪i∈1,...,t{Ei} = total set of candidate states sequences to which
could be matched a sequence of movies, where Ei denotes the set of can-
didate states that could match a movie from a given sequence of movies.

– ϕ(stj) = set of states sequences in SLc starting from stj .

2. bj(r) = P(r | stj) =
∑

m∈Mj
Count(m,r)

∑
r∈Rj

∑
m∈Mj

Count(m,r) .

3. bk(m) = P(m | stk) =
∑

r∈Rk
Count(m,r)

∑
r∈Rk

∑
m∈Mk

Count(m,r) , where

Count(m, r) = number of times the movie m is assigned the rate r in the
collection.

4. ai,j = P(stj | si) = CS(sti,stj)
NC with:

– NC = the number of occurrences of stj in SLc.
– CS(sti, stj) = the number of times the state sti is followed by the state

stj in SLc.

2.2 The Exploitation Phase

The exploitation phase aims to identifying the movie’s context and then predict
the next rate which would/could be used by an active user according to the next
HMM state. Actually, during the rating process of a movie m, two consecutive
stages are considered: (i) Matching the current movie m to its related context
according to HMM states; and then (ii) Predicting the next HMM state which
represents the most similar rating profile. The prediction process proceeds by
identifying the most likely HMM state, i.e., rating profile, stMS to which m
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could better belong. This is done by computing, for each HMM state, the value
of the quantity Mati = πi × bi(m), where πi is the initial probability of the state
sti and bi(m) is the emission probability of m at sti. Therefore, the state with the
highest value, i.e., stMS , of Mati will define the context of m. Once the context
is found, the rate, with the highest probability, belonging to the rating profile
represented by the state stMS is recommended. The prediction of a similar user’s
rating profile is then performed, by looking for the next state sNextMS of stMS .
This is obtained by calculating the index value NextMS as follows: NextMS =
argmaxj{a{MS,j}}, where stj is a successor of stMS in the HMM. Hence, the
state sNextMS represents the most probably rating profile that could match the
user behaviour in rating the movie m.

Table 2. An example of a HMM states.

st1 = {{m1,m2,m3}, {r4}, {u1, u2, u3, u4}}
st2 = {{m4,m3}, {r2}, {u3, u6}}
st3 = {{m4,m7}, {r1 }, {u4, u7}}
st4 = {{m5,m6}, {r1 }, {u4, u5, u6 }}
st5 = {{m8,m9 }, {r3}, {u5, u6}}

Illustrative Example: Consider a HMM with five states described in Table 2,
i.e., {st1, st2, st3, st4, st5}, where each state denotes a user rating profile, i.e.,
RP1, RP2, RP3, RP4 and RP5, extracted by the algorithm Tricons from a
sample taken from the MovieLens dataset (cf., Sect. 3).

Each rating profile is represented by a triplet, i.e., the set of all movies sim-
ilarly rated by a set of users. The corresponding transition matrix A, and the
distributions of the different probabilities of observation (of movies and rates)
are obtained by calculating probabilities as described in Sect. 2. Suppose that
the generated HMM with five states {st1, st2, st3, st4, st5} has a transition prob-
ability matrix as follows:

A =

⎛
⎜⎜⎜⎝

0.4 0.6 0.0 0.0 0.0
0.2 0.5 0.3 0.0 0.0
0.0 0.0 0.3 0.2 0.5
0.0 0.0 0.0 0.3 0.7
0.0 0.0 0.0 0.6 0.4

⎞
⎟⎟⎟⎠

And let us assume that π =
(
0.2 0.2 0.2 0.2 0.2

)
. Hence, considering the rating

represented by the state st1, for example, to predict the rate of the movie m8,
the prediction process starts with finding the context of the movie m8 by looking
for the most likely HMM state to which the movie m8 could better belong. This
is obtained by computing for each of the five states, the quantity Mati = πi ×
bi(m8) including:
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Mat1 = π1 × b1(m8) = 0;
Mat2 = Mat3 = Mat4 = 0 and
Mat5 = π5 × b5(m8) = 0.2×0.4 = 0.08. Consequently, st5 is the state which has
the highest probability to represent the users’ rating profile for the resource m8.
Thus the candidate rate value r3 is recommended. Furthermore, possible states
transitions from st5 are either st4 or st5. Thus, the corresponding candidate rate
to be assigned to the potential next movie, after the m8’s movie, are computed by
the following formula, argmaxj{a5,j ×bj(m)} with j ∈ {4, 5}, i.e., possible state
transition from st5 and m is a movie belonging to the rating profile represented
by st4 or st5 states.

3 Experiments

In this section we report results of the experimental evaluation of our proposed
approach. We describe the data set used, the baselines description, as well as
performance measures we consider appropriate for the task of predicting the
rating given a user u and a movie m.

3.1 Dataset Description

We conducted experiments on a benchmark dataset: the MovieLens 100 K2.
MovieLens 100 K is a movie rating dataset consisting of 100, 000 ratings (1–5)
from 943 users on 1682 movies, and each user has rated at least 20 movies.

3.2 Baselines Description

To confirm the validity of our results, we compare them with the results obtained
using three recommendation approaches. We describe in the following the specific
setting used to run them.

Item-Based K Nearest Neighbor Algorithm (IB-KNN) [15]. In order
to determine the rating of User u on Movie m, we find other movies that are
similar to Movie m, and based on User u’s ratings on those similar movies we
infer his rating on Movie m. Thus, the implemented IB-KNN algorithm performs
the following generic pattern:

– Compute the similarity of movie a and movie b. As in [15], we use the adjusted
cosine similarity between Movie a and b:

sim(a, b) =

∑
u∈U(a)∩U(b)(ra,u − r̄u)(rb,u − r̄u)√∑

u∈U(a)∩U(b)(ra,u − r̄u)2
∑

u∈U(a)∩U(b)(rb,u − r̄u)2
(1)

where ra,u is User u’s rating on Movie a, r̄u is User u’s average rating, U(a)
is the set of users that have rated Movie a and U(a) ∩ U(b) is the set of users
that have rated both Movie a and b.

2 http://grouplens.org/datasets/movielens/.

http://grouplens.org/datasets/movielens/
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– Select a set of K most similar movies to the target movie and generate a
predicted value of user u’s rating. Hence, KNN finds the nearest K neighbors
of each movie under the above defined similarity function.

– Generate a predicted value Pm,u of user u’s rating by using the weighted
means as follows:

Pm,u =

∑
u∈NK

u (m) sim(m, j)rj,u∑
u∈NK

u (m) |sim(m, j)| (2)

where NK
u (m) = {j: j belongs to the K most similar movies to Movie m and

User u has rated j}, and sim(m, j) is the adjusted cosine similarity defined in
(1), rj,u represent the existent ratings of User u on Movie j.

Content Based Filtering (CBF) [13]. In CBF approaches, the recommended
movies are those having similar features to the ones that the user have already
rates. Hence, the implemented CBF, variants pursue the following generic algo-
rithm:

– Compute features similarities Sim(m,xi) between the candidate movie m and
all the other movies xi based on their sets of features fi = {fi,1, . . . , fi,n},
i.e., genre, subject matter, actors and director.

– Select Sm, the set of the k most similar movies to the candidate movie m.
– Generate a predicted value Pm,u based on the ratings assigned by the user u

to movies in Sm (c.f. Eqs. 1 and 2).

The User-Centred Collaborative Filtering Approach (UC-CF) [9].
UC-CF is based on the assumption that users with similar preferences will
rate movies similarly. Thus, the implemented variants of UC-CF proceeds as
following:

– Compute Sim(ua, ui) = Sim(ra, ri), the similarities between the active user
ua and all the other users ui based on their common ratings ra and ri assigned
to the same movies.

– Select Sua, the set of the k most similar users to the active user ua.
– Estimate r̄ac using the Mean rating estimator on the set of ratings assigned

by Sua to the movie mc. The Mean rating estimator is implemented for the
recommendation algorithms in order to estimate the rating rac that the active
user ua would assign to a candidate movie mc. Let N be the number of existing
ratings ri,j such as ui ∈ Sua and mi ∈ Smc. The mean estimator is as follows:

r̂ac =
1
N

∑
ui∈Sua

∑
mi∈Smc

ri,j
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3.3 Effectiveness Evaluation

We used a supervised learning process to assess the performances of our MRRA
approach vs. those of IB-KNN, CBF and UC-CF on the MovieLens dataset as
our training and testing set. Specifically, we randomly selected 60 rated movies
to use as training set, and 40 as a test set. The training set is used to esti-
mate the model while the test set is used for the evaluation. Hence, the main
task of our approach is to predict for each user’s movie, picked from the test
dataset, its related rate. In order to analyze the accuracy of our approach we
adopted the common Information Retrieval evaluation measures, namely Recall
and Precision that produces scores ranging from 0 to 1 (100%) [2]. Therefore,
if we suppose that for a user rate value r, the set of movies actually assigned
by the value r is Rm, i.e., as the ground truth, and the set of the predicted
rates values is Tr, then the measures of recall and precision are given as fol-
lows: Recall = |{Rm}

⋂
{Tr}|

|{Tr}| , Precision = |{Rm}
⋂

{Tr}|
|{Rm}| . We report in the follow-

ing results averaged over all movies from the test set. Ten-fold cross evaluation
method was used while the number of nearest neighbors was fixed at 20.

Fig. 1. Averages of recall on the MovieLens dataset.

Figure 1, depicts averages of recall for different values of K, i.e., the number
of predicted rates values, ranging from 1 to 5. Thus, according to the sketched
histograms, we can point out that our approach sharply outperforms those of
IB-KNN, CBF and UC-CF. In fact, the Recall values of the three baselines
are significantly lower than those achieved by our approach. Furthermore, the
average Recall of MRRA achieves high percentage for higher value of K. Indeed,
for K = 5, the average Recall is equal to 78.16%, showing an increase of 45.44%
compared to the average Recall for K = 1. In this case, for a higher value of K,
i.e., K = 5, by matching the current movie with its corresponding context, our
approach can produce almost all of the ratings that are likely to be assigned by
the user on the current movie.

Besides, according to Fig. 2, the percentage of Precision of our approach
outperforms the two baselines over the MovieLens dataset. Indeed, our approach
achieves the best results when we choose the value of K around 5. In fact, for
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Fig. 2. Averages of precision on the MovieLens dataset.

Fig. 3. The run times (s) of MRRA with different values of K vs. those of IB-KNN
CBF and UC-CF on the MovieLens dataset

K = 5, the mean precision, is equal to 48.16%. Whereas, for K = 1, it has an
average of 20.72% showing a drop of the rating prediction accuracy around 40%
vs. an exceeding about 16% against the IB-KNN baseline. It should be pointed
out that the performances of UC-CF approach are the lowest. This is because
the user-based data appear to be sparser. Indeed, it is very unlikely that a movie
has only been rated by 1 or 2 users, and highly possible that a user only rates 1
or 2 movies. Interestingly enough, these results highlight that our approach can
better improve rate prediction accuracy, and thus rate recommendation, even
for a high number of movies. Moreover, our approach achieves a good coverage,
since it produces predictions for 76% of rates assigned to movies contained in the
test dataset. Our approach successfully captures the relationship between users,
movies and the rates values. From the result, we can see that our approach
can generate better performance than those of three well known approaches. It
can reach a highest Recall at certain K and this is greatly due to the highly
independence of our approach on the characteristic of the dataset. Since no pre-
processing stage is made on the data before performing the different phases.



94 C. Trabelsi and G. Pasi

3.4 Online Evaluation

We present in Fig. 3 the runtime of our approach. Since it is hard to measure the
exact runtime of the four approaches, we simulated their online execution among
the MovieLens dataset with different values of K, i.e., the number of predicted
rates, ranging from 1 to 5. With respect to Fig. 3, the maximum value of run
time of our approach is about 0.031(s), whereas the minimum value is around
0.02(s) which is efficient and satisfiable compared to the run times achieved by
the baselines approaches.

4 Conclusion

In this paper, we have introduced a new approach, called MRRA, for movie rat-
ing recommendation. The contributions of MRRA are twofold. First, we have
presented a representation for collaborative filtering tasks that allows the use of
the three dimensional structure of movie rating databases. We hope that this will
lead to further analysis of the suitability of learning algorithms on such data-
bases. Second, we have shown that exploiting HMM and triadic concept analy-
sis can lead to improved predictive performance. In a set of experiments with
MovieLens database we have shown that MRRA outperforms three baselines
approaches. Future experiments will reveal if further performance improvements
can be achieved through the addition of unlabeled training data. We believe
that additional knowledge about the similarity of users and items can be gained
through the analysis of textual descriptions of movies. Our long-term goal of
this work is to combine MRRA approach and content-based filtering techniques.
Similarity between users could then be influenced by similarity between features
of rated movies. We also plan to address the challenges of the big data era, the
efficiency of developing recommender system approaches must be improved.
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Abstract. Works done in the context of the relational division for
DBMS led to several approaches. Among which, the Hash-Division algo-
rithm proved its superiority compared to the other approaches in the
most of the cases. Nowadays, current trends of division are been ori-
ented towards flexible queries and those involving preferences. However,
the emphasis was always on proposing new operators which provide
more flexibility and tolerance than the classical division operator. The
performance aspect has not been adequately addressed. The proposed
approaches in the literature suffer from a lack of performance, especially
in a large volume of data. In this paper, we attempt to address this
problem. Our idea consists in exploiting the advantages offered by the
classical Hash-Division algorithm to propose new variants tailored for
the flexible context. We paid a special attention to the improvement
of some extended tolerant operators. Furthermore, we introduce a par-
allel implementation of our proposed techniques. Experimental results
show the efficiency of our proposition. We obtained a very satisfactory
improvement in processing time (the gain exceeds a ratio of 20 in the
majority of cases) in both sequential and parallel implementation.

Keywords: Relational division · Preferences · Tolerant division ·
Stratified division · Hash-division algorithm

1 Introduction

Relational division is an interesting type of queries. They are very useful to
many applications, especially in business intelligence applications (on-line ana-
lytic processing OLAP, data mining ...), and in recommendation systems. In
relational algebra, the division is the most complex operator. That’s why several
researchers focus on their implementation, algorithms and optimisation [1].

1.1 The Division Operator

Relational division is used when an element that satisfies a whole set of require-
ments is sought for. In relational algebra, the division of relation r(X,Y), called
“dividend”; by relation s(Y), called “divisor”; is a new relation q(X) that
c© Springer International Publishing AG 2017
H. Christiansen et al. (Eds.): FQAS 2017, LNAI 10333, pp. 99–111, 2017.
DOI: 10.1007/978-3-319-59692-1 9
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includes some parts of projection(r,X) satisfying the following condition: x is in
q(X) iff x is in Project (r,X) and for all y in s(Y), r(X,Y) contain <x,y> [2].
More formally, the relational division is characterised by the formula (1):

Div(r, s,X, Y ) = {x ∈ projection(r,X) | ∀a, (a ∈ s) ⇒ (〈x, a〉 ∈ r)} (1)

To illustrate the division operator, we use the example sketched in Fig. 1, repre-
senting data from a department of a university [2]. In the figure above, Bob is
the only resulting quotient because he is the unique student who is not missing
any of the courses of the divisor.

Fig. 1. Division operation representing the query: “Which students have taken all
Courses?”.

1.2 Related Works and Current Trends

Division operator has not a specific expression in SQL, because relational algebra
does not directly support the quantifier “all” [1]. That’s why, in literature, several
studies have been focused on how to efficiently implement division [2], including
those surveyed in [3] for the relational model, and [1] for the object-oriented
model.

However, the approach proposed and detailed in [3], called Hash-Division ,
has proven to be an effective algorithm. Hash-Division is based especially, as
indicated by its name, on the hashing mechanism. The experimental results
illustrated in the same paper demonstrate that the hash-division, in most cases,
is far better than the traditional algorithms in processing time.

On the other hand, the relational division often provides an empty answer.
This is a widely studied problem in the last two decades [4]. Flexible division (tol-
erant division and division dealing with users preferences), is the most desirable
technique to solve this problem and improve the DBMS answers quality, espe-
cially in the context of recommendation systems [5]. Flexible division consists
in the weakening of the universal quantifier all used in the traditional opera-
tor. In the literature, many research works, including [6,7] have suggested new
operators for the relational division, which are tailored for the flexible context.
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Similarly, there are many papers on preferences over simple queries such as
the selection operator, most of them are surveyed in [8]. However, there are only
few works on preferences over the division, on crisp and fuzzy databases [9].

1.3 Motivations and Main Contributions in This Paper

Researches done for the tolerant division, in literature, has concentrated on
improving the quality of systems answer, by introducing new operators that deal
with flexible division. Hence, an important, but largely overlooked aspect in these
researches, is the performance issue. In fact, all the proposed approaches suffer
from a lack of performance. Indeed, these approaches are mainly based on the
nested loop algorithm. Experimental results have shown that the response-time
is far from being acceptable and deteriorates significantly as data size increases.
Even for recent research, queries evaluations are performed with a reduced size of
data (dividend and divisor). This does not fit reality, especially with the advent
of the Big Data, and analysis treatments on extra-large databases.

In this paper, we attempt to address the previous problem. To the best
of our knowledge, processing flexible division, using Hash-Division is not yet
investigated. Thus, the main purpose of our work is to improve the performance
of the flexible division operator. Hereafter we summarise our contributions:

– Investigate performance enhancement of the flexible division essentially for
very large volumes of data.

– Extend the Hash-Division algorithm to the following approaches:
• Exception-based tolerant division.
• Division with ordinal layered preferences (Stratified division).

– Propose a new efficient processing to better discriminate and rank the results.
– Examinate the feasibility of the parallel implementation for the extended

approaches.

1.4 Outline of the Paper

The remainder of this paper is organised as follows. In Sect. 2, we present the clas-
sical Hash-Division algorithm. Section 3 gives an overview of the flexible division,
their categories and their semantics. In Sect. 4, our contribution is presented with
analytics and discussion of the experimental results obtained. Finally, Sect. 5
concludes the paper and suggests directions for future work.

2 Review of Hash-Division Algorithm

In this section, we give a brief description of the hash-division algorithm “HD”
(see [3] for further detail). It uses two hash tables, one for the divisor and the
other for the quotient. Thanks to these two structures, both dividend and divisor
tables are scanned exactly once, that makes the division operator faster. Hash-
Division algorithm is proceeding in three stages:
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Stage 01- Building the hash-divisor table: Here, we insert all divisor tuples
into hash buckets in the hash-divisor table. Each entry is stored together with
an integer called divisor number “Num div”. “Num div” is initialized to
zero, and incremented whenever a new insertion in the hash-divisor table has
occurred.

Stage 02- Building the hash-quotient table: For each dividend row that
corresponds to one of the divisor tuples, we insert a quotient candidate into
hash buckets in the hash-quotient table. Together with each inserted candidate,
a bitmap is kept with one bit for each divisor. Each bit set to 1, indicate that
the candidate is associated with the divisor corresponding to the bit position.

Stage 03- Finding result in the hash-quotient table: In this last stage,
during the scan of the constructed hash-quotient table, we select all quotient
candidates whose bitmaps contain only ones as valid quotients.

3 Review of Flexible Division

Tolerant (or flexible) division was essentially proposed in order to avoid the
empty result, which may occur mostly whenever we use “for all” quantifier
[4,7]. There are a plethora of suggestions, in literature, showing that original
relational division can be extended to different types of flexible queries. In this
paper, we are interested in the flexible division over crisp databases exclusively.
So, the approaches of flexible division being focused in our work are the following:

1. Exception-based tolerant division.
2. Flexible division over a stratified divisor (involving layered preferences).

3.1 Exception-Based Tolerant Division

In this category, the principle is to weak the universal quantifier all to the fuzzy
quantifier almost all. Hence, for this Gradual Division, a maximum number
of exceptions is allowed to be ignored (some elements, in the divisor set, are
allowed to be not associated with the quotient) [9,10]. Satisfaction-level (SL) of
a quotient is measured by the formula (2). A threshold is required for accepted
quotients.

SL =
Number of divisors associated with the quotient candidate

total number of divisors
(2)

3.2 Division Involving Layered Preferences

In the previous category, neither discrimination nor order is involved between
the elements inside the divisor. However, in this category, depending on the
users preferences, the divisor set is subdivided into layers Si; i = 1..n. Each
layer has a degree of importance, thereby an order between layers is guaranteed
S1 > S2 > ... > Sn. Elements into the same layer have equal importances. The
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layers are linked with the connectors “and if possible”, “or else”, or “and-
or”. Three queries (lets be Q1, Q2 and Q3) are defined (see [11,12] for further
detail):

– Conjunctive queries (Q1): we search to find the best elements associated
with S1 and if possible S2 and if possible ... and if possible Sn. Hence,
a quotient x must be associated with all values in S1, and it is more preferred
as it is connected with all values from S1 to Sp and p is high (ideally n).

– Disjunctive queries (Q2): the purpose is to find the best elements associ-
ated with all values in S1 or else S2 or else ... or else Sn. S1 is no longer
mandatory. An element is more preferred as it is connected with all values of
Sk and k is small (ideally 1).

– Full discrimination-based queries (Q3): we aim to find the best elements
associated with all values in S1 and-or S2 and-or ... and-or Sn. The idea
is to consider all layers for which a fully satisfaction occurs. An element is
more preferred as it is associated with multiple layers highly important.

4 Our Proposed Approaches

Different contributions have been achieved for the flexible division. Nevertheless,
the concerns were always on how to propose an efficient operator that supports
flexible context, and to theoretically demonstrate it. So, the performance issue
was not dealt with, whereas it is clearly a critical metric in information systems
today, especially with the advent of big data and analysis processing on extra-
large databases.

In the next section, we will address the tolerant and the stratified division,
mentioned in Sect. 3, from a performance point of view. More specifically, we
will present several proposing methods to improve the processing time of the
flexible division relying on classic Hash-division like algorithm. Moreover, we
propose new techniques to better discriminate quotients with no additional cost.
Hence our approaches have the merit to be an efficient processing of the flexible
division, in both processing time and answers quality.

4.1 Extend the Hash-Division for Gradual Tolerant Division
(G-H-D)

In order to apply the classic hash-division approach on the gradual tolerant
division, we have made some adaptations for the basic algorithm (described in
Sect. 2). These adaptations are made in the second and the third stage. The
first stage remains unchanged. In the second stage, we kept with each quotient-
candidate a counter of ones (bit = 1) in its bitmap. We called this counter
Nb ones. The latter is incremented at each bit switching (0 to 1) in the bitmap.
Hereafter is a pseudo-code of this stage with our proposed adaptations:
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Algorithm 1. Building of the hash-quotient table for G-H-D.
for each tuple t in the dividend table do

Compute the hash bucket Hdiv on the divisor attributes of the tuple t;
if the divisor value is contained in the bucket Hdiv of the hash-divisor table

then
rank ← num div of the matching divisor tuple;
Compute the hash bucket Hqot on the quotient attributes of the tuple t;
if the candidate (quotient value) is contained in the hash-quotient table at

the hash bucket Hqot then
if the rankth bit in the bitmap of the candidate is set to 0 then

Switch this bit to 1;
Nb ones← Nb ones +1; /*Increment the number of ones*/

end if
else{/*quotient candidate does not yet exist*/ }

Insert a new quotient candidate into the hash-quotient table at the
bucket Hqot, with a bitmap where all bits are set to zero except
the num divth bit;

Nb ones ← 1; /*Initialize the number of ones to 1*/
end if

end if
end for

In the tolerant division, quotients haven’t the same satisfaction level. Hence,
the final stage must discriminate these quotients. To this end, we have, radically,
changed the third stage of the basic approach (Sect. 2). To sort the accepted
quotients, according to their satisfaction levels, we propose an efficient technique
which involves no additional cost. We use an index table to improve the sorting
phase. During the scan of the final hash-quotient table, we proceed as follows:

– Each accepted candidate, whose satisfaction level is greater than the prede-
fined threshold, is stored in a bucket of index classd (class0 > class1 > ... >
classmax exception), where d is the number of zeros (Nb zeros) in the can-
didate bitmap, representing the number of the missing divisors (Nb zeros =
total number of divisors − Nb ones); and max exception is the maximum
number of exceptions allowed. The latter, chosen by the user, represent the
threshold.

– Candidates having zeros superior to max exception, are rejected.

K-top Answers. Introducing tolerance into the queries mostly returns an over-
abundant answer, especially for the very large sized dividend. Therefore, k-top
answer selection is paramount (k is chosen by the user) [13]. However, in the
classic approaches, k-top answers selection requires an additional sorting phase
which can be expensive for a big number of results. Whereas, in our approach,
no sort is needed. To select the k-top answers, we just have to browse through
the index table, constructed in the third stage, from the highest satisfaction level
quotients to the lowest ones; until k quotients are found. Thus, no additional
costs will be incurred.
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Implementation and Experimental Results. Hereafter, we consider, in all our
implementations, four sizes of the dividend relation: 3.104, 5.105, 3.106 and
5.108 tuples1 with a divisor of different cardinality (resp. 10, 20, 50, 100 tuples).
We run all experiments on a machine with an Intel i5 CPU and 8Gb RAM .

Figure 2 shows the run-times of our approach G-H-D, comparing with the
nested loop algorithm presented in [9,10]. We notice that our own performs
much faster than the classic one for the four sizes. So, the run-time is improved
by several orders of magnitude (a factor of 241 in the case of 5.108 dividend
tuples).

Fig. 2. Algorithm performance of G-H-D and Classic approach.

4.2 Extend Hash-Division for Stratified Division (S-H-D)

Here, for the stratified division involving layered preference, we have made some
changes in both data structure and proceeding of our basic hash-division.

Stage 01: In the three variants of stratified division (Q1, Q2 and Q3), the
first stage (Construction of the Hash-divisor table) is the same. As in the classic
approach, we store all divisor tuples in a hash table (see Sect. 2). Each divisor,
belonging to the layer Si, is stored into the hash-divisor table together with two
integers:

– offst strt: number of divisor tuples in all previous layers Sj j < i. This num-
ber indicates the offset of the layer inside the bitmap. Bits corresponding to
divisors in Si are located, in the bitmap, between offset(Si) and offset(Si+1).

– num div strt: the divisor number (rank), of the tuple, in its layer.

The data structure of a divisor in the hash-divisor table is shown in Fig. 3.

Fig. 3. Data structure of a hash-divisor tuple.

1 In the literature, up to now, the largest dividend used never exceed 30000 tuples.
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Hence, for each layer Si, we first calculate its offst strt . Then, we keep for
each one, its own divisors counter. All counter are initialized to 0. Whenever
we insert a new divisor, of the layer Si, into the hash-divisor table, the divisors
counter of Si will be incremented. The pseudo-code used is as follows:

Algorithm 2. Calculation of the offset of the layers for G-H-AD.
offst str = array [ 1: Nb layers ] of integer;
offst str i← 0;
for i← 1 to Nb layers do

offst str [ i ] ← offst str i;
offst str i ← offst str i + |Si|; /*|Si| is the cardinality of the layer Si */

end for

As well, the pseudo-code of the hash-divisor table building is given hereafter:

Algorithm 3. Building of the hash-divisor table for S-H-D.
num divisor str = array [1 : Nb layers] of integer;
initialize all cells of num divisor str to zero;
for each tuple in the divisor relation do

compute its hash bucket (Hdiv) in the hash-divisor table;
Si ← layer number of the current divisor;
divisor.offst strt ← offst str [Si]; /*assign the layer offset to the current divi-

sor*/
divisor.num div strt ← num divisor str [Si];
num divisor str[Si] + +;
insert the divisor tuple into the corresponding hash bucket;

end for

Stage 02: In the 2nd stage, we proceed as in the classic hash-division (Sect. 2).
The only difference is how to update the bitmap. Hence, if a divisor is associated
to a quotient candidate, we set the bit to 1 whose position, in the bitmap, is
equal to “offst strt+num div”, stored with the matching divisor. The data
structure of the bitmap is shown in Fig. 4.

Fig. 4. Data structure for the bitmap for S-H-D.
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Stage 03: Here, we have to compute the satisfaction level for each quotient
candidate, in order to classify them thereafter. Hence, for the three queries (Q1,

Q2 and Q3), we describe how to calculate these satisfaction levels. Moreover, we
propose a fast mechanism to better discriminate the accepted candidates. Again,
our sorting technique involves no additional cost and maintains the quality of
answers.

Conjunctive Queries (Q1): We search to find the best k elements associated with
S1 and if possible S2 ... and if possible Sn (see Subsect. 3.2). Therefore, we
proceed as follows:

– Candidates having zeros in the first layer, in their bitmaps, are immediately
rejected.

– We check, in ascending order of layers, if the layer Si contains only ones in the
bitmap. If yes, we pass to the next layer. Otherwise, the candidate is labelled
by {i, Nb ones i} where:

• i, i ≥ 2 : index of the first layer not fully satisfied.
• Nb ones i, 0 ≤ Nb ones i ≤ |Si|: number of ones in the layer of index i.

This number is used to discriminate candidates having equal labels i. It is
worth noticing that in the classic approach presented in [11,12] this dis-
crimination does not occur. Thus, candidates having |S i| −1 ones, in Si,
and candidates with no ones; will be ranked with a similar satisfaction-
level. This we avoid in our technique, thanks to the label Nb ones i.

– If the layer Si is the last one, label i takes the value of the Sn index (last
layer), and Nb ones i takes the value of its cardinality (|Sn|).
To sort the accepted quotients, depending on their satisfaction levels, we use

an index table, as in G-H-D. Its size is “n (total number of divisors) −
|S1| +1”. Candidate labelled with {i,Nb ones i} are stored into the bucket
whose index is equal to “n − (offst strt (S i) + Nb ones i)”. Thereby, final
quotients will be, automatically, sorted in decreasing order according to their
satisfaction levels. The cell whose index is 0, points the most preferred quotients.

Disjunctive Queries (Q2): In the case of Q2, S1 is no longer an obligation. The
first check (whether S1 is fully satisfied) is no longer present. Therefore, we
proceed as follows:

– Starting by the first layer, we check if Si contains only ones. If not, we pass
to the next layer. Otherwise, the candidate is labelled by {i, Nb zeros ip}:

• i, i ≥ 1: the first layer fully satisfied.
• Nb zeros ip, 1 ≤ Nb zeros ip ≤ |Si−1|: number of zeros in the previous

layer Si−1 (the last layer that contains zeros). As for Q1, this number is
used to better discriminate candidates having equal labels i.

– Whenever Si is the first layer, we assign to i the value 1 and 0 to Nb zeros ip.

As in Q1, we store the accepted quotients in an index table whose size is
“n −|Sn|+1”. Candidate with label {i,Nb zeros ip} are stored into the bucket
of index equal to “offst strt (S i−1)+Nb zeros ip”. Idem, final quotients will
be sorted in decreasing order according to their satisfaction levels.
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Full Discrimination-Based Queries (Q3): Here we have to consider all layers that
are fully satisfied. Candidates are labelled by a procedure identical to that used in
Q2. Nevertheless, accepted quotients would not be totally sorted. Hence, for each
bucket in the index table, depending on the k-top value, we sort the candidates
depending on their satisfaction levels using a traditional sorting algorithm.

Experimentations: To examine the performance of our proposed approaches
for stratified division, we make experimental comparisons between ours own
and the classic approaches implemented in [11,12]. Queries Q1, Q2 and Q3 are
evaluated over a dividend relation having the four sizes previously mentioned
(3.104, 5.105, 3.106 and 5.108 tuples). The divisor relation has the cardinalities:
10, 20, 50 and 100 uniformly distributed over five layers. Figure 5 illustrates the
results obtained.

Fig. 5. Algorithm performance of S-H-D and the classic approach.

Analysis of the curves above leads to the following notices:

– Hash-division approach for the three queries (Q1, Q2 and Q3) proves its effi-
ciency in run-time, compared to the classical one, especially for the overly
large-sized dividend. The gain on time in this case was extremely high : for
the size 5.105 in Q1, the improvement was from 12,5 to 0,085 seconds; and
for the size 5.108 in Q2, the improvement was from 9213 to 56 s.

– In the classic approach, the cost of queries Q1 and Q2 are relatively close.
This is done thanks to the stop criteria used. However, Q3 is more expensive
as it has to examine all layers. Whereas, for our own, all three queries involve,
roughly, the same cost. Hence, it is totally independent on how to introduce
preferences. This makes our approaches very beneficial.

4.3 Parallel Implementation

Our objective behind the parallel experiments is to demonstrate the parallelism
feasibility of the proposed approaches (G-H-D and S-H-D). Parallel implemen-
tation is realized thanks to the PVM framework (Parallel Virtual Machine),



New Variants of Hash-Division Algorithm 109

on machines based on an Intel i5 CPU and 8Gb RAM . Experimentations were
performed over 2, 4 and 6 nodes. The parallelism strategy is as follows:

– The hash-divisor table is created only once on a single node called master .
– The master sends the hash-divisor table created to the other nodes.
– The dividend table is uniformly partitioned (horizontally) between all nodes.
– Each node builds its own hash-quotient table.
– The master collects the sub-tables, of the hash-quotient, constructed in the

nodes. Then, it merges all of them in one global table to select valid quotients.
The pseudo-code of this last step, is given hereafter:

Algorithm 4. Parallel implementation of S-H-D.
for each sub-hash-quotient table received from the slave nodes do

for each quotient-candidate in the sub-hash-quotient table do
Compute the hash bucket (Hqot) over the quotient value of the candidate;
if the candidate (quotient value) is contained in the hash-quotient table,

constructed in the master, at the bucket Hqot then
Update the candidate bitmap through performing a binary OR) operation

between the two bitmaps (the bitmap in the master and that’s in the
node);

else
Insert a new candidate into the hash-quotient table of the master at the

bucket Hqot, with a bitmap equal to that’s present in the candidate
received from the node;

end if
end for

end for

Hereafter, we restrict to describe the empirical results of Q1. Hence, Fig. 6
illustrates the speed-up behaviour of the parallel hash-division of Q1.

Fig. 6. Speed-up for parallel S-H-D algorithm of type Q1.

Although the parallelism of our approach involved an additional cost, but still
negligible, for a relatively small size of the dividend (3.104 and 5.105), it comes
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very close to linear speed-up in the case of large dividend (3.106 and 5.108).
Thus, experiments show that our approaches are more optimal when process-
ing tolerant and stratified division over a parallel framework. Our approach is
proved to be more efficient than some recent research, using highly-parallel new
techniques, namely MapReduce framework [14].

5 Conclusion and Perspectives

We have presented in this paper two new variants (G-H-D and S-H-D) of the
basic Hash Division algorithm for computing some tolerant division operators
(Quantitative tolerant division and Tolerant division involving layered prefer-
ences). We have conducted some experiments, particularly for large-sized rela-
tions, and compare execution time with the original approaches (nested loop
algorithms) proposed for the tolerant division operators studied. We presented
also a parallel approach of the new variants of hash-division algorithm for tol-
erant division. This parallel approach have a near-linear speed-up, especially
for large tables. As expected, the performance obtained, both for sequential
and parallel versions, are very interesting. We have been able to improve the
response time of some queries by several orders of magnitude. This opens up
many perspectives in some data analysis using universal quantification and han-
dling preferences over very large volumes of both usual and fuzzy data.
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Abstract. Geographical Information Systems and spatial database sys-
tems are well able to handle crisp spatial objects, i.e., objects in space
whose location, extent, shape, and boundary are precisely known. How-
ever, this does not hold for fuzzy spatial objects characterized by vague
boundaries and/or interiors. In the same way as fuzzy spatial objects are
vague, the topological relationships (e.g., overlap, inside) between them
are vague too. In this conceptual paper, we propose a novel model to
formally define fuzzy topological relationships for fuzzy regions. For their
definition we consider the numeric measure of coverage degree and map
it to linguistic terms that can be embedded into spatial queries.

1 Introduction

Spatial database systems and Geographical Information Systems (GIS) enable
the data management and analysis, respectively, of crisp spatial objects that
are characterized by an exact location and a precisely defined extent, shape, and
boundary in space. Examples are land properties with their cadastral boundaries
and countries with their political boundaries. Spatial data types for crisp points,
lines, and regions have been introduced for their representation, together with
geometric operations such as topological relationships (e.g., overlap), geometric
set operations (e.g., intersection), and numerical operations (e.g., area).

But increasingly, geoscientists are interested in modeling spatial phenomena
characterized by the feature of spatial fuzziness. It captures the inherent property
of many spatial objects in reality that have inexact locations, vague boundaries,
and blurred interiors, and hence cannot be adequately represented by crisp spa-
tial objects. Examples are air polluted areas, temperature zones, and habitats
of species. In the geoscience and GIS domains, fuzzy set theory has become a
popular tool for modeling such fuzzy spatial objects. The central idea is to relax
the strict decision of belonging (value 1) or non-belonging (value 0) of a point to
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an object. Instead, partial and multiple membership is allowed and expressed by
a membership value in the interval [0, 1]. A number of fuzzy spatial operations
has been defined like fuzzy geometric set operations (e.g., fuzzy geometric union)
and fuzzy numerical operations (e.g., fuzzy area).

While topological relationships have been largely explored on crisp spatial
objects, this is not the case for fuzzy spatial objects. This paper pursues two
main objectives. The first objective is to propose a novel model to formally
define fuzzy topological relationships for fuzzy regions. For each such relationship,
spatial fuzziness is expressed by two fuzzy regions as input and by a fuzzy value
in the interval [0, 1] as output. Such a fuzzy value measures to which extent
two fuzzy regions are topologically related, e.g., how much two fuzzy regions
overlap. For this, different measures are conceivable. In this paper, we focus
on the coverage degree of two fuzzy regions as the proportion between their
overlapping area measure and their total area measure, or their distance and the
maximum distance of their universe.

The second objective is to transform the non-intuitive and quantitative fuzzy
topological relationship values in the interval [0, 1] into intuitive, qualitatively
equivalent terms that have meaning for the user and can be used as crisp Boolean
predicates in a spatial query language. We propose to use adequate qualita-
tive linguistic descriptions of nuances of topological relationships as appropriate
interpretations of these fuzzy values. We achieve this by leveraging linguistic val-
ues like small, medium, and large to interpret coverage degrees. The linguistic
values are deployed to characterize our linguistic variables area and distance.
We assume that linguistic values are either predefined or user-defined. A query
is then, e.g., “Find all fuzzy regions whose overlapping area is large.”

The overall goal to which this paper contributes is to provide a conceptual,
abstract framework of fuzzy spatial data types and fuzzy topological relation-
ships that can serve as a specification for their later implementation. Hence,
aspects of implementation are not considered here (see Sect. 8).

This paper is organized as follows. Section 2 surveys related work. Section 3
briefly summarizes well known crisp spatial concepts. Section 4 introduces some
needed concepts from fuzzy set theory. Section 5 provides a formal definition of
a fuzzy spatial data type named fregion for fuzzy regions. Section 6 introduces
our new concept of fuzzy topological relationships for fuzzy regions based on
the coverage degree measure. Section 7 shows how to transform fuzzy topological
relationships into Boolean predicates by linguistic terms, and use these predicates
in spatial queries. Section 8 concludes the paper and presents future work.

2 Related Work

The available approaches to modeling fuzzy topological relationships for fuzzy
regions can be distinguished regarding three criteria: (i) the range from which
a value is returned by a relationship, (ii) the support of linguistic values, and
(iii) the support of the concept of coverage degree.

Regarding the first criterion, the approaches differ in the range from which a
value is returned by a fuzzy topological relationship. The approach in [5] is based
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on a three-valued logic with the truth values true, false, and maybe. They sub-
divide a fuzzy region into the core containing all points with membership value
1, the exterior including all points with membership value 0, and the vague
boundary comprising the aggregation of all points with a membership value in
the interval ]0, 1[. The small and fixed number of truth values limits the expres-
siveness of corresponding fuzzy topological relationships. On the other hand, the
approaches in [1,2,6,7,12,13] allow that a fuzzy topological relationship returns
any value of the interval [0, 1], and thus offers a larger flexibility to model real-
world phenomena and their fuzzy topological relationships.

Regarding the second criterion, the approaches differ in the support provided
for linguistic values in spatial queries. Linguistic values enable a user to express
the degree of truth of a fuzzy topological relationship in terms of a qualitative
term. For instance, we can distinguish when an overlapping area between two
fuzzy regions is huge or small, including possible intermediary levels, such as
medium and large. The terms small, medium, large, and huge are examples of
linguistic values. Several approaches [1,5,7] provide support for them.

Regarding the third criterion, only a few approaches employ the concept
of coverage degree. Coverage degrees allow a user to analyze the relationship
between two fuzzy regions on the basis of the proportion of their overlapping
area measure and their total area measure, or their distance and the maximum
distance of their universe respectively. For instance, the coverage measure for
the relationship overlap between two fuzzy regions returns the ratio of their
overlapping area and their total area. Thus, we are able to find out whether the
overlapping area of two fuzzy regions is large. Coverage degrees have been used
in [1] only for the relationship overlap, and in [7] only for the relationship inside.

As a conclusion, none of the aforementioned approaches satisfies all four
criteria. Our model, a precursor version of which is briefly sketched in [4], focuses
on the coverage degree perspective, returns values in [0, 1], and transforms them
into intuitive and qualitative linguistic terms that have significance for users.

3 Applied Crisp Spatial Concepts

Applied crisp spatial concepts are presented, e.g., in [11]. We make use of the
well known crisp spatial data type region whose values may consist of multiple
components possibly with holes. Further, we assume the operations ⊗, ⊕, and �
for the geometric intersection, union, and difference of two crisp region objects,
respectively. We also deploy the clustered topological relationships meetc and
disjointc [11]. These clustered relationships merge similar basic meet and disjoint
relationships, respectively, into a single relationship. We also employ the two
metric operations area to compute the area of a crisp region object and dist to
determine the minimum distance between two crisp spatial objects.

4 Applied Concepts from Fuzzy Set Theory

Fuzzy set theory [14] permits that an element has partial membership in a (fuzzy)
set and that it has different membership degrees in different (fuzzy) sets. Let X
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be the universe. Then the function μÃ : X → [0, 1] is called the membership
function of the fuzzy set Ã = {(x, μÃ(x)) |x ∈ X}.

Fuzzy set operations generalize Boolean set operations. Let Ã and B̃ be fuzzy
sets in X. We employ the following fuzzy set operations. The fuzzy bounded
difference of Ã and B̃, which corresponds to the set difference on crisp sets, is
defined as Ã−̇B̃ = {(x, μÃ−̇B̃(x)) |x ∈ X ∧ μÃ−̇B̃(x) = max(0, μÃ(x) − μB̃(x))}.
The fuzzy symmetric difference of Ã and B̃, which corresponds to the symmetric
difference on crisp sets, is defined as ÃΔB̃ = {(x, μÃΔB̃(x)) |x ∈ X∧μÃΔB̃(x) =
|μÃ(x)−μB̃(x)|}. Fuzzy set containment of Ã in B̃ is defined as Ã ⊆ B̃ ⇔ ∀x ∈
X : μÃ(x) ≤ μB̃(x). Proper fuzzy set containment and fuzzy set equality are
defined correspondingly. Two often needed operations named support and core
map fuzzy sets to crisp sets. The support of a fuzzy set is a crisp set composed
of the elements with membership degree greater than 0, i.e., supp(Ã) = {x ∈
X|μÃ(x) > 0}. The core of a fuzzy set is a crisp set that comprises the elements
with membership degree 1, i.e., core(Ã) = {x ∈ X|μÃ(x) = 1}.

5 Fuzzy Regions

Intuitively, a fuzzy region object has a similar areal geometry as a crisp region
object [9] but it may have a vague boundary and/or a vague interior. That is,
each of its points is associated with a membership degree indicating to which
extent a point belongs to the region object, and the membership function is
required to model a smooth change of membership degrees. Formally, a fuzzy
point set Ã in the plane has a membership function μÃ : R

2 → [0, 1]. Regularity
avoids that Ã has geometric anomalies like isolated or dangling line and point
features as well as missing lines and points in the form of cuts and punctures
(see an example in Fig. 1a) [9]. Let cl be a closure operator that removes cuts
and punctures by appropriately adding points. Let int be an interior operator
that eliminates dangling point and line features. Ã is called a regular open fuzzy
set if, and only if, Ã = int(cl(Ã)). Ã is called a regular closed fuzzy set if, and
only if, Ã = cl(int(Ã)). A regular open set may consist of several disconnected
components and that each component may have holes. Applications show that
the frontier of a fuzzy region can be completely fuzzy, or completely crisp, or
partially crisp and fuzzy. For that purpose, we define the frontier of a fuzzy
region Ã as frontier(Ã) = {((x, y), μÃ(x, y)) | (x, y) ∈ supp(Ã) − supp(int(Ã))}.
In other words, the frontier of a fuzzy set Ã collects all single fuzzy points of
Ã that are not interior points (Fig. 1c). It forms a fuzzy line object, which has
the same geometric format as a crisp line [11] but with a membership function
associated with special properties discussed in [9].

We are now able to define the fuzzy spatial data type fregion as

fregion = {R̃ ⊆ R
2× ]0, 1] |

(i) int(cl(R̃)) ⊆ R̃ ⊆ cl(int(R̃))
(ii) frontier(R̃) ⊆ frontier(cl(int(R̃)))
(iii) frontier(R̃) ∈ fline
(iv) μR̃ is a (piecewise) continuous function}
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Condition (i) defines the “possible range” of the point set of R̃ between
its regular open fuzzy set and its regular closed fuzzy set. In particular, it
ensures that the interior of R̃ is free of geometric anomalies. Condition (ii)
supports the concept of “partial frontier”. One extreme is that R̃ has no fron-
tier (frontier(R̃) = ∅). The other extreme is that R̃ has a “complete” frontier
(frontier(R̃) = frontier(cl(int(R̃)))). If, in the latter case, all membership values
are equal to 1, we can even represent a crisp frontier. Condition (iii) requires
that the frontier of R̃ is a fuzzy line object. This allows disconnected frontier
parts and prohibits parts that are single fuzzy points. Condition (iv) requires
a smooth distribution of membership values with possible exceptions. Figure 1b
shows an example of an fregion object.

The concept of fuzzy boundary (Fig. 1d) helps us distinguish meeting and
overlapping situations. Let R̃ ∈ fregion. We define the fuzzy boundary ∂R̃ of
R̃ as the union of the crisp boundary of the core of R̃, denoted by ∂cR̃ =
{(p, 1) ∈ R̃ | p ∈ ∂(core(R̃))}, and the fuzzy non-core part of R̃, denoted by
∂f R̃ = {(p, μR̃(p)) ∈ R̃ | 0 < μR̃(p) < 1}. That is, ∂R̃ = ∂cR̃ ∪ ∂f R̃, and
∂cR̃ ∈ fline with membership degree 1 for all its points, and ∂f R̃ ∈ fregion.

(a) (b) (c) (d)

Fig. 1. An invalid fuzzy region with (white) punctures and cuts (a), a valid fuzzy region
(fregion) object (b), its frontier (c), and its fuzzy boundary (d). Darker areas indicate
higher membership degrees than lighter areas.

Two metric operations on fuzzy regions are deployed for the definition of our
fuzzy topological relationships. The operation farea determines the fuzzy area
as the volume under the membership function of an fregion object and returns
a real value. The operation fdist computes the minimum distance of two fregion
objects. These operations are formally defined in [8] and in [6], respectively.
Further, as for crisp spatial objects, we assume the operations ⊗, ⊕, and � for
the geometric intersection, union, and difference of two fuzzy region objects [9].

6 Fuzzy Topological Relationships

While a Boolean relationship performs a strict binary truth valuation and either
yields 0 (false) or 1 (true), a fuzzy relationship returns a real value from the
interval [0, 1] that is interpreted as the degree of truth. Therefore, a fuzzy topo-
logical relationship determines the extent to which a relative position (like over-
lapping or disjointedness) between two fuzzy spatial objects holds. In the fol-
lowing subsections, we introduce a new approach that formally defines the set
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FTR = {foverlap, fmeet , fdisjoint , fequal ,finside, fcontains} of six fuzzy topolog-
ical relationships on the basis of the concept of coverage degree. Note that other
concepts can be taken as a basis of such a definition, e.g., membership degrees [3].
In the first subsection, we summarize our main design considerations.

6.1 Design Considerations

We propose a novel approach to fuzzy topological relationships which enables the
simultaneous fulfillment of all criteria from Sect. 2 that require (i) the interval
[0, 1] as the range of fuzzy topological relationships, (ii) a support of linguistic
terms, and (iii) a support of the concept of coverage degree.

Especially the use of coverage degrees offers a new perspective of fuzzy topo-
logical relationships to users. Our coverage degree-based fuzzy topological rela-
tionships incorporate the ratio of the intersecting area of two fuzzy region objects
to their total area as well as the ratio of their minimum distance to the maximum
distance in their common universe of discourse. Each relationship R ∈ FTR is
defined as a function R : fregion × fregion → [0, 1] to determine the coverage
degree for which R holds. In Sect. 7, we will show how coverage degrees can be
mapped to Boolean predicates in order to be deployed in spatial queries.

In the following subsections, we formally define the fuzzy topological relation-
ships R ∈ FTR. For each relationship we specify when it yields 0 or a value of
the interval ]0, 1]. In Fig. 2 we present several spatial configurations of two fuzzy
region objects to illustrate the fuzzy topological relationships. Figure 2 together
with the relationship definitions also shows that different fuzzy topological rela-
tionships can yield possibly different values in the interval ]0, 1] for the same
spatial configuration and are therefore not mutually exclusive (in contrast to
the crisp case). This behavior corresponds to the classical fuzzy idea. Further,
when a fuzzy topological relationship yields 1, none of the other fuzzy relation-
ships can yield 1 too. This behavior corresponds to the classical crisp topological
relationships and avoids inconsistencies of the applicability of the relationships
since only one relationship may yield 1 for the same configuration.

6.2 Fuzzy Overlap

The fuzzy topological relationship foverlap determines the area coverage degree
of two fuzzy region objects Ã and B̃. Two conditions must alternatively hold
so that Ã and B̃ do definitely not overlap, i.e., foverlap(Ã, B̃) = 0 holds. The
first condition is that there is no geometric intersection of the supports of Ã
and B̃, i.e., they are disjoint or meet in a crisp point object and/or a crisp line
object (Fig. 2a). The second condition relates to a fuzzy set containment situation
between Ã and B̃ where Ã is contained in B̃, or B̃ is contained in Ã, or Ã
and B̃ are equal (Fig. 2e). Note that a set containment requirement between the
supports of Ã and B̃ is too weak a condition. For example, if supp(Ã) ⊆ supp(B̃)
and Ã 
⊆ B̃ holds, this means that there are points that have a higher membership
value in Ã than in B̃. This represents a fuzzy overlap situation. The remaining
case is that foverlap(Ã, B̃) ∈ ]0, 1[ holds. We compute the ratio of the fuzzy area
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(a) (b) (c)

(d) (e) (f)

Fig. 2. Different spatial configurations of two fuzzy region objects (one fuzzy region
object has its core and frontier highlighted with white lines) for explaining the different
fuzzy topological relationships.

of their intersection with the fuzzy area of their union. Figures 2b, c, d, and f
show fuzzy overlap situations that return a value in ]0, 1[ for foverlap. The value
of foverlap in Fig. 2b is smaller than the values of foverlap in the other situations
since Fig. 2b shows a smaller overlapping area.

We are now able to provide a formal definition for the fuzzy topological
relationship foverlap. Let Ã, B̃ ∈ fregion. Then

foverlap(Ã, B̃) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 if disjointc(supp(Ã), supp(B̃)) ∨
meetc(supp(Ã), supp(B̃)) ∨
B̃ ⊆ Ã ∨ Ã ⊆ B̃

farea(Ã⊗B̃)

farea(Ã⊕B̃)
otherwise

We are able to obtain two important properties from this definition. First, the
relationship foverlap is symmetric, i.e., foverlap(Ã, B̃) = foverlap(B̃, Ã). This
property is guaranteed by the usage of symmetric operators, such the crisp rela-
tionships, fuzzy set containment operations, and the fuzzy area. Second, always
foverlap(Ã, B̃) ∈ [0, 1[ holds. If foverlap(Ã, B̃) could return the value 1, this
would mean that Ã and B̃ were equal. However, in this situation, foverlap(Ã, B̃)
would return 0 as defined in the first case of the foverlap definition.

6.3 Fuzzy Meet

The fuzzy topological relationship fmeet determines the area coverage degree
of the fuzzy boundaries (Sect. 5) of two fuzzy region objects Ã and B̃. This is
different from the fuzzy overlap case since fmeet also considers the intersection
of the cores of two fuzzy regions.

Two conditions must alternatively hold so that Ã and B̃ do definitely not
meet, i.e., fmeet(Ã, B̃) = 0 holds. The first condition is that their cores are not
disjoint and do not meet, i.e., their interiors intersect (Figs. 2d and f). The second
condition is that foverlap(Ã, B̃) = 0 holds, i.e., either there is no geometric
intersection between their supports or there is a fuzzy set containment situation
(Figs. 2a and e). The remaining case is that fmeet(Ã, B̃) ∈ ]0, 1[ holds. The value
for fmeet is calculated by using the proportion of the intersection and the union
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of the fuzzy areas of the fuzzy boundaries of both fuzzy regions in the meeting
case. Figures 2b and c show two fuzzy meeting situations that return a value in
]0, 1[ for fmeet . The value of fmeet in Fig. 2b is smaller than the value of fmeet
in Fig. 2c since Fig. 2b shows a smaller intersecting boundary area.

We are now able to provide a formal definition of the fuzzy topological rela-
tionship fmeet . Let Ã, B̃ ∈ fregion. Then

fmeet(Ã, B̃) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 if ¬(disjointc(core(Ã), core(B̃)) ∨
meetc(core(Ã), core(B̃))) ∨

foverlap(Ã, B̃) = 0
farea(∂f Ã⊗∂f B̃)

farea(∂f Ã⊕∂f B̃)
otherwise

Similarly to foverlap, we are able to show that the relationship fmeet is sym-
metric, i.e., fmeet(Ã, B̃) = fmeet(B̃, Ã), and that always fmeet(Ã, B̃) ∈ [0, 1[
holds. The key difference between fmeet and foverlap is that the coverage
degree of a meeting situation considers only the boundary intersection and thus
fmeet(Ã, B̃) ≤ foverlap(Ã, B̃) holds.

6.4 Fuzzy Disjoint

The fuzzy topological relationship fdisjoint determines the distance coverage
degree of two fuzzy region objects Ã and B̃. We compute the ratio of the fuzzy
distance between Ã and B̃ with the largest distance in a selected rectangular
universe of discourse U in which Ã and B̃ are located. If Ull is the lower left
point and Uru is the right upper point of U , then the largest distance in U is the
distance between Ull and Uru . The ratio depends on the extent of U , i.e., the
smaller (larger) U is, the larger (smaller) the ratio is. Two possible situations
may occur in order to A and B be definitely not disjoint, i.e., fdisjoint(Ã, B̃) = 0
holds. First, it will return 0 when all the points of the overlapping area have a
membership degree equal to 1 since the fuzzy distance will be 0 (Fig. 2f). Second,
it also will return 0 when there is a fuzzy set containment situation between Ã
and B̃ (Fig. 2e). Otherwise, fdisjoint(Ã, B̃) ∈]0, 1[ holds. Figures 2a to d depict
fuzzy disjoint situations that return a value in ]0, 1[ for fdisjoint . The value of
fdisjoint in Fig. 2a is greater than the values of fdisjoint in the other situations
since Fig. 2a shows a greater distance between the fuzzy region objects.

We are now able to provide a formal definition of the fuzzy topological rela-
tionship fdisjoint . Let Ã, B̃ ∈ fregion. Then

fdisjoint(Ã, B̃) = fdist(Ã,B̃)
dist(Ull ,Uru)

We are able to obtain two important properties from this definition. First,
as expected, the relationship fdisjoint is symmetric, i.e., fdisjoint(Ã, B̃) =
fdisjoint(B̃, Ã) since it employs distance operators. Second, always fdisjoint ∈
[0, 1[ holds. If fdisjoint could return 1, this would mean that Ã and B̃ degenerated
into the points Ull and Uru ; but, they are fuzzy regions.
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6.5 Fuzzy Equal

The fuzzy topological relationship fequal determines the area coverage degree of
the equality situation of the intersecting area of two fuzzy region objects Ã and
B̃. If there is no geometric intersection of the support of Ã and B̃, then Ã and
B̃ are definitely not equal, i.e., fequal(Ã, B̃) = 0 holds. Figure 2a depicts this
situation. The remaining case is that fequal(Ã, B̃) ∈]0, 1] holds. We first check
how unequal both fuzzy regions are with respect to their intersection area. For
this, we leverage a modified fuzzy symmetric difference operator Δ⊗ that for a
point p ∈ R

2 yields 0 if μÃ(p) = 0 or μB̃(p) = 0 holds, and μÃΔB̃(p) otherwise.
Then, we compute the complement of the ratio of the modified fuzzy symmetric
difference with the area of the support of their fuzzy intersection. Figures 2b to
e depict fuzzy equal situations that return a value in ]0, 1[ for fequal . On the
other hand, Fig. 2f shows a fuzzy equal situation that returns 1 for fequal since
all the points of both fuzzy region objects have the same membership degree in
their intersecting area.

We are now able to provide a formal definition of the fuzzy topological rela-
tionship fequal . Let Ã, B̃ ∈ fregion. Then

fequal(Ã, B̃) =

⎧
⎪⎨

⎪⎩

0 if disjointc(supp(Ã), supp(B̃))
∨ meetc(supp(Ã), supp(B̃))

1 − farea(ÃΔ⊗B̃)

area(supp(Ã⊗B̃))
otherwise

Similarly to the other relationships, the relationship fequal is symmetric, i.e.,
fequal(Ã, B̃) = fequal(B̃, Ã) holds since it employs operators that are symmetric.
Further, as expected, this relationship is also reflexive, i.e., fequal(Ã, Ã) = 1
holds since the intersection area corresponds to Ã, consequently the numerator
of the fraction in the definition yields 0, and finally fequal yields 1.

6.6 Fuzzy Inside and Fuzzy Contains

The fuzzy topological relationship finside computes the degree of containment of
the first fuzzy region in the second fuzzy region with respect to their intersection
area. Two conditions must alternatively hold so that Ã is definitely not inside
B̃, i.e., finside(Ã, B̃) = 0 holds. Either all the points of both fuzzy region objects
have the same membership degree in their intersecting area (Fig. 2f), or there is
no geometric intersection between their supports (Fig. 2a).

The remaining case is that finside(Ã, B̃) ∈]0, 1] holds. We compute the non-
containment degree of Ã in B̃ by considering the intersection area with a modified
fuzzy bounded difference operator −̇⊗ that yields 0 for a point p ∈ R

2 if μÃ(p) =
0 or μB̃(p) = 0 holds, and μÃ−̇B̃(p) otherwise. Then we compute the complement
of the ratio of the modified fuzzy bounded difference with the area of the support
of their fuzzy intersection. The relationship returns 1 if the membership degrees
of all points of the first fuzzy region object are smaller than the membership
degrees of the corresponding points of the second fuzzy region object (Fig. 2e).
Otherwise, it returns a value in the interval ]0, 1[ (Figs. 2b to 2d).
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We are now able to provide a formal definition of the fuzzy topological rela-
tionship finside. Let Ã, B̃ ∈ fregion. Then

finside(Ã, B̃) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 if fequal(Ã, B̃) = 1 ∨
disjointc(supp(Ã), supp(B̃))
∨ meetc(supp(Ã), supp(B̃))

1 − farea(Ã−̇⊗B̃)

area(supp(Ã⊗B̃))
otherwise

Differently from the other relationships, the relationship finside is not sym-
metric, i.e., finside(Ã, B̃) 
= finside(B̃, Ã) since the order of the operands plays
a major role in the computation of this relationship.

The fuzzy topological relationship fcontains is the converse of the fuzzy topo-
logical relationship finside, i.e., fcontains(Ã, B̃) = finside(B̃, Ã).

7 Querying with Fuzzy Topological Relationships

A fuzzy topological relationship Rcd is not suitable as a user concept since it,
firstly, returns a value in the interval [0, 1] that is non-intuitive for users and,
secondly, cannot be used in a spatial query language as a crisp Boolean predicate.
In order to make the fuzzy relationships usable in spatial queries, we map a
coverage degree in [0, 1] to a linguistic value.

We use the notion of a trapezoidal fuzzy set to map fuzzy topological rela-
tionship values to high-level concepts. Let a, b, c, d ∈ R with a ≤ b ≤ c ≤ d.
Then a trapezoidal fuzzy set T̃ is defined as a tuple (a, b, c, d) if its membership
function is given by (1) μT̃ (x) = 0 for x ≤ a and x ≥ d, (2) μT̃ (x) = 1 for
b ≤ x ≤ c, (3) μT̃ increases linearly for a ≤ x ≤ b, and (4) μT̃ decreases lin-
early for c ≤ x ≤ d. Applying this concept, we use adequate qualitative linguistic
descriptions of nuances of topological relationships as appropriate interpretations
of the fuzzy topological relationship values in the interval [0, 1] to create a clas-
sification of these values. Each qualitative linguistic description is represented
by a trapezoidal fuzzy set of the form (a, b, c, d). We assume that the qualita-
tive linguistic descriptions are either predefined or user-defined. For instance, we
could define a classification for coverage degrees with the five linguistic values
tiny = (0, 0, 0.07, 0.09), small = (0.07, 0.09, 0.35, 0.45), medium = (0.35, 0.45,
0.65, 0.75), large = (0.65, 0.75, 0.87, 0.92), and huge = (0.87, 0.92, 1, 1).

The combination of linguistic values with (quantitative) fuzzy relationships
leads to qualitative fuzzy topological relationships, which are supposed to be
Boolean predicates. For instance, the result of a fuzzy overlap between two fuzzy
regions Ã and B̃ can be expressed by the Boolean term “the overlapping area of
Ã and B̃ is large”. This Boolean term represents a qualitative fuzzy topological
relationship and has true or false as possible return values.

In order to embed a qualitative fuzzy topological relationship into spatial
queries, we introduce a Boolean function for each fuzzy relationship R. This
is achieved by overloading each R by a corresponding qualitative relationship
R : fregion × fregion × Λ → bool . For instance, in order to check the Boolean



122 A. Chaves Carniel and M. Schneider

term “the statement ‘the length of distance between Ã and B̃ is tiny ’ is true”, we
make use of the Boolean predicate fdisjoint(Ã, B̃, tiny) that yields either true
or false. It evaluates whether the coverage degree returned by fdisjoint(Ã, B̃)
matches the interpretation (i.e., fuzzy number) of the linguistic term tiny.

All these definitions enable the embedding of qualitative fuzzy topological
relationships into SQL queries. We give some examples below by using an ecolog-
ical application about endangered species, hunting areas, and air polluted areas
from emissions of coal-fired power plants and industrial parks. They are rep-
resented by the relational table schemas species, hunting, and pollution respec-
tively. Each table has an attribute geo representing their areas as fuzzy regions.

The first query asks for the names of each endangered species whose overlap-
ping areas between their habitats with air pollution areas or with hunting areas
are large.

SELECT S.name

FROM species S, hunting H, pollution P

WHERE foverlap(S.geo, H.geo, large) OR foverlap(S.geo, P.geo, large)

The following query returns the names of pairs of species whose shared fuzzy
boundary area is small and thus indicates that they are possibly meeting.

SELECT S.name, F.name

FROM species S, species F

WHERE S.id <> F.id AND fmeet(S.geo, F.geo, small)

The final query returns the names of species whose habitat inside a polluted
area is huge.

SELECT S.name

FROM species S, pollution P

WHERE finside(S.geo, P.geo, huge)

8 Conclusions and Future Work

This paper provides a new approach to modeling fuzzy topological relationships
for fuzzy regions by transforming low-level quantitative measures to high-level
fuzzy modifiers and linguistic values that are comprehensible to users. Each such
relationship makes use of a coverage degree-based fuzzy topological predicate.
The main advantages of our approach are that (i) the interval [0, 1] is used as the
range of fuzzy topological predicates to increase expressiveness, (ii) the concept
of coverage degree is introduced, (iii) support of linguistic values is provided,
and (iv) coverage degrees can be mapped to apt Boolean topological predicates
and thus be embedded into spatial queries.

Future work will deal with a number of topics. Due to space limitations, it
has been impossible in this paper to evaluate and validate our model by means
of case studies, experiments, and human subject testing. A further research issue
refers to the extension and generalization of the concepts for fuzzy topological
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relationships to all combinations of the fuzzy spatial data types for fuzzy points,
fuzzy lines, and fuzzy regions. Finally, a topic beyond the scope of this paper is
the implementation of all fuzzy topological relationships and their mappings to
Boolean topological predicates. Our goal is (i) to perform the implementation
in the context of the Spatial Plateau Algebra [10], which provides a general
concept for the implementation of fuzzy spatial data types, and (ii) to enable the
embedding of all implemented components into database systems like PostGIS.
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Abstract. Plug-and-play queries are portable, reliable, and easier to
code. When a plug-and-play query is plugged into a data socket, the
socket transforms the data to the shape needed by the query. If data
is annotated with metadata, the semantics of the metadata potentially
impacts the transformation. In this paper we describe how to account
for the metadata in a transformation. We focus on temporal metadata
and show how a transformation can preserve temporal semantics. We
also show how the transformation can be driven by the metadata, for
instance, the temporal metadata could be used to create data versions.

1 Introduction

A plug-and-play query is akin to a plug-and-play device which can be plugged
into any kind of socket and used. Plug-and-play queries have a specification of
what kind of data they need in order to be evaluated. A data socket for a plug-
and-play query uses this specification to transform data to what is needed for
the query to evaluate. Hence, a query writer can code a plug-and-play query
for a simple, easy-to-understand schema, plug the query into a data socket, and
rely on the socket to automatically adapt the data to the schema needed by
the query. The data socket can inform the user whether the transformation is
possible or the data is insufficient for producing a reliable answer, and can give
precise information about what the data lacks. The benefits of plug-and-play
queries are that they are portable, you can take a plug-and-play query to any
data source and evaluate it, more reliable, the query checks the data environment
to determine if it can be safely and correctly evaluated, and easier to code for
complex data since a query writer can write the query with respect to a simple
view of the data, abstracting away the data’s real complexity.

We previously researched plug-and-play queries for hierarchical data sock-
ets [5–10,27]. Hierarchies are a popular way to model data. In the 1960s influ-
ential DBMSs, such as IBM’s IMS [21], managed hierarchical data. The rise of
XML in the 90s led to a renewed interest in hierarchichal models, c.f., [15],
which continues today with research in JSON, c.f., [19,26] and “nested” data,
c© Springer International Publishing AG 2017
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c.f., [22]. In this paper we extend our previous research to cover temporal, hierar-
chical plug-and-play queries and data sockets. Data sits in a milieu of descriptive
and proscriptive metadata. Examples include a schema, character sets, privacy
annotations, and security restrictions. We focus in this paper on temporal data,
which is data annotated with time metadata. To plug a query into a temporal
data socket, the time metadata together with the data should be adapted to
what the temporal query needs. For a socket to correctly transform such data,
the transformation must ensure that the semantics of the annotating metadata
is observed, in particular sequenced semantics for temporal metadata [25].

Consider the following example. A common way to represent temporal hier-
archical data is as a tree in which each node has a timestamp [11,12,14]. Figure 1
shows a temporal version of some publisher data where the timestamp (shown
below an element) indicates the database lifetime of the node, i.e., the transac-
tion time [16]. For instance, the timestamp for publisher p1 in Fig. 1 indicates
that data about p1 was inserted at time 1 and is current until time 8. Suppose we
want to transform the data so that books are above publishers in the hierarchy.
A possible strategy is to first transform the timestamp-stripped source tree
(using, for example, our transformation language XMorph [10]) and then com-
pute the timestamp for each node in the target. The resulting tree is shown
in Fig. 2. Computing the timestamps for the target is straightforward. The
timestamp of a node in the target is the union of the timestamps of all the
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nodes in the source it corresponds to; for example, the timestamp of the t1 book
in Fig. 2 is [1-12], which is the union of [1-5] and [3-12]. When constrained by
its parent’s timestamp, a node’s timestamp may need to “shrink.” For example,
the p1 publisher in Fig. 2. has a timestamp of [3-8] even though the timestamp
of its counterpart in Fig. 1 is [1-8], because its lifetime is temporally constrained
by that of its parent’s, [3-8] [4].

But this simple approach is flawed, because the transformation is not tem-
poral information-preserving, in particular it fails to follow sequenced seman-
tics [2]. Sequenced semantics is pictured in Fig. 3, where the temporal transfor-
mation semantics is defined in terms or reduces to a non-temporal transformation
semantics. A temporal hierarchy can be thought of as a sequence of snapshots.
Each snapshot is the slice of temporal data current at an instant. Individually,
each snapshot can be transformed by a previously defined and well-known non-
temporal transformation. Sequenced semantics stipulates that the meaning of
a temporal transformation is snapshot-equivalent (or snapshot reducible [24] or
S-reducible [3]) to the (non-temporal) transformation of each slice. So if we per-
form a temporal transformation and then slice the data, the set of snapshots
should be the same as what we would obtain by first slicing the data and then
transforming each slice.

The transformation described above fails to observe sequenced semantics.
The p1 publisher and the t1 book are related only at time [1-5] in Fig. 1 but in
Fig. 2 we can see they are related at time [1-8]. A transformation that observes
sequenced semantics should relate them at time [1-5] exactly, not including
time [6-8]. The timestamps introduce additional semantic constraints that need
to be properly taken care of to ensure that the transformation is (temporal)
information-preserving.

Our motivating example illustrates that when hierarchical data is annotated
with metadata, special techniques are needed to ensure the preservation of the
metadata’s semantics in a transformation. The metadata can also explicitly influ-
ence the transformation. Consider for example a transformation that produces
“versions” of the data, where a version is defined as a change in the children of
a node. Different transformations will induce different versions; so the versions
must be constructed dynamically.

This paper makes the following contributions.

– We describe a reversible, temporal transformation technique for data sock-
ets and show how to detect information loss in the transformation, i.e., to
determine whether sequenced semantics is preserved.

– We show how the time metadata can drive a transformation.
– We describe how our technique extends to other kinds of metadata.

2 Background: Review of Plug-and-Play Queries

We previously investigated plug-and-play queries for hierarchical data. We intro-
duced the concept of a query guard, which turns an ordinary query into a plug-
and-play query [7]. A query guard is a lightweight reusable specification of the
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hierarchy that a query needs. It protects the query by testing whether the data
can be transformed (without losing information) to the hierarchy given in the
guard, and transforms the data if needed. A query guard focuses only on the
structure, not the semantics, of the data because semantic web technologies, e.g.,
ontologies, already address the orthogonal semantic matching problem.

A query guard allows the query to couple to any hierarchy that can be con-
verted, cast, or coerced to the type (hierarchy) needed by the query. The guard
protects the query by checking whether the data can be transformed, without
losing information, to the type (hierarchy) needed by the query. Some transfor-
mations lose information when the hierarchy is manipulated, but the guard can
alert the programmer to lossy transformations. The data could be physically [7]
or virtually transformed [8].

As an example of querying data with a query guard, assume that we want
to extract the book publishers using the XQuery query given below.

<data> {

for $b in doc("x.xml")//book

return <book>{$b/title} {$b/publisher}</book>

} </data>

Suppose that the query is applied to the hierarchy depicted in Fig. 1. The query
will fail to produce the desired result because the path expression in the query
do not match the shape of the data. The failure will not generate an error, rather
the query will run to completion and yield an empty or partial answer. On the
other hand, if the query is run on the data in Fig. 2 it will produce the desired
result.

We developed a language called XMorph to express query guards for plug-
and-play queries and data sockets [5,7,10]. A guard for the example XQuery
query is given below.



128 C.E. Dyreson and S.S. Bhowmick

MORPH bibilography [

(GROUP book [title]) [

title author publisher

]

]

The guard specifies that a <bibliography> has as children <book>s, and each
<book> is grouped by <title> and has <title>, <author>, and <publisher>
children, that is, it is the hierarchy of Fig. 2. With the guard the query can
now be run successfully on the data in Figs. 1 and 2, or other book mini-world
hierarchies since the socket will transform the data to what is needed for the
query to evaluate.

Some transformations potentially lose information. Consequently, it is impor-
tant for a query guard to identify and report a lossy transformation. It is not
readily apparent in the aforementioned example whether the guard is “good”
in the sense that it protects the query by neither manufacturing nor discarding
data. This issue is vital to a user. If the transformation specified by a guard
is lossy then the subsequent query evaluation will be similarly lossy and inac-
curate. Let’s introduce terminology to more precisely describe what we mean
by a good guard. This terminology is adapted from the vocabulary of type sys-
tems in programming languages since a guard plays a role similar to a data
type in a programming language, i.e., it defines how the data is structured or
encoded. A guard is narrowing if it ensures that data is not created, widening
if it ensures that no data is lost, strongly-typed if it both narrowing and widen-
ing, weakly-typed if it neither narrowing nor widening, or has a type mismatch
if the guard mentions a type that is absent from the source. A query guard can
provide detailed feedback about which part of a guard is lossy. A programmer
can use this feedback to add syntax to a query guard to indicate that the loss
is acceptable, e.g., most narrowing transformations will be fine, just as a C++
programmer might add a cast() to transform the result of an expression to a
suitable type.

3 A Temporal Hierarchical Model

A temporal hierarchy can be modeled as a labeled tree.

Definition 1 (Temporal Hierarchy). Let T be a set of chronons which forms
a discrete image of a continuous time-line. A temporal hierarchy is a tuple
(V,E,Σ,L, T, S), where

– V is a set of nodes,
– E : V × V is a tree edge set of the form (p, c), where p is the parent and c is

the child,
– Σ is an alphabet of labels and text values,
– L : V → Σ is a label/text value function that maps a node to a label/text

value,
– T is the chronon set, and
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– S : V → 2T is a timestamp function that maps a node to a timestamp (a set
of chronons).

The hierarchy is said to be temporally-consistent iff ∀p, c[(p, c) ∈ E ⇒ S(c)
⊂ S(p)].

For simplicity, we discuss a data model with only one time dimension. The
temporally-consistent property formally specifies that a child’s timestamp has
to be included in its parent’s timestamp. Note that each edge implicitly has the
same timestamp as that of the child node. This is because the two nodes are
related only when the child exists. The model ignores some features of XML’s
DOM such as sibling order, node types, e.g., attribute, processing instruction,
comment, element, and text nodes, and labels and values are used for element
names and text nodes, respectively. While these aspects could be modeled, the
simpler model is sufficient for our purposes.

For this paper, we assume that the labels are unambiguous, e.g., a <title>
element is the title of a book rather than an author. A method to disambiguate
labels is given elsewhere [10].

To support grouping in data transformations we extend the tree model to a
partial order by explicitly adding groups as defined below.

Definition 2 (Grouped Temporal Hierarchy). A grouped, temporal hierar-
chy is a tuple (G,VG, EG, Σ, L, T, SG,XG), constructed from a temporal hierar-
chy, (V,E,Σ,L, T, S), where

– G : V → VG is a group identity function, which maps a node to a group node
(there is a single group node for each group),

– VG: is a set of nodes, V
⋃ {root},

– EG : VG × VG is the edge set where EG = {(G(v), G(w)) | (v, w) ∈ E},
– SG : VG → 2T is a node timestamp function that maps a group node, v ∈ VG,

to a timestamp, which is which is computed as

SG(g) =
⋃

∀v[G(v)=g]

[S(v)]

and
– XG : EG → 2T is an edge timestamp function that maps an edge, (v, w) ∈ EG,

to a timestamp, which is computed as

XG((v, w)) =
⋃

{S(y) ∩ S(z) | G(y) = v ∧ G(z) = w ∧ (y, z) ∈ E}

As an example, consider Fig. 4 which is the grouped temporal hierarchy cor-
responding to the temporal hierarchy in Fig. 1. Each edge in the figure is
timestamped. There are groups for the book with title t1 and author a1, for
the author a1.
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Fig. 4. The grouped, temporal hierarchy for the data of Fig. 1

4 Transforming Temporal Data

A non-temporal transformation transforms data by finding relationships between
nodes. Our technique used closest relationships, which are nodes connected by
a path that is the shortest for all nodes of the node types at the start and
end of the path. A node type is the concatenation of label on a path from
the root to a node. For instance, the type of the <book> nodes in Fig. 4 is
bibliography.publisher.book. Suppose that our XMorph query guard makes
<publisher>s children of <book>s. Then the shortest path between <publisher>
and <book> types has length 1. The <book> with title t2 then is closest to only
the <publisher> p1 since the shortest path to that <publisher> is of length 1
but the shortest path to <publisher> p2 is 3.

4.1 Closest Lifetimes

Closest relationships have lifetimes.

Definition 3 (Closeness time). In a grouped, temporal hierarchy,
(G,VG, EG, Σ, L, T, SG,XG), let v, w ∈ VG be a pair of closest nodes, and P
be the set of shortest paths between v and w. Then v is closest to w at time t
where

t =
⋃

p∈P

[
⋂

e∈p

XG(e)]

The definition says that the lifetime of a closest relationship is the union of the
times of the paths between the nodes, where the time of a path is the intersection
of the times on the path’s edges. Consider the lifetime of the closest relationship
between the <author> a1 and <publisher> p1 in Fig. 4. There is one shortest
path through each <book> node. The leftmost path has a lifetime of [3-12]

⋂

[1-5] = [3-5] while the rightmost path’s lifetime is [3-8]
⋂

[3-8] = [3-8]. So the
lifetime is [3-5]

⋃
[3-8] = [3-8].
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4.2 Computing Closest Lifetimes

We now show how to compute the timestamp as data is transformed. The (non-
temporal) transformation determines how to place children beneath parents as
described elsewhere [7]. The lifetime of a node in the transformed data can be
computed as the child is created. Let v = {(v1, t1), . . . , (vn, tn)} where ti is the
time of node vi, and w = {(w1, s1), . . . , (wm, sm)} be a pair of closest, grouped
nodes where v is the parent and w is the child in the transformed data. Then
the time for w in the transformed data is

⋃
{ti ∩ sk | (vi, ti) ∈ v ∧ (wm, sm) ∈ w ∧ vi is closest to wk}

Because a temporal hierarchy is temporally-consistent (a child’s lifetime is a
subset of a parent’s lifetime), a shortest path always pases through a least com-
mon ancestor, and the lifetime along a path is computed by intersection, the
lifetimes for every edge in the path are not needed, but can be inferred from the
lifetime of the source and sink nodes. As an example, consider the task of placing
publisher p1 beneath the grouped book with title t1. There are two book nodes
in the group, {(b1, [3-2]), (b2 [1-5])} and one node in the publisher group {(p1,
[1-8])}. b1 is not closest to p1 (it is closer to publisher p2 ) so the lifetime is the
intersection of b2 and p1, which is [1-5].

To analyze the time cost of the lifetime computation, let N be the number
of nodes in a grouped node and c be the cost of determining if a pair is close,
then the time cost is O(cN2).

4.3 Information Loss

We can also compute information loss with low cost. Observe that a transforma-
tion may “shrink” the metadata (through temporal intersection) but will never
increase it (the lifetime of a grouped node will never be increased, rather the
temporal union just pieces together the grouped lifetime from the members of
the group). A reversible transformation retains information, and the ability to
reverse the transformation, while a narrowing transformation loses closest rela-
tionships present in the data.

Theorem 1. A temporal transformation is reversible if it is based on a reversible
non-temporal transformation, that is, if it preserves all of the non-temporal clos-
est relationships, and if all nodes in the transformed data (modulo grouping)
have the same lifetime as the node in the source data (modulo grouping).

Proof. Assume a temporal hierarchy, (V,E,Σ,L, T, S) which is transformed to
temporal hierarchy, (V ′, E′, Σ′, L′, T ′, S′). If the non-temporal part of the trans-
formation is reversible then we know that we can reverse the transformation to
obtain the original set of edges, nodes, label function, etc. (this proof is given
elsewhere [27]). So we need to show that we can obtain S from S′ Assume v ∈ S
and S(v) = t. We know that there exists v ∈ V ′ because the transformation is
(non-temporal) reversible. Assume S′(v) = t′. Then there are three cases.
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t ⊂ t′ - Information has been added. There exists at least one snapshot in the
transformed data that contains v which does not exist in the source. The
transformation, therefore, must be widening and is not necessarily reversible.

t′ ⊂ t - Information has been lost. There exists at least one snapshot in the source
data that contains v which does not exist in the source. The transformation
is narrowing.

t′ = t - The source and transformed data contain the same snapshots, hence no
information is lost.

So it is necessary for the lifetimes to be the same to guarantee that the trans-
formation preserves the timestamp function. �

The temporal information loss can be quantified as follows. For each edge,
(p, c), in the transformed data, compute the timestamp shrinkage, vI = S(c) −
S(p). Let VI =

⋃
vI for all v in the transformed data and let r be the root of

the hierarchy. Then the amount of information loss is how many snapshots are
lost vis-a-vis the number of snapshots in the document, |(S(r) − VI)|/|S(r)|.

4.4 Other Temporal Semantics

Other temporal semantics, such as earliest and latest semantics, have been
described [13], but as they generalize sequenced semantics, the techniques devel-
oped in this paper apply to those semantics.

A more interesting kind of transformation utilizes the metadata in the trans-
formation. In a version transformation each combination of children creates a
distinct version of a node. A versioned temporal hierarchy would help answer
queries such as “select the latest version of each book”.

Definition 4 (Versioned temporal hierarchy). Let D = (V,E,Σ,L, T, S)
be a temporal hierarchy. The versioned hierarchy of D, denoted DV =
(VV , EV , Σ, L, T, SV ), is defined as follows.

– VV = V
⋃ {υ1, . . . , υm} where υi is a version node, there is one version

node for every change in the children of a node.
– EV = E1

⋃
E2 where

• E1 = {(v, υ) | (v, c) ∈ E ∧ υ is a version node ∧ SV (υ) ⊆ S(v)}, and
• E2 = {(υ, c) | (v, c) ∈ E ∧ υ is a version node ∧ SV (υ) ⊆ S(c)}

– SV = S
⋃

Υ where Υ is a function that maps a version node to a timestamp
that represents the lifetime of the version (maximal time when the children
remain the same).

As an example, Fig. 5 is the versioned hierarchy for the data in Fig. 1.
Versioning can be computed during a transformation by sorting the children

of a transformed node by their timestamps and chopping them into versions.
While this increases the runtime cost by O(N logN) + O(V ) where N is the
number of transformed nodes and V is the number of versions. Since there can be
at most two versions per (interval) timestamp, since only the endpoints represent
a change in the existence of a child, O(V ) = O(N), the overall worst-case time
cost is the cost of the sort.
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Fig. 5. Versioned books within publishers

4.5 Other Kinds of Metadata

The techniques developed in this paper can be generalized to apply to other
kinds of metadata by using different functions to compute the metadata along
a path and combine metadata from paths in grouping, which for temporal data
are basically intersection and union, respectively. Consider Bayesian probabilis-
tic metadata, and assume probabilistic independence. Figure 6 shows the data of
Fig. 1 but with probabilities for metadata. Each node has two probabilities in the
figure. The top number is probability that the node is a child of the parent, that
is, the probability of the node’s existence, which we will call the existence prob-
ability. The bottom number is the conditional probability that the node exists,
computed as the conditional probability of its parent’s existence times the prob-
ability of its existence. So for example, the <book> for <publisher> p2 has an
existence probability of .1 (the top number), and a conditional probability of .09
(the bottom number) which is computed as its parent’s conditional probability,
.9, times its probability, .1. The probability along a path is computed using multi-
plication. Paths are combined using Bayesian addition (assuming independence).
The transformed data, with a Bayesian independence assumption, is shown in
Fig. 7. The leftmost <book> has as its existence probability the formula “1 - the
probability that neither <book> in the group exists”. The group has two <book>s,
which exist with probability .09 and .4, respectively (as computed in Fig. 6). So
the existence probability of the grouped <book> is 1 − (1 − .09) ∗ (1 − .4). Other
kinds of metadata, security, provenance, etc., will use other operations to enforce
a semantics.
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5 Related Work

Previous hierarchy-related research in querying data with the wrong shape can be
broadly classified into several categories. Query relaxation/approximation
techniques loosen the tight coupling of path expressions to the hierarchy of data
is to relax the path expressions or approximately match them to the data by
exploring a space of hierarchies that are within a given edit distance, c.f., [1].
Hierarchical search engines de-couple queries from specific hierarchies, sim-
ilar to our aims, and can find data in differently-shaped hierarchies, c.f., [20])
Structure-independent querying techniques use a least common ancestor
to query data independent of its hierarchy, c.f., [18]. Finally, there is research
in declarative transformation languages [17,23]. We extend the final app-
roach in this paper and describe how to transform data annotated with metadata.
There is no previous research on working with data annotated with metadata in
any of the above categories.

6 Conclusion

Transforming data is an important part of query evaluation. When data is anno-
tated with metadata, the transformation has to preserve the semantics of the
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metadata, particularly when the data is grouped. In this paper we investigated
the transformation of data annotated with temporal metadata. We presented
a sequenced transformation technique, which restructures temporal data while
ensuring sequenced semantics. We also presented a versioning transformation
technique that reorganizes the data into versions. We are currently implementing
the transformation in XMorph. More on the project, including code, a tutorial,
and a demo, can be found at http://digital.cs.usu.edu/∼cdyreson/XMorph.
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Abstract. Preference queries enable satisfying search results by deliver-
ing best matches, even when no tuple in a dataset fulfills all preferences
perfectly. Several methods were developed for preference query process-
ing, such as window-based, distributed, divide-and-conquer, and index-
based algorithms. In particular, all index-based algorithms were designed
to evaluate Pareto preferences, where the participating preferences are
all equally important. In this paper we present index structures for base
preferences. Our comprehensive experiments show how indexing data for
preference database queries enable faster access of the data tuples and
therefore lead to performance advantages when evaluating preferences.

1 Introduction

Preferences are a well established framework to create personalized information
systems. Skyline queries [3] are the most prominent representatives of preference
queries. An implementation of preferences in database systems is PreferenceSQL
[7] and the commercial product EXASolution [9] as well as a prototype of the
Microsoft SQL Server [4]. Preferences in database systems are modeled as strict
partial orders and a preference query returns the maximal elements according to
this order, i.e., those tuples from the dataset which are not dominated w.r.t. the
given preference.

Example 1. Assume the sample dataset in Table 1 and the wish for a car with
highest power and a price between 34000 and 37000 USD, where both preferences
should be considered as equally important (a Pareto preference). Then this query
would identify the tuples with ID 4 and 5 as best objects. The tuple with ID 4
has a perfect match concerning the price, but the power of the tuple with ID 5
is higher. Therefore, both tuples are indifferent and form the result set.

Search efficiency is the most important performance criteria to preference
query processing. In addition, as preference queries have been considered as an
analytical tool in some commercial database systems [4,9], and the datasets to
be processed in real-world applications are of considerable size, there is defi-
nitely the need for improved query performance. Indexing data is one natural
c© Springer International Publishing AG 2017
H. Christiansen et al. (Eds.): FQAS 2017, LNAI 10333, pp. 137–149, 2017.
DOI: 10.1007/978-3-319-59692-1 12
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Table 1. Sample dataset of cars.

Car id Make Color Power Price

1 BMW Green 180 35000

2 Audi Green 170 32000

3 Mercedes Blue 200 38000

4 BMW Blue 230 34000

5 Mercedes Black 250 20000

6 Mitsubishi Black 120 50000

7 Mitsubishi Black 140 53000

8 Audi Eed 150 37000

choice to achieve this performance improvement. The advantage of index-based
algorithms is that they need to access only a portion of the dataset to compute
the Skyline, while non-index-based algorithms have to visit the whole dataset at
least once. However, index-based algorithms have to incur additional time and
space costs for building and maintaining the indexes. In addition, unlike most
existing algorithms that require at least one pass over the dataset to return
the first interesting point, indexing data for preference queries can be used to
progressively return interesting points as they are identified.

For the evaluation of Pareto preference queries as in Example 1 there exist
several index structures, see [5] for an overview. However, all these index struc-
tures were exclusively designed for Skyline/Pareto queries. In this paper we
refer to indexing techniques for base preferences. We do not consider indexes for
Pareto preferences as in previous work, but offer indexing methods based on
common index structures for simple preference database queries and show how
they perform against state-of-the-art preference computation algorithms. To the
best of our knowledge there exist no other index structures for base preferences
as described in this paper. Hence, this is the first work on this topic and our
comprehensive experiments show the performance advantage in several synthetic
and real world use cases.

The rest of the paper is organized as follows: Sect. 2 introduces preferences
in database systems and presents common index data structures for database
queries. In Sect. 3 we discuss the applicability of the common index structures to
preference queries. Section 4 reports our comprehensive experiments, and Sect. 5
concludes with a summary and outlook.

2 Background

2.1 Preferences in Database Systems

Following [6], a preference P a strict partial order on the attribute list A. The
result of a preference is computed by the preference selection and is called Best-
Matching-Only (BMO) set. The BMO-set contains all tuples t from an input
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relation R which are not dominated w.r.t. the preference P : To specify a data-
base preference, a variety of intuitive constructors have been defined. Preferences
on single attributes are called base preferences. There are base preference con-
structors for discrete (categorical) and for continuous (numerical) domains.

Numerical Preferences. The interval preference BETWEENd(A, [low, up])
expresses the wish for a value between a lower and an upper bound. If this
is infeasible, values having the smallest distance to [low, up] are preferred, where
the distance is discretized by the discretization parameter d. In the case of d = 0
the distance describes how far the domain value v is away from the optimal value.
A d-parameter d > 0 represents a discretization of the distance to v, which is
used to group ranges of attribute values together. Choosing d > 0 effects that
attribute values inside d-intervals “left and right” of [low, up] become indifferent,
c.f. [6]. Specifying low = up (=: z) in BETWEENd we get the AROUNDd(A, z)
preference, where the desired value should be z. Furthermore, the constructors
LOWESTd(A, infA) and HIGHESTd(A, supA) prefer the minimal and maximal
values within the distance d, where infA and supA are the infimum and supremum
of the attribute values. In the preference ATLEASTd(A, z) the desired values
should be greater or equal to z. If this is infeasible, values within a distance of
d are acceptable. ATMOSTd(A, z) is its dual preference.

Categorical Preferences. A LAYEREDm(A, (L1, . . . , Lm)) preference on a
categorical domain expresses that a user has a set of preferred values given
by the disjoint sets Li. Thereby the values in L1 are the most preferred val-
ues, L2 are the second choice, and so on. There are several sub-constructors of
LAYEREDm. The positive preference POS(A,POS-set) for example is defined
as LAYERED2(A, (POS-set, dom(A)\POS-set)) and expresses that a user
has a set of preferred values given by the POS-set. The negative preference
NEG(A,NEG-set) is the counterpart to the POS preference. It is possible to
combine these preferences to POS/POS or POS/NEG.

Example 2. Consider Table 1. If we specify P1 := AROUND5(power, 130), the
result are the cars with ID 6 and 7, because both have the same distance to the
desired value and there does not exists a perfect match. The wish for an Audi or
BMW leads to P2 := POS(make, {Audi,BMW}). The result is ID ∈ {1, 2, 4, 8}.

It is possible to combine several base preferences into more complex prefer-
ences, where one has to decide the relative importance of the given preferences.
Equal importance is modeled by the Pareto preference, whereas for ordered
importance we use Prioritization. Both are not topic of this paper, but are
discussed elsewhere.

2.2 Index Data Structures

In this section we recapitulate well-known index structures for databases which
also can be applied to preference queries. Note that there are many other indexes,
but the mentioned structures are practical for preference queries as well.
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Range Trees have been designed to answer range queries efficiently [8]. They
are similar to a B+-trees, where all values in the left child are less than or equal
to the value maintained at the node, while all values in the right child are greater.
In a range tree all the data is stored in the leaves. Thereby, (1) the leaves of the
tree are maintained in a sorted order, and (2) the leaves are linked to the next
and previous nodes. The combined effect is that the data points form a sorted
doubly linked list. A range tree is a balanced search tree and hence the search
time is in O(log(k)+ |S|), k the number of values in the tree and |S| the number
of tuples in the answer set.

Hash Index uses a hash function h(v) that takes a search key v and computes
an integer in the range 0 to B−1, where B is the number of buckets [2]. A bucket
directory holds the headers of B linked lists, one for each bucket of the array. If
a tuple has search key v, then we store the tuple by linking it to the bucket list
for the bucket numbered h(v). Hash functions complete searching for any key
in O(1) time, since one only has to lookup h(v) for a search key v. Thus, in a
database querying context, hash functions are desirable for exact match queries,
but cannot support range queries well.

Trie Index (from retrieval) is used to index strings and to support efficient
evaluation of categorical preferences. The root of a trie [2] (also known as Prefix
B-tree [1]) represents the empty string. Each edge defines the next character of
a string. The last character ends in a leaf node. Hence, every path from a root
to a leaf encodes a string. The complexity of a search in a trie is given as O(l),
where l is the length of the search string.

3 Indexes for Preference Queries

When considering indexing for base preferences, we have to keep in mind, that
until now the fastest method to evaluate such preferences is a linear scan over
the dataset and always store the temporarily best tuples in a set S. At the end
of the scan S contains the BMO objects. The runtime complexity is O(n), where
n is the size of the dataset. This linear scan is a modified version of the well-
known BNL algorithm [3], which was developed for Skylines. Keep in mind that
the costs for building and maintaining the index structures for preferences are
the same as in the original data structures.

3.1 An Index for Numerical Preferences

Since all numerical preferences are sub-constructors of BETWEENd, it is enough
to present an index structure for this preference and to discuss the search in the
special cases for all other preferences.

If the query is a range query like BETWEENd(A, [low, up]), index structures
like binary search trees, quadtrees, K-d-trees, and Hash index fail. For example,
for the range query in a binary search tree, at a node, both branches may need
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to be traversed. If the query is for all points greater than a value, then the search
degenerates to traversing all the branches and nodes of the tree, thereby suffering
a performance worse than that of linear scan. If we use hashing, then we get no
help for queries with large ranges. For example, if attribute A is restricted to
range a ≤ A ≤ b, then we must look in the buckets for every value between a and
b for possible values of A. There may easily be more values in this range than
there are buckets, meaning that we must look in all, or almost all, the buckets.
Hence, we need another data structure which is feasible for range queries.

Extended Range Trees. For numerical preferences we use a modified Range
tree. Our extended Range tree (cp. Fig. 1) consists of a B+-tree, where the leaves
build a doubly linked list in a sorted order. Additional references to the first and
the last element of the doubly linked list complete our modification.

35

32 38

20 34 37 50

20 32 34 35 37 38 50 53

Reference list
(references to the tuples)

Reference to the
leftmost leave

Reference to the
rightmost leave

Fig. 1. A one-dimensional Range tree for the price (in thousands) in Table 1.

Thus an evaluation for a BETWEENd preference consists of a lookup in the
tree, iteration over part of the doubly linked list and the return of the reference
list. Additionally the index holds references for the first and last element of
the doubly linked list such that a lookup in the index can be skipped for the
LOWESTd, HIGHESTd, ATMOSTd, and ATLEASTd preferences.

Index-Based Evaluation of Numerical Preference Queries. We now have
to discuss how the search does work in detail. The correctness of the search
procedure is guaranteed by the fact that the leaves are sorted.

BETWEENd(A, [low;up]): If we want to answer BETWEENd(A, [low;up])
preference queries, we search for all points that are ≥low and ≤up. The query pro-
ceeds by first searching for the leaf that has the largest value just less than or equal
to low. It then traverses all the leaves using the forward pointers until a leaf that
is just greater than up is reached. If no tuple in [low;up] is found, i.e., there is no
match in the dataset, two cases may occur:

– d = 0: d = 0 means that the tuples with the lowest distance to the interval
[low;up] are the preferred values. Consider the direct leaves left l and right r of
[low;up] and compute their distance dl(low, l) = low−l and dr(up, r) = r−up.
The index with the shortest distance corresponds to the preferred values.



142 M. Endres and F. Weichmann

– d > 0: the preferred values lie in [low − c ·d; low] ∪ [up;up+ c ·d] , c = 1, . . .,
until c · d reaches the infimum/supremum of the domain of A. The intervals
with the lowest c contain the best matches.

AROUNDd(A, z): In AROUNDd(A, z) the desired value should be z. If this
is infeasible, values within a distance of d are acceptable. Hence, we first search
for an exact match of z in the Range tree and if nothing is found, we continue
as with the BETWEENd preference.

ATLEASTd(A, z) and ATMOSTd(A, z): These preferences correspond to
a search in [z; +∞] and [−∞; z], respectively. For the ATLEASTd preference the
search proceeds by returning all leaves that can be traversed using the backward
pointers from the rightmost leave until an index entry ≤z is found. For this
we use the additional references to the doubly linked list. If z is not a node in
the tree structure, the ATLEASTd preference returns the values with the lowest
distance to z. Hence, we can proceed as above but have first to check if the
rightmost leave is less than z. ATMOSTd can be evaluated analogously. Note
that without the additional pointers to the leftmost and rightmost leaves in the
doubly linked list the search can be done similar to BETWEENd.

LOWESTd(A, infA) and HIGHESTd(A, supA): If d = 0 in LOWESTd

we just search for the minimum in the dataset, i.e., find the lowest value in the
Range tree. This can be done by the additional references to the doubly linked
list. For d > 0 we proceed as in AROUNDd. Analogously with HIGHESTd.

3.2 Indexes for Categorical Preferences

For the evaluation of categorical preferences we can use index structures which
support exact match queries, because we always search for a perfect match in
the index. All categorical preferences like POS, POS/NEG, etc., can be modeled
using the LAYEREDm(A, (L1, . . . , Lm)) constructor. Hence, it is sufficient to
consider indexing techniques for this preference.

Hash Index. If we want to evaluate a LAYEREDm(A, (L1, . . . , Lm)) prefer-
ence, the idea is to search for all objects t ∈ Li successively, i.e., we do an exact
match query for each t until we find a match. This can be seen in the following
example.

Example 3. Consider Table 1 and its attribute color which should be indexed.
We have 4 distinct colors and map them to the integers 0, 1, 2, 3 as in Fig. 2.
The buckets contains linked lists with pointers to the tuples in the dataset. If
we want to evaluate the preference P := LAYERED(color, (L1 := {blue, red},
L2 := {green})) we do a lookup for blue in the bucket directory (h(blue) = 1) and
follow the pointers to the two objects with ID 3 and 4. Afterwards we search for
red in the Hash index and find object 8. Since we already have perfect matches
we do not have to consider L2 anymore.
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0  (green)

1  (blue)

2  (black)

3  (red)

1

3
4

2

5
6
7
8

Bucket directory Buckets (Linked Lists) Dataset (Pages)

green 180 35000BMW
green 170 32000Audi
blue 200 38000Mercedes
blue 230 34000BMW
black 250 20000Mercedes
black 120 50000Mitsubishi
black 140 53000Mitsubishi
red 150 37000Audi

Fig. 2. Hash index. B = 4.
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Fig. 3. Compressed Trie index.

Since the evaluation of LAYEREDm is just to search the index for the values
in L1, and if none is found search for values in L2, and so on, we get a worst-case
search complexity of |⋃m

i=1 Li| · O(1) (all Li sets must be searched in the worst-
case). Note that in general we have |⋃m

i=1 Li| � n (n the size of the dataset)
and therefore we speed-up the evaluation of a LAYEREDm preference and all
its sub-constructors.

Trie Index. The biggest use of tries is in exact string retrieval and hence are
suitable for indexing data for LAYEREDm preference queries. When a string is
queried, the path from the root is traversed by looking up the characters in the
query successively. If any character is absent, the query returns no answer. If the
search ends in a final node (double circle in Fig. 3), the corresponding string is
returned. For a query string of length l, the search finishes in O(l) time [2].

For a dataset of k distinct strings, a binary search tree requires O(log2(k))
time to search a string. For large databases, l is much smaller than log2(k) and,
therefore, a trie searches more efficiently. The worst-case complexity to search
for LAYEREDm(A, (L1, . . . , Lm)) is given by |⋃m

i=1 Li| · O(l), since we have to
lookup each attribute value in all Li.

Example 4. We construct a trie for the attribute color in Table 1. Strings with
the same prefix such as “blue” and “black” share the same path up to the
common prefix “bl”. A space-saving version of the trie is given in Fig. 3, where
all the unary nodes of a trie on a path are compressed into a single node. The
edges are then labeled by substrings, and not necessarily single characters.

4 Experiments

In this section we show that our index approach outperforms a “linear scan”
(LinScan) algorithm, which is a modified BNL with linear runtime [3], by far.
In all our experiments the data tuples and index structures are held in main
memory. This reduction of I/O-operations should favor the LinScan algorithm.
Note that to the best of our knowledge our work is the first one on indexing base
preferences and therefore there are no other index structures as competitors.

We implemented a Java 7.0 prototype, which is available as open source
project on GitHub1. The experiments were performed on a common PC running
Linux on an Intel Core1 Duo CPU with 3.33 GHz and 4 GB main memory.
1 https://github.com/endresma/PreferenceIndex.git.

https://github.com/endresma/PreferenceIndex.git
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For our synthetic datasets we used the data generator commonly used in
preference research [3]. For the experiments on real-world data, we used the well-
known Internet Movie Database (IMDb, http://www.imdb.com), which contains
information about movies. All our experiments were performed 100 times. From
these measurements we took the mid half of the sorted data and use the arith-
metic mean in our charts.

4.1 Numerical Index Structures

For numerical base preferences we used the Range tree index implementation
as described in Sect. 3.1. All measurements on the Range tree index have been
carried out with a BETWEENd preference as it can substitute all other numer-
ical preferences. In addition, since our implementation of the Range tree holds
references to the first and last element in the tree a lookup can be skipped for
LOWESTd, HIGHESTd, ATMOSTd, and ATLEASTd. Hence, we do not bench-
mark these preferences.

SyntheticData –GaussianDistribution. The following experiments use gen-
erated data on a Gaussian distribution. This is common in database experiments
and allows to carefully explore the behavior of index methods. Each set of data
contains a number of values between 0 and 1000 (the range of a data set).

Figure 4 shows the measured execution times in nanoseconds for
BETWEENd. We varied the data size (number of tuples) from 102 to 106, the d
parameter (d = 0, 10) and the interval borders low and up. Figure 4a and b model
a “real” BETWEENd preference, whereas Fig. 4c corresponds to an AROUNDd

preference. Note that we use a log scale for the y-axis. It is apparent, that the
time used to build the index is multiple times that needed to evaluate the pref-
erences with the LinScan algorithm. However, if the index is constructed, the
index based evaluation of the preferences is hardly noteworthy.

Fig. 4. Execution time (in ms) for the evaluation of BETWEENd(A; [low, up]).

Figure 5 shows the maximal relative difference w.r.t. the execution time
(exTime) of LinScan and the index-based evaluation of BETWEENd prefer-
ences with varying intervals [low;up] on d = 0 and d = 10. That means, we

http://www.imdb.com
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compute deltaTime := LinScan exTime - Index exTime and plot the ratio

γ1 := deltaTime/LinScan exTime (1)

on the y-axis. This shows that with increasing data size the difference between
the LinScan execution time and index execution time increases as well. Our
measurements suggest that the index is more than two times faster than the
LinScan even on small relations and as expected much faster for large data sets.

In Fig. 6 we present the ratio of the execution time of LinScan and the index-
based preference evaluation on different [low, up] intervals, i.e.,

γ2 := LinScan exTime/Index exTime (2)

Thereby, the first three measurements have the same low and up parameters,
simulating an AROUNDd preference. It is probable that these sets have been
the fastest because of the relatively smaller size of the BMO-set. In summary,
the index-based approach is hundreds to thousands of times faster on a dataset
with only 106 objects.

Fig. 5. γ1 for BETWEENd. Fig. 6. γ2 for BETWEENd.

Influence of the Number of Distinct Values. Both the trees height and
the size of the doubly linked list are determined by the number of distinct values
within the dataset. The ratio between the data size and the number of distinct
values is a significant factor for the effectiveness of an index. We use different
sets of generated data to measure the behavior of our index techniques. Each
set of data contains 106 objects with a varying number of distinct values from
1 to 106.

As the operation for inserting a value into the Range tree index is costly we
expected the index build time to rise proportionally to the number of distinct
values in the dataset. This has been measured and can be seen in Fig. 7. The
LinScan execution time is nearly constant because of the linear scan over 106

tuples each time. The index execution time is much better than LinScan even
for 106 distinct values. Again, a log scale is used for the y-axis.
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Fig. 7. Runtime for
BETWEENd(A, [0, 106]).

Fig. 8. Execution time. Fig. 9. γ2

Similarly the index performs worse if there are only distinct values, cp. Fig. 8,
where we used 106 tuples, varied the d value and the number of distinct values.
Nevertheless, the index still performs better than the LinScan algorithm.

Two interesting observations can be made with Fig. 9. Firstly, the evaluation
of a BETWEENd preference that has a parameter d > 0 is more costly than
without. Thus the gain when using an index is greater as there are fewer evalua-
tions needed. Secondly, a puzzling dip in the graph can be observed once there is
only a single unique value. The LinScan might be relatively more efficient in this
instance, because it does not need to empty its list of BMO candidates during
the evaluation.

Real-World Data. The following measurements use a set of voting data from
IMDb as its basis. It contains 468097 tuples and 11295 distinct values.

Figure 10 shows that building the index is more costly than an evaluation
with LinScan. Again, once the index is constructed, the evaluation is much faster
than LinScan. In this experiment we used d = 0, 10, 50, varied the BETWEENd

preference, and plotted the execution time per object in ns.
Figure 11 presents the γ1 ratio (Eq. 1) and that the evaluation on the index

is much faster than with LinScan. We used different [low;up] intervals for the
BETWEENd preference and varied the d from 0 to 50.

In Fig. 12 we present γ2 (Eq. 2) and present the ratio of the LinScan execution
time to the index execution time with different [low;up] intervals and d values.
Again, the index-based evaluation is more costly for a d parameter d > 0, but
still better than LinScan.

In all our real world experiments the observations made earlier on synthetic
data were confirmed. Hence, our index-based evaluation of numerical base pref-
erences is also applicable for real data sets.
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Fig. 10. Execution times on the IMDb real world data set.

Fig. 11. γ1 Fig. 12. γ2

4.2 Categorical Index Structures

Our categorical preference LAYEREDm was analyzed on real-world data only,
because there is no useful and reasonable data generator for strings. The follow-
ing measurements use a set of genre data from IMDb as its basis. It contains
1580880 objects and 31 distinct values. In the measurements we used the pref-
erence LAYERED2(A, (L1, L2)), which is a POS preference, and varied the L1

set in its size w.r.t. the distinct values in the data set.

Fig. 13. γ2 w.r.t. different sizes of L1. Fig. 14. γ1 w.r.t. different sizes of L1.
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Fig. 15. Hash index. Fig. 16. Trie index. Fig. 17. Memory usage.

We compared the Hash index and the Trie index to LinScan and to each
other. The Hash index implementation is based on the standard Java HashMap
containing a corresponding list of object references for each distinct value. The
Trie index implementation consists of a Prefix-Tree. Each node holds a list of
objects corresponding to a unique value and holds an array for child nodes. These
arrays facilitate a fast traversal of the tree.

In Fig. 13 we present the ratio of the execution time of LinScan and the
index-based evaluation, i.e., γ2 as in Eq. 2. We varied the size of the L1 set from
0 to 31 values in our LAYERED2(A, (L1, L2)) preference. Keep in mind, that we
have 31 distinct values in our dataset and hence we retrieve the complete dataset
in the case of |L1| = 31 and only a fraction of the set if |L1| → 0. We skipped
the results for |L1| = 0, 1, because the ratio is too high for a usable presentation
(actually it is about 8000). Our figure states that the index is extremely fast for
small L1 sets and still much better than LinScan if we have to check all values.

Figure 14 presents the γ1 ratio (Eq. 1), i.e., the maximal relative difference in
the execution time between LinScan and the index-based approaches. The x-axis
denotes how many of the distinct values are contained in layer L1. It shows that
the index performs best for small layers and is much better than LinScan even
for a layer containing all distinct values. The two index structures Hash index
and Trie index perform very similar.

Something more interesting can be observed for the Hash index in Fig. 15.
Depending on the layer L1 size, the index build time is less than the LinScan
execution time. In extreme cases even the combined time of building the index
structure and an evaluation on it, can be faster than LinScan. Again, the Trie
index performs very similar to the Hash index as can be seen in Fig. 16. In both
cases the index construction time is nearly the same for all sizes of L1.

Figure 17 represents the memory usage in the relationship to the data size of
the IMDb dataset. Since our implementation is based on Java 7.0, the memory
usage includes all information on all data structures, objects, references to the
objects, additional memory requirements for the Java engine, . . . 2 As one can
see, the Hash index needs much less memory than the Trie index, but both have
a similar execution time behavior.

2 We used the Java Runtime object with the methods totalMemory() and
freeMemory() to determine the total amount of used memory in the JVM.
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5 Conclusion and Future Work

In this paper we presented index structures for preference database queries. Our
indexing techniques rely on common database indexing approaches and therefore
do not require additional adaption of a database back-end engine. One advantage
of our approach is that we can provide the BMO points progressively, since index
structures support this in a natural way.

Our extensive performance study shows that the proposed index methods
provide quick response times compared to a linear scan when the index is build
once. Hence, as with all indexes, indexing make sense with quite static data. In
addition, since we rely on common index structures, building and maintaining
costs for our preference indexes remain unchanged.

For future work we plan to develop indexing methods for ordered impor-
tance of preferences, i.e., Prioritization as well as geo-spatial preferences and
preferences based on full text.
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3. Börzsönyi, S., Kossmann, D., Stocker, K.: The skyline operator. In: Proceedings of
ICDE 2001, pp. 421–430. IEEE, Washington, DC (2001)

4. Chaudhuri, S., Dalvi, N., Kaushik, R.: Robust cardinality and cost estimation for
skyline operator. In: Proceedings of ICDE 2006, p. 64. IEEE Computer Society,
Washington, DC (2006)

5. Chomicki, J., Ciaccia, P., Meneghetti, N.: Skyline queries, front and back. In: Pro-
ceedings of SIGMOD 2013, vol. 42, no. 3, pp. 6–18 (2013)

6. Kießling, W.: Foundations of preferences in database systems. In: Proceedings of
VLDB 2002, pp. 311–322. VLDB, Hong Kong, China (2002)

7. Kießling, W., Endres, M., Wenzel, F.: The preference SQL system - an overview.
Bull. Tech. Commitee Data Eng. 34(2), 11–18 (2011). IEEE Computer Society

8. Lueker, G.S.: A data structure for orthogonal range queries. In: Proceedings of
FOCS 1978, SFCS 1978, pp. 28–34. IEEE CS, Washington, DC (1978)

9. Mandl, S., Kozachuk, O., Endres, M., Kießling, W.: Preference analytics in EXAS-
olution. In: Proceedings of BTW 2015 (2015)



Knowledge Discovery and
Information/Data Retrieval



Content-Based Meta-Discovery Service
of Remote Sensing Images

Bordogna Gloria1(✉), Ceresi Andrea2, and Sterlacchini Simone2

1 IREA CNR, Milan, Italy
bordogna.g@irea.cnr.it

2 IDPA CNR, Milan, Italy
ceresi.a@irea.cnr.it, simone.sterlacchini@idpa.cnr.it

Abstract. The paper proposes a novel perspective on Web discovery services
of remote sensing images and derived products currently available through the
Web portals of providers managing big geo-spatial data repositories. Actual
discovery services do not provide facilities for ranking images based on queries
specifying spatial-content conditions, i.e. asking for images having desired pixels
values in a Region Of Interest (ROI). Our objective is to enable such a facility by
designing both a query language with linguistic terms to ask for the desired qual‐
itative characteristics of the image content in a ROI, and a retrieval mechanism
to evaluate the degrees of satisfaction of the images with respect to the query
spatial-content conditions. The retrieval mechanism is implemented as a meta-
discovery service, i.e., as a front-end on the discovery service of the image
provider, that does not need to access the images, but just their previews, empow‐
ering the retrieval with ranking capabilities. It requires a spatial-content inverted
index, previously built off-line by processing all image previews so as to achieve
scalability and retrieval efficiency.

Keywords: Spatial-content inverted index · Fuzzy sets · Discovery service ·
Remote sensing images

1 Introduction

Down-stream services of remote sensing images such as those provided by the major
international organizations for Earth Observation (namely the ESA Earth Online cata‐
logues for SENTINEL data products, the ASI eGeos catalogue for COSMO-SkyMed
Data and products, the NASA catalogue for MODIS data products, and so forth) are
becoming more and more used for different purposes spanning from agriculture to risk
mapping and ecological studies [1]. With the advent of the Copernicus initiative, in a
short time big geo-data time series of remote sensing images and products derived by
their processing with high spatial and temporal resolution will be available free of
charge. This poses new challenges to the discovery services of such highly dynamic
repositories, which need to improve the current search capabilities by exploiting tech‐
niques of content based image retrieval based on the indexing of the visual content of
images, such as color, texture, shapes [2–4]. In fact, current search facilities for image
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retrieval offered to final users, the image stakeholders, rely on textual metadata
describing ancillary information about the images, such as author (in terms of sensor
description), creation date, quality (spatial and thematic resolution), georeference (the
coordinates of the Bounding Box (BB) of Earth covered by the image), and keywords
(usually about the image semantics, i.e. what the pixel values represent). In the case of
raw images, such as the optical multi-spectral ones, the semantics of pixel values can
concern the detected reflectance in one or multiple bands of the visible and near-infrared
electromagnetic spectrum. In the case of remote sensing image products (images derived
by processing the raw ones with atmospheric noise filters and projection distortions
correction algorithms), pixel values become an indicator of some property of the Earth
surface, such as the Normalized Difference Vegetation Index (NDVI) – a proxy of the
vegetation vigor – a Normalized Water Index (NWI) – a proxy of the presence of rivers,
water basins and wetlands – and many others. In metadata records we usually find very
little about the semantics of pixel values of the images, although international standard
schemas encompass this possibility. [5].

With no information on the spatial distribution of the pixel values, the ability to
answer spatial-content requests is impossible. Nevertheless, often stakeholders of
remote sensing images are interested in analyzing a small area of Earth, named “Region
Of Interest” (ROI) – appearing as a subpart of the image frame – only if the ROI has,
on average, a specific property value.

For example, agronomists need to monitor agronomic parcels in time to forecast and
plan agro-practices, such as the most suitable dates for crops’ harvesting. To this end
they need to compare the NDVI of the ROI in the most recent available image with the
long term average maximum NDVI of that same ROI. For each year within a past period
of time, they have to retrieve the image in which the ROI had its maximum NDVI during
the year to compute the long-term average maximum NDVI of the ROI [7]. For carrying
out this activity the current practice is formulating a request for images of NDVI
containing the ROI and detected during a past time range, and then visually inspecting
all the retrieved image previews to identify those with high NDVI values in the ROI, so
as to download and process only the needed images. When considering long periods of
time and image time-series with frequent revisiting time, this is a time-consuming
activity since one has to inspect hundreds of images, and after a while one can give up
or hurry up to finish the job, thus possibly applying inhomogeneous criteria.

Our objective is to automatize such a process by designing a meta-discovery service
capable of answering spatial-content-based queries by retrieving only the images satis‐
fying the spatial content conditions, for example a very high level of NDVI in a specific
ROI. This can help agronomists to save their time when the number of images is huge,
and to perform a selection applying a more homogenous criterion than the visual inspec‐
tion, invariably affected by subjectivity.

By proposing this paper, we aim at empowering the current discovery services of
big geo-data archives, without requiring the extension of current standard metadata
formats, and by minimizing the number of images to download. The proposed meta-
discovery approach needs first to download the images’ previews – low-sized quicklook
images that form part of each raw image’s ancillary data – and to analyze their pixel
values to generate a spatial-content inverted index. When a user submits a query, it is
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split into two parts: the selection conditions that can be answered based on metadata are
sent to the provider discovery service so for it to identify a first set of images. These
images are filtered basing on the satisfaction of the spatial-content conditions, evaluated
by exploiting the previously-built spatial-content inverted index. This way, a matching
score is computed for each image preview so that only the K-top ranked corresponding
images are downloaded. The approach exploits a fuzzy-based compressed representa‐
tion of image previews content, defined in this paper, by means of terms from a formal
language and exploits current scalable techniques of textual information retrieval to both
represent and retrieve georeferenced images whose content may match, even partially,
a spatial-content-based query [8]. An example of application in a case study using a set
of NDVI images derived by MODIS data processing is discussed.

2 The Spatial-Content Representation Indexing Structure

A well-known method to define a fuzzy representation of the visual image content is
based on first partitioning the image into several segments (objects), for each segment
extracting appropriate features, such as the segment color and texture, and finally clas‐
sifying them in a fuzzy framework, resulting in a content interpretation closer to the
human perception [8, 9].

The First of all we are going to define the spatial-content representation of an image
preview, and then we will describe the processes needed to automatically generate the
inverted index.

Given a preview of N × N pixels of a monochromatic image, taking values on a
numeric domain D, we represent it by m regular tiles, with m ≪ N × N, and set
depending on the minimum dimension of a ROI within the image preview that the remote
sensing experts deem as necessary to characterize the ROI content. The ROI dimension
is defined basing on the use cases of the service. For example, in the agronomic context,
the minimum ROI dimension corresponds to the dimension of an agronomic area in the
preview. The greater the number of tiles (m), the finer the spatial representation of the
content. A preview P is represented by a tuple:

R(P) =
⟨

PID, L,∪k = 1,… , m
{

sk, z − codek

}⟩

where:

• PID is a unique identifier of the image associated with preview P;
• L is a string of characters defining the name of the property represented in the image,

e.g. NDVI;
• sk is a string of characters in a set {A, B, C,…Z} among which a lexicographic order

is defined, A < B < C < … < Z; sk is a term of the formal language that we defined
to synthetize the values of the pixels within the tiles as it will be described below; it
has a maximum dimension of h characters, where h is the quantization number of the
domain D of the pixel values;

• z-codek is a natural number uniquely identifying the position of the k tile within the
image previews. This means that there is a bi-univocal relationship between a z-code
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and the pair of coordinates (i, j) of the row and column where the tile is located in the
image previews.

In the case of an RGB image preview, we have R(IR), R(IG), R(IB), one for each color.

2.1 Generation of the Content String and Content Index

The domain D of pixel values is partitioned into h linguistic values {v1,… , vh} whose
semantic is defined by overlapping triangular-shaped membership functions on D (see
Fig. 1) so that the order among their cores, core

(
𝜇v1

)
< … < core(𝜇vh

), induces an order
among the linguistic values v1 < … < vh [10]. To encode this order, each linguistic value
vj is uniquely associated with a lexicographically ordered character set {A, B, C,… , Z}

with cardinality equal to h so that v1 is associated with A, v2 with B, and so forth. The
value h is chosen as an odd number not greater than 7 in order to allow humans to discern
the semantics of the elements. For example, given h = 7 linguistic values we can define
their membership functions as shown in Fig. 1:

Fig. 1. Membership functions defining the semantics of the linguistic terms that are used to define
a fuzzy partition of the domain of pixel values.

Minimum < VeryLow < Low < Medium < High < VeryHigh < Maximum they are
encoded by characters A < B < C < D < E < F < G respectively.

For each tile t of an image preview P, a character string s is created so that the order
of the characters in s reflects the order among the not null values F(vi), with
i = 1,… , h, in which F(vi) is computed by F:[0, 1]h → R defined as follows:

F
(
vi

)
=
∑

p∈t
𝜇vi(p) (1)

where p ∈ D is the value of a pixel within the tile t of preview P, and 𝜇vi(p) is the
membership degree of p to the fuzzy set defining the meaning of the linguistic term vi.

Given the linguistic values v1,… , vh so that vi < vj∀i < j, and the ordered character
set A =

{
A1, A2,… , Ah|Ai < Aj∀i < j

}
, the string s = s[1], s[2],… , s[h], is generated by

concatenating characters s[1], s[2],… , s[h] ∈ A so that:

s[i] = Ak|F(vk) = Argmaxi

{
F
(
v1
)
, F

(
v2
)
,…F

(
vh

)}
∧ F(vk) > 0 (2)

where Argmaxi is the function that selects the i-th greatest of its arguments.
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Let us make an example. Given the following linguistic values: {Low, Medium, High}

(so that n = 3) labelled by {A, B, C} respectively, a tile represented by a content-string
s = ABC will mostly contain low pixel values, some medium values and a few high values,
meaning that it will quite probably represent a woodland or a large crop area with little or
no snow or clouds. A tile represented by “CAB” will mostly contain high pixel values, some
low pixel values and lastly a few medium values: it will be a tile in which white areas
interweave with very dark ones – the latter in smaller but noticeable account – forming
what is likely to be a portion of a city, or a mountain range during the thawing season.
Notice that the number (n) of the linguistic values determines the maximum length of the
content-strings, so that the more the linguistic values, the finer is the tile representation:
having {None, Low, Medium, High, Maximum} would produce finer descriptions, even
not necessarily longer strings though. It is also noticeable that the shorter the content-string,
the lower the pixels’ variability in the tile: still having n = 3, a string “A” means that the
associated tile only contains low pixel values: an almost totally dark area, likely to be a
water basin. At this stage, it is up to the user to associate a semantic relationship between
the linguistic values and the specific real entities she/he is looking for, although an auto‐
matic association can be done, as will we see further. As to these examples, a white area
(content-string “C”) can be a cloud or a snow-covered plain, and it is up to the user to
decide that by searching “C” he means searching a cloud. However, as we will show in
Sect. 3, lower level of classification can be automatically performed.

We name such strings “content words”, since they represent the image contents like
terms represent contents of textual documents. All content words s of all tiles in all
images are organized in a textual inverted index data structure [4, 8]: for each entry s in
the dictionary, that can be structured as a B-tree, its posting list contains elements of the
kind 

⟨
z − code,

[
PID1, PID2,…

]⟩
. This way, when searching a string s we can know

which tiles and images it represents:

s →
⟨

z − code1,
[
PID1, PID2,…

]⟩
,
⟨

z − code2,
[
PID1, PID2,…

]⟩
,… (3)

For example, by searching a regular expression “A*” in which “*” is the wildcard
we can retrieve all the images mostly containing low values in any of their tiles just by
a binary search in the dictionary.

2.2 Generation of the Z-Code and Spatial Index

If we want to efficiently search the images with a tile containing a desired linguistic
value we need a spatial indexing too. This is useful if one is interested in images
containing a ROI having desired linguistic value of the pixels. Let us now describe how
the z-code is generated for a tile. To this end we order the tiles by a z-order code [12].
Having m = 2M tiles, even number, the tiles are sequentially numbered by applying the
Morton coding: the z-order code of a tile is computed by first associating to each tile the
pair of coordinate indices (i, j) with i, j = 1,… , K and K2 = m, representing the tile
position along the x and y axis; then to convert these coordinates to a Morton code, z-
code, we have to convert the decimal values of coordinates to binary and to interleave
the bits of each coordinate.
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For example given a tile t with the coordinates (4, 2), their binary representation is
⟨001;010⟩, and the correspondent binary representation of the z-code is [001001] which
corresponds to represent (4, 2) with the z − code = 36.

This allows mapping the bi-dimensional information of the tiles coordinates into one
dimension, while preserving information on the spatial proximity between tiles: two
tiles with close z-codes (close integers) are also spatially close, except for unavoidable
jumps. Once tiles are sorted using their z-codes, any one-dimensional data structure,
such as a B-tree, or hash table, can be used to organize and search them. In fact, the
resulting ordering of z-codes is equivalent to the order one would get by a spatial access
method in a spatial data structure such as a quadtree [12].

Now, we can organize the posting lists in the inverted index so that each entry is
ordered with respect to z-code.

This way if one searches images that contain mostly “low” values in a ROI covered
by tile in position [z-code], one first seeks “A*” in the dictionary by applying a binary
search, then retrieves the posting lists of all entries in the dictionary starting with “A”;
finally, in each posting list a binary search of [z-code] is performed to retrieve the PIDs
satisfying the query.

Let us assume to have two image previews, depicted in Fig. 2(b) and (c) as a result
of a query to the provider discovery service, and let us assume that the pixel values are
discretized into three (h = 3) linguistic values {A, B, C} and 16 tiles (m = 16) as in
Fig. 2 (a).

(b)(a) (c)

Fig. 2. (a) Z-order codes (z-code) of the tiles in image previews m = 16. In the image previews
(b) and (c) the green color represents high NDVI, while the brown color depicts low NDVI and
light brown medium NDVI.

The content strings of the tiles of the two images Fig. 2(b) and (c) and the inverted
index are shown in Table 1. It can be observed that the dictionary contains the
ordered content strings s while the posting file holds their occurrences within the
images ordered by tiles as specified by their z- codes. The length of the content
strings reflect the homogeneity of the pixel values within the tiles with respect to the
three values low, medium, high.

A query asking images containing the tile with z − code = 15 with high values (i.e.
the query “C*”) will be evaluated by searching the string starting with “C” in the
dictionary. “C” will be found with 1 access assuming to copy in memory 4 words; then
in the correspondent posting list the z-code 15 will be searched with a binary search so
that finally the image preview (c) will be retrieved.
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Notice that we can apply some similarity matching when we do not find in the
dictionary the search string: in such cases the string with the greatest Common Subse‐
quence (LCS), with the search string is selected and a score is computed as the LCS.
This value is used as Retrieval Status Value (RSV) for the correspondent image. For
example, if one searches “BCA” in the dictionary, which is not present, “BC” will be
selected since its LCS = 0, 66.

Table 1. Content-spatial inverted index. Brackets are not part of the original data structure, and
are shown here just to help identify the relating image in Fig. 2.

A 7 (c),
AB 11 (b), 12 (b), 14 (b), 15 (b)
ABC 9 (b),
AC 4 (c), 5 (c), 6 (c) 12 (c),
ACB 13 (c)
BA 14 (c)
BC 0 (b), 1 (b), 2 (b), 3 (b), 4 (b), 5 (b), 6 (b), 7 (b), 10 (c), 11 (c)
C 0 (c), 1 (c), 2 (c), 3 (c), 8 (b) (c), 9 (c), 10 (b) 13 (b), 15 (c)

A similarity matching can also be applied to the z-code search so as to allow a given
tolerance on the position, for example a maximum distance of 1. If one looks for string
“BC” within tile 9, the image (c) will be retrieved since in the posting list of “BC” we
have tile 10 of image (c) which is at distance 1 from 9.

3 The Spatial-Content-Based Querying

A request to the meta-discovery service is composed of two parts:

• PART I – The first part of the query specifies the selection conditions that can be
answered by the provider discovery service on the bases of the metadata. These
conditions specify the ROI by a BB or a geographic-name, the desired timestamp of
the image (or a temporal relationship), the semantic of the image content by a label,
desired resolution and so on The conditions in Part I are submitted to the provider
discovery service, that retrieves the PIDs of those images satisfying all of them.

• PART II – The second part of the query specifies the spatial-content conditions. They
are evaluated by accessing the spatial-content index to retrieve the PIDs satisfying
each of them. Finally, their RSVs are combined. During query evaluation the query
term specifying the content-based condition is translated into a linguistic term and
further to content-string and the pair of coordinates (i, j) is automatically mapped into
a z-order code. Notice that we can select query terms from a controlled dictionary
where each term is the name of a real world entity, such as cloud, meadow, urban
area, that might appear into the images and that can be associated with the linguistic
terms previously introduced: for example in an NDVI image database, “cloud” is
synonymous of “very high” NDVI, “meadow” is associated with “medium” or
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“medium-low” NDVI depending on the season. The result is a list of images’ PIDs,
ranked in decreasing order of satisfaction of the query conditions.

• When more pairs ⟨query term, tile coordinates (i, j)⟩ are specified in the same query,
they can be aggregated either by the fuzzy “AND” or by the fuzzy “OR” operators,
which are resolved by merging the ranked lists each pair evaluation produces by the
min or the max of the RSVs respectively.

The last part of the query evaluation consists in selecting from the candidate list
retrieved by query part 1 only the PIDs that satisfy query part 2, that is PIDs with
RSV > 0 and in presenting them ranked according to the decreasing values of their
RSVs.

4 Experiment

In order to evaluate the feasibility of the approach we simulated a content-based meta-
discovery on a sample collection of time series of NDVI image (whose domain is
D = [0, 1]) computed for the time period between 2010 to 2015 from MODIS multi‐
spectral remote sensing images with a revisiting period of 7 days. The images have
distinct BB and a dimension of 1580 KB each. So conducted the experiment simulates
a worse scenario with respect to a real one, where the dimension of the image previews
is smaller in size. First of all, in order to test scalability and efficiency several indexing
processes have been performed on a PC with 16 MB RAM and Intel i7 4th generation
processor, 7200 rpm HD with increasing numbers of tiles and linguistic values with
triangular shape. Table 2 reports the dimension of the metadata, the indexing process
elapsed time and the compression ratios with respect to the metadata and index. The
compression ratio determines the granularity of the ROI that can be specified in a query.
Our intention is to provide a discovery service capable to select an ordered list of images
that match the query condition on a minimum ROI (a BB) as specified by a stakeholder.
This BB dimension determines the number of tiles. The number of linguistic values
determines the granularity of the query terms that can be specified. To select the proper
number of tiles we specified the minimum ROI (45.459;9.509;45.157;10.078) corre‐
sponding to the cultivated plains of Lombardy region, South East of Milano and North
West of Cremona, extending for about 20 km2. This ROI dimension determined the
choice of the compression ratio close to 2000 obtained with 64 tiles. Furthermore eight
linguistic values have been considered, seven of which with triangular shaped member‐
ship functions evenly distributed on [0, 1] as depicted in Fig. 1 and a point-like member‐
ship function for no data values defined as follows: 𝜇NoData(−1) = 1 else 𝜇NoData(v) = 0
for v ≠ −1.

The objective of the query session was to retrieve images in which the specified
ROIs, that we know being agronomic districts, thus cultivated with crops or pasture, are
in a particular phase of vegetation growth: they can be crops at their apex, or in a rotating
phase when distinct crops are in distinct growth phases ion the same ROI, or in the rest
season.
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Maximum values are mostly due to the presence of clouds, while, when asking “crop
harvesting time” associated with medium NDVI, we expected in top positions of the
retrieved list the images taken during summer time, the period in which the vegetation
is at the apex in the agronomic district: thus, in evaluating the precision of the retrieval
with respect to such queries we considered that the correct answers are images with
timestamp during summertime, when the crops were at the maximum vigorous in the
ROI. Conversely, we expected in top positions the images taken in wintertime when
asking for “bare soil” associated with minimum-low NDVI, when meadows are in the

Table 2. Indexing performance.

Number of tiles
Number linguistic
terms

Metadata
dimension

Index dimension In dexing time Images/metadata
compression ratio

Images/index
compression ratio

4(2 × 2)
5 7061 82744 30′′ 61907,5 5282,9
7 7098 82070 36′′ 61584,8 5326,3
9 8145 85178 36′′ 53668,3 5131,9
13 9226 88668 38′′ 47380,1 4929,9
16(4 × 4)
5 25677 114646 31′′ 17024,1 3812,9
7 26151 115148 36′′ 16715,6 3796,2
9 30001 125410 36′′ 14570,5 3485,6
13 34318 137827 37′′ 12737,6 3171,6
64(8 × 8)
5 92485 215680 31′′ 4726,5 2026,7
7 96234 219511 37′′ 4542,4 1991,4
9 109464 247301 37′′ 3993,4 1767,6
13 126414 285835 39′′ 3457,9 1529,3
256(16 × 16)
5 338843 575559 31′′ 1290,1 759,5
7 362619 602552 37′′ 1205,5 725,5
9 405906 671909 37′′ 1076,9 650,6
13 466782 785128 39′′ 936,5 556,8
1024(32 × 32)
5 3432298 4839002 36′′ 127,4 90,3
7 3558918 4982012 39′′ 122,8 87,7
9 3686587 5163856 41′′ 118,6 84,7
13 3890199 5486662 43′′ 112,4 79,7
4096(64 × 64)
5 17728559 24458585 43′′ 24,7 17,9
7 18319131 25096190 46′′ 23,9 17,4
9 18646665 25539918 49′′ 23,4 17,1
13 19299867 26474816 56′′ 22,6 16,5
16384(128 × 128)
5 70039113 96485408 1′2′′ 6,2 4,5
7 72163621 98728312 1′11′′ 6,1 4,4
9 72804625 99622136 1′16′′ 6,0 4,4
13 74607471 102105390 1′28′′ 5,9 4,3
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resting season, and the images taken either in spring or in autumn when asking for
“rotating crops” associated with low-medium NDVI in the same ROI.

The Recall and Precision obtained for six queries are shown in Table 3 which outlines
a greater average precision with respect to recall which is actually more suitable for a
discovery service, where one wants to minimize the download of images which are not
relevant to the request, while is interested in obtaining one or at most a few relevant
images.

Table 3. Recall and Precision for six queries.

Precision Recall
q1 l.00 0.36
q2 0.53 0.40
q3 1.00 0.21
q4 0.66 0.93
q5 1.00 0.74
q6 1.00 0.70
Average 0.86 0.56

5 Conclusion

The proposal has been conceived for empowering current discovery services of big geo-
data repositories of remote sensing image products with content-based image retrieval
capabilities. As far as we know this is a novel feature in the context of remote sensing
image provider discovery services. It is based on a simple, effective and original fuzzy
content and spatial based representation of the image variable, that exploits current
textual information retrieval techniques for achieving scalability. Further work is needed
in order to perform a thorough implementation and evaluation of the proposal.
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Abstract. A new effective algorithm and a system for paraphrase iden-
tification have been developed using a machine learning approach. The
system architecture has the form of a multilayer classifier. According to
their strategies, sub-classifiers of the lower level make decisions about the
presence of paraphrase in sentences, while a super-classifier of the upper
level makes the final decision. Conducted experiments demonstrated that
the system has the accuracy of the paraphrase detection comparable with
the best known analogous systems while being superior to all of them in
implementation.

Keywords: Machine learning · SVM · Paraphrase identification

1 Introduction

The paraphrase identification task is one of the primary objectives in computa-
tional linguistics. This is due to the close relativeness of the paraphrase detection
to the difficult problem of semantic analysis of natural language texts. To date,
the development of algorithms for paraphrase detection has attained many sig-
nificant achievements. Such algorithms use mainly a machine learning approach.
As a rule, systems that demonstrate the most accurate results on standard para-
phrase corpora use powerful and resource-consuming techniques such as Recur-
sive Neural Networks, Convolutional Neural Networks, and Non-negative Matrix
Factorization. In addition to non-triviality and ambiguity in the applications of
neural networks, we should also emphasize the algorithmic complexity of Non-
negative Matrix Factorization. These methods are too complex to be applied in
practical systems operating in real time. This is the main obstacle limiting their
practical use.

The authors of this paper set the goal to develop a full-fledged system oper-
ating online in real time that should recognize paraphrase and be capable of
processing huge flows of information. Therefore, we choose the method of Sup-
port Vector Machine as the basic approach along with the development of the
original multilevel classification system. The key idea behind this approach is the
c© Springer International Publishing AG 2017
H. Christiansen et al. (Eds.): FQAS 2017, LNAI 10333, pp. 164–173, 2017.
DOI: 10.1007/978-3-319-59692-1 14
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development of a set of lower level sub-classifiers that are trained to accurately
identify certain types of paraphrases. The super-classifier at the upper level ana-
lyzes the data provided by the sub-classifiers and decides about the presence of
paraphrase.

The system has been developed and tested using the standard Microsoft
Research Paraphrase Corpus (MSRP), and it demonstrates the accuracy of para-
phrase identification that can be compared to the best up-to-date systems.

2 Related Work

Most of the previous works dedicated to paraphrase identification that use meth-
ods of machine learning aimed at creating an optimal set of features also known
as effective feature space.

There were determined several types of features including:

– features based on strings and words including n-gram overlap of words and
symbols [13], and features based on the assessment of machine translation
quality [10];

– features based on the knowledge that use external lexical resources such as
WordNet [5];

– features based on evaluating differences of syntax correlations between two
sentences [2];

– features being evaluated in corpora based on the distribution models of sim-
ilarity and Latent Semantic Analysis [6,7].

In modern studies, researchers refrain from the hand-crafted selection of fea-
tures for distribution modeling and neural network solutions. Hua He, Kevin
Gimpel and Jimmy Lin [8] implemented convoluted neural network for calculat-
ing multi-perspective similarity of sentences. Their system demonstrates preci-
sion at the state-of-the-art level (accuracy = 78.6%, F1 = 84.73% on the MSRP
corpus). Cheng and Kartsaklis [1] implemented distributional models together
with recursive neural network for syntax-aware multi-sense word embeddings
for deep compositional models of meaning, thus completing the task with much
better results than the ones demonstrated previously (accuracy = 78.6%, F1
= 85.3% on MSRP). At present, the best results are demonstrated by Ji and
Eisenstein [9] who use Non-negative Matrix Factorization and Kullback-Leibler
divergence to optimize features space (accuracy = 80.4%, F1 = 85.9% on MSRP).

Nitin Madnani, Joel Tetreault and Martin Chodorow [10] developed the algo-
rithm that consists of 8 machine translation quality metrics for calculating the
similarity of sentences and one upper level classifier that makes the final deci-
sion based on the assessments of the lower level metrics. Despite the absence
of powerful and resource-consuming computations, this algorithm demonstrates
the state-of-the-art level results (accuracy = 77.4%, F1 = 84.1% on MSRP),
significantly exceeding in simplicity of implementation all the aforementioned
methods.

The algorithm presented in this article could be considered as belonging to
that class of methods for paraphrase identification.
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3 Description of the Method

To detect paraphrases, a two-level classifier was built (Fig. 1). On the lower level,
the input data are pairs of sentences. The task is to check whether these sen-
tences constitute paraphrases of each other. It is achieved by selection of prime
classifiers, each of them is trained to detect paraphrases of a certain type. These
classifiers determine the presence or absence of paraphrase for each incoming
pair. On the upper level, the received results are assessed by the main classifier
that makes the final decision.

Fig. 1. Architecture of the two-level classifier

For training, a set of tagged pairs of sentences is required for the system (tag
1 – paraphrase/0 – absence of paraphrase).

We denote the first and the second sentences as r and c respectively, |x| - is
a count of tokens in a sentence x.

Features used for training are as follows:

1. Sentence Length Difference – comparison of lexeme quantities in sentences.

SLD(r, c) =
|r| − |c|

|r| (1)

SLD∗(r, c) =
1

d|r|−|c| (2)

where d - is a constant number (we took d = 0.8).
2. N-Grams Comparing – comparison of unigrams, bigrams, and trigrams

NGCN (r, c) =
|NGramsN (r)

⋂
NGramsN (c)|

|NGramsN (r)| (3)

where NGramsN (x) – the set of word sequences with length N in a sen-
tence x.
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3. Dependencies Similarity – similarity of syntax dependencies

DS(r, c) =

∑

d∈DTr

∑

i∈rdep=d

max
j∈cdep=d

sim(i, j) · BP (|rdep=d|, |cdep=d|)

|DTr| · BP (|DTr|, |DTc|) (4)

where DTx – set of all existing syntax dependencies in a sentence x; xdep=d –
all lexemes of a sentence x connected with dependency d; sim(x, y) – indicator
of similarity for lexemes x and y calculated on the basis of WordNet; BP (x, y)
– Brevity Penalty:

BP (x, y) =
{

1, if y > x

e1− x
y , if y ≤ x

(5)

4. Dependencies Comparing – comparison of syntax dependencies

DC(r, c) =
|dependencies(r)

⋂
dependencies(c)|

|dependencies(r)| (6)

where dependencies(x) = {(i, j, d) : i and j are connected with the relation d
in a sentence x }

5. Syntactic N-Grams Comparing – comparison of syntax unigrams, bigrams,
and trigrams. The calculation is done the same way as for usual N-grams,
though here syntax N-grams are sequences of lexemes, which are subgraphs
of sentence dependency trees.

Measures of semantic proximity developed in the models of machine translation
are also used:

6. BLEU [11]

BLEU(r, c) = BP (r, c) × exp

[
L∑

n=1

1
L

× log(pn(r, c))

]

(7)

where L is the maximum n-gram size. The n-gram precision pn is given as
follows:

pn(r, c) =

∑
x∈NGramsn(c)

count(x,NGramsn(r) ∩ NGramsn(c))
∑

x∈NGramsn(c)
count(x,NGramsn(c))

(8)

where count(x,X) is the count of an element x in a set X.
7. BLEU, where sequences of meaningful words are used for N-grams, that is:

IDF (x, docs) > K (9)

where IDF is the abbreviation for the Inverse Document Frequency:

IDF (x, docs) = log(
|docs|

|docs|x∈docs|
); (10)

docs – corpus of documents; K – a certain threshold depending on the
peculiarities of a document corpus.
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8. BLEU, where sequences of syntax N-grams are used.
9. NIST [4]

NIST (r, c) =
N∑

n=1

BP (r, c) ×
∑

x∈NGramsn(c)
Info(x)

count(x,NGramsn(c))
(11)

where Info(x) is the information weight, we use IDF metric to compute
(11): Info(x) = IDF (x, docs).

10. METEOR calculates a lexical similarity score based on a word-to-word align-
ment between two strings [3]. Words are matched if and only if their surface
forms are identical; words are matched if they are both members of a syn-
onym set according to the WordNet database.

11. BADGER is a method based on information theory and data compression.
It implements efficient Normalized Compression Distance (NCD) utilizing
the Burrows Wheeler Transformation (BWT) [12].

Each measure M(x, y) has two variants of implementation: precision M(x, y)
is a function as is, and recall M(y, x) – the same function is used but the
arguments-sentences are given in inverse order. All measures using comparison
of lexemes have two variants of implementation: total lexeme coincidence and
lexemes synonyms coincidence.

To train the classifiers of the lower level, it is necessary to create training sets
for each classifier (Fig. 2). Each of them should be able to determine paraphrases
of a certain set of types. Besides, each type of paraphrases could be contained
in training sets for several classifiers. Due to this, the coverage of all types of
paraphrases and mutual insurance of classifiers are guaranteed while solving a
task. Thus, questions arise – what a paraphrase type is, how to model it, and how
to determine the type of paraphrases for each pair of sentences. As a working
hypothesis the following assumption is used: two pairs of sentences belong to
the set of paraphrases of the same type, if after processing these two pairs of
sentences they have a certain subset of features with close values.

During the first stage of the algorithm training, for set of pairs of sen-
tences from the training sub-corpus of the Microsoft Research Paraphrase Corpus
(MSRP) a training matrix is being calculated for values of features fi.

During the second stage, with the use of clustering algorithms the train-
ing matrix is partitioned into the set of matrices: training+1 , training+2 , ...,
training+N and training−

1 , training−
2 ,..., training−

M :

training+ =
N⋃

i=1

training+i , training− =
M⋃

i=1

training−
i (12)

training+ ∪ training− = training (13)

where training+ and training− are the sets of vectors formed by feature values
for all pairs of sentences tagged as paraphrase or non-paraphrase correspond-
ingly.
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To make classifiers be able to “support” each other when making decisions
in each particular case, a training set should consist of several different types
of paraphrases so that the sets can intensively overlap. For this, the following
condition should be met for training+ and training−:

∀i∃j : training+i ∩ training+j �= ∅ (14)

∀i∃j : training−
i ∩ training−

j �= ∅. (15)

The third stage. Based on the matrices received at the second stage, training

sets are formed by creating n =
(

N
k

)

combinations with sets of {training+i }
and adding to each combination the full training− set, where k is a number
of merged sets. All the corresponding pairs of sentences with vectors of feature
values being included into a certain obtained combination form a training set

for a classifier of lower level clf+
i . Thus, we obtain training sets for n =

(
N
k

)

classifiers clf+
i . Training sets for m =

(
M
k

)

classifiers clf−
i are formed the same

way.
The fourth stage. Training the set of classifiers clf1, clf2, ..., clfn+m is per-

formed on the basis of the obtained sets. After the training, all classifiers process
the whole MSRP training set. Matrix of classifiers decisions for all pairs of sen-
tences that belong to the training corpus together with “paraphrase”/“non-
paraphrase” tags serve as the training set for the super-classifier.

During the fifth stage, the training of the upper-level classifier is performed.
To build the classifiers for the upper and the lower levels, the method of

Support Vector Machine is used.

Fig. 2. Steps of algorithm for building system of classifiers
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4 Algorithm for Building System of Classifiers

Step 1. Automated partitioning of training+ into classes according to the types
of paraphrases.

Pairs of paraphrase that belong to the same type should correlate according
to the values of calculated features. Thus, the values should be close. Some of
the features can be irrelevant for the paraphrase of a certain type. That is why
it is necessary to determine C+ set of such typical sub-sets of paraphrase {c}
that include any two elements with the similar set of values for a certain set of
features. The following conditions should be met:

⋃

c⊆C+

c = training+ (16)

∀c1 ⊆ C+ ∃c2 ⊆ C+ : c1 ∩ c2 �= ∅ (17)

∀c ⊆ C+ ∀x, y ∈ c : x 
l y (18)

where:

– C+ is the set of the received typical sub-sets;
– x 
l y ⇔ ∃X ⊆ F : ‖X‖ = l&∀f ∈ X : |f(x) − f(y)| < ε for selected l and ε;
– F is the set of the implemented features;
– l is a number of features having close values for pairs of sentences that belong

to one type of paraphrases; ε is the maximum value of differences for such
features. Optimal values for l and ε were selected during conducted experi-
ments.

To solve the problem with training+ set of the vectors of the feature values
for the pairs of sentences tagged as paraphrase, N centroids are calculated:
C+

1 , C+
2 ,..., C+

N – the most distant from each other elements in training+. The
following conditions should be met for the centroids:

C+
1 , C+

2 , ..., C+
N ∈ training+ (19)

∑

i,j∈1..N&i�=j

dist(C+
i , C+

j ) → max (20)

where dist is the Euclidean distance between two elements. We select such cen-
troids C+

i that the sum of distances among them is maximum possible.
After the selection of centroids, each element from the training+ set is added

to one or several clusters, which are determined by C+
1 ,C+

2 ,..., C+
N centroids.

Condition that element x gets to the cluster c+i determined by the centroid C+
i

if the x 
l C+
i holds. This way, N clusters are built: c+1 , c+2 , ..., c+N .
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For the elements that haven’t been selected to any class, Step 1 is repeated
recursively, though with modified N , l and ε parameters. As a result, N ′ clusters
are built, each of them consists of pairs of paraphrase sentences taken from
the training set, which together form the training+ set. Besides, they should
not have an empty intersection. The intensity of intersections is determined by
parameters N , l and ε.

Step 2. From c+1 , c+2 , .., c+N ′ we form n =
(

N ′

k

)

of all possible combinations

of k clusters. To each of combinations, a training− set is added. After selecting
the corresponding pairs of sentences from the training corpus, the training sets
T+
1 , T+

2 , ..., T+
n are received.

Step 3. Using standard methods from library http://scikit-learn.org/stable/
modules/feature selection.html for each training set T+

1 , T+
2 , ..., T+

n for SVM
method, the optimal set of features {f1, f2, ..., fk} is formed using the initial set
of the implemented features F .

Step 4. Classifiers of the lower level clf+
1 , clf+

2 , ..., clf+
n train based on T+

1 ,
T+
2 , ...,T+

n using the corresponding optimal sets of features.

Step 5. The same way the classifiers clf−
1 , clf−

2 , ..., clf−
m are generated. Together

with clf+
1 , clf+

2 , ..., clf+
n they constitute the classifiers of the lower level clf1,

clf2, ..., clfn+m.

Step 6. When the training is completed, all the classifiers process the whole
training set. The matrix of solutions made by classifiers clf1, clf2, ..., clfn+m

for all pairs of sentences from the training corpus together with the pairs tags
serve as a training set for super-classifier of the upper level. The training of the
classifier of the upper level is performed.

Step 7. The trained system processes the test corpus of the pairs of sentences.

5 Results of Experiments

Training and testing were performed using the Microsoft Research Paraphrase
Corpus set. The corpus consists of 5,800 sentences taken from different sources
with tags signaling whether a certain pair constitutes paraphrase or not. Besides,
the corpus is divided into the training set with 4,076 pairs of sentences (2,753
positive: 67,5%) and a the testing set with 1,725 pairs of sentences (1,147 positive:
66,5%).

Tables 1 and 2 demonstrate the results of experiments on the Microsoft
Research Paraphrase Corpus set.

As seen, the chosen method has demonstrated the results that can
be compared with the best existing algorithms (Table 1, www.aclweb.org/
aclwiki/index.php?title=Paraphrase Identification (State of the art)) with–out
additional implementation of powerful methods such as neural networks, Latent
Semantic Analysis, and Non-negative Matrix Factorization. To some extent, the

http://scikit-learn.org/stable/modules/feature_selection.html
http://scikit-learn.org/stable/modules/feature_selection.html
www.aclweb.org/aclwiki/index.php?title=Paraphrase_Identification_(State_of_the_art)
www.aclweb.org/aclwiki/index.php?title=Paraphrase_Identification_(State_of_the_art)
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Table 1. Comparisons of our system results (the last line) with the existing state-of-
the-art systems

Algorithm Description Accuracy F1

MTMETRICS [10] Combination of eight machine
translation metrics

77.4% 84.1%

Multi-Perspective CNN [8] Multi-perspective Convolutional
NNs and structured similarity layer

78.6% 84.7%

SAMS-RecNN [1] Recursive NNs using syntax-aware
multi-sense word embeddings

78.6% 85.3%

TF-KLD [9] Matrix factorization with
supervised reweighting

80.4% 85.9%

Two-level classifier Multilayer classifier 77.86% 85.16%

Table 2. Experiment results

Algorithm Precision Recall Accuracy F1

Single classifier based on SVM 76.29% 89.19% 74.38% 82.23%

Two-level classifier (N = 5, l = 7,
ε = 1.3e − 3, k = 3)

75.02% 95.03% 75.65% 83.84%

Two-level classifier (N = 5, l = 8,
ε = 1.3e − 3, k = 2)

76.76% 95.64% 77.86% 85.16%

developed method could be considered as a generalization of the algorithm [10].
From this point of view our algorithm gives better precision results compared
to its predecessor. The main improvement of implementation has been achieved
by optimization of training sets for lower level classifiers in such a way that each
of them should be able to determine paraphrases of a certain set of types and
each type of paraphrases could be contained in training sets for several classi-
fiers. Hence, the coverage of all types of paraphrases and mutual insurance of
classifiers are guaranteed.

The proposed two-level system demonstrates accuracy of paraphrase identi-
fication and evaluation of F1 almost as good as the best existing state-of-the-art
systems. At the same time it has advantages that are the ease of implementation
and less required computing resources.

To evaluate the efficiency of the developed two-level architecture we have
built a single system of paraphrase identification based on SVM algorithm imple-
mented with the use of the abovementioned features 1–11. Standard methods of
http://scikit-learn.org/stable/modules/feature selection.html library have been
used to optimize the set of features. As we can see from the results of Table 2,
the two-level system developed in both implemented configurations (the second
and the third lines) overcomes the single system based on the SVM method (the
first line).

http://scikit-learn.org/stable/modules/feature_selection.html
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6 Conclusions

The research paper describes a new effective algorithm for the paraphrase identi-
fication task using machine learning. The experiments demonstrated high accu-
racy in paraphrase identification that can be compared to the results achieved
by the existing state-of-the-art systems while being superior to all of them in
implementation.

Acknowledgments. The authors of the article are grateful to PHASE ONE: KARMA
LTD. company, especially to the Unplag team for the support in research and consid-
erable assistance in the development, testing and implementation of the paraphrase
identification method.
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Abstract. A wide spectrum of methods for knowledge extraction have
been proposed up to date. These expensive algorithms become inexact
when new transactions are made into business data, an usual problem in
real-world applications. The incremental maintenance methods arise to
avoid reruns of those algorithms from scratch by reusing information that
is systematically maintained. This paper introduces a software tool: Data
Rules Incremental Maintenance System (DRIMS) which is a free tool
written in Java for incrementally maintain three types of rules: associa-
tion rules, approximate dependencies and fuzzy association rules. Several
algorithms have been implemented in this tool for relational databases
using their active resources. These algorithms are inspired in efficient
computation of changes and do not include any mining technique. We
operate on discovered rules in their final form and sustain measures of
rules up-to-date, ready for real-time decision support. Algorithms are
applied over a generic form of measures allowing the maintenance of a
wide rules’ metrics in an efficient way. DRIMS software tool do not dis-
cover new knowledge, it has been designed to efficiently maintain inter-
esting information previously extracted.

Keywords: Association rules · Approximate dependencies · Incremen-
tal maintenance · Active databases

1 Introduction

Association Rules (ARs), Approximate Dependencies (ADs) and Fuzzy Associ-
ation Rules (FARs) are ones of the best studied models for knowledge discovery
in the data mining research field. They represent associations or dependencies
among attributes’ values in a data repository [1]. Many algorithms have been pro-
posed to improve the mining process and create more efficient methods [4,22,35].
However, these proposed algorithms could become expensive when dealing with

c© Springer International Publishing AG 2017
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huge amounts of data, commonly stored in data warehouses or very large and
big databases.

The knowledge discovered by these methods is specific for the current stage
of the repository in which they were run. In real-world applications, a data
repository is not static and records are commonly inserted, updated or deleted,
following real activities in the universe of discourse. These continuous changes
can render the measures of rules inexact and eventually invalid [16]. The incre-
mental rule mining method arise to avoid re-run algorithms from scratch and
re-scan the whole data. This is specifically useful when real-time data information
is required. Example applications can be found in the field of data streams like
web click stream data, sensor networks data, and network traffic data [19,20,32].
Emerging research in big data offers similar issues in association with veloc-
ity and volume [27,34]. At this time, many research efforts are being made to
improve the performance [14,16,18].

In this work we describe a Data Rules Incremental Maintenance System
(DRIMS) tool that formally implements incremental maintenance algorithms into
relational databases using their active resources [24]. DRIMS is a free and open-
source tool completely written in Java available from the GitHub platform [25].
There are two main applications of the tool: (1) the tool safety manages a reposi-
tory of rules such as creating new rules, and (2) the tool can generate an SQL script
to maintain the rules measures up-to-date in an efficient way. We also present the
algorithms implemented in DRIMS, and the experimental results obtained from
active relational database with real educational data and repository datasets. A
common characteristic of algorithms implemented is the efficient maintenance of
existing rules, keeping their measures just-in-time available for real-time decision
support [29].

The remainder of this paper is organized as follows. Some related works
are reviewed in Sect. 2. The algorithms implemented in DRIMS are described
in Sect. 3. In Sect. 4 we briefly present the graphical user interface. Section 5
presents the experimental results of the proposed methods for the performance
evaluation. Finally, Sect. 6 concludes this paper summarizing the results of our
work.

2 Related Work

Association rules can formally be represented as an implication of itemsets (sets
of items) in transactional databases [1]. Let It = {It1, It2, . . . , Itm} be a non-
empty set of m distinct attributes. Let T be the transaction scheme that contains
a set of items such that It ⊆ T. An AR is an implication of the form X ⇒ Y
where X,Y ⊂ It such that X �= ∅, Y �= ∅ and X ∩ Y = ∅. In this statement X
and Y are called rule itemsets and they are the antecedent and consequent of
the rule, respectively. The ADs and FARs can be represented through an AR
perspective. We follow our research group’s results in ADs [28] and FARs [9].

Numerous algorithms for mining ARs have been proposed at this time based
on Apriori approach [1]. These Apriori-like algorithms generate the candidate
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itemsets level-by-level, which might cause multiple scans of the database and
high computational costs. In order to avoid re-scanning the whole data and
breaking Apriori bottlenecks, many algorithms have been proposed by using
tree-structures [14,30]. The frequent-pattern tree (FP-tree) proposed by [12] is
a milestone for the development of ARs based upon this method. The FP-tree is
used to compress a database into a tree structure which stores only large items.
After the FP-tree is constructed, a mining algorithm called FP-growth derives
all large itemsets in a second step [12].

In real-world applications, data repository is not static. Generally, data will
increase with time. Traditional batch mining algorithms solve this problem by re-
scanning the whole data when new transactions are inserted, deleted or modified.
This is clearly inefficient because all previous mined information is wasted. The
incremental mining defines this issue as an update problem and reduces it to find
the new set of large itemsets incrementally. Algorithm FUP (Fast UPdate) [8],
is the first algorithm for incremental mining of ARs when new data transactions
are added to a database.

Although the FUP approach improves a mining performance in dynamic
environments, the original database is still required to be re-scanned. Extended
tree structures are being designed for FP-tree to handle efficiently this problem
[14,16,18]. These proposals improve the pioneer tree-structure in different ways
but maintain the execution of FP-growth algorithm in a second step. Some
related researches are still in progress.

Unlike incremental mining methods, DRIMS handles the update problem by
maintaining the measures of previous discovered rules, just like we explain in
detail for ARs and ADs [26]. That does not lead to maintain itemsets infor-
mation, instead, existing rules measures are directly updated in an incremental
way. After the rules discovering process, DRIMS keeps only the extracted rules.
In Fig. 1 three scenarios are illustrated when a system decision-maker needs the

decision-maker

decision-maker

decision-maker

Batch Mining Algorithm

DB

Rule Base

update

incremental

Incremental Mining Algorithm

DB
update

Tree structure

incremental
Rule Base DB

rules access

a)

b)

c)

maintenance

maintenance

real-time measures
of rules

Rule Base

DRIMS

Incremental Algorithms

access

Fig. 1. (a) Real-time measures by batch mining method, (b) incremental mining
method, and (c) DRIMS incremental maintenance proposal.
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real-time measures of previously discovered rules. That includes the batch min-
ing method, the incremental mining method, and DRIMS algorithms.

3 Data Rules Maintenance Proposals

ARs, ADs and FARs are different data relationships that share some similari-
ties [21]. These data dependencies are referred to as Data Rules (DRs) in the
remainder of this paper for a common reference. Many research activities pro-
pose measures of rules with different properties such as the certainty factor [3],
and their number is overwhelming [10,15]. Existing measures for DRs are usu-
ally defined by counting a total number of records that satisfy some condition.
These conditions are generally associated with the antecedent, consequent, rule
examples, and counterexamples among others [10,15].

In DRIMS algorithms, each DR measure value is considered a set of k dis-
tinct data rule measure-parts DRM = {Mp1, Mp2, . . ., Mpk} in which each
item represents a different part of the measure formula. Measure-parts must be
atomic, it means that they cannot be divided into smaller items and still bring
the same measure value. For example, confidence can be split into two parts:
count of antecedent and count of (antecedent ∪ consequent). On the other hand,
the certainty factor needs three parts: count of antecedent, count of consequent
and count of (antecedent ∪ consequent). In this way, it is possible to main-
tain efficiently several metrics at the same time because metrics shares some
measure-parts. For example, following [15] it is viable with only five distinct
measure-parts to maintain 20 interestingness measures simultaneously. The final
data rule measure value is a formula over DRM parts.

3.1 Immediate Incremental Maintenance Algorithm

An immediate approach in DRIMS is oriented to update the rule base immedi-
ately after the event takes place, in an active fashion. The primitive event type,
called a primitive structural event (PSE), is a single low-level event. A composite
type is a combination of multiple primitive or composite structural events (CSE).
This immediate approach verifies the specific rules that must be updated only
with the changes made by a PSE. It means that only one record can be checked
at a time. Incremental view maintenance algorithms offer multiple solutions.
Specifically, a counting algorithm for view maintenance [11] provides an inter-
esting perspective. The following Algorithm 1 presents the proposed immediate
incremental maintenance where rule measures are updated for data operations.

The measure-parts Mpk are constantly updated in the proposed algorithm.
However, the incrementing of measure-parts are quite different depending on the
DR type. For example, to obtain an AD measure each measure-part Mpk ∈ ADM
is calculated by aggregating the catt attribute in AEk [26]. For this immediate
proposal, rule base refreshing is made without access to the base relation.
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Algorithm 1. Immediate incremental maintenance for a DR
Input: A composite structural event CSE that modifies the attributes related

in list L, and measure-parts DRM of X ⇒ Y data rule.
Output: An updated measure-parts DRM.
Method:

1 foreach PSE ∈ CSE do
2 if (PSE = Δ t−+) then /* update event */

3 if (L ∩ {X ∪ Y } �= ∅) then
4 foreach Mpk ∈ DRM do
5 if (L ∩ {involved attributes in Mpk} �= ∅) then
6 update Mpk, increment with t−+

0 ;

7 update Mpk, decrement with t−+
1 ;

8 else if (PSE = Δ t+) then /* insert event */

9 foreach Mpk ∈ DRM do
10 update Mpk, increment with t+;

11 else /* delete event (PSE = Δt−) */

12 foreach Mpk ∈ DRM do
13 update Mpk, decrement with t−;

14 return DRM

3.2 Deferred Incremental Maintenance Method

A deferred approach efficiently maintains a fuzzy rule base up-to-date but not
for each data operation. This method computes modified instances in a data
transition and updates fuzzy rule base for these relevant instances. Principal
differences of immediate and deferred maintenance approaches are illustrated in
Fig. 1.

The deferred proposal is divided into two subproblems. The first subproblem
consists of computing the relevant affected instances of a database transition.
In this step, we build a relevant operations set at real-time, after each primitive
structural event takes place. A different approach would be to scan the original
operation set to reduce their number. The second one is related to incrementally
update the rule base with those relevant instances.

Affected transition instances computation must consider the relationships
among primitive events. These interactions are controlled by net effect poli-
cies [6,7,24]. For example, if a record is inserted and next deleted in the same
database transition, then these events do not provoke any variation to the final
database state and its measures of rules. In this approach, each database relation
related with any rule has two auxiliary relations: insert relation (I ) and delete
relation (D). The insert and delete auxiliary relations register the insert, update,
and delete events (t+ ∪ t−+

1 and t− ∪ t−+
0 respectively) according to net effect

considerations [26]. These relevant structural events are computed over relations
in real-time by the active Algorithm 2.
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Algorithm 2. Compute relevant instances that may modify DRs
Input: A composite structural event CSE, I and D the auxiliary relations of

base relation.
Output: Auxiliary relations I and D updated for a CSE.
Method:

1 foreach PSE ∈ CSE do
2 if (PSE = Δ t−+) then /* update event */

3 if ({t−+
0 ∩ I } = ∅) then

4 insert into I values t−+
1 ;

5 insert into D values t−+
0 ;

6 else
7 update u∈I set u=t−+

1 where u=t−+
0 ;

8 else if (PSE = Δ t+) then /* insert event */

9 insert into I values t+;

10 else /* delete event (PSE = Δt−) */

11 if ({t− ∩ I }= ∅) then
12 insert into D values t−;

13 else
14 delete u∈I where u = t−;

15 return I, D

This active process adds a minimum activity over regular data operations,
just the necessary ones to store relevant instances and to apply net effect poli-
cies. The behavior of the algorithm is similar when considering only insertion
and deletion events, but note the benefits of using update occurrences when a
record is already inserted or modified. The rule base is updated only with these
instances, by incrementing previous rules information. These rule base updates
could be made automatically with a decision-maker’s rule base access or sched-
uled. In this step, Algorithm3 is presented in order to update DRM.

Algorithm 3. Deferred incremental maintenance for relevant instances
Input: I, D auxiliary relations of Algorithm 2 output, and measure-parts DRM.
Output: An updated measure-parts DRM.
Method:

1 foreach Mpk ∈ DRM do
2 update Mpk, increment with I ;
3 update Mpk, decrement with D ;

4 empty I ;
5 empty D ;
6 return DRM
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This deferred proposal, like the immediate one, updates the rule base without
access to the base relation. This is an important feature in a huge amount of data
where the access to complete information is highly inefficient. Also, it entails the
benefits of having only two auxiliary relations against more.

4 A Graphical User Interface

To increase the usability of our algorithms, we have designed DRIMS, a simple
and friendly user interface Fig. 2 (left). It has a wizard-based interface, where
through a few steps, users can create their own rules. The tool has two main pos-
sible applications: manage a repository of rules (such as create new rules, delete
old rules or modify the existing ones) and the implementation of algorithms to
maintain rules measures up-to-date in an efficient way.

The tool has three main menus, two of them are intended for rule’s repository
management and a third for the implementation of those rules into a business
database. Creating rules in the repository is done through a multi-step wizard
where the antecedent and consequent are defined as shown in Fig. 2 (right).

Fig. 2. The graphical user interface of DRIMS at start-up (left) and rule creation
(right).

4.1 Prerequisites

As previously presented in the introduction, compilation and execution of
DRIMS requires an installed and configured Java environment. The Java Run-
time Environment (JRE) is a free software and may be obtained from ORA-
CLE’s web pages1. In the current version, DRIMS can implement algorithms in
two of the main opensource database managements systems: PostgreSQL2 and
MySQL3. However, the tool also allows to create rules without maintaining a
connection to the database.

1 Java Runtime Environment, https://www.java.com/en/download/.
2 PostgreSQL Global Development Group, http://www.postgresql.org.
3 MySQL Community Server, http://dev.mysql.com/downloads/mysql/.

https://www.java.com/en/download/
http://www.postgresql.org
http://dev.mysql.com/downloads/mysql/
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4.2 Rules Implementation

The data rules are stored through an XML repository. The tool validates that
repository using an XSD schema. For each rule, regardless of its type, the com-
mon attributes are stored. That includes the antecedent and consequent of the
rule, the type to which it belongs and the relationship to which it refers. Note
that in the case of FARs their linguistic labels are also stored for each existing
attribute in the rule. In the case of ARs the tool processes quantitative rules’
[31] as well as other more complex types of rules such as negative association
rules [33].

Finally, the rules stored in the repository can be implemented directly in the
business database as shown in Fig. 3 (left). The antecedent and consequent of
the rules are grammatically parsed by a small translator made with ANTLR v4
[23] grammar parser. With the use of ANTLR/StringTemplates the SQL script
that implements the incremental maintenance of the rule measure is generated.

The SQL script generated is composed primarily of active database resources
[24] such as triggers. Besides the triggers, DRIMS tool can creates in busi-
ness database catalog other objects such as views, functions and tables. These
resources are created according to the chosen method and the rule’s type to be
implemented. In the graphical interface as shown by Fig. 3 (right) we can to list
all resources of the generated script. This window also allows to run this script
in the business database and save it as a plain text.

Fig. 3. The graphical user interface for rule’s implementation (left) and script’s manip-
ulation (right).

5 Experimental Results

The experiments over DRIMS algorithms have been designed to observe the dif-
ferent behaviors of the proposed methods in order to consider their implementa-
tion in real applications. The experiments also compare the proposed algorithms
with those reported in the literature. These are being performed on real data
and real structural events obtained from SWAD, a web system for education
support at the University of Granada [5].
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Fig. 4. Proposals comparison for ARs and FARs maintenance on execution times (left)
and measures update times (right) in PostgreSQL.

Results illustrate the performance of proposed algorithms in order to main-
tain seven ARs, seven ADs and seven FARs. These rules were discovered using
the KEEL data mining software tool [2]. Maintenance is implemented using the
certainty factor metric from two open source database management systems:
PostgreSQL Server version 9.2.2 and MySQL Server version 5.6.13. Both man-
agement systems show similar results. The experiments were carried out on a
dedicated GNU/Linux server with eight processors i7-2600 at 3.4 GHz and 15 GB
of main memory.

The experiments have been designed to observe two approaches’ behavior:
active process execution time and measures update time. The former presents
consuming time when processing different numbers of primitive structural events
on studied dataset. The latter exposes the consuming time for the rule mea-
sures update, after the same primitive structural events take place. The prim-
itive structural events contain database insert, update, and delete operations
extracted from real database transitions. In Fig. 4 these results are presented for
ARs and FARs in PotsgreSQL.

The performance of proposed algorithms was also compared with traditional
and incremental algorithms for FARs maintenance. In Fig. 5 a total execution
time is presented for proposed algorithms, batch mining, and incremental min-
ing methods for different datasets. These datasets were obtained from the UCI
Machine Learning Repository [17]: the Diabetes 130-US hospitals for years 1999–
2008 (diabetes), the Color Texture and the Color Moments parts of Corel Image
Features. Details about these datasets can be found on the UCI Machine Learn-
ing website. For diabetes datasets nine attributes were selected. Seven FARs were
extracted using KEEL data mining software tool from each dataset in order to
be incrementally maintained by proposed algorithms.

Our proposal reflects the total time of executing 5 K data operations plus
updates measures of rules in order to maintain the fuzzy rule base up-to-date.
Batch and incremental mining methods reflect the mining execution time for the
same goal. The fuzzy Apriori algorithm stands for batch mining methods. For
incremental mining methods we only consider the fuzzy FP-growth [13] execution
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Fig. 5. Related and proposed algorithm comparison of total execution time for FARs
maintenance in different datasets.

time and depreciate the fuzzy FP-tree build time, assuming it was incrementally
maintained. This approach is referred to as incremental fuzzy FP-growth. For
fuzzy Apriori and fuzzy FP-growth algorithms, three fuzzy regions were defined
for numeric attributes. The minimum support threshold was set at 10% and
minimum confidence threshold at 80%. Both mining algorithm experiments were
developed using the KEEL data mining software tool.

6 Conclusion

In real-world applications, records are commonly inserted, updated or deleted
outdating the previous extracted knowledge as inexact and invalid. In some
scenarios, it is necessary to re-run traditional mining or incremental mining
algorithms only for updating previous discovered rules. It is possible, from
another perspective, to maintain the known rules incrementally by computing
data changes efficiently.

In this paper, DRIMS is presented as the free and open-source software tool
for incrementally maintaining previous discovered rules. It has a wizard-based
interface, where through a few steps users can create and manage their own
rules. This tool implements two algorithms for maintenance purpose of associa-
tion rules, approximate dependencies and fuzzy association rules. Experimental
results on real data and operations show that DRIMS maintenance proposals
achieve a better performance against the batch mining and incremental mining
approach. We believe this work represents a powerful enhancement to the incre-
mental maintenance of previous discovered data rules and their implementation
in business relational databases for real-time decision support.
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1. Agrawal, R., Imieliński, T., Swami, A.: Mining association rules between sets of
items in large databases. SIGMOD Rec. 22(2), 207–216 (1993)
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in incremental databases. In: Li, X., Zäıane, O.R., Li, Z. (eds.) ADMA 2006. LNCS,
vol. 4093, pp. 56–63. Springer, Heidelberg (2006). doi:10.1007/11811305 5

17. Lichman, M.: UCI machine learning repository (2013)
18. Lin, C.W., Hong, T.P.: Maintenance of pre large trees for data mining with modi-

fied records. Inform. Sci. 278, 88–103 (2014)
19. Liu,C.-Y.,Tseng,C.-Y.,Chen,M.-S.: Incrementalmining of significantURLs in real-

time and large-scale social streams. In: Pei, J., Tseng, V.S., Cao, L., Motoda, H.,
Xu, G. (eds.) PAKDD 2013. LNCS, vol. 7819, pp. 473–484. Springer, Heidelberg
(2013). doi:10.1007/978-3-642-37456-2 40

20. Liu, H., Lin, Y., Han, J.: Methods for mining frequent items in data streams: an
overview. Knowl. Inf. Syst. 26(1), 1–30 (2011)

21. Medina, R., Nourine, L.: A unified hierarchy for functional dependencies, condi-
tional functional dependencies and association rules. In: Ferré, S., Rudolph, S.
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Abstract. Intrusion detection relies on the analysis of flows of network
and system events that are checked against signatures or models of nor-
mality to raise alerts. However, these alerts are often the result of hav-
ing detected a single step in the unfolding sequence of activities of an
attacker, and techniques relying on simple alerting fall short in recog-
nizing or preventing subsequent actions. Here we present the design and
prototype implementation of a novel intrusion detection approach based
on agents that are triggered in reaction to alerts that use attack patterns
as working hypotheses. Those agents query the real-time stream of alerts,
matching them with a particular attack pattern and a graph model of the
network being monitored. The architecture for that system scales using
the distributed streaming framework of Apache Kafka and a lightweight
agent container, allowing for long-lived monitoring of attack hypotheses,
each of them embodied in a single agent. The approach is tested against
synthetic flows of data representing single-node and multi-step “island
hopping” scenarios.

Keywords: Intrusion detection · Attack patterns · Stream queries ·
Asynchronous agents

1 Introduction

Current Intrusion Detection Systems (IDS) work on real-time streams of
data. A stream can be considered an infinite sequence of append-only (info,
timestamp) pairs, where the tuple represents a piece of data about an event, be
it at the system, network or application level. Considering this, the fundamental
task of an IDS (as for example Snort [15]) deployed in a single network node
(or in a subnetwork in the case of other kind of detection systems [11]) is that
of contrasting the stream of raw events with a set of rules or models with the
purpose of detecting suspicious or anomalous evidence and deliver alerts from
c© Springer International Publishing AG 2017
H. Christiansen et al. (Eds.): FQAS 2017, LNAI 10333, pp. 186–197, 2017.
DOI: 10.1007/978-3-319-59692-1 16
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them. This also in general applies to more complex systems that aggregate and
correlate events, e.g. Log Managers (LM) as GrayLog1 or Splunk2, or Security
Event and Information Management (SIEM) systems as OSSIM3.

Alert data produced by these systems can also be considered a stream, a
derived one in which events are yet qualified (and usually enriched or combined)
by some other component. Typically, IDS, LM or SIEM systems classify the
alerts they produce using some form of taxonomy or tagging, a priority indicator,
and provide some additional references to external information that refers to
the knowledge used to craft the rule or filter. This is the base information on
which decision-making and response is currently supported. Existing research
has proposed the use of ontologies for a better description of the alerts and their
context [19], but they are not widely deployed to date.

Significant progress on intrusion detection has resulted in a variety of detec-
tion techniques. However, many of them rely on an approach that use rules or
filters that require seeing one or a number of event simultaneously, due to the
rule firing paradigm as in e.g. [16]. This does not fit well with the detection
of convoluted, multi-step attack patterns, that may span days or even months.
Concretely, the emergence of Advanced Persistent Threats (APT) requires new
approaches [4] in which detection becomes a long-term process and uses some
form of adversarial knowledge, that is currently only available via descriptions
of attack patterns in semi-structured form.

In this paper, we present the model, design and prototype implementation
of an approach to long-term intrusion detection that combines three sources of
information: an adversarial knowledge model extracted from known attack pat-
terns, a model of the network structure and status, and a semantically homo-
geneous stream of data. Decision processes on what is an intrusion take place
along an undefined time span, instead of as an instantaneous rule firing event.
The main element of the approach is that of agents that hypothesize that a given
attack pattern is unfolding, and query the continuous stream of data in search for
evidence, that is matched against the representation of the attack pattern itself.
As a result of using a network model that conveys data on network paths and
vulnerability scores, it is also able to produce predictions on estimated highly
likely adverse events. This is achieved by the ability to integrate models similar
to those of the Cauldron system [9].

The model scales by relying on state-of-the-art SIEM or LM for the aggre-
gation of real-time events, and then uses message brokering systems and inde-
pendent agents instead of a monolithic knowledge-based approach, allowing for
scalability and flexibility in updating the set of adversarial models.

The rest of this paper is structured as follows. Section 2 briefly surveys pre-
vious related work on intrusion detection models. Then, the agent and query
model is described in Sect. 3. Section 4 reports the prototype implementation of

1 https://www.graylog.org/.
2 https://www.splunk.com.
3 https://www.alienvault.com/products/ossim.

https://www.graylog.org/
https://www.splunk.com
https://www.alienvault.com/products/ossim
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that model on scalable technologies and a setup for experimentation and testing.
Finally, conclusions and outlook are provided in Sect. 5.

2 Related Work

In this section we first briefly revise existing surveys on intrusion detection tech-
niques, and then succinctly discuss the two main features of the presented app-
roach: using a knowledge-based agent model and scalability.

2.1 Existing Surveys and Approaches to Pattern Detection

There are many surveys related to intrusion detection, reflecting the volume and
variety of the literature in the topic. Some of them are restricted to some partic-
ular technique of machine intelligence or type of network, but only a few adopt
a more general scope. Among them, in the report [1] we can find a broader tax-
onomy. Following that, our approach can be considered a higher level approach
based on programmed signatures, and using state-modeling and in some sense
expert-system based as it combines different models. But it is also compound in
the sense that the events produced by any other computational technique [24]
can be used as input. The work of Cuppens and Miege [6] approach alert cor-
relation using abduction on scenarios, and are thus similar to the graph based
method described here, but they do not tackle with the monitoring and querying
aspects of the stream of alerts.

2.2 Agent-Based Systems and Intrusion Detection

The idea of using multi-agent systems for intrusion detection has been around
for more than two decades. Early ideas on that topic focused on the autonomous
capacity of agents to monitor hosts and then interchange information among
them using transceiver architectures [2,18]. However, the role of those agents
has been largely taken over by IDS software that is now widely deployed across
networks. This is the reason why we aim at complementing IDS software as in
many other more recent approaches that add some agent-based collaboration
[12] rather than implementing the IDS using agents [7]. In other direction, the
aggregation and correlation of events is now the role of also widely used SIEM or
LM systems [25]. For that reason, we use a narrower approach to agents, as a way
of decoupling query and reasoning, complementing the deployment of the just
mentioned software pieces for the particular purpose of long-term monitoring,
similarly as for example in [5].

2.3 Scalability of Intrusion Detection

IDS are optimized to cope with high volumes of network packets, and there have
been proposals to use specialized hardware-software architectures as GPUs for
the task [22]. As our approach complements the IDS and SIEM deployment, it
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focuses on scalability at another point in the architecture, after the aggregation
of events done by LM or SIEM [20]. It is thus a sort of analytic task that could
be scaled in clusters with approaches as those described in [21].

3 Proposed Model

The model proposed is based on a functional architecture as depicted in Fig. 1.
The model is based on assuming that alerting and logs are centrally managed
in a LM or similar system. Then, an event queue (EQ) is used as a buffer for
the agents that query the incoming flow of alerts. In other direction, a network
model is gathered from the network, represented as a labeled graph. That graph
may incorporate information from routers and firewalls along with vulnerability
status of nodes, similarly to the models used in [9]. All that different models
are used by three kind of agents with a clear separation of concerns. These are
described in the following subsections, together with a third source of knowledge,
that of attack hypotheses (i.e. representations of attack patterns).

Fig. 1. Functional architecture of the proposed solution

3.1 Attack Patterns

The key characteristic of the approach presented here is that it is knowledge-
based in the sense that it queries events, network models and the current pro-
visional hypothesis driven by an attack pattern. This requires that the steps in
that attack pattern are expressed in the same vocabulary. The Common Attack
Pattern Enumeration and Classification (CAPEC) taxonomy provides a sort of
ontology for describing attack steps [13], but requires some additional formaliza-
tion. Most of the patterns found in CAPEC are actually basic, single step, but
some can serve as a basis for a more complete language, possibly adapting also
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other patterns that can be found in the literature, for example, those typical in
worm infection [14]. The Malware Attribute Enumeration and Characterization
(MAEC) framework links malware description to patterns making use of CAPEC
for describing the relevant behaviour with a high-level malware taxonomy [10].

The pattern itself can be represented as a directed acyclic graph (DAG)
of steps, each of which correspond to a directly or indirectly observable event,
with one or several start states. Formally, we will consider for each pattern i
a graph Φi = (S, T ) where S is the set of nodes representing steps and T the
set of arcs that represent possible following events and are tagged with ontology
properties, e.g. type(tk) with tk ∈ T may be same guarding the transition so
that it constrains it to an event in the same node as the previous, or other
to represent that the attack unfolds to a different node (or other possible rela-
tions). Each node sj ∈ S is tagged with kind(sj) that represents a term in
the taxonomy or ontology of alert types. Initial steps are explicitly labeled as
init(sj). For example, CAPEC-28 “fuzzing” pattern can be represented as a
simple sequence of detection events. However, the current description of attack
patterns is mainly described from the attacker’s perspective. This makes that
for example other fuzzing patterns are also in CAPEC are not formally cross-
referenced, e.g. CAPEC-215 that is specific of fuzzing on Web servers. Figure 2
provides an integrated view of both patterns using the security controls refer-
enced as “detective”.

Fig. 2. Example simple pattern from CAPEC-28 and CAPEC-215

In CAPEC, it is possible to extract relationships among detectable events also
indirectly via CanFollow relationships, but these are still used rather sparsely
in the database.

It should be noted that the patterns represented in the kind of models
described impose some constraints on the modeling of attacker behaviour. They
could be extended for example to probabilistic graphs to incorporate more infor-
mation, or allow for relating patterns among them as variants or clusters of
typical co-occurring attacker behaviour. However, here we stick to the basic
graph model as the first proof of concept of the architecture.
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3.2 Stream Queues and Classification

It is assumed that events across the network are gathered in a sort of log man-
agement (LM) system or a SIEM, which may do some sort of initial processing
or interpretation of events produced by independent systems as IDSs.

All the interesting events considered by the LM are then sent to a stream
queue that serves as a single source of events for the rest of the system. Events in
the sequence of events E are in the form ei = (info, timestamp). The required
fields in info are only the location of the event (typically, the address of the
host affected), and the kind of the event.

Different intrusion detection systems use different vocabularies for report-
ing the types of alerts in kind. The first task is thus that of classifying events
according to some sort of ontology, so that other agents use a single, consistent
terminology. That ontology is the same as that used in attack pattern graphs
Φ to label the nodes, e.g. kind(sj). The use of an ontology language in formal
logics allows for the application of subsumption and reasoning in general when
deciding graph traversal, but flat hierarchies can also be used for simplicity.

As an example, the following Snort rule fragment detects a particular kind
of sniffing activity.

alert icmp $EXTERNAL_NET any -> $HOME_NET any
(msg:"PROTOCOL-ICMP PING Sniffer Pro/NetXRay network scan";
itype:8; content:"Cinco Network, Inc.";
...classtype:misc-activity; ...)

However, the classtype is in this case non informative. The ontology would
mediate in transforming an event triggered by this alert into a kind sniffing
(or a subclass of it), so that it can be matched against graphs as depicted in
Fig. 2. This will be the main task of classifier agents, as described below.

3.3 Spawning Monitoring Agents

A first agent spawner takes the database of attack patterns [Φ] and attempts to
match the current event in the stream with the start states of attack patterns.
Each pair (Φi, a) is an hypothesis that an attacker is starting his activity based
on the evidence given by event a with the intention captured in Φi.

It should be noted that eventually different agents under different hypotheses
may be working on the same stream of events. This requires the scalability of
the system with a worst case complexity of O(init([Φ]) × |E|) with init([Φ])
the amount of start states in the pattern database. It is difficult to estimate
the actual average workload needed as some agents may live for long periods of
time. This requires a lightweight approach with small overhead to the concurrent
activity of monitoring agents.
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3.4 Long-Lived Queries Using Attack Graphs

Each monitoring agent takes the current network graph G as the baseline, ini-
tially annotating the node with the triggering event.

The graph G = (N,A) is a network model of nodes ni and their connectivity
that may be of a complex nature4. In general, it is required that it is capable of
answering two basic questions described in Table 1, in order for the algorithm to
decide on the progress in the pattern.

Table 1. Primitives for the graph model G

Verb Result

reachable(ni, nj) Node is reachable from other node

vulnerable(ni, mj) Node is vulnerable to given attack mechanism mj

It should be noted that vulnerability can be implemented in flexible terms.
An option may be that of using some global scoring as CVSS that has been
used as a belief elsewhere [8], or a more informed combination of such with some
measure or estimation of weakness to the given mechanism of attack category.
Reachability can be interpreted in a crisp sense as network reachability, but it
can also be combined with some score measuring the attack surface of the node.

The process of querying the stream of data can then be seen as a graph match-
ing algorithm. Given an attack pattern Φ taken as working hypothesis, the process
is that of taking the next event from the stream of alerts and consider if the
alert represents a possible event under the current annotated network graph G.
Algorithm 1 describes the main elements of the algorithmic approach.

Algorithm 1. Match alert stream under hypothesis φ

1: procedure Match-alert(a, G, Φ) � Match next alert to current state
2: loc, kind ← info(a)
3: next ← targets(G, kind) � Potential nodes for given alert
4: if loc ∈ next ∧ matches(a, Φ) then � Match with attack graph
5: G, n ← annotate(G, a)
6: end if
7: if istarget(G, n, Φ) ∨ curtime() > LIMIT then � Check finalization
8: alert(self)
9: selfdestruct()

10: end if
11: end procedure

4 It should be noted that this graph in general has ‘self loops’ as in general the same
node is accessible to an attacker in an unfolding situation.
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The targets function queries the network graph G for nodes that are
reachable and vulnerable for the current state of the unfolding attack. Reach-
ability is checked against the network restrictions (subnetworks, firewalls), and
vulnerability is relative to the attack mechanism kind. Then, if the node affected
by the event is in that potential set of targets, the attack graph is used to check
if the inclusion of the event in the graph conforms to the pattern. Eventually,
the graph model is annotated for upcoming iterations. Termination is considered
after some timeout or when a leave in the attack graph is reached.

The process can be seen as a continuous query to the stream of events fol-
lowed by queries that match the attack graph and the network graph. Finally,
prediction can be done by querying the next steps in the pattern graph, then
matching with the current state of the network graph.

4 Implementation and Experimental Evaluation

4.1 Prototype Architecture

The prototype has been deployed using Apache Kafka5, a fault-tolerant and
scalable queue system as the stream back-end of the alert system. This serves
as the source of alerts (records in Kafka) and simulates the infrastructure that
in practice will be provided by a SIEM or LM system.

The agent system was implemented using the aiomas framework in Python,
that abstracts RPC (remote procedure call) and network messaging together
with concurrent programming using asyncio standard libraries, providing light
coroutine primitives and scalability to thousands of agents in one or several con-
tainers. Classifiers and triggerers are grouped as Kafka consumers thus providing
effective load balancing, while monitoring are not, as all the events need to be
broadcasted to them.

The network graph G is handled using networkx, after querying a Neo4j
graph database. Attack pattern graphs Φ are also handled with networkx but
in this case, using graphviz text files as input just as a convenience format, as
they are typically very small in size, and the ones extracted from CAPEC are
uncomplicated.

The ClassifierAgent uses a mapping of the following alert type classifica-
tions with a terminology extracted from the indicators in CAPEC patterns:

– Snort 2.9.9 default classifications6.
– Suricata 3.2.1. classification metadata7.

A total of 28 terms were extracted from the three sources of information. This
may seem a rather small amount, but it should be noted that some indicators
are not considered alerts as they have also legitimate uses, and the descrip-
tions of the patterns are not complete in many cases. There are alert types that
5 https://kafka.apache.org/.
6 http://manual-snort-org.s3-website-us-east-1.amazonaws.com/.
7 https://github.com/inliniac/suricata/blob/master/classification.config.

https://kafka.apache.org/
http://manual-snort-org.s3-website-us-east-1.amazonaws.com/
https://github.com/inliniac/suricata/blob/master/classification.config
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require additional context-specific information as Suricata’s policy-violation
that refers to corporate security policies (and are thus unspecific in nature), and
others generic as misc-activity that have not been included.

The classifier agent simply inspects the raw source Kafka topic (a topic is a
category of records), substitutes the kind field of the events and then submits
the alert to the processed queue, that is used by the TriggererAgent. That
agent matches the next event to initial states of attack graphs and eventually
spawns new MonitoringAgents under the hypothesis of a particular graph Φi

with the network graph annotated in the location node of that event with the
given kind term.

Finally, MonitoringAgents subscribe to the processed stream of events and
follows the above-described algorithm looking for potential unfolding attacks.
These agents inspect the same topic as the triggerer agent, so that it is possible
that the same event is used both for starting and hypothesis check and also as
evidence for an intermediate step in an existing check.

4.2 Evaluation with Graph Models from CAPEC

Evaluating intrusion detection for high-level attack patterns is challenging due
to a complete lack of datasets. There are datasets and proposals for datasets
synthesis [17] for particular classes of scenarios, but not in the case of multi-step
patterns that are the focus of our proposal. It is thus impractical to attempt to
evaluate the approach using the usual performance indicators as precision, recall
or false negatives or positives.

As a consequence, the evaluation of the approach has been done in two steps.
The first step was that of assessing the modeling approach using meta and
standard CAPEC patterns. The second was that of generating synthetic traffic
from hypothetical attackers simulated using agent-based modeling.

The analysis of CAPEC 2.9 descriptions (using its downloadable XML seri-
alization) found only 202 occurrences of the type=‘‘Detective’’ attribute for
capec:Security Control elements, with many of them repeated. Most of them
did not have a direct mapping to the taxonomy of alerts extracted from IDS
classifications, and many of them were sitting at the application level, including
indicators related to anomalous SQL or Web traffic. In any case, information for
building the complete graphs was incomplete, as detective indicators rarely cov-
ered all the capec:Attack Step phases in the attack but were generic or related
only to its inception.

The implementation used the miniKanren embedded Domain Specific Lan-
guage (DSL) for logic programming [3], available for many languages (here we
have used the logpy8 implementation of miniKanren). The language is expres-
sive enough for the above-presented simple queries that match the annotated
state of the network graph with the attack pattern, and provides a declarative
environment for its augmentation.

8 https://github.com/logpy/logpy.

https://github.com/logpy/logpy
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The core query needed is that of locating the next network nodes that are
affected by k in the current (hcurr, k) pair representing the host and alert type
of the next stream alert. The following code shows the basic two parallel goals
accounting for events expected on the same or other host, according to the
pattern hypothesis (h and k2 are fresh variables).

res = run(0, h,
conde(

[hosts(h, True), vulnerable(h, k),
affected(h, k2), same(k2, k)],

[(hosts, h, True), (vulnerable, h, k),
(affected, h2, k2), (other, k2, k),
(equalo, (h, h2), False)] ))

That basic query entails that the actual hcurr is among the responses, the
event has to be annotated. Further, other elements in h can be considered pre-
dicted or at-risk nodes (the query for a given bound k can be driven by the most
critical vulnerabilities, for instance). An interesting consequence of the progres-
sive graph traversal is that each agent does not need to have its own copy of the
full network model, but only of those nodes that are reachable from the set of
nodes already involved, so that graph is built stepwise.

The most interesting patterns are those that are informally called “island
hopping” attacks, in which an attacker breaks into a host then uses that host
as a platform to break into others. This has been simulated using the mesa9

agent-based modeling (ABM) framework. ABM libraries allow for the explicit
modeling of adversarial behaviour, which is key in experimenting with attack
pattern detection.

5 Conclusions and Outlook

As security threats in cyberspace become more pervasive and complex, there is
a need for knowledge-based approaches to intrusion detection. The adversarial
and persistent nature of complex attacks requires the capability of long-term
monitoring under adversarial hypotheses.

In this paper, we have reported a model and implementation of an agent-
based system that combines a knowledge model based on known attack patterns
with querying and matching a semantically homogeneous stream of events with
a graph model representing the network and its constraints. The model has
the following relevant features: (a) it integrates with current state of the art
technology that combines IDS events into LM or SIEM systems, (b) it scales
to larger networks and net flows by using queuing systems and decentralizing
the monitoring process, and (c) it is able to operate with different hypotheses in
parallel and along long time spans, becoming a promising approach to convoluted
and persistent attacks. The main limitation of the approach presented is that of

9 https://github.com/projectmesa/mesa.

https://github.com/projectmesa/mesa
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the current lack of elaboration of attack patterns, which are described in semi-
structured form and have different degrees of elaboration, which makes difficult
in practice its translation to graph models. Also, matching event classifications
from IDS to a common vocabulary is challenging, so more work is needed in
establishing a complete and consistent language for querying investigative events.

The approach presented here can be extended in a number of ways. There
are a number of elements in the architecture that could be used as additional
information for the decision-making process. These may include considering vul-
nerability scores as probabilities, a priori probabilities for attack pattern graphs
and vagueness in priority scores in alert events. However, the lack of empir-
ical datasets for convoluted patterns constrains the possible contrast of such
approaches to date. In other direction, the interaction of the approach presented
with a feedback cycle as that implemented for single-step detection in the AI2

system [23] has the potential of overcoming the limitations of encoding attack
patterns manually.
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Abstract. Intuitionistic Fuzzy Sets (IFSs) are an extension of fuzzy
sets. Each element x of the IFS A has degrees of a membership (μA(x))
and of a non-membership (νA(x)) so that 0 ≤ μA(x) + νA(x) ≤ 1. The
pair 〈μA(x), νA(x)〉 is called an Intuitionistic Fuzzy Pair (IFP). A lot of
operations, relations and operators are defined over IFPs. In the paper,
novel operations over IFPs are introduced and some of their basic prop-
erties are studied. Geometrical interpretations of these operations are
given. Open problems are formulated.

Keywords: Intuitionistic fuzzy conjunction · Intuitionistic fuzzy dis-
junction · Intuitionistic fuzzy pair · Multiplication · Intuitionistic fuzzy
negation

1 Introduction

In [2], the authors introduced the concept of Intuitionistic Fuzzy Pair (IFP),
defined some operations, relations and operators over it and properties of their
properties. Here, some new operations from multiplicative type are introduced
and some of their algebraic properties are studied.

The IFP is an object in the form 〈a, b〉, where a, b ∈ [0, 1] and a + b ≤ 1, that
is used for evaluation of objects or processes and which components (a and b) are
interpreted as degrees of membership and non-membership, or degrees of validity
andnon-validity, or degree of correctness andnon-correctness, etc.The geometrical
interpretations of the IFPs are the same as those of the IFSs. The most popular of
them is shown in Fig. 1.
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Fig. 1. The most popular geometrical interpretations of the IFPs

For the needs of the discussion below, by analogy with, e.g., [1], we define
the notion of Intuitionistic Fuzzy Tautological Pair (IFTP) by:

“x is an IFTP if and only if a ≥ b”,

while p is a Tautological Pair (TP) iff a = 1 and b = 0.
Let us have two IFPs x = 〈a, b〉 and y = 〈c, d〉. In [2], a lot of relations are

defined over IFPs. The most important from them are

x < y iff a < c and b > d,
x ≤ y iff a ≤ c and b ≥ d,
x > y iff a > c and b < d,
x ≥ y iff a ≥ c and b ≤ d,
x = y iff a = c and b = d.

Also, the following analogues of operations “conjunction” and “disjunction”
are introduced in [2]:

x ∧1 y = x ∩ y = 〈min(a, c),max(b, d)〉,
x ∨1 y = x ∪ y = 〈max(a, c),min(b, d)〉,
x ∧2 y = x.y = 〈a.c, b + d − b.d〉,
x ∨2 y = x + y = 〈a + c − a.c, b.d〉.

Let, as above, x = 〈a, b〉 be an IFP and let α, β ∈ [0, 1]. In [2], the basic
modal type of operators are defined. Here, we give definition of only some of
them, that will be used in the discussion below:

Gα,β(x) = 〈α.a, β.b〉
Hα,β(x) = 〈α.a, b + β.(1 − a − b)〉
Jα,β(x) = 〈a + α.(1 − a − b), β.b〉,

where for the last two operators, α + β ≤ 1.
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2 Main Results

Now, for two IFPs x = 〈a, b〉 and y = 〈c, d〉, we introduce the following novel
operations from multiplicative type:

x ×1 y = 〈max(a, c), bd〉,
x ×2 y = 〈min(a, c), bd〉,
x ×3 y = 〈ac, bd〉,
x ×4 y = 〈ac,min(b, d)〉,
x ×5 y = 〈ac,max(b, d)〉.

First, we must mention that for every two IFPs x and y: x ×i y is an IFP for
each 1 ≤ i ≤ 5 and

x ×5 y ≤ x ×4 y ≤ x ×3 y ≤ x ×2 y ≤ x ×1 y.

Moreover, the inequalities are valid:

x ∧2 y ≤ x ×5 y ≤ x ×1 y ≤ x ∨2 y,

x ×5 y ≤ x ∧1 y ≤ x ×2 y,

x ×4 y ≤ x ∨1 y ≤ x ×1 y.

Second, we see that for a, b, α, β ∈ [0, 1] so that a + b ≤ 1 and α + β ≤ 1:

〈α, β〉 ×3 〈a, b〉 = Gα,β(〈a, b〉).

On the other hand, operator Gα,β is applicable for values of α and β for
which 1 < α + β ≤ 2, while the pair 〈α, β〉 is not an IFP. Operations ×1 and ×2

are to some extent analogues of operator Jα,β , while operations ×4 and ×5 are
analogues of operator Hα,β .

Third, let x and y have the above forms and let z = 〈e, f〉. Then, we check
directly the validity of the following equalities for 1 ≤ i ≤ 5:

x ×i y = y ×i x,

(x ×i y) ×i z = x ×i (y ×i z).

Fourth, for each IFP x:

〈0, 1〉 ×1 x = x = x ×1 〈0, 1〉,
〈1, 0〉 ×5 x = x = x ×5 〈1, 0〉,
〈1, 0〉 ×1 x = 〈1, 0〉 = x ×1 〈1, 0〉,
〈0, 1〉 ×5 x = 〈0, 1〉 = x ×5 〈0, 1〉,

while the rest operations do not satisfy similar equalities.
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Let

L = {〈a, b〉|a, b ∈ [0, 1] & a + b ≤ 1}

be the set of all IFPs. The following assertions follow from above results

Theorem 1. 〈L,×1, 〈0, 1〉〉 and 〈L,×5, 〈1, 0〉〉 are commutative monoids.

Theorem 2. 〈L,×2〉, 〈L,×3〉 and 〈L,×4〉 are commutative semigroups.

None of these five objects is a group.

Theorem 3. If x and y are IFTPs, then x ×1 y, x ×2 y and x ×3 y are IFTPs.

Theorem 4. If x and y are TPs, then x ×1 y, x ×2 y, ..., x ×5 y are TPs.

Fifth, in intuitionistic fuzzy propositional logic there are already definitions
of 53 different intuitionistic fuzzy negations, only one from which is a classical
one, as defined by

¬〈a, b〉 = 〈b, a〉.

Now, we see that for every two IFPs x and y:

¬(¬x ×1 ¬y) = ¬(¬〈a, b〉 ×1 ¬〈c, d〉)
¬(〈b, a〉 ×1 〈d, c〉) = ¬〈max(b, d), ac〉

〈ac,max(b, d)〉 = x ×5 y

and

¬(¬x ×5 ¬y) = ¬(¬〈a, b〉 ×5 ¬〈c, d〉)
¬(〈b, a〉 ×5 〈d, c〉) = ¬〈bd, max(a, c)〉

〈max(a, c), bd〉 = x ×1 y;
¬(¬x ×2 ¬y) = ¬(¬〈a, b〉 ×2 ¬〈c, d〉)

¬(〈b, a〉 ×2 〈d, c〉) = ¬〈min(b, d), ac〉
〈ac,min(b, d)〉 = x ×4 y

and

¬(¬x ×4 ¬y) = ¬(¬〈a, b〉 ×4 ¬〈c, d〉)
¬(〈b, a〉 ×4 〈d, c〉) = ¬〈bd, min(a, c)〉

〈max(a, c), bd〉 = x ×2 y.
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Therefore, operations ×1 and ×2 have the behaviour of operation disjunction,
while operations ×4 and ×5 have the behaviour of operation conjunction.

On the other hand,

¬(¬x ×3 ¬y) = ¬(¬〈a, b〉 ×3 ¬〈c, d〉)
¬(〈b, a〉 ×3 〈d, c〉) = ¬〈bd, ac〉

〈ac, bd〉 = x ×3 y.

Therefore, operation ×3 has the behaviour of Toader Buhaescu operation
(see [3]):

〈a, b〉@〈c, d〉 = 〈a + c

2
,
b + d

2
〉.

Obviously, it can be interpreted as a conjunction, as well as a disjunction.
Therefore, we can extend the list of existing operations intuitionistic fuzzy

conjunctions and disjunctions with the new 3 conjunctions (×3,×4,×5) and 3
new disjunctions (×1,×2,×3).

Having in mind that a lot of intuitionistic fuzzy conjunctions and disjunctions
do not satisfy the standard De Morgan’s Laws and satisfy their modified forms
about the different intuitionistic fuzzy negations (see [1]), an interesting Open
Problem is the following: which form will have De Morgan’s Laws for the other
52 negations and the above five operations.

Sixth, if we have IFPs x and y, defined above and if they have the geometrical
interpretation from Fig. 2, then the geometrical interpretations of IFPs x ×1 y,
..., x ×5 y are shown on Figs. 3, 4, 5, 6 and 7.

(0,1)

(0,0) (1,0)

•

•

c a

b

d
y

x
b

Fig. 2. Geometrical interpretation of
IFP x and y

(0,1)

(0,0) (1,0)

•

•

c a

b

d
y

x
x ×1 ybd •

Fig. 3. Geometrical interpretations of
IFP x ×1 y



206 K. Atanassov et al.

Seventh, for each IFP x with the form 〈a, b〉, the following two modal type
operators are defined, e.g., in [1]:

�x = 〈a, 1 − a〉,
♦x = 〈1 − b, b〉.

Now, we can check the validity of the following inequalities for each i (1 ≤
i ≤ 5):

�x ×i �y ≥ �(x ×i y),
♦x ×i ♦y ≤ ♦(x ×i y).

Really, for example for i = 4, we obtain:

�x ×4 �y = �〈a, b〉 ×4 �〈c, d〉
= 〈a, 1 − a〉 ×4 〈c, 1 − c〉
= 〈ac,min(1 − a, 1 − c)〉
= 〈ac, 1 − max(a, c)〉
≥ 〈ac, 1 − ac〉.

(0,1)

(0,0) (1,0)

•

•
bd

c a

b

d
y

x
x ×2 y

•

Fig. 4. Geometrical interpretations of
IFP x ×2 y

(0,1)

(0,0) (1,0)

•

•

ac c a

b

d
y

x
x ×3 ybd •

Fig. 5. Geometrical interpretations of
IFP x ×3 y

On the other hand,

�(x ×4 y) = �〈ac,min(b, d)〉 = 〈ac, 1 − ac〉.

Therefore, the assertion is proved.
Eight, let as above, x = 〈a, b〉 be an IFP and let α, β ∈ [0, 1]. In [2], the two

basic level of operators are defined by:

Pα,β(x) = 〈max(α, a),min(β, b)〉
Qα,β(x) = 〈min(α, a),max(β, b)〉,
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Fig. 6. Geometrical interpretations of
IFP x ×4 y

(0,1)

(0,0) (1,0)

•

•

ac c a

b

d
y

x

x ×5 y
•

Fig. 7. Geometrical interpretations of
IFP x ×5 y

where α+β ≤ 1. Then the following inequalities for each i (1 ≤ i ≤ 5) hold:

Pα,β(x) ×i Pα,β(y) ≥ Pα,β(x ×i y),
Qα,β(x) ×i Qα,β(y) ≤ Qα,β(x ×i y).

Really, for example for i = 1 we obtain:

Pα,β(x) ×1 Pα,β(y) = Pα,β(〈a, b〉) ×1 Pα,β(〈c, d〉)
= 〈max(α, a),min(β, b)〉 ×1 〈max(α, c),min(β, d)〉
= 〈max(max(α, a),max(α, c)),min(β, b).min(β, d)〉)
= 〈max(α, a, c),min(β, b).min(β, d)〉.

On the other hand,

Pα,β(x ×1 y) = Pα,β(〈a, b〉 ×1 〈c, d〉)
= Pα,β(〈max(a, c), bd〉)
= 〈max(α,max(a, c)),min(β, bd)〉
= 〈max(α, a, c),min(β, bd)〉.

The inequality

min(β, b).min(β, d) ≤ min(β, bd)

is always valid, because, if β ≥ max(b, d), then β ≥ bd and

min(β, b).min(β, d) = bd = min(β, bd);

if b ≤ β ≤ d, then bd ≤ b ≤ β and

min(β, b).min(β, d) = b.β ≤ bd = min(β, bd);



208 K. Atanassov et al.

the check of the case d ≤ β ≤ b is analogous; if β ≤ min(b, d), then

min(β, b).min(β, d) = β2 ≤ bd

and β2 ≤ β, i.e., β2 ≤ min(β, bd). Therefore,

min(β, b).min(β, d) ≤ min(β, bd)

and the assertion is valid.

3 Conclusion

In the present paper, we introduce some novel operations, that in future will be
used as a basis of defining of consequent operations and operators. More specif-
ically, operation ×1 can be used for introducing of a new operation implication,
while operations ×1, ×2, ×4 and ×5 – for definitions of novel modal type of
operators. An Open Problem is: which forms will have the possible intuition-
istic fuzzy implications and generated by them intuitionistic fuzzy negations?
Can they be basis for generating of new intuitionistic fuzzy conjunctions and
disjunctions?
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Abstract. The present paper takes the idea of the level operator Na,b and
proposes a modification called Nc. The aim of the original level operator is to
generate a subset of an intuitionistic fuzzy set A, called (a, b)-set, whose degrees
of membership are above a given level (threshold) a and degrees of
non-membership are below a given level b, where both a, b are fixed numbers in
the [0, 1] interval and a + b � 1. In the modification proposed here, we
introduce the operator Nc that also generates a subset of an intuitionistic fuzzy
set A, where the elements of the subset are those elements of A, for which the
ratio of their degrees of membership to their degrees of non-membership,
respectively, is greater or equal to a given number c > 0.

Keywords: Intuitionistic fuzzy sets � Level operator � InterCriteria analysis

1 Introduction

Following the idea of a fuzzy sets of level a, in [5] K. Atanassov introduced the concept of
(a, b)-set, generated by an intuitionistic fuzzy sets A in a universe E, where a, b 2 [0, 1],
a + b � 1, are fixed numbers. The formal notation of the operator producing this subset
of A is the following:

Na;b Að Þ ¼ f x; lA xð Þ; mA xð Þh i x 2 E & lA xð Þ� a & lA xð Þ� bgj :

Obviously, this level operator decreases the number of elements, preserving only
those elements whose degrees of membership are above a given level (threshold) a and
their degrees of non-membership are below a given level b. A series of properties of the
operator Na,b are checked, involving the set-theoretic operations “negation”, “union”,
“intersection” and the relation “inclusion”. Several trivial modifications have also been
introduced.

Although Na,b as such has not been referred to in the context of the recently
proposed method of InterCriteria Analysis (ICA, first defined in [8]), the idea embodied
in this level operator has already been heavily used. In ICA, a dataset of evaluations or
measurements of m different objects against n different criteria is processed in order to
calculate the pairwise correlations between the n criteria in the form of intuitionistic
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fuzzy pairs, [8]. Determining the top correlating pairs of criteria from the set of n
(n – 1)/2 requires the definition of reasonably chosen thresholds for both the mem-
bership and the non-membership parts of the intuitionistic fuzzy pairs. The methods of
determining these thresholds have been the subject of an extensive multistep research
since 2015, [10, 16], which is still a matter of further improvement and tuning. For a
part of the research community, investigating the ICA method in both theoretical and
applied aspect, including the author, this very question of defining the thresholds
against which the calculated intercriteria evaluations are “sifted through”, represents
the most challenging and distinctive leg of the ICA research (see [10]) and one most
crucial for the utilization of the ICA method to practical applications.

In this paper, we propose a new input to the theory of intuitionistic fuzzy sets by
showing how the level operator Na,b can be modified to the new operator Nc, con-
sidering its potential to further advance the methodology of defining ICA thresholds.

The reader may find it interesting that the idea about this new operator comes from
an area as distant from mathematical logic as marital counselling. It is inspired by the
theory of the American psychologist John M. Gottman that marital relationships are
likely to be stable if they exhibit the “magic ratio” of 5:1 of positive to negative
interactions between the partners (see [11]).

2 Main Results

Let us remind the reader of the definitions of the most basic modal and topological
operators over intuitionistic fuzzy sets (IFSs).

Definition 1 ([3]). Let E be a fixed universe and A � E be a given IFS. Let the
functions lA, mA : E! [0, 1] determine its degrees of membership and non-membership.
Then, the modal operators called, respectively, Necessity and Possibility, are defined by:

Based on this definition, it is easily proved the basic property that when A is a
proper IFS, i.e., there exists an element x 2 E, for which pA(x) > 0, then
and , [3]. More properties and relations between the standard set operations
and these modal operators were proven in details in [4].

Definition 2 ([4]). Let E be a fixed universe and A � E be a given IFS. Then the
topological operators Closure and Interior, denoted respectively by and , are
defined, as follows:
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Before [4], both operators were defined by K. Atanassov in October 1983 (according
to [6]) and their basic properties were studied. In [4], the relations between the standard
set operations and these topological operators, as well as between the modal and the
topological operators over IFSs were studied.

For the needs of the present study, we introduce here the following working
definition.

Definition 3. Let us call an IFS A m-positive, if for each IFS A we have (8x 2 E)
(mA(x) > 0). Let us define for each m-positive IFS A the following operator

NcðAÞ ¼ f x; lAðxÞ; mAðxÞh i x 2 Ej &
lAðxÞ
mAðxÞ � cg;

where c is an arbitrary non-negative real number.

We are ready to formulate the following statements for the properties of the newly
defined operator.

Theorem 1. For every two m-positive IFSs A and B:

(a) NcðA\BÞ � NcðAÞ \NcðBÞ;
(b) NcðA[BÞ � NcðAÞ [NcðBÞ:

Proof. For both statements, we will use the consideration that from lA � c.mA and lB
� c.mB it follows that max(lA, lB) � c.min(mA, mB).

(a) NcðA[BÞ ¼ f xjh minðlAðxÞ; lBðxÞÞ
maxðmAðxÞ; mBðxÞÞ � cg � f xjh lAðxÞ

mAðxÞ � c &
lBðxÞ
mBðxÞ � cg

¼ f xjh lAðxÞ
mAðxÞ � cg\ f xjh lBðxÞ

mBðxÞ � cg ¼ NcðAÞ \NcðBÞ:

(b) NcA[NcB ¼ f xjh lAðxÞ
mAðxÞ � cg[ f xjh lBðxÞ

mBðxÞ � cg

¼ f xjh lAðxÞ
mAðxÞ � c[ lBðxÞ

mBðxÞ � cg � f xjh maxðlAðxÞ; lBðxÞÞ
minðmAðxÞ; mBðxÞÞ � cg

¼ Nc ðf x;maxðlAðxÞ; lBðxÞÞh ;minðmAðxÞ; mBðxÞÞ x 2 EgÞ ¼j ðNcA[BÞ:

This completes the proof. ☐

New Modified Level Operator Nc Over Intuitionistic Fuzzy Sets 211



Theorem 2. For every m-positive IFS A, .

Proof. Let for the IFS A, it holds that
inf
y
ðlAðyÞÞ

sup
y
ðmAðyÞÞ � c. Then, from

sup
y
ðlAðyÞÞ� lAðxÞ� inf

y
ðlAðyÞÞ� c: sup

y
ðmAðyÞÞ� c:mAðxÞ� c: inf

y
ðmAðyÞÞ;

it follows that . This completes the proof. ☐

Theorem 3. For every m-positive IFS A, .

Proof. For the m-positive IFS A, it follows that 1 – lA(x) � mA(x) > 0. Hence, if

x 2 Nc(A), then lAðxÞ
1�lAðxÞ � c: Therefore, 1�mAðxÞ

mAðxÞ � lAðxÞ
mAðxÞ �

lAðxÞ
1�lAðxÞ � c and, hence,

= {〈x | lAðxÞ
1�lAðxÞ � c} � {〈x | lAðxÞmAðxÞ � c} = A � {〈x | 1�mAðxÞ

mAðxÞ � c} = . This

completes the proof. ☐

Theorem 4. NcðNdðAÞÞ ¼ NdðNcðAÞÞ ¼ Nmaxðc;dÞðAÞ.
Proof. For the m-positive IFS A, it follows that

NcðNdðAÞÞ ¼ Ncðf x; lAðxÞ; mAðxÞh i xj 2 E &
lAðxÞ
mAðxÞ � dgÞ

¼ f x; lAðxÞ; mAðxÞh i xj 2 E &
lAðxÞ
mAðxÞ � c &

lAðxÞ
mAðxÞ � dg

¼ f x; lAðxÞ; mAðxÞh i xj 2 E &
lAðxÞ
mAðxÞ �maxðc; dÞg ¼ Nmaxðc;dÞðAÞ:

This completes the proof. ☐

Finally, we will note the graphical interpretation of the new operator Nc onto the
intuitionistic fuzzy interpretational triangle, given on the Fig. 1 below.

Fig. 1. Graphical visualization of the operator Nc onto the IF triangle
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3 Conclusion

In the modification proposed here, we introduce the operator Nc which for a given
intuitionistic fuzzy set A produces a subset of Nc(A), where the elements of the subset
are those elements of A, for which the ratio of their degrees of membership to their
degrees of non-membership, respectively, is greater or equal to a given number c > 0.
Several basic properties are checked for the so proposed operator of level type.

The idea about this modification was inspired by an application of the intuitionistic
fuzzy sets-based method of InterCriteria Analysis, where defining and finely tuning of
the thresholds of evaluation of the results of ICA analysis has been the core subject of
an extensive recent investigation in both theoretical (e.g. [1, 7, 9, 14, 15]) and applied
aspect (e.g. [2, 12, 13]). The idea to determine the best correlating ICA pairs (and IFS
elements), based on a factor with which their membership exceeds their
non-membership parts, is a novel idea, which is in line with the recent development of
the ICA threshold analysis, which aims at rendering account on both the intercriteria
membership and non-membership degrees together in parallel, rather than using them
in isolation or consecutively [10].

Practical applicability of the operator Nc in ICA or in any other relevant, IFS-based
decision making method, has been so far an unexplored, yet perspective direction of
research, which requires approbation and analysis with concrete datasets from diverse
application areas.

Acknowledgements. The author is grateful for the support provided under Grant Ref.
No. DFNI-I-02-5/2014 “Intercriteria Analysis: A New Method for Decision Making” funded by
the National Science Fund of Bulgaria.
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Abstract. In this paper, two topological operators T and U over intu-
itionistic fuzzy sets are considered and applied. As a case study a parame-
ter identification problem of E. coli fed-batch cultivation process model
using genetic algorithms is investigated. A new result regarding T and U
is established. The results obtained by the application of the topological
operators over data processed by InterCriteria Analysis are discussed.
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1 Introduction

The InterCriteria Analysis (ICrA) – is developed with the aim to more pro-
foundly understand the nature of the criteria involved and discover on this basis
existing correlations between the criteria themselves [2]. ICrA implements the
apparatuses of index matrices (IM) [5] and intuitionistic fuzzy sets (IFS) [8] in
order to compare some criteria reflecting the behaviour of considered objects
[18,21]. The ICrA approach has been found different problem applications in
science and practice – neural networks [19], properties of the crude oils [20],
e-learning [14], algorithms performance [15], ecology [13], economics [10], etc.

The notion IFS was introduced by K. Atanassov (see [6]) as a natural gener-
alization of the fuzzy sets. There are several topological operators defined over
IFS [4,7,9] some with possible concrete applications for solving of different prob-
lems [3,11].

In the present paper we consider the operators T [3] and U [4] as an instru-
ment for knowledge discovery in the case of insufficient or partial data sets. As
a test problem the application of ICrA approach to modelling of an E. coli fed-
batch cultivation process is studied. For the purpose of model parameter identi-
fication Genetic Algorithms (GAs) are applied. These algorithms are known to
offer good solutions, even global optima, within reasonable computing time [12].
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2 Topological Operators T and U over IFSs

We will briefly remind the most important basic definitions and notions.
Let X be a universe set, A ⊂ X. An IFS is defined with the help of two

mappings μA : X → [0, 1] (membership function or degree of “agreement”) and
νA : X → [0, 1] (non-membership function or degree of “disagreement”) such
that for all x ∈ X,

μA(x) + νA(x) ≤ 1 (1)

Definition 1. Following [8], we call the set of ordered triples

A∗ def= {〈x, μA(x), νA(x)〉|x ∈ X}

an IFS and the mapping πA, which is given for all x ∈ X by

πA(x) def= 1 − μA(x) − νA(x), (2)

a degree of “uncertainty”.

Further, we will be interested in two topological operators defined over IFSs.
The first one was introduced in [3] and is the following:

T (A) =

⎧
⎪⎨

⎪⎩

〈

x,
μA(x)

sup
y∈X

(μA(y) + νA(y))
,

νA(x)
sup
y∈X

(μA(y) + νA(y))

〉

|x ∈ X

⎫
⎪⎬

⎪⎭
. (3)

The second operator U(A) is the following [4].

U(A) =

⎧
⎨

⎩

〈

x,

μA(x) − inf
y∈X

μA(y)

uinf(A)
,

νA(x) − inf
y∈X

νA(y)

uinf(A)

〉

|x ∈ X

⎫
⎬

⎭
, (4)

where uinf(A) = 1 − inf
y∈X

μA(y) − inf
y∈X

νA(y) − inf
y∈X

πA(y).

Here, we will establish an interesting relation between these two operators:

Theorem 1. For any IFS A, it is fulfilled:

U(A) = U(T (A)) (5)
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Proof. We have

U(T (A)) = U

〈

x,
μ

sup
y∈X

(μ + ν)
,

ν

sup
y∈X

(μ + ν)

〉

=

〈

x,

μ

sup(μ + ν)
− inf μ

sup(μ + ν)

1 − inf
μ

sup(μ + ν)
− inf

ν

sup(μ + ν)
− inf(1 − μ + ν

sup(μ + ν)
)
,

ν

sup(μ + ν)
− inf ν

sup(μ + ν)

1 − inf
μ

sup(μ + ν)
− inf

ν

sup(μ + ν)
− inf(1 − μ + ν

sup(μ + ν)
)

〉

=

〈

x,
μ − inf μ

sup(μ + ν) − inf μ − inf ν − inf(sup(μ + ν) − μ − ν)
,

ν − inf ν

sup(μ + ν) − inf μ − inf ν − inf(sup(μ + ν) − μ − ν)

〉

Using (2) we rewrite this as:

U(T (A)) =

〈

x,
μ − inf μ

− inf μ − inf ν − inf(−(1 − π))
,

ν − inf ν

− inf μ − inf ν − inf(−(1 − π))

〉

Since inf(−x) = − sup(x) and sup(1 − x) = 1 − inf(x), we may rewrite the last
as:

U(T (A)) =

〈

x,
μ − inf μ

− inf μ − inf ν + sup(1 − π)
,

ν − inf ν

− inf μ − inf ν + sup(1 − π)

〉

=

〈

x,
μ − inf μ

1 − inf μ − inf ν − inf π
,

ν − inf ν

1 − inf μ − inf ν − inf π

〉

= U(A),

which establishes the validity of (5).
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3 InterCriteria Analysis

In what follows, we briefly remind the basic notions related to the ICrA.
Given an IM [5] of real numbers whose index sets consist of the names of

the criteria (for rows) and objects (for columns), ICrA generates an IM with
index sets consisting of the names of the criteria (for rows and for columns)
with elements Intuitionistic Fuzzy Pairs (IFPs). An IFP 〈μC,C′ , νC,C′〉 denotes
the degrees of “agreement” and “disagreement” between two criteria applied on
different objects [2].

Further O is the set of all objects O1, O2, . . . , On being evaluated, and C(O)
– the set of values assigned by a given criteria C to the objects, i.e.

O
def= {O1, O2, . . . , On}, C(O) def= {C(O1), C(O2), . . . , C(On)}.

Let xi = C(Oi). Then the following set can be defined

C∗(O) def= {〈xi, xj〉|i �= j & 〈xi, xj〉 ∈ C(O) × C(O)}.

In order to compare two criteria we must construct the vector of all internal
comparisons of each criteria, which fulfil exactly one of three relations R, R and
R̃. We require that for a fixed criterion C and any ordered pair 〈x, y〉 ∈ C∗(O)
it is true:

〈x, y〉 ∈ R ⇔ 〈y, x〉 ∈ R, (6)

〈x, y〉 ∈ R̃ ⇔ 〈x, y〉 /∈ (R ∪ R), (7)

R ∪ R ∪ R̃ = C∗(O). (8)

We will only consider lexicographically ordered pairs 〈x, y〉. Let, for brevity

Ci,j = 〈C(Oi), C(Oj)〉.

Then for a fixed criterion C we construct the vector

V (C) = {C1,2, C1,3, . . . , C1,n, C2,3, C2,4, . . . , C2,n, C3,4, . . . , C3,n, . . . , Cn−1,n}.

Further, to simplify our considerations, we replace the vector V (C) with
V̂ (C), where for each 1 ≤ k ≤ n(n−1)

2 for the k-th component it is true:

V̂k(C) =

⎧
⎪⎨

⎪⎩

1 iff Vk(C) ∈ R,

−1 iff Vk(C) ∈ R,

0 otherwise.

Then when comparing two criteria we determine μC,C′ between the two as
the number of matching components. The number of components of opposing
signs in the two vectors is νC,C′ .
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4 Case Study

We applied consistently 14 differently tuned GA to estimate the parameters
μmax, kS and YS/X in the non-linear model of an E. coli fed-batch cultivation
process [17]:

dX

dt
= μmax

S

kS + S
X − Fin

V
X, (9)

dS

dt
= − 1

YS/X
μmax

S

kS + S
X +

Fin

V
(Sin − S), (10)

dV

dt
= Fin, (11)

where

– X is the biomass concentration, [g/l];
– S – substrate concentration, [g/l];
– Fin – the feeding rate, [l/h];
– V – the bioreactor volume, [l];
– Sin – the substrate concentration in the feeding solution, [g/l];
– μmax – the maximum value of the specific growth rate, [1/h];
– kS – the saturation constant, [g/l];
– YS/X – the yield coefficient, [-].

We define the objective function as:

J = ‖Z‖2 → min, (12)

where ‖‖ denotes the �2-vector norm, Zmod
def= [Xmod Smod] (model predictions)

and Zexp
def= [Xexp Sexp] (known experimental data) and Z = Zmod − Zexp.

For the model identification we use real experimental data for biomass and
glucose concentrations of an E. coli MC4110 fed-batch fermentation process [16].

We use 14 GA with various population sizes – from 5 to 200 chromosomes in
the population. The number of generations is fixed to 200. The detailed descrip-
tion of identification procedure is given in [16].

5 Results and Discussion

We apply 14 different GA – GA5, GA10, GA20, GA30, GA40, GA50, GA60, GA70,
GA80, GA90, GA100, GA110, GA150 and GA200, where the index shows the num-
ber of chromosomes in the population, to the parameters identification of the
model (9)–(11). Because of the stochastic nature of the applied algorithms we
perform series of 30 runs for each GA. Computer specification to run all iden-
tification procedures are Intel Core i5-2329 3.0 GHz, 8 GB Memory, Windows 8
operating system.
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We use the obtained results – estimates of the model parameters μmax, kS
and YS/X – to compare the performance of 14 differently tuned GA. We apply
ICrA over the three IMs constructed for each model parameter [18]. The IMs
contain the obtained 30 parameters estimates (Runi, i = 1, 2, ..., 30) applying
the 14 GA. For example, the IM for μmax-estimates has the following form:

IMµmax
=

Run1 Run2 Run3 ... Run29 Run30

GA5 0.56 0.53 0.55 ... 0.48 0.52
GA10 0.52 0.50 0.55 ... 0.48 0.52
GA20 0.50 0.49 0.52 ... 0.53 0.49

... ... ... ... ... ...
GA150 0.49 0.49 0.49 ... 0.49 0.49
GA200 0.49 0.49 0.49 ... 0.49 0.49

(13)

The IMkS
and IMYX/S

are constructed in a similar way to (13). The complete
IMs are available at http://intercriteria.net/wp-content/uploads/2017/03/GA
model estim.xlsx.

As can be seen from (13) the numerical values of the model estimates are
rounded up to the second decimal place. Since the concrete physical meaning
of the three model parameters an estimate of μmax = 0.489655 g/l should be
actually taken as μmax = 0.49 g/l. As a result, many equal parameters estimates
are obtained. This is especially true in the case of YX/S-estimates, where 70%
of the estimates are equal. This is a good example for application of ICrA.

After ICrA implementation we obtain three IMs that determine μC,C′ and
νC,C′ between criteria, i.e. between 14 differently tuned GA, according to the
estimates of μmax, kS and YS/X . On Fig. 1 the obtained ICrA results are visual-
ized in the intuitionistic fuzzy interpretation triangle. The complete numerical
results of ICrA application are available at http://intercriteria.net/wp-content/
uploads/2017/03/GA model estim ICrA results.xlsx.

ICrA shows to the relations between the performance of the considered 14
GA are in clear dissonance according to [1]. This is so, because we search for
correlations on the basis of the results taken individually for each model parame-
ter. When the correlations between differently tuned GA are sought considering
estimates of all parameters together in one IM, then there are many pairs in
positive consonance [17].

Due to a lot of equal estimates, in all three cases, the resulting values of
degree of “uncertainty” πC,C′ are very high. There are results with πC,C′ = 0.60
in case of μmax- and YX/S-estimates, and πC,C′ = 0.67 in case of kS-estimates.
Such high values of πC,C′ make the analysis difficult. In such cases application
of some topological operators could be useful. Here, the considered above two
topological operators – T and U are applied over the obtained ICrA results.
Using the intuitionistic fuzzy interpretation triangle the results after application
of the T and U operators are presented in Figs. 2 and 3, respectively.

http://intercriteria.net/wp-content/uploads/2017/03/GA_model_estim.xlsx
http://intercriteria.net/wp-content/uploads/2017/03/GA_model_estim.xlsx
http://intercriteria.net/wp-content/uploads/2017/03/GA_model_estim_ICrA_results.xlsx
http://intercriteria.net/wp-content/uploads/2017/03/GA_model_estim_ICrA_results.xlsx
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Fig. 1. Presentation of ICrA the intuitionistic fuzzy interpretation triangle: based on
µmax-, kS- and YS/X -estimates, respectively

It can be seen that using T is appropriate when all πC,C′ are non-zero, in
which case it enhances the elements which are closest to the line passing through
points (0, 1),(1, 0), i.e. these with lesser value of uncertainty. On the other hand,
the presence of zero πC,C′ values means that there are already elements which are
completely defined, hence, no further enhancement is possible. This is precisely
the case of T operator application over YX/S results.

The uniformly expanding operator U pushes the points in all directions but
with emphasis on diminishing μC,C′ , νC,C′ values which are close to (0, 0).

Considering data for kS estimates, operator T reveals the following correla-
tions, scaled according to [1]:

– weak positive consonance for criteria pairs:
GA150 − GA80, GA200 − GA80, GA100 − GA90, GA150 − GA90,
GA200 − GA90, GA100 − GA70, GA150 − GA70, GA200 − GA70;

– positive consonance for criteria pairs:
GA100−GA80, GA110−GA100, GA150−GA110, GA200−GA110, GA110−GA90;

– strong positive consonance for criteria pairs:
GA150 − GA100, GA200 − GA100, GA200 − GA150.
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Fig. 2. Presentation of ICrA the intuitionistic fuzzy interpretation triangle: T operator
over µmax-, kS- and YS/X -estimates, respectively

Considering data for kS estimates, operator U reveals the following correlations:

– weak positive consonance for criteria pair:
GA110 − GA90;

– strong positive consonance for criteria pairs:
GA150 − GA100, GA200 − GA100, GA200 − GA150;

– positive consonance for criteria pairs:
GA100 − GA80, GA110 − GA100, GA150 − GA110, GA200 − GA110.

The above shows that U discriminates more than T, as the exhibited con-
sonance is the same or weaker for the criteria pairs – the differently tuned GA.
The resulting pairs in consonance, are in agreement with the findings from [17].

The discussed results show the applicability of the topological operators T
and U to exploring existing intercriterial correlation even based on only one
aspect of the whole problem.
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Fig. 3. Presentation of ICrA the intuitionistic fuzzy interpretation triangle: U operator
over µmax-, kS- and YS/X -estimates, respectively

6 Conclusion

In this paper two topological operators, namely T and U, are studied and a new
result regarding an interesting property of the operators is established. The per-
formance of GA is investigated based on a parameter identification problem of E.
coli fed-batch cultivation process model with the application of ICrA. The topo-
logical operators are then successfully applied over the data processed by ICrA
in order to reveal indistinguishable correlations in the stated here problem.
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entific Fund under the grant DFNI-I02/5 “InterCriteria Analysis. A New Approach to
Decision Making”.
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Abstract. In the paper application of the InterCriteria analysis approach to real
dataset with instances of hourly averaged responses from an array of 5 metal
oxide chemical sensors embedded in an air quality chemical multisensor device
[29, 30] is represented. The InterCriteria analysis is a new method that can be
used for multicriteria decision making. The aim is to analyze the correlations
between 12 indicators representing the recordings of on field deployed air
quality chemical sensor devices responses.

Keywords: Air quality � InterCriteria analysis � Intuitionistic fuzzy sets � Index
matrix � Multicriteria decision making

1 Introduction

By InterCriteria analysis (ICA) method the so-called tasks of multicriteria decision
making can be solved. Not only the criteria themselves, but also the available data,
obtained by measurement or evaluation of the objects with respect to the criteria, may
be varying and heterogeneous in nature. Sometimes the measurement or evaluation
according to some of the criteria may prove time-consuming, cost-ineffective,
resource-demanding, etc. In such cases, for the decision maker it will be of significance
advantage to ignore in future decision making all or part of these “unfavourable”
criteria without this having an adverse effect on the accuracy of the decision. For this
aim, it would be beneficial to detect sufficiently high and predictable correlations
between the given “unfavourable” criteria and others among the set of criteria which
are faster, cheaper and easier to measure or evaluate.

The purpose of this development is to identify the most correlated criteria in a real
dataset with measurements of hourly averaged responses from an array of 5 metal oxide
chemical sensors embedded in an air quality chemical multisensor device [30, 31]. By
applying the ICA approach over extracted data for air quality, we can find the criteria
that have the highest dependencies. In this way we can observe the behavior of them in
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time (several years). Analogously we can receive the opposite indicators or indicators
that frequently are independent from each other. In the current observation the dataset
with 6934 measurements on hourly averaged concentrations for CO, Non Metanic
Hydrocarbons, Benzene, Total Nitrogen Oxides (NOx) and Nitrogen Dioxide (NO2)
recorded in over a year [30, 31] were analyzed.

2 The InterCriteria Analysis

The ICA method was introduced by K. Atanassov, D. Mavrov and V. Atanassova in
[3]. Several applications of the method have already been published [1, 2, 8–29, 34].
The method was employed to study the relations between the petroleum properties
[32], and between bulk properties and fraction properties of crude oils [33].

The method is based on the theory of intuitionistic fuzzy sets and index matrices.
Intuitionistic fuzzy sets were first defined by Atanassov [4, 6] as an extension of the
concept of fuzzy sets defined by Zadeh [35]. The theory of index matrices was
introduced in [5].

The objects can be estimated on the basis of several criteria. The number of criteria
can be reduced by calculating the correlations in each pair of criteria in the form of
intuitionistic fuzzy pairs of values [4]. The intuitionistic fuzzy pairs of values are the
intuitionistic fuzzy evaluations in the interval [0, 1]. The relations can be established
between any two groups of indicators Cw and Ct.

Let us have a number of Cq criteria, q = 1, …, n, and a number of Op measure-
ments, p = 1, …, m; that is, we use the following sets: a set of group of criteria
Cq = {C1, …, Cn} and a set of measurements Op = {O1, …, Om}.

We obtain an index matrix M that contains two sets of indices, one for rows and
another for columns. For every p, q (1 � p � m, 1 � q � n), Op in an evaluated
object, Cq is an evaluation criterion, and aOp,Cq is the evaluation of the p-th object
against the q-th criterion, defined as a real number or another object that is comparable
according to a relation R with all the other elements of the index matrix M.
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The next step is to apply the InterCriteria Analysis for calculating the evaluations.
The result is a new index matrix M* with intuitionistic fuzzy pairs lCk ;Cl

; mCk ;Cl

� �
that

represents an intuitionistic fuzzy evaluation of the relations between every pair of
criteria Ck and Cl. In this way the index matrix M that relates the evaluated objects with
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the evaluating criteria can be transformed to another index matrix M* that gives the
relations among the criteria:

nCnCnCnCCqCCqCn

nCCnCCCCCC

n

C

C

CC
M

,,1,1,

,1,11,11,11

1

,...,

............

,...,

...
*

νμνμ

νμνμ=

The last step of the algorithm is to determine the degrees of correlation between
groups of indicators depending of the chosen threshold for l and m from the user. The
correlations between the criteria are called “positive consonance”, “negative conso-
nance” or “dissonance”. Here we use the scale used in previous studies that is shown in
Table 1 [7].

3 Application of the ICA Over Air Quality Data

We explore real data extracted from UCI Machine Learning Repository i.e., from a site
which provide free access to data [30, 31]. Using InterCriteria Analysis approach the
behavior of the objects or criteria can be monitoring and optimized.

The ICA method was applied to the 6934 measurements on hourly averaged
concentrations. Twelve criteria representing the recordings of on field deployed air
quality chemical sensor devices responses are used [30, 31]:

(1) True hourly averaged concentration CO in mg/m3
– CO(GT);

(2) PT08.S1 (tin oxide) hourly averaged sensor response – PT08.S1(CO);
(3) True hourly averaged Benzene concentration in microg/m3

– C6H6(GT);
(4) PT08.S2 (titania) hourly averaged sensor response – PT08.S2(NMHC);
(5) True hourly averaged NOx concentration in ppb – NOx(GT);

Table 1. Scale for determination of the relative values the correlations between the criteria

Type of correlations between the criteria

strong positive consonance [0,95; 1]
positive consonance [0,85; 0,95)
weak positive consonance [0,75; 0,85)
weak dissonance [0,67; 0,75)
dissonance [0,57; 0,67)
strong dissonance [0,43; 0,57)
dissonance [0,33; 0,43)
weak dissonance [0,25; 0,33)
weak negative consonance [0,15; 0,25)
negative consonance [0,05; 0,15)
strong negative consonance [0; 0,05]
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(6) PT08.S3 (tungsten oxide) hourly averaged sensor response – PT08.S3(NOx);
(7) True hourly averaged NO2 concentration in microg/m3

– NO2(GT);
(8) PT08.S4 (tungsten oxide) hourly averaged sensor response – PT08.S4(NO2);
(9) PT08.S5 (indium oxide) hourly averaged sensor response – PT08.S5(O3);

1(0) Temperature in °C – T;
(11) Relative Humidity (%) – RH;
(12) Absolute Humidity – AH.

The testing matrices which containl l-values and m-values from the air quality
chemical sensor devices are presented in the Tables 2 and 3. The values in the matrices
are colored in shades of gray for the varying degrees of consonance and dissonance
from darkest gray (highest values) to white.

The representation of the IF pairs as points into the intuitionistic fuzzy triangle is
shown in Fig. 1. In Figs. 2, 3 and 4 the dependences between criteria during the year
are shown.

Table 2. Membership part of the intuitionistic fuzzy pairs
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Table 3. Non-membership part of the intuitionistic fuzzy pairs

Fig. 1. IF pairs in the intuitionistic fuzzy triangle
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Fig. 2. Dependences between criterion CO(GT) and criteria PT08.S1(CO), C6H6(GT), PT08.S2
(NMHC), NOx(GT), PT08.S5(O3)

Fig. 3. Dependences between criterion PT08.S1(CO) and criteria CO(GT), C6H6(GT), PT08.S2
(NMHC), NOx(GT), PT08.S5(O3)
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4 Analysis of the Results

Via the comparison of the results during the period of research the following outcomes
are obtained:

– One pair of criteria is in strong positive consonance during the all period of research
and we can ignore one of them: C6H6(GT)–PT08.S2(NMHC) 〈1,000; 0,000〉;

– Fourteen pairs of criteria are in positive consonance: CO(GT)–C6H6(GT), CO
(GT)–PT08.S2(NMHC), C6H6(GT)–NOx(GT), PT08.S2(NMHC)–NOx(GT),
PT08.S1(CO)–C6H6(GT), PT08.S1(CO)–PT08.S2(NMHC), PT08.S1(CO)–PT08.
S4(NO2), PT08.S1(CO)–PT08.S5(O3), C6H6(GT)–PT08.S5(O3), PT08.S2
(NMHC)–PT08.S5(O3), CO(GT)–NOx(GT), NOx(GT)–NO2(GT), PT08.S2
(NMHC)–PT08.S4(NO2), C6H6(GT)–PT08.S4(NO2);

– Thirteen pairs of criteria are in weak positive consonance: NOx(GT)–PT08.S5(O3),
CO(GT)–PT08.S1(CO), PT08.S1(CO)–NOx(GT), C6H6(GT)–NO2(GT), PT08.S2
(NMHC)–NO2(GT), PT08.S4(NO2)–PT08.S5(O3), CO(GT)–PT08.S5(O3), CO
(GT)–NO2(GT), CO(GT)–PT08.S4(NO2), NOx(GT)–PT08.S4(NO2), PT08.S1
(CO)–NO2(GT), NO2(GT)–PT08.S5(O3), NO2(GT)–PT08.S4(NO2);

– The rest thirty-eight criteria are in weak dissonance, dissonance or in negative
consonance;

– The correlation between criteria appears periodically;
– The dependences between criteria are relatively constant, but there is a very slight

decrease over the time.

Fig. 4. Dependences between criterion C6H6(GT) and criteria CO(GT), PT08.S1(CO), PT08.S2
(NMHC), NOx(GT), PT08.S5(O3)
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5 Conclusion

In the research reported here the authors have applied the ICA method to the data of the
real dataset with measurements of hourly averaged responses from an array of 5 metal
oxide chemical sensors embedded in an air quality chemical multisensor device. There
is reasonable consistency across the criteria for period of the research. This would seem
to indicate that the criteria and their measurements are reasonably reliable. The
observations can thus help to determine the behavior of the criteria and relations among
them over time.

In order to determine the behavior of each criteria over time we should observe the
results of the application of ICA method for several years. If this criterion has a strong
correlation, again, in the next step we can try to ignore it in future decision making
without this having an adverse effect on the accuracy of the decision.

Acknowledgments. The authors are thankful for the support provided by the Bulgarian
National Science Fund under Grant Ref. No. DFNI-I-02-5 “InterCriteria Analysis: A New
Approach to Decision Making”.
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Abstract. Cluster analysis is one of the main topics in data mining. It helps to
group elements with similar behavior in one group. Therefore, a good clustering
method will produce high quality clusters containing objects similar to one
another within the same group and dissimilar to the objects in other clusters. In
the current research work one of the basic grid-based methods for clustering is
modelled using Generalized nets.

Keywords: Cluster analysis · Generalized nets · Grid-Based cluster analysis ·
Spatial data mining

1 Introduction

Cluster analysis groups data points in clusters using a specified similarity or distance
measure. Depending on the type of the clustering procedure and the input data the cluster
analysis can be applied using different approaches: partitioning methods, hierarchical
methods, density-based methods, grid-based methods, model-based methods and several
hybrid approaches. It is applied in different areas for performing tasks such as data
summarization, compression and reduction; collaborative filtering, customer segmenta‐
tion and recommender systems; dynamic trend detection; social network analysis, biolog‐
ical data analysis and multimedia data analysis; or as an intermediate step of other data
mining tasks. In some applications, we are interested in discovering outliers, not clusters
(outlier analysis). The discussion in the current paper is focused on grid-based cluster
analysis. It is performed using a multiresolution grid data structure. The space is quan‐
tized into a finite number of cells and the clustering procedure is executed over them.
Typical examples of grid-based approaches include STING, WaveCluster and CLIQUE.
STING explores statistical information stored in grid cells, WaveCluster clusters objects
using a wavelet transform method and CLIQUE represents a grid- and density-based
approach for clustering in a high-dimensional data space [1, 2, 10]. In this paper the
STING: Statistical Information Grid-based Algorithm, which is introduced in [14], is
modelled using Generalized nets [4, 5]. The STING algorithm contains the following
steps [14]:
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(1) Determine a layer to start from.
(2) For each cell of this layer, calculate the confidence interval (or estimated range) of

probability that this cell is relevant to the query.
(3) From the interval calculated above, we label each cell as relevant or not relevant.
(4) If this layer is the bottom layer, go to Step 6; otherwise, go to Step 5.
(5) Go down the hierarchy structure by one level. Go to Step 2 for those cells that form

the relevant cells of the higher-level layer.
(6) If the specification of the query is met, go to Step 8; otherwise, go to Step 7.
(7) Retrieve the data that is located in the relevant cells and do further processing.

Return the result that meets the requirement of the query. Go to Step 9.
(8) Find the regions of relevant cells. Return those regions that meet the requirement

of the query. Go to Step 9.
(9) Stop.

2 Generalized Net of the Cluster Analysis Process Using STING:
A Statistical Information Grid Approach to Spatial Data Mining

Generalized nets are used for describing and modelling real processes as well as to
simulate and control them [4, 5]. There are several methods and algorithms for knowl‐
edge discovery that are already modeled with generalized nets. Some of them are
presented in [3, 6, 7, 9, 11–13]. A Hierarchical generalized net model of the process of
clustering and its subnet presenting a Hierarchical generalized net model of the process
of selecting a method for clustering are explored in [6, 7]. The present Generalized net
model can be also utilized as a replacement for the transition Z4 of the Hierarchical
generalized net model of the process of selecting a method for clustering introduced in
[6], but in order to describe the process more clearly, the authors have constructed it as
a separate model. The Intuitionistic fuzzy histograms of grid-based clustering are
explained in [8].

The presented generalized net models the process of applying cluster analysis to
spatial data using the grid-based method STING. The GN-model (Fig. 1) contains 6
transitions and 29 places. The transitions represent the following processes:

• Z1 – “Activities with spatial queries”;
• Z2 – “Activities with spatial database”;
• Z3 – “Divide the spatial area into rectangle cells, constructing the hierarchical struc‐

ture and determining a layer to start from”;
• Z4 – “Determine attribute-dependent and attribute-independent parameters for each

cell”;
• Z5 – “Calculate the confidence interval of probability for each cell that it is relevant

to the query”;
• Z6 – “Retrieve the data that is located in the relevant cells and do further processing”.
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Fig. 1. Generalized net of the cluster analysis process using STING: A Statistical Information
Grid Approach to Spatial Data Mining

Initially in the place L3 there is one β1-token. It will be in its own place during the
entire time the GN is functioning. It has the following characteristic:

                                                                                                        “Current status of spatial queries”.

The β1-token in place L3 generates new β-tokens at certain points in time which can
move to place L2 with the characteristic:

                                                                                                        “Selected spatial query”.

At the start of the GN’s operation there is also one α1-token that is located in place
L7 with the initial characteristic

                                                                                                        “Spatial database”.

The α1-token in place L7 generates new α-tokens that at certain points in time which
will move to places L5 and L6, respectively with characteristics:

                                                                                                        “Selected spatial information for further processing”

in place L5 and

                                                                                                        “Selected spatial data”

in place L6.
β2-tokens will enter the net via place L1 at some points in time. These points will be

determined stochastically, when the model is simulated, or they will correspond to real
events in cases when the GN is used for observation of real processes. These tokens
have the initial characteristic “Spatial query”. These β2-tokens will merge with the β1-
token in place L3.

Transition Z1 has the form:
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Z1 =
⟨{
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and:

• W3,2 = “There is a selected query”;
• W3,3 = ¬W3,2.

The β2-tokens that enter place L3 from L1 do not obtain a new characteristic. The β-
token in place L3 generates a new one that enters place L2 with the characteristic:

“Selected spatial query”.

Every new α2-token enters the net via place L4 with the initial characteristic

                                                                                                        “Spatial data”.

The transition Z2 has the form:

Z2 =
⟨{
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and:

• W7,5 = “There is selected spatial data for further processing”;
• W7,6 = “There is selected data for spatial query”;

• W7,7 = ¬
(
W7,5 ∧ W7,6

)
.

The α2-tokens, entering in place L7 from L4, do not obtain a new characteristic. The
α1-token in place L7 generates new tokens that enter in places L5 and L6 with the char‐
acteristics:

                                                                                                        “Selected spatial data for further processing”

in place L5 and

                                                                                                        “Selected spatial data”

in place L6.
Tokens β3 and β4 enter the net via places L8 and L9, respectively. These tokens have

the initial characteristics:
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                                                                                                        “Threshold t”

in place L8 and

                                                                                                        “Layer to start from”

in place L9.
The transition Z3 has the form:

Z3 =
⟨{

L6, L8, L9, L11, L12, L13
}

,
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and:

• W13,12 = “The spatial area has been divided into rectangular cells”;
• W13,13 = ¬W13,12;
• W12,11 = “A hierarchical structure has been assigned”;
• W12,12 = ¬W12,11;
• W11,10 = “A level to start from has been determined, along with a threshold t”;
• W11,11 = ¬W11,10.

The α-tokens, entering in place L13 from L6, do not obtain a new characteristic. The
α- and β-tokens in place L13 generate a new one that enters in place L12 with the char‐
acteristic:

                                                                                                        “Spatial area, divided into rectangular cells”.

At the second activation of the transition the α-token from place L12 generates a new
token that enters in place L11 with the characteristic:

                                                                                                        “Assigned hierarchical structure”.

At the third activation of the transition the α- and β-tokens from place L11 generate
a new α-token that enters in place L10 with the characteristic:

“A hierarchical structure with a determined level to start the procedure from and a chosen
threshold t”

in place L10.
Constructing the hierarchical structure for the selected spatial data per the query is

the first main step of the STING algorithm. The input spatial area is divided into rectan‐
gular cells. Each cell of the current layer is split to several child cells. The procedure is
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repeated until the bottom layer is determined. The root level 1 corresponds to the entire
spatial area. The threshold t, which is used to determine the distribution for a parent cell,
is chosen [14].

Tokens β5 and β6 enter the net via places L14 and L15 respectively. These tokens have
the initial characteristics

                                                                                                        “Parameters”

in place L14 and

                                                                                                        “Distribution”

in place L15.
The transition Z4 has the form:

Z4 =
⟨{

L10, L14, L15, L19, L20, L21
}

,
{

L16, L17, L18, L19, L20, L21
}

, R4,
∨(∧(∧

(
L10, L14

)
, L15), L19, L20, L21)

⟩
,

where

,

21,2120,2121

20,2019,2020

21,1919,1918,1917,1916,1919

15

14

10

212019181716
4

WWfalsefalsefalsefalseL

falseWWfalsefalsefalseL

WfalseWWWWL

falsetruefalsefalsefalsefalseL

truefalsefalsefalsefalsefalseL

truefalsefalsefalsefalsefalseL

LLLLLL
R =

and:

• W21,20 = “There are calculated parameters for each cell”;
• W21,21 = ¬W21,20;
• W20,19 = “Distributions for each cell have been set or determined”;
• W20,20 = ¬W20,19;
• W19,16 = “There are relevant cells for further processing”;
• W19,17 = “There are relevant cells”;
• W19,18 = “There are non-relevant cells”;
• W19,21 = “There is a need for processing on the bottom layer”;
• W19,19 = ¬(W19,18∧W19,17∧W19,16∧W19,21).

The α- and β-tokens that enter the place L21 (from places L10 and L14) do not obtain
new characteristics. They generate a new α-token that enters in place L20, with the char‐
acteristic:

                                                                                                        “Calculated parameters for each cell”.

At the second activation of the transition the α-token from place L20 generates a new
token that enters in place L19 with the characteristic:

                                                                                                        “Determined distribution for each cell”.
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At the third activation of the transition the α-token from place L19 generates a new
token that enters in place L16, L17 or L18, respectively with the characteristics:

                                                                                                        “Non-relevant cells”

in place L18,

                                                                                                        “Relevant cells”

in place L17 and

                                                                                                        “Relevant cells for further processing”.

in place L16.
At the fourth activation of the transition the α-token from place L19 generates a new

α-token that enters in place L21 with the characteristic:

                                                                                                        “Need of parameter calculation for the bottom layer”.

The transition is activated as many times as there are levels available in the hier‐
archical structure. For each cell, attribute-dependent and attribute-independent param‐
eters are calculated. The attribute-independent parameter is “number of the objects in
the cell”. The attribute-independent parameters are “mean of all values in the cell”,
“standard deviation of all values of the attribute in this cell”, “maximum value of the
attribute in this cell”, “minimum value of the attribute in this cell” and “type of distri‐
bution that the attribute value in the cell follows”. Distribution types can be normal,
uniform etc., and NONE which means that the distribution is unknown. The distribution
can be known beforehand, obtained through hypothesis testing, or calculated by distri‐
bution-free techniques in the case when the distribution type is NONE. In the next step
a confidence interval is obtained and the cells are labeled as relevant or non-relevant,
depending on the specified confidence level. Thereafter the processing of the procedure
continues with the examination of the children of relevant cells in lower levels. The
result contains all regions that are constructed by relevant cells. If the information is not
enough to answer the spatial query, further processing needs to be performed [14].

Tokens β7 and β8 enter the net via places L22 and L23, respectively. These tokens have
as initial characteristics

                                                                                                        “Distance measure”

in place L22 and

“Density specified”

in place L23.
The transition Z5 has the form:

Z5 =
⟨{

L5, L16, L22, L23, L26, L27
}

,
{

L24, L25, L26, L27
}

, R5,
∨(∧(∧

(
L5, L16, L22

)
, L23), L26, L27)

⟩
,

where
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,

27,2726,2727

27,2626,2625,2624,2626

23

22

16

5

27262524
5

WWfalsefalseL

WWWWL

falsetruefalsefalseL

truefalsefalsefalseL

truefalsefalsefalseL

truefalsefalsefalseL

LLLL
R =

and:

• W27,26 = “There are calculated distances”;
• W27,27 = ¬W27,26;
• W26,24 = “There are non-relevant cells after further processing”;
• W26,25 = “There are relevant cells after further processing”;
• W26,27 = “There are bottom levels that need further processing”;
• W26,26 = ¬(W26,24∧W26,25∧W26,27).

When the α- and β-tokens enter place L27 (from places L5, L16 and L22) they do not
obtain new characteristics. They generate a new α-token that enters in place L26 with
the characteristic:

                                                                                                        “Calculated distance measured for each cell”.

At the second activation of the transition the α- and β-tokens from place L26 generate
new α-tokens that enter in place L24 and L25 with the characteristics:

                                                                                                        “Non-relevant cells after further processing”

in place L24,

                                                                                                        “Relevant cells after further processing”

in place L25.
At the third activation of the transition the α-token from place L26 generates a new

α-token that enters in place L27 with the characteristic:

                                                                                                        “Need of further processing of the bottom layer”.

Further processing finds all the regions from the hierarchical structure of the relevant
cells that satisfy the specified density by performing breadth-first search. For each rele‐
vant cell the distance from the center is calculated. Thereafter the distance is compared
with the specified density. The algorithm finds regions that are formed by connected
cells [14].

The transition Z6 has the form:

Z6 =
⟨{

L25, L17, L29
}

,
{

L28, L29
}

, R6,∨
(
L25, L17, L29

)⟩
,

where
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,

WWL
truefalseL
truefalseL
LL

R

,, 2929282929

17

25

2928
6 =

The α-tokens that enter the places L29 do not obtain new characteristics. They
generate a new α-token that enter in place L28 with the characteristic:

                                                                                                        “Result from the spatial query”.

3 Conclusion

Grid-based clustering is one of the principal clustering methods applied in spatial data
mining. STING presents a statistically based approach for exploring spatial datasets. It
constructs a hierarchical structure of cells and mines them for clusters. The constructed
Generalized Net model can be used to analyze and monitor the clustering process of the
STING algorithm.
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Abstract. In this paper a generalized net model of the Neocognitron neural
network is presented. A Network Neocognitron is a self-organizing network with
the ability to recognize patterns based on the difference of their form. A neocog‐
nitron is able to correctly identify an image, even if there is a violation or move‐
ment into position. Self-organization in the neocognitron is also realized uncon‐
trollably - training for self-organizing neocognitron takes only a collection of
recurring patterns in the recognizable image and does not need the information
for categories that include templates. The output producing process is presented
by a Generalized net model.

Keywords: Generalized nets · Neural networks · Visual pattern recognition ·
Unsupervised learning neural network model · Visual nervous system modeling

1 Introduction

Neural Networks [12] are an information processing paradigm that is inspired from the
biological nervous systems, such as the human brain. It is composed of a large number
of highly interconnected processing elements (neurons) working in symbiosis to solve
many kinds of problems. Neural networks are learnt by example. Neural networks are
proper to a specific application, such as pattern recognition or data classification, through
a learning process. The learning process in these systems involves adjustments to the
synaptic connections that exist between the artificial neurons.

Neural networks are one of the useful tools for data mining. There are many types
of neural networks [12]. Most of them are represented by generalized nets. One of the
neural networks that use different type of architectures is Neocognitron neural network.
This type is inspired by the visual nervous system.

2 Neocognitron Neural Network

Network, referred to as “Neocognitron” [10], is a self-organizing network and has the
ability to recognize patterns based on the difference of their form. Each template

© Springer International Publishing AG 2017
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estimated as belonging to a particular category is determined most accurately by neocog‐
nitron in the same category.

A neocognitron is able to correctly identify the image, even if there is a violation or
movement into position. Self-organization in the neocognitron is also realized uncon‐
trollably - training for self-organization neocognitron takes only a collection of recurring
patterns in the recognizable image and does not need the information for categories that
include templates. The neocognitron acquires the ability to classify and recognize these
structures on their own right, based on differences in shapes. The neocognitron properly
recognizes images without the influence of shifts and even in serious shape distortion
of the object.

The neocognitron has a hierarchical structure. Recognizable image information that
falls in the input layer of the neocognitron is processed step by step, at every stage of
the multi-layer network. Cells at a deeper stage usually tend to react selectively with the
complex function and at the same time there are susceptible areas and they are sensitive
to changes in position of the image. Thus, each cell in a deeper layer is responsible only
for a particular model.

According to [10, 11], C-cells, which resemble complex cells in the visual cortex,
are inserted into the network to allow for positional errors in the features of the stimulus.
The input connections of C-cells, which come from S-cells of the preceding layer, are
fixed and invariable. Each C-cell receives excitatory input connections from a group of
S-cells that extract the same feature but from slightly different positions. The C-cell
responds if at least one of these S-cells yields an output. Even if the stimulus feature
shifts in position and another S-cell comes to respond instead of the first one, the same
C-cell keeps responding. Thus, the C-cell’s response is less sensitive to shift in position
of the input pattern. We can also express that C-cells make a blurring operation, because
the response of a layer of S-cells is spatially blurred in the response of the succeeding
layer of C-cells (Fig. 1).

Input

S1

C1 S2
C2 S3 C3 S4 C4

Fig. 1. Architecture of neocognitron [10].
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Each unit in the arrays receives signals from a small group of units in the previous
layer. The units within a specific array are designated by subscripts; a typical unit in the
first array (in the first S-layer) is SIL. Depending on whether the unit is in a C-layer or
an S-layer, it will receive signals from the designated units in one or more of the arrays
in the previous layer.

The output signal of a unit in an S-type cell (a cell in any of the S-layers) is a function
of the excitatory signals it receives from units in the previous layer and the inhibitory
signals it receives from those same units. The mechanism is described in terms of an
intermediate, or auxiliary, unit (denoted here as a V unit) whose signal to the S unit is
proportional to the (weighted) Euclidean norm of the signal sent by the input units, where

• Ci - output from C unit;
• Si - output from S unit;
• v - output from V unit;
• Wi - adjustable weight from C unit to S unit;
• Wo - weight from V unit to S unit;
• Ii - fixed weight from C unit to V unit;
• u, - fixed weight from S unit to C unit.

The signal sent by the inhibitory unit V is

v =

√∑
tic

2
i
,

where the summations are over all units that are connected to V in any array and over
all arrays. The input layer is treated as the CO level. Thus, a typical S unit forms its
scaled input,

x =
1 + e

1 + vw0
− 1,

where

e =
∑

i

ciwi

is the net excitatory input from C units, and vw0 is the net input from the V unit. The
output signal is

S =

{
x, x ≥ 0
0, x < 0

The inhibitory signal serves to normalize the response of the S unit in a manner
somewhat similar to that used in ART2. The output of a C layer unit is a function of the
net input it receives from all units of the S arrays, that feed into it. As was shown in the
description of the architecture, that input is typically from 9 or 25 units in each one of
three S arrays. The net input is
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c_in =
∑

i

siui.

The output is

S =

{
c_in

a + c_in
, c_in > 0

0, otherwise
.

The parameter a depends on the level and is 0.25 for Level 1, 2, and 3 and 1.0 for
Level 4.

3 Generalized Nets

Generalized nets (GNs) [2, 3] are defined in a way that is principally different from the
ways of defining the other types of Petri nets. The first basic difference between GNs
and ordinary Petri nets is the “place – transition” relation. Here the transitions are objects
of a more complex nature. A transition may contain m input places and n output places
where m, n ≥ 1.

Formally, every transition is described by a seven-tuple (Fig. 2):

Z = ⟨L′, L′′, t1, t2, r, M,□⟩,
where:

(a) L′ and L″ are finite, non-empty sets of places (the transition’s input and output
places, respectively). For the transition in Fig. 2 these are

L′ =
{

l′1, l′2,… , l′
m

}

and

L′′ =
{

l′′1 , l′′2 ,… , l′′
m

}
;

(b) t1 is the current time-moment of the transition’s firing;
(c) t2 is the current value of the duration of its active state;
(d) r is the condition of the transition to determine which tokens will pass (or transfer)

from the inputs to the outputs of the transition; it has the form of an Index Matrix:
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ri,j is the predicate that corresponds to the i-th input and j-th output place. When its
truth value is “true”, a token from the i-th input place transfers to the j-th output place;
otherwise, this is not possible;

(e) M is an IM of the capacities of transition’s arcs:

(f) � is an object of a form similar to a Boolean expression. It may contain as variables
the symbols that serve as labels for a transition’s input places, and � is an expression
built up from variables and the Boolean connectives ∧ and ∨ and the semantics of
which is defined as follows:

∧
(
li1

, li2
,… , liu

)
 - every place 

(
li1

, li2
,… , liu

)
 must contain at least one token,

∨
(
li1

, li2
,… , liu

)
 - there must be at least one token in all places 

(
li1

, li2
,… , liu

)
,

nl ′′

1l ′′

jl ′′

ml′

il′

1l′

r

Fig. 2. A GN-transition
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where 
{

li1
, li2

,… , liu

}
 ⊂ L′.

When the value of a type (calculated as a Boolean expression) is “true”, the transition
can become active, otherwise it cannot.

4 GN Model

Many data mining tools are modeled with generalized nets [1, 4–9, 13–24]. There are
many papers describing models of different kinds of neural networks. Here we introduce
a generalized net description of the neocognitron. Initially the following tokens enter
the Generalized Net (GN) [2].

In place L1 one token with initial characteristic

xa

0 = }}Input pattern for Neocognitron”

In place L14 one token with initial characteristic

x
𝛽

0 = }}Structure of the neural network”.

The GN – (Fig. 3) is introduced by the following set of transitions:

Fig. 3. GN model of neocognitron neural network

A =
{

Z1, Z2, Z3, Z4, Z5, Z6, Z7
}

,

Z1 = Division of the input pattern;
Z2 = Calculation of the output of V units;
Z3 = Calculating the e parameter for S units;
Z4 = Forming of the scaled input of S units;
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Z5 = Initializing of the weights for S and C layers;
Z6 = Recognition from the network;
Z7 = Calculating the values from the C units

The GN consists of seven transitions with the following description:

Z1 =
⟨{

L1, L4
}

,
{

L2, L3, L4
}

, R1,∨(L1, L4
⟩

,

W4,2 = W4,3 = “There is an α token in place L1”.
Token α from place L1 that enters place L4 does not obtain new characteristic. Token

α from place L4 splits in two tokens and obtains characteristic

x𝛼′
cu
= }}Input pattern for training”

Token α from place L4 that enters place L4 does not obtain new characteristic. Tokens
α′ from place L4 that enter places L2 and L3 do not obtain new characteristic.

Z2 =
⟨{

L3, L6, L18
}

,
{

L5, L6
}

, R2,∨
(
L3 ∧

(
L6, L18

))⟩
,

W6,5 = “The values of V units are calculated”.
Token α′ from place L3 that enters place L6 does not obtain new characteristic. Token

η from place L18 that enters place L6 does not obtain new characteristic. Token from
place L6 that enters place L6 obtains characteristic

x𝛿
cu
=

√∑
tic

2
i

Token δ from place L6 that enters place L5 does not obtain new characteristic.

Z3 =
⟨{

L2, L8, L13, L17
}

,
{

L7, L8
}

, R3,∨
(
L2 ∧

(
L8, L13, L17

))⟩
,

W8,7 = “The values for e parameter are calculated”
Token α′ from place L2 that enters place L8 does not obtain new characteristic. Token

η from place L17 that enters place L8 does not obtain new characteristic. Token β″ from
place L13 unites with tokens α′ and η in place L8 and obtains characteristic
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x𝜀
cu
=
∑

i

ciwi

Token ε from place L8 that enters place L7 does not obtain new characteristic.

Z4 =
⟨{

L5, L7, L11
}

,
{

L9, L10, L11
}

, R4,∨
(
L11 ∧

(
L5, L7

))⟩
,

W11,9 = “The values for S units are calculated”;
W11,10 = “The values for S3 units are calculated”.
Tokens δ and ε from places L5 and L7 that enter place L11 unite and obtain charac‐

teristic

x𝜑
cu
=

1 + pr1x𝜀
cu

1 + pr1x𝛿
cu

w0

Token ϕ from place L11 that enters place L9 does not obtain new characteristic.
Token that enters place L10 from place L11 obtains the characteristic

x𝜑
′

cu
= }}Values for S3 units”.

Tokens ε and δ that enter place L11 from place L11 do not obtain new characteristic.

Z5 =
⟨{

L14
}

,
{

L12, L13, L14
}

, R5,∨
(
L14

)⟩
,

W14,12 = “The weights for C units are initialized”;
W14,13 = “The weights for S units are initialized”.
Token β from place L14 that enters place L12 obtains characteristic

x𝛽
′

cu
=

1
1 + |k| + |h|

Token β from place L14 that enters place L13 obtains characteristic

x𝛽′′
cu

= }}⟨w0, wi⟩′′

Token β from place L14 that enters place L14 does not obtain new characteristic.

Z6 =
⟨{

L10, L16
}

,
{

L15, L16
}

, R6,∨
(
L10, L16

)
)
⟩

,
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W16,15 = “Pattern is recognized”.
Token ϕ’ from place L10 that enters place L16 does not obtain new characteristic.

Token ϕ’ from place L16 that enters place L15 obtains the characteristic

x𝜑
′′

cu
= }}Recognized pattern”.

Z7 =
⟨{

L9, L12, L19
}

,
{

L17, L18, L19
}

, R7,∨
(
L12 ∧

(
L9, L19

))⟩
,

W19,17 = “The values for S units are calculated”;
W19,18 = “The values for V units are calculated”.
Token ϕ from place L12 unites with token β′ from place L19 and obtains the charac‐

teristic

x𝜂
cu
=
∑

i

siui

Token η from place L19 splits into two tokens that enter place L17 and L18 where they do
not obtain new characteristic.

5 Conclusions

The Generalized nets model presented in the paper corresponds to the Neocognitron neural
network as a visual nervous system. Self-organization with unsupervised learning using
repetitive patterns is a necessary element of the network and eliminates the need for infor‐
mation about the class to which the image belongs. It should also be noted that the neocog‐
nitron correctly recognizes images with displacement and curvature of the mold. The algo‐
rithm used on this structure is formed as a multilayer network called “Neocognitron” and is
modeled with generalized nets.
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Abstract. Different approaches to conceptual modeling of overall
telecommunication systems with QoS guarantees are discussed. Gener-
alized Nets (GNs) are used as an alternative to the already existing
conceptual models based on the Service Networks Theory. Two GN rep-
resentations of a part of the Switching stage are proposed and their
advantages and disadvantages are discussed.
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1 Introduction and Related Work

The field of our research includes complex overall telecommunication systems
with Quality of Service (QoS) guarantees, taking into consideration: human fac-
tors; technical characteristics of the telecom network; the techno-socio-economic
environment; QoS indicators, as a base for Quality of Experience (QoE) esti-
mation. The characterization and estimation of QoE, especially in the context
of multimedia (voice, video streaming) and Web services has been subject to
increasing research interest in the last years. Characterization, estimation and
management of the QoE are functions of many factors, but always are based on
QoS indicators’ values and are still open questions. The two main objectives of
our work are creation of verified and validated computer models of:

• QoS prediction, in case of known other parameters;
• QoS guarantying (determination of the volume of necessary network

resources, in case of known other parameters and target QoS).

We are fully agreed with the best available book in the field [5]: “A creation
of a good conceptual model lays a strong foundation for successful simulation
modeling and analysis” and “The state-of-the-art is such that we are not yet in
c© Springer International Publishing AG 2017
H. Christiansen et al. (Eds.): FQAS 2017, LNAI 10333, pp. 260–268, 2017.
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a position to propose a unified definition of a conceptual model or a unified app-
roach to conceptual modeling.” The aim of this paper is to present some results
of our conceptual modeling practice towards proposition of unified definition of
a conceptual model. We use the conceptual modeling for the determination and
explication of:

• The concept used in modeling. The telecommunication systems are very com-
plex artefacts and many concepts are used in their investigation, e.g. belong-
ing to mathematics, informatics, economics, sociology, psychology. Each con-
cept may introduce its own terminology and conceptual models.

• The modelled structure (functional, temporal, spatial, financial etc.) of the
system of interest. This includes Reference Points, in which the real system’s
and model’s values of the parameters are objects of comparison in the models’
validation.

• The assumptions and simplifications of the modelled system used in the
model;

• The model specifications, used in discussions among modelers, model users,
mathematicians and programmers (model implementers).

• A common base for modelling, verification and validation. Our conceptual
model is used for parallel analytical and Informatical modelling, as well as
for comparison of the results received from computer simulation (mutual ver-
ification of analytical and Informatical models) and measurements in the real
system (model validation).

• A common base for forward and inverse modelling and simulation. A con-
ceptual model is used for QoS prediction, and QoS guarantying tasks. This
allows mutual verification of the forward and inverse models.

The three conceptual models, presented in this paper, are of one and the same
telecommunication system. The first one (in Sect. 2), based on Service Networks
Theory concepts including Queuing Theory devices, is briefly described. It is
used for the creation of mathematical models of forward (QoS prediction) and
inverse (QoS guarantying) tasks [6]. In Sect. 3, ordinary Generalized Net (GN)
concepts are used. In Sect. 4 – an extension of the GNs. As a conclusion, the
three conceptual models are discussed in Sect. 5.

2 Conceptual Model of Overall Telecommunication
System Based on Service Networks Theory

The conceptual model includes user’s behavior, a limited number of homoge-
nous terminals; losses due to abandoned and interrupted dialing, blocked and
interrupted switching, unavailable intent terminal, blocked and abandoned ring-
ing and abandoned communication. The network traffic for the calling (denoted
by A) and the called (denoted by B) terminals and user’s traffic are considered
seperately in their interrelationship. Two types of virtual devices are used: basic
and comprising.
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The basic virtual devices types, their names and graphic representation are
shown in Fig. 1. There are six different types of basic virtual devices: Genera-
tor, Terminator, Modifier, Server, Enter Switch, Switch and Graphic conncetor.
Every basic virtual device, except the Switch, has no more than one entrance
and/or one exit. Switches have one or two entrances and one or two exits.

Fig. 1. Conceptual model of a telecommunication system.

Each of the basic devices is characterized by the following parameters: F -
intensity (frequency, rate) of the flow [calls/sec]; P - probability of directing the
calls of the external flow to the device considered; T - service time in the device
of a call [seconds]; Y - intensity of the device traffic [Erlangs]; N - number of
service places (lines, servers) in the virtual device (capacity of the device).

Three comprising virtual devices are considered in the conceptual model:
a – virtual device that comprises all the A-terminals (calling) in the system. It
is represented by a continuous line box in Fig. 1; b - virtual device that comprises
all the B-terminals (called) in the system. It is represented by a dashed line box in
Fig. 1; s - virtual device corresponding to the switching subsystem. Represented
by a dashed line box in the a-device in Fig. 1.

3 Generalized Net Model of a Part of the Switching
Stage

The theory of GNs [2] and their applications [3] provide alternative approach
to the conceptual modeling of telecommunication systems. In this section an
ordinary GN is used. The GN in Fig. 2 represents a part of the Switching stage
from the conceptual model.
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Fig. 2. Generalized net model of a part of the Switching stage.

The places in the GN model correspond to basic devices in the conceptual
model as follows: l1 corresponds to the Enter Switch deivice before the compris-
ing virtual device s; l2 corresponds to the Switch device at the beginning of the
comprising virtual device s; l3 corresponds to Switch device after the bs device;
l4 corresponds to bs; l5 corresponds to the Terminator after bs; l6 corresponds to
the Switch after rbs; l7 corresponds to rbs; l8 corresponds to the Switch before
the cs device; l9 corresponds to the Switch after is; l10 corresponds to is; l11
corresponds to the Terminator after is; l12 corresponds to the Switch after ris;
l13 corresponds to ris.

Five different types of tokens are used in the model. Tokens of type α repre-
sent the call attempts. They enter the net in place l1 with characteristic “volume,
duration of service,call destination”. Token of type β stays in place l4 in the ini-
tial moment. It is used to accumulate data about the bs device. Token of type γ
stays in place l7 in the initial moment. It is used to accumulate data about the
rbs device. Token of type δ stays in place l10 in the initial moment. It is used to
accumulate data about the is device. Token of type ε stays in place l13 in the
initial moment. It is used to accumulate data about the ris device.

All tokens except the tokens of type α have initial characteristic: “initial
values of Ydn, Pdn, Fdn, Tdn”, where dn denotes the corresponding device name.
What follows is a description of the transitions.

Z1 = 〈{l1, l4}, {l2, l3, l4}, r1〉, where r1 =
l2 l3 l4

l1 W1,2 W1,3 W1,4

l4 false false true

and

• W1,2 = “Yis + Yns + Ycs < Ns”;
• W1,3 = ¬W1,2;
• W1,4 = W1,3.
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When the truth value of the predicate W1,2 is “true” the token α enters
place l2 without obtaining any new characteristic. When the truth value of the
predicate W1,3 is “true” the token α splits into two identical tokens one of which
enters place l3 and the other one merges with the β token in place l4. In place
l3 the tokens do not obtain new characteristics. Token β in place l4 obtains the
characteristic “current value of Ybs”.

Z2 = 〈{l3, l7}, {l5, l6, l7}, r2〉, where r2 =
l5 l6 l7

l3 W3,5 W3,6 W3,7

l7 false false true

and

• W3,5 = “the current call is terminated (with a given probability)”;
• W3,6 = “the current call is repeated (with a given probability)”;
• W3,7 = W3,6.

When the truth value of the predicate W3,5 is “true” the current token α
enters place l5 without obtaining any new characteristic. When the truth value
of the predicate W3,6 is “true” the current token α splits into two identical tokens
one of which enters place l6 and the other one enters place l7 where it merges
with the γ token. In place l6 the tokens do not obtain new characteristics. Token
γ in place l7 obtains the characteristic “current value of Yrbs”.

Z3 = 〈{l2, l10}, {l8, l9, l10}, r3〉, where r3 =
l8 l9 l10

l2 W2,8 W2,9 W2,10

l10 false false true

and

• W2,8 = “the current call is carried (with a given probability)”;
• W2,9 = “the current call is interrupted (with a given probability)”;
• W2,10 = W2,9.

When the truth value of the predicate W2,8 is “true” the current α token
enters place l8 without obtaining any new characteristic. When the truth value
of the predicate W2,9 is “true” the current token α splits into two identical tokens
one of which enters place l9 and the other one enters place l10 where it merges
with the δ token. In place l9 the tokens do not obtain new characteristics. Token
δ in place l10 obtains the characteristic “current value of Yis”.

Z4 = 〈{l9, l13}, {l11, l12, l13}, r4〉, where r4 =
l11 l12 l13

l9 W9,11 W9,12 W9,13

l13 false false true

and
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• W9,11 = “the current call is terminated (with a given probability)”;
• W9,12 = “the current call is repeated (with a given probability)”;
• W9,13 = W9,12.

When the truth value of the predicate W9,11 is “true” the current token α
enters place l11 without obtaining any new characteristic. When the truth value
of the predicate W9,12 is “true” the current token α splits into two identical
tokens one of which enters place l12 and the other one enters place l13 where it
merges with the ε token. In place l12 the tokens do not obtain new characteristics.
Token δ in place l13 obtains the characteristic: “current value of Yris”.

4 Representation of a Part of the Switching Stage with
Generalized Nets with Characteristics of the Places

The model proposed in the previous section uses ordinary GNs. In one of the
most recent extensions of the GNs – Generalized Nets with Characteristics of the
Places (GNCP, [1]) – the places can also obtain characteristics. Here we propose
a GNCP model of the same part of the Switching stage as the one in Sect. 3. For
the sake of brevity, we use a reduced GNCP. The graphical representaion of the
net is shown in Fig. 3.

Fig. 3. GNCP model of a part of the Switching stage.

In the GNCP model only one type of tokens is used. The meaning of the places
is the following: l1 corresponds to the Enter Switch deivice before the comprising
device S; l2 corresponds to the Switch at the beginning of the comprising device
S; l3 corresponds bs; l4 corresponds to the Terminator after bs; l5 corresponds
to rbs; l6 corresponds to the Switch before the cs device; l7 corresponds to is;
l8 corresponds to the Terminator after is; l9 corresponds to ris. The places
denoted by two concentric circles obtain characteristics when tokens enter them.
These characteristics allow for accumulation of data related to the corresponding
virtual device.
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Tokens representing the call attempts enter the net through place l1. They
have the same characteristics as in the ordinary GN model. Places l3, l5, l7, l9
have initial characteristic in the form “initial values of Ydn, Fdn, Pdn, Tdn”
where dn denotes the device corresponding to the place as described above. In
places l2, l4, l6, l8 the tokens do not obtain characteristics.

For completeness we give the formal description of the transitions.

Z1 = 〈{l1}, {l2, l3}, r1〉, where r1 =
l2 l3

l1 W1,2 W1,3

and

• W1,2 = “Yis + Yns + Ycs < Ns”;
• W1,3 = ¬W1,2.

When the truth value of the predicate W1,3 is “true” the current token enters
place l3 without obtaining new characteristic. Place l3 obtains the characteristic
“current value of Ybs”.

Z2 = 〈{l3}, {l4, l5}, r2〉, where r2 =
l4 l5

l3 W3,4 W3,5

and

• W3,4 = “The current call is terminated (with a given probability)”;
• W3,5 = “The current call is repeated (with a given probability)”.

When the truth value of the predicate W3,5 is “true” the current token in
place l3 enters place l5 without obtaining characteristic. Place l5 obtains the
characteristic “current value of Yrbs”.

Z3 = 〈{l2}, {l6, l7}, r3〉, where r3 =
l6 l7

l2 W2,6 W2,7

and

• W2,6 = “The current call is carried (with a given probability)”;
• W2,7 = “The current call is interrupted (with a given probability)”.

When the truth value of the predicate W2,7 is “true” the current token α
enters place l7 without new characteristic. Place l7 obtains the characteristic
“current value of Yis”.

Z4 = 〈{l7}, {l8, l9}, r4〉, where r4 =
l8 l9

l7 W7,8 W7,9

and

• W7,8 = “The current call is terminated (with a given probability)”;
• W7,9 = “The current call is repeated (with a given probability)”.
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When the truth value of the predicate W7,9 is “true” the current token α
enters place l9 without new characteristic. Place l9 obtains the characteristic
“current value of Yris”.

5 Comparison of the Approaches and Conclusions

The conceptual model presented in Fig. 1 gives a clearer connection between the
functions of the real system and their visual representations. It allows for easy
understanding of the connections between the virtual devices and their functions.
A downside of this approach is that it uses 7 different virtual devices. It shows
the paths of the calls in the system but the calls are not presented in the model.

On the other hand, the GN models use less different components to describe
the devices and the paths of the calls: places, arcs, transitions in the ordinary
GN model in Fig. 2 and arcs, transitions and two types of places in the GNCP
model in Fig. 3. That is why the GN representations are, in a sense, graphically
simpler. However, users need special training in order to understand the paths of
the calls and the connections between the analogues of the virtual devices in the
net. The GNCP model has the simplest graphic representation. It has 4 places
less than the GN model in Sect. 3, less arcs and, also, only one type of tokens is
used while in the GN model in Sect. 3 we have five types of tokens.

In the telecommunication systems with virtual channel switching one call
occupies all devices through which it has passed. With regard to this, it will
be interesting to study a GN representation using one of the recently proposed
extensions of the GNs – Generalized Nets with Volumetric Tokens – defined in
[4]. In our future work, we intend to propose and study different GN analogues to
the devices from the Service Networks Theory that would make the GN models
more user-friendly.

The presented models of one aspect of a telecommunication system lead to
the conclusion that a conceptual model may be invariant to the modeling sub-
concepts and tasks, in contrast with considerations in [5]. This have to be taken
into account in QoS related tasks.
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Abstract. Pain is the most common symptom of the many muscu-
loskeletal pathologies. Musculoskeletal pain affects the muscles, liga-
ments, tendons, nerves and bones and might be caused by diverse fac-
tors. Musculoskeletal pain ranges from mild to severe. It can be local
or diffuse, and acute or chronic. Due to the wide range of conditions
that may cause such a symptom, diagnosing process is challenging and a
systematic approach is necessary. In this investigation we present a suc-
cessful example of generalized nets application in medical diagnosing and
propose a novel approach leading to the appropriate diagnostic consid-
erations. The method proposed in this investigation accurately identifies
the various steps during the muscle pain diagnosing process and signif-
icantly improves the health care level. Obtained so far results could be
used to assist in the decision making in the diagnostic processes.

Keywords: Musculoskeletel pain · Generalized nets

1 Introduction

The diagnosis of musculoskeletal pain is made on the basis of the medical his-
tory, clinical examinations, diagnostic imaging techniques and simple laboratory
investigations. The basic issue associated with muscle pain diagnosing is to find
the early pointers to a likely diagnosis. Then as part of the assessment, it is essen-
tial to establish a logical step-by-step approach to the medical history as well as a
series of screening investigations. Muscle pain may arise due to injury or overex-
ertion, infections, inflammatory or systemic conditions. A number of conditions
can be associated with muscle pain, such as viral infections, fibromyalgia, auto-
immune disorders, drug-induced disorders, metabolic disorders, etc. The purpose
of the present study is to give an example how the apparatus of generalized nets
might be successfully applied to medical diagnosing and as such to be proposed
as a novel mathematical approach for diagnosing the causes of the muscle pain.
Generalized nets (GNs) (see [1,2]) are an apparatus for modeling of parallel and

c© Springer International Publishing AG 2017
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concurrent processes, developed as an extension of the concept of Petri nets and
some of their modifications. In general, the GNs may or may not have some of
the components in their definition. GNs without some of their components form
special classes called reduced GNs [2]. The presented GN-model shows similar
features with previous models for medical diagnosing [3–5] but this is the first
one highlighting the diagnostic algorithm for patients with muscle pain.

2 Generalized Net Model of Muscle Pain Diagnosing

A reduced GN-model which represents the plan for muscle pain diagnosing is
developed here. The proposed GN-model is shown in Fig. 1.

Fig. 1. GN-model of muscle pain diagnosing

The GN-model has 7 transitions and 20 places with the following meanings:

• Z1 represents the personal data of the patient;
• Z2 – the current localization of the symptoms;
• Z3 – the results from the medical history;
• Z4 – the results from the physical examination;
• Z5 – the set of laboratory tests;
• Z6 – the results from the laboratory tests and possible diagnosis;
• Z7 – the final diagnosis.

The GN-model contains 5 types of tokens: α, β, μ, ν and π. Some of the
model transitions contain the so called “special place” where a token stays and
collects information about the specific parts of the diagnosing process which are
represented as follows:

• place l3 collects the overall information obtained from the diagnostics steps
in the personal record (personal data);
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• place l9 – information obtained from the history of the patient;
• place l13 – information about the results from physical examinations;
• place l19 – information about the results from the laboratory tests.

During the GM-model functioning, the α-tokens will unite with the tokens from
the other types: β, μ, ν and π. After that, some of these tokens can split in order
to generate new α-tokens obtaining corresponding characteristics. When there
are some α-tokens (α1, α2, α3 and, eventually, α4), on the next time-moment
all they will unite with a token from another type.

The token α enters the net in place l1 with an initial characteristic:

“patient with muscle pain”.

The transition Z1 has the following form:

Z1 = 〈{l1, l3, l20}, {l2, l3}, r1〉

where

r1 =

l2 l3
l1 false true
l3 W3,2 true
l20 false true

• W3,2 = “information about the current symptoms, medical history and phys-
ical examination is necessary”.

The tokens from the three input places of transition Z1 enter place l3 and
unite with token β with the above mentioned characteristic. On the next time-
moment, token β splits to two tokens – the same token β and token α1. When
predicate W3,2 is true, the token α1 enters place l2 and there it obtains a char-
acteristic:

“obtain information about the current symptoms, medical history and phys-
ical examination”.

The transition Z2 has the following form:

Z2 = 〈{l2}, {l4, l5}, r2〉

where

r2 =
l4 l5

l2 W2,4 W2,5

and

• W2,4 = “the muscle pain is local”;
• W2,5 = “the muscle pain is diffuse with no history of trauma, overuse and

stress”.
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When the predicate W2,4 is true, token α1 enters place l4 and there it obtains
a characteristic:

“obtain information from the medical hystory of the patient”.

When the predicate W2,5 is true, token α1 enters place l5 and there it obtains a
characteristic:

“perform physical examination”.

The transition Z3 has the following form:

Z3 = 〈{l4, l9}, {l6, l7, l8, l9}, r3〉
where

r3 =
l6 l7 l8 l9

l4 false false false true
l9 W9,6 W9,7 W9,8 true

and

• W9,6 = “there is a history of trauma”;
• W9,7 = “there is a history of recent overexertion and stress”;
• W9,8 = ¬W9,6 ∨ ¬W9,7.

The tokens from all input places of transition Z3 enter place l9 and unite with
token μ with the characteristic as mentioned above. On the next time-moment,
token μ splits to two tokens – the same token μ that stays permanently in the
place l9, and token α1. When the predicate W9,6 is true, token α1 enters place
l6 and there it obtains a characteristic:

“consider: muscle contusion, muscle strain, muscle rupture, ligament
sprain; send patient to X-ray and/or MRI to determine the extent of the
injury or to identify possible additional injuries”.

When the predicate W9,7 is true, token α1 enters place l7 and there it obtains a
characteristic:

“consider: muscle cramps or delayed onset muscle soreness”.

When the predicate W9,8 is true, token α1 enters place l8 and there it obtains a
characteristic:

“perform physical examination”.

The transition Z4 has the following form:

Z4 = 〈{l5, l8, l13}, {l10, l11, l12, l13}, r4〉
where

r4 =

l10 l11 l12 l13
l5 false false false true
l8 false false false true
l13 W13,10 W13,11 W13,12 true

and
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• W13,10 = “there is muscle weakness without loss of muscle mass”;
• W13,11 = “there is muscle weakness and loss of muscle mass”;
• W13,12 = ¬W13,10.

The tokens from all input places of transition Z4 enter place l13 and unite with
token ν with the characteristic as mentioned above. On the next time-moment,
token ν splits to two tokens – the same token ν that stays permanently in the
place l12, and token α1. When the predicate W13,10 is true, token α1 enters place
l10 and there it obtains a characteristic:

“perform a laboratory tests to rule in potential pathologies associated with
muscle pain and weakness”.

When the predicate W13,11 is true, token α1 enters place l11 and there it obtains
a characteristic:

“consider: muscular dystrophy; perform: muscle biopsy, aldolase test, cre-
atine phosphokinase test”.

When the predicate W13,12 is true, token α1 enters place l12 and there it obtains
a characteristic:

“consider: fibromyalgia, psyhological disorders, spinal disorders, endocrine
disorders, polymyalgia rheumatica”.

The transition Z5 has the following form:

Z5 = 〈{l10}, {l14}, r5〉

where

r5 =
l14

l10 true

The token from place l10 of transition Z5 enter place l13 and there it obtains
a characteristic:

“perform: erythrocyte sedimentation rate (ESR) test, serum alkaline phos-
phatase (SAP) test, creatine phosphokinase (CPT) test”.

The transition Z6 has the following form:

Z6 = 〈{l14, l19}, {l15, l16, l17, l18, l19}, r6〉

where

r6 =
l15 l16 l17 l18 l19

l14 false false false fals true
l19 W19,15 W19,16 W19,17 W19,18 true

and
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• W19,15 = “erythrocyte sedimentation rate (ESR) is high”;
• W19,16 = “serum alkaline phosphatase (SAP) is high”;
• W19,17 = “creatine phosphokinase (CPT) is high”;
• W19,18 = ¬W19,15 ∨ ¬W19,16.

The tokens from all input places of transition Z6 enter place l19 and unite with
token π with the characteristic as mentioned above. On the next time-moment,
token π splits to two tokens – the same token π that stays permanently in the
place l19, and token α1. When the predicate W19,15 is true, token α1 enters place
l15 and there it obtains a characteristic:

“consider: polymyalgia rheumatica, systemic lupus erythematosus, myosi-
tis or secondary carcinomatosis”.

When the predicate W19,16 is true, token α2 enters place l16 and there it obtains
a characteristic:

“consider: liver diseases, osteoporosis, osteomalacia, viral infections,
Paget’s disease and hyperparathyroidism”.

When the predicate W19,17 is true, token α3 enters place l17 and there it obtains
a characteristic:

“consider: drug-induced disorders, inflammatory myopathies”.

When the predicate W19,18 is true, token α4 enters place l18 and there it obtains
a characteristic:

“consider: hypothyroidism, fibromyalgia, psyhogenic causes, myofascial
pain syndrome”.

The transition Z7 has the following form:

Z7 = 〈{l15, l16, l17, l18}, {l20}, r7〉

where

r7 =

l20
l15 true
l16 true
l17 true
l18 true

The tokens from the input places of transition Z7 enter place l20 and unite in
one token β1 with some of the characteristics obtained from the previous time-
step. The token β1 returns to transition Z1 and enters to place l3 to extend the
personal record of the current patient.
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3 Conclusions

The so described GN-model may provide a framework that can be used by pri-
mary care practitioners to guide diagnostic processes for patients with muscle
pain, enabling more accurate and efficient identification of conditions that may
lead to pain in the muscles and would assist in optimizing patient outcomes and
more effective treatment. The presented in this paper GN-model of diagnostic
algorithm for patient with muscle pain is a part of a series of studies for diag-
nosing through GN-modeling assistance and can be improved in multiple ways
to yield better results. This model significantly improves the accuracy of the
primary diagnosis and the reliability of the proposed algorithm.
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Abstract. It is shown that generalized nets can be used as a tool for
modelling of the urban bus transport. An example of a generalized net
of a part of the urban bus transport in town Burgas (Bulgaria), is given.

Keywords: Generalized nets · Model · Urban transport

1 Introduction

Generalized Nets (GNs, [1–3]) are a tool for modelling of parallel processes,
including as partial cases the standard Petri nets and all their modifications and
extensions (as Time Petri nets, E-nets, Colour Petri nets, Predicative-Transition
Petri nets, Fuzzy Petri nets, etc.). The apparatus of the GNs is used for modelling
of different processes in the areas of Artificial Intelligence, medicine and biology,
economics, industry, and many others. Here, GNs are used as a tool for modelling
of processes in the urban bus transport.

2 Short Remarks of the Theory of the Generalized Nets

The GNs are defined in a way that is different in principle from the ways of
defining the other types of PNs (see [2,3]).

The first basic difference between GNs and the ordinary PNs is the “place –
transition” relation. Here, the transitions are objects of more complex nature.
A transition may contain m input places and n output places, where the integers
m,n ≥ 1.

c© Springer International Publishing AG 2017
H. Christiansen et al. (Eds.): FQAS 2017, LNAI 10333, pp. 276–285, 2017.
DOI: 10.1007/978-3-319-59692-1 25
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Formally, every transition is described by a seven-tuple (Fig. 1):

Z = 〈L′, L′′, t1, t2, r,M,� 〉,

where:

Fig. 1. The form of transition

(a) L′ and L′′ are finite, non-empty sets of places (the transition’s input
and output places, respectively); for the transition in Fig. 1 these are L′ =
{l′1, l

′
2, . . . , l

′
m} and L′′ = {l′′1 , l′′2 , . . . , l′′n};

(b) t1 is the current time-moment of the transition’s firing;
(c) t2 is the current value of the duration of its active state;
(d) r is the transition’s condition determining which tokens will pass (or
transfer) from the transition’s inputs to its outputs; it has the form of an
Index Matrix (IM; see [4]):

r =

l′′1 . . . l′′j . . . l′′n
l′1
... ri,j

l′m

;

ri,j is the predicate that corresponds to the i-th input and j-th output place
(1 ≤ i ≤ m, 1 ≤ j ≤ n). When its truth value is “true”, a token from the i-th
input place transfers to the j-th output place; otherwise, this is not possible;
(e) M is an IM of the capacities mi,j of transition’s arcs, where mi,j ≥ 0 is
a natural number:

M =

l′′1 . . . l′′j . . . l′′n
l′1
... mi,j

l′m

;
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(f) � is an object of a form similar to a Boolean expression. It contains as
variables the symbols that serve as labels for a transition’s input places, and
� is an expression built up from variables and the Boolean connectives ∧ and
∨. When the value of a type (calculated as a Boolean expression) is “true”,
the transition can become active, otherwise it cannot.

The ordered four-tuple

E = 〈〈A, πA, πL, c, f, θ1, θ2〉, 〈K,πK , θK〉, 〈T, to, t∗〉, 〈X,Φ, b〉〉
is called a GN if:

(a) A is a set of transitions;
(b) πA is a function giving the priorities of the transitions, i.e., πA : A → N ,
where N = {0, 1, 2, . . . } ∪ {∞};
(c) πL is a function giving the priorities of the places, i.e., πL : L → N , where
L = pr1A ∪ pr2A, and priX is the i-th projection of the n-dimensional set,
where n ∈ N,n ≥ 1 and 1 ≤ k ≤ n (obviously, L is the set of all GN - places);
(d) c is a function giving the capacities of the places, i.e., c : L → N ;
(e) f is a function that calculates the truth values of the predicates of the
transition’s conditions (for the GN described here, let the function f have the
value “false” or “true”, that is, a value from the set {0, 1};
(f) θ1 is a function which indicates the next time-moment when a certain
transition Z can be activated, that is, θ1(t) = t′, where pr3Z = t, t′ ∈ [T, T +
t∗] and t ≤ t′. The value of this function is calculated at the moment when
the transition ceases to function;
(g) θ2 is a function which gives the duration of the active state of a certain
transition Z, i.e., θ2(t) = t′, where pr4Z = t ∈ [T, T + t∗] and t′ ≥ 0. The
value of this function is calculated at the moment when the transition starts
to function;
(h) K is the set of the GN’s tokens.
(i)πK is a functionwhich gives thepriorities of the tokens, that is,πK : K → N ;
(j) θK is a function which gives the time-moment when a given token can
enter the net, that is, θK(α) = t, where α ∈ K and t ∈ [T, T + t∗];
(k) T is the time-moment when the GN starts to function. This moment is
determined with respect to a fixed (global) time-scale;
(l) to is an elementary time-step, related to the fixed (global) time-scale;
(m) t∗ is the duration of the functioning of the GN;
(n) X is the set of all initial characteristics which the tokens can obtain on
entering the net;
(o) Φ is the characteristic function that assigns new characteristics to every
token when it makes the transfer from an input to an output place of a given
transition.
(p) b is a function which gives the maximum number of characteristics a
given token can obtain, that is, b : K → N .

A given GN may not have some of the above components. In these cases, any
redundant component will be omitted. The GNs of this kind form a special class
of GNs called “reduced GNs”.
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3 Generalized Net Models of Some Components
of the Urban Bus Transport

Having in mind that the urban bus transport network of any town has the form
of a (non-oriented) graph, we can represent it by a GN. Each bus station is
represented by a transition with the form of Fig. 2.

Fig. 2. Sample GN transition, presenting a bus station.

In it, the bus station X has direct connections with n other stations and let
us denote them by Y1, ..., Yn. Here, places l2i−1 and l2i correspond to bus lines
from and to station Yi for i = 1, 2, ..., n. The IM of the transition conditions has
the form

l2 l4 . . . l2n X
l1 false false . . . false true
l3 false false . . . false true
...

...
...

. . .
...

...
l2n−1 false false . . . false true

X WX,2 WX,4 . . . WX,2n WX,X

,

where
WX,2 = “the bus is directed to bus station Y1”,
WX,4 = “the bus is directed to bus station Y2”, ...,
WX,2n = “the bus is directed to bus station Yn”,
WX,X = “the bus must shunt in bus station X”.

In the next section, we illustrate the possibility to represent the urban bus
transport network of a given town by a GN, using as an example, the urban bus
transport network in town Burgas. In the model that follows, we describe only
the most important bus stations.
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4 Simplified Generalized Net Model of the Urban Bus
Transport Network in Burgas

The GN-model contains 8 transitions and 28 places (see Fig. 3). Its tokens rep-
resent separate buses that will move from one bus station to the next one.

Each token, entering a place, obtains as a current characteristic information
about the time for accomplishment of its previous activity and the number of
passengers who leave the respective bus or catch it. The transition input-output
places represent initial and final bus stations (depos). There, initially, the tokens
obtain as initial characteristic the number of bus line, list of bus stations through
which the bus must pass and other necessary information.

Fig. 3. Simplified Generalized Net Model of the Urban Bus Transport Network in
Burgas

The GN-transitions are the following.

Z1 = 〈{l3, l6, l8}, {l1, l2, l3}, r1〉
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where

r1 =

l1 l2 l3
l3 W3,1 W3,2 W3,3

l6 false false true
l8 false false true

where
W3,1 = “The next bus station is l1”,
W3,2 = “The next bus station is l2”,
W3,3 = “The bus must continue stay in station l3”.

Z2 = 〈{l2, l7, l12, l15}, {l4, l5, l6, l7}, r2〉
where

r2 =

l4 l5 l6 l7
l2 W2,4 false false true
l7 W7,4 W7,5 W7,6 W7,7

l12 false false W12,6 true
l15 false false false true

where
W7,4 = “The next bus station is l4”,
W7,5 = “The next bus station is l5”,
W7,6 = W12,6 = “The next bus station is l6”,
W7,7 = “The bus must continue stay in station l7”.

Z3 = 〈{l1, l4, l16, l18, l21}, {l8, l9, l10, l11, l12}, r3〉
where

r3 =

l8 l9 l10 l11 l12
l1 false W1,9 W1,10 W1,11 W1,12

l4 W4,8 W4,9 W4,10 W4,11 false
l16 W16,8 W16,9 W16,10 false W16,12

l18 W18,8 false false false W18,12

l21 W21,8 false false false W21,12

where
W1,9 = W4,9 = W16,9 = “The next bus station is l9”,
W1,10 = W4,10 = W16,10 = “The next bus station is l10”,
W1,11 = W4,11 = “The next bus station is l11”,
W1,12 = W16,12 = W18,12 = W21,12 = “The next bus station is l12”,
W4,8 = W16,8 = W18,8 = W21,8 = “The next bus station is l8”.

Z4 = 〈{l5, l11, l17, l20, l25}, {l13, l14, l15, l16, l17}, r4〉
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where

r4 =

l13 l14 l15 l16 l17
l5 W5,13 W5,14 false false W5,17

l11 W11,13 W11,14 false W11,16 W11,17

l17 W17,13 W17,14 W17,15 W17,16 W17,17

l20 false false W20,15 W20,16 W20,17

l25 false false W25,15 W25,16 W25,17

where
W5,13 = W11,13 = W17,13 = “The next bus station is l13”,
W5,14 = W11,14 = W17,14 = “The next bus station is l14”,
W17,15 = W20,15 = W25,15 = “The next bus station is l15”,
W11,16 = W17,16 = W20,16 = W25,16 = “The next bus station is l16”,
W5,17 = W11,17 = W20,17 = W25,17 = “The bus station l17 is final for the bus”,
W17,17 = “The bus must continue stay in station l17”.

Z5 = 〈{l10, l13, l23}, {l18, l19, l20}, r5〉
where

r5 =

l18 l19 l20
l10 false W10,19 W10,20

l13 W13,18 W13,19 W13,20

l23 W23,18 false W23,20

where
W10,19 = W13,19 = “The next bus station is l19”,
W10,20 = W13,20 = W23,20 = “The next bus station is l20”,
W13,18 = W23,18 = “The next bus station is l23”.

Z6 = 〈{l9, l19, l26}, {l21, l22, l23}, r6〉
where

r6 =

l21 l22 l23
l9 false W9,22 W9,23

l19 W19,21 W19,22 false
l26 W26,21 false W26,23

where
W9,22 = W19,22 = “The next bus station is l22”,
W9,23 = W9,23 = W26,23 = “The next bus station is l23”,
W19,21 = W26,21 = “The next bus station is l21”.

Z7 = 〈{l14, l22, l27}, {l24, l25, l26}, r7〉
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where

r7 =

l24 l25 l26
l14 true false false
l22 true false false
l27 false W27,25 W27,26

where
W27,25 = “The next bus station is l25”,
W27,26 = “The next bus station is l26”.

Z8 = 〈{l24, l28}, {l27, l28}, r8〉
where

r8 =
l27 l28

l24 false true
l28 W28,27 W28,28

where
W28,27 = “The next bus station is l27”,
W28,28 = “The bus must continue stay in station l28”.

In the present model, we represent a small, but important part of the bus
stations of Burgas. Some of them are initial-final bus stations (represented by
transitions Z1, Z8 and their places l3, l28, respetively), some of them are interme-
diate bus stations (represented by transitions Z3, Z5, Z6, Z7), and some of them
are simultaneously as initial-final, as well as intermediate bus stations (repre-
sented by transitions Z2, Z4 and their places l7, l17, respetively). In the model,
we omit all intermediate bus stations between the given, to/from which there
are not lines from/to other directions.

The so constructed GN-model can be used for simulation of different situa-
tions that can occur between the buses in real-time. As a result, we can obtain
ideas e.g., for keeping or changing the schedule of concrete bus(es) in the current
moment.

5 Ideas for Further Research

The present model raises different ideas for future research. One of these ideas
is related to the novel multicriteria decision making method called “Intercriteria
Analysis” [4,5], based on index matrices [4] that gives possibility for detecting
existing relations between pairs of criteria from the set of evaluating criteria
based on comparisons of the evaluations of the set of objects being evaluated.
The first attempt to use Intercriteria Analysis for searching such patterns in
urban bus transport network is described in [6].

Now, in the role of objects there can be the separate buses and of the criteria –
the separate bus stations in the network. So, we can construct two IMs with the
forms
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Ae =

O1 · · · Oi · · · Oj · · · On

C1 eC1,O1 · · · eC1,Oi
· · · eC1,Oj

· · · eC1,On

...
...

. . .
...

. . .
...

. . .
...

Ck eCk,O1 · · · eCk,Oi
· · · eCk,Oj

· · · eCk,On

...
...

. . .
...

. . .
...

. . .
...

Cl eCl,O1 · · · eCl,Oi
· · · eCl,Oj

· · · eCl,On

...
...

. . .
...

. . .
...

. . .
...

Cm eCm,O1 · · · eCm,Oi
· · · eCm,Oj

· · · eCm,On

and

Al =

O1 · · · Oi · · · Oj · · · On

C1 lC1,O1 · · · lC1,Oi
· · · lC1,Oj

· · · lC1,On

...
...

. . .
...

. . .
...

. . .
...

Ck lCk,O1 · · · lCk,Oi
· · · lCk,Oj

· · · lCk,On

...
...

. . .
...

. . .
...

. . .
...

Cl lCl,O1 · · · lCl,Oi
· · · lCl,Oj

· · · lCl,On

...
...

. . .
...

. . .
...

. . .
...

Cm lCm,O1 · · · lCm,Oi
· · · lCm,Oj

· · · lCm,On

,

where the evaluations eCp,Oq
and lCp,Oq

(for 1 ≤ p ≤ m, 1 ≤ q ≤ n) represent
the number of passengers who, respectively, enter or leave the q-th bus on p-th
station. Given the collected data about the parameters eCp,Oq

and lCp,Oq
, the

two IMs may give information not only about the passenger stream, but also
about the relationships between the intensity of usage of separate bus lines.

On the other hand, if we construct the IM

At =

O1 · · · Oi · · · Oj · · · On

C1 tC1,O1 · · · tC1,Oi
· · · tC1,Oj

· · · tC1,On

...
...

. . .
...

. . .
...

. . .
...

Ck tCk,O1 · · · tCk,Oi
· · · tCk,Oj

· · · tCk,On

...
...

. . .
...

. . .
...

. . .
...

Cl tCl,O1 · · · tCl,Oi
· · · tCl,Oj

· · · tCl,On

...
...

. . .
...

. . .
...

. . .
...

Cm tCm,O1 · · · tCm,Oi
· · · tCm,Oj

· · · tCm,On

,

where parameters tCp,Oq
represent the lag times of the buses arriving to the

respective stations, we can search possibility to change the bus trafics with aim
to minimize these lags.
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