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Preface

A conference on Stochastic Analysis and Related Topics was held at Purdue
University on May 20–22, 2015. The conference was supported by the National
Science Foundation, the Institute for Mathematics and its Applications, and Pur-
due’s Mathematics Department and College of Science. This Festschrift serves as a
proceedings for this conference.

The conference was a wonderful success with 17 speakers, including interna-
tional leaders in their fields, and more than 60 participants. A major reason for this
success was that the conference was organized in part to serve as a celebration of
the 60th birthday of Rodrigo Bañuelos. The quality of speakers in the conference
and the number of attendees speak of the incredible impact (both professionally
and personally) that Rodrigo has had throughout his career in mathematics. During
the conference, a number of speeches and presentations were made highlighting his
life story and his achievements in mathematics. Thus, while the remainder of this
Festschrift will focus on the research topics discussed during the conference, it is
appropriate in this preface to give a brief overview of Rodrigo’s life story and career.

Rodrigo Bañuelos was born in a rural farming community of the state of
Zacatecas, Mexico, to a Mexican–American father and a Mexican mother. As a
child, he worked in the family farm and had no formal schooling. At the age of 15,
along with his parents, grandmother, and six siblings, he moved to the USA. In spite
of the late start Rodrigo had to his schooling, he went on to become a tremendous
success academically. He was the first of his family (parents included) to attend high
school. He enrolled at Pasadena City College (1973–1974) and received his BA in
mathematics from UC Santa Cruz (1978), an MAT (master of arts in teaching) from
UC Davis (1980), and then a PhD from UCLA (1984) under the direction of Richard
Durrett. After graduating, he was awarded a Bantrell research fellowship at Caltech
(1984–1986) and a National Science postdoctoral fellowship at the University of
Illinois (1986–1987), before moving to Purdue University in 1987 where he has
remained since. He served as head of the Mathematics Department at Purdue from
2007 to 2011, after serving as interim head in fall 2005.

v
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While at Purdue, Rodrigo has supervised 11 PhD dissertations and mentored
many postdocs. He has also served the profession as member of a large number of
committees and editorial boards. Throughout his career, Rodrigo has been involved
with many efforts to increase the number of underrepresented minority students in
mathematics, and his continued commitment in this has impacted the lives of many.
For his mathematical and professional contributions, Rodrigo has received several
awards and recognitions, including a Young Presidential Investigator Award (1989–
1993), the Blackwell-Tapia Prize in Mathematics (2004), an election to IMS fellow
(2003) and AMS fellow (2013), and twice has been an AMS 1 hour invited speaker
at the Joint Mathematics Meetings (1995, 2016).

Rodrigo’s research is at the interface of probability, harmonic analysis, and
spectral theory. All along his career, he has obtained spectacular and deep results by
systematically applying martingale inequalities to various areas of analysis and in
particular to Lp-estimates for singular integrals and Fourier multipliers which arise
from martingale transforms. To name a few, these singular integrals and operators
include the classical Hilbert transform, the Riesz transforms, the Beurling–Ahlfors
operator, and versions of some of these (especially Riesz transforms) on manifolds,
Lie groups, and in the setting of the Ornstein–Uhlenbeck operator in infinite
dimensions. An advantage of the martingale methods is that they give sharp,
or nearly sharp, bounds which are often universal in that they do not depend
on the geometry or the dimension of the space where the operator is defined.
These techniques have led Rodrigo (in work with his former student, Prabhu
Janakiraman) to the best-known results on a longstanding conjecture of Tadeusz
Iwaniec concerning the Lp-norm of the Beurling–Ahlfors operator.

Rodrigo has also made decisive contributions to other areas of probability,
analysis, and spectral theory, including his work on intrinsic ultracontractivity for
heat semigroups and applications to conditioned Brownian motion, his work on the
hot spots conjecture of Jeff Rauch, his contributions to the spectral gap conjecture
of Michiel van den Berg for Scrhödinger operators with convex potentials, and his
work on eigenvalue estimates, isoperimetric inequalities, and spectral asymptotics
for nonlocal operators arising as generators of Lévy processes. He has authored or
coauthored over 100 papers and one book. His book, with Charles Moore, describes
the many sharp estimates for the Lusin area integral and other classical functionals
in harmonic analysis which led (in joint work with Ivo Klěmes and Moore) to
the solution of a problem posed by Richard Gundy in the early 1980s concerning
a version of the law of the iterated logarithm for harmonic functions. The latter
quantifies, in a precise way, the growth of the non-tangential maximal function in
terms of the growth of the area integrals on the set where the harmonic function
does not have non-tangential limits. Many of Rodrigo’s papers have been published
in the most demanding journals, and he is an indisputable worldwide leader in his
field.

Storrs, CT, USA Fabrice Baudoin
West Lafayette, IN, USA Jonathon Peterson
January 30, 2017
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Positive-Homogeneous Operators, Heat Kernel
Estimates and the Legendre-Fenchel Transform

Evan Randles and Laurent Saloff-Coste

Dedicated to Professor Rodrigo Bañuelos on the occasion of his
60th birthday.

Abstract We consider a class of homogeneous partial differential operators on a
finite-dimensional vector space and study their associated heat kernels. The heat
kernels for this general class of operators are seen to arise naturally as the limiting
objects of the convolution powers of complex-valued functions on the square lattice
in the way that the classical heat kernel arises in the (local) central limit theorem.
These so-called positive-homogeneous operators generalize the class of semi-
elliptic operators in the sense that the definition is coordinate-free. More generally,
we introduce a class of variable-coefficient operators, each of which is uniformly
comparable to a positive-homogeneous operator, and we study the corresponding
Cauchy problem for the heat equation. Under the assumption that such an operator
has Hölder continuous coefficients, we construct a fundamental solution to its heat
equation by the method of Levi, adapted to parabolic systems by Friedman and
Eidelman. Though our results in this direction are implied by the long-known
results of Eidelman for 2Eb-parabolic systems, our focus is to highlight the role
played by the Legendre-Fenchel transform in heat kernel estimates. Specifically,
we show that the fundamental solution satisfies an off-diagonal estimate, i.e., a heat
kernel estimate, written in terms of the Legendre-Fenchel transform of the operator’s
principal symbol—an estimate which is seen to be sharp in many cases.
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1 Introduction

In this article, we consider a class of homogeneous partial differential operators
on a finite dimensional vector space and study their associated heat kernels.
These operators, which we call nondegenerate-homogeneous operators, are seen to
generalize the well-studied classes of semi-elliptic operators introduced by Browder
[13], also known as quasi-elliptic operators [53], and a special “positive” subclass of
semi-elliptic operators which appear as the spatial part of Eidelman’s 2Eb-parabolic
operators [26]. In particular, this class of operators contains all integer powers of the
Laplacian.

1.1 Semi-Elliptic Operators

To motivate the definition of nondegenerate-homogeneous operators, given in the
next section, we first introduce the class of semi-elliptic operators. Semi-elliptic
operators are seen to be prototypical examples of nondegenerate-homogeneous
operators; in fact, the definition of nondegenerate-homogeneous operators is given
to formulate the following construction in a basis-independent way. Given d-
tuple of positive integers n D .n1; n2; : : : ; nd/ 2 N

dC and a multi-index ˇ D
.ˇ1; ˇ2; : : : ; ˇd/ 2 N

d, set jˇ W nj D Pd
kD1 ˇk=nk. Consider the constant coefficient

partial differential operator

ƒ D
X

jˇWnj�1
aˇDˇ

with principal part (relative to n)

ƒp D
X

jˇWnjD1
aˇDˇ;

where aˇ 2 C and Dˇ D .i@x1 /
ˇ1.i@x2 /

ˇ2 � � � .i@xd /
ˇd for each multi-index ˇ 2 N

d.
Such an operator ƒ is said to be semi-elliptic if the symbol of ƒp, defined by
Pp.�/ D P

jˇWnjD1 aˇ�ˇ for � 2 R
d, is non-vanishing away from the origin.

If ƒ satisfies the stronger condition that Re Pp.�/ is strictly positive away from
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the origin, we say that it is positive-semi-elliptic. What seems to be the most
important property of semi-elliptic operators is that their principal part ƒp is
homogeneous in the following sense: If given any smooth function f we put
ıt. f /.x/ D f .t1=n1x1; t1=n2x2; : : : ; t1=nd xd/ for all t > 0 and x D .x1; x2; : : : ; xd/ 2 R

d,
then

tƒ D ı1=t ıƒp ı ıt

for all t > 0. This homogeneous structure was used explicitly in the work of
Browder and Hörmander and, in this article, we generalize this notion. We note that
our definition for the differential operators Dˇ is given to ensure a straightforward
relationship between operators and symbols under our convention for the Fourier
transform (defined in Sect. 1.3); this definition differs only slightly from the standard
references [36, 37, 46, 48] in which i is replaced by 1=i. In both conventions,
the symbol of the operator ƒ D �� D �Pd

kD1 @2xk
is the positive polynomial

� 7! j�j2 D Pd
kD1 �2k . In fact, the principal symbols of all positive-semi-elliptic

operators agree in both conventions.
As mentioned above, the class of semi-elliptic operators was introduced by

Browder in [13] who studied spectral asymptotics for a related class of variable-
coefficient operators (operators of constant strength). Semi-elliptic operators
appeared later in Hörmander’s text [36] as model examples of hypoelliptic operators
on R

d beyond the class of elliptic operators. Around the same time, Volevich [53]
independently introduced the same class of operators but instead called them “quasi-
elliptic”. Since then, the theory of semi-elliptic operators, and hence quasi-elliptic
operators, has reached a high level of sophistication and we refer the reader to the
articles [1–5, 13, 34–38, 49, 51], which use the term semi-elliptic, and the articles
[10–12, 14, 17–24, 31, 41, 43, 50, 52, 53], which use the term quasi-elliptic, for
an account of this theory. We would also like to point to the 1971 paper of Troisi
[50] which gives a more complete list of references (pertaining to quasi-elliptic
operators).

Shortly after Browder’s paper [13] appeared, Eidelman considered a subclass of
semi-elliptic operators on R

dC1 D R ˚ R
d (and systems thereof) of the form

@t C
X

jˇW2mj�1
aˇDˇ D @t C

X

jˇWmj�2
aˇDˇ; (1)

where m 2 N
dC and the coefficients aˇ are functions of x and t. Such an operator is

said to be 2m-parabolic if its spatial part,
P

jˇW2mj�1 aˇDˇ , is (uniformly) positive-
semi-elliptic. We note however that Eidelman’s work and the existing literature
refer exclusively to 2Eb-parabolic operators, i.e., where m D Eb, and for consistency
we write 2Eb-parabolic henceforth [26, 28]. The relationship between positive-
semi-elliptic operators and 2Eb-parabolic operators is analogous to the relationship
between the Laplacian and the heat operator and, in the context of this article,
the relationship between nondegenerate-homogeneous and positive-homogeneous
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operators described by Proposition 2.4. The theory of 2Eb-parabolic operators, which
generalizes the theory of parabolic partial differential equations (and systems), has
seen significant advancement by a number of mathematicians since Eidelman’s
original work. We encourage the reader to see the recent text [28] which provides
an account of this theory and an exhaustive list of references. It should be noted
however that the literature encompassing semi-elliptic operators and quasi-elliptic
operators, as far as we can tell, has very few cross-references to the literature on
2Eb-parabolic operators beyond the 1960s. We suspect that the absence of cross-
references is due to the distinctness of vocabulary.

1.2 Motivation: Convolution Powers of Complex-Valued
Functions on Z

d

We motivate the study of homogeneous operators by first demonstrating the natural
appearance of their heat kernels in the study of convolution powers of complex-
valued functions. To this end, consider a finitely supported function � W Zd ! C

and define its convolution powers iteratively by

�.n/.x/ D
X

y2Zd

�.n�1/.x � y/�.y/

for x 2 Z
d where �.1/ D �. In the special case that � is a probability distribution,

i.e., � is non-negative and has unit mass, � drives a random walk on Z
d whose

nth-step transition kernels are given by kn.x; y/ D �.n/.y � x/. Under certain mild
conditions on the random walk, �.n/ is well-approximated by a single Gaussian
density; this is the classical local limit theorem. Specifically, for a symmetric,
aperiodic and irreducible random walk, the theorem states that

�.n/.x/ D n�d=2G�.x=
p

n/C o.n�d=2/ (2)

uniformly for x 2 Z
d, where G� is the generalized Gaussian density

G�.x/ D 1

.2�/d

Z

Rd
exp

��� �C��
�
e�ix�� d� D 1

.2�/d=2
p

det C�
exp

 

�x � C��1x

2

!

I
(3)

here, C� is the positive definite covariance matrix associated to � and � denotes
the dot product [39, 44, 47]. The canonical example is that in which C� D I (e.g.
Simple Random Walk) and in this case �.n/ is approximated by the so-called heat
kernel K.��/ W .0;1/� R

d ! .0;1/ defined by

Kt
.��/.x/ D .2�t/�d=2 exp

�

�jxj2
2t

�
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for t > 0 and x 2 R
d. Indeed, we observe that n�d=2G�.x=

p
n/ D Kn

.�ƒ/.x/ for

each positive integer n and x 2 Z
d and so the local limit theorem (2) is written

equivalently as

�.n/.x/ D Kn
.��/.x/C o.n�d=2/

uniformly for x 2 Z
d. In addition to its natural appearance as the attractor in the

local limit theorem above, Kt
.��/.x/ is a fundamental solution to the heat equation

@t C .��/ D 0

on .0;1/ � R
d. In fact, this connection to random walk underlies the heat equa-

tion’s probabilistic/diffusive interpretation. Beyond the probabilistic setting, this
link between convolution powers and fundamental solutions to partial differential
equations persists as can be seen in the examples below. In what follows, the heat
kernels .t; x/ 7! Kt

ƒ.x/ are fundamental solutions to the corresponding heat-type
equations of the form

@t Cƒ D 0:

The appearance of Kƒ in local limit theorems (for �.n/) is then found by evaluating
Kt
ƒ.x/ at integer time t D n and lattice point x 2 Z

d.

Example 1.1 Consider � W Z2 ! C defined by

�.x1; x2/ D 1

22C 2
p
3

�

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:

8 .x1; x2/ D .0; 0/

5C p
3 .x1; x2/ D .˙1; 0/

�2 .x1; x2/ D .˙2; 0/
i.

p
3 � 1/ .x1; x2/ D .˙1;�1/

�i.
p
3 � 1/ .x1; x2/ D .˙1; 1/

2� 2i .x1; x2/ D .0;˙1/
0 otherwise:

Analogous to the probabilistic setting, the large n behavior of �.n/ is described by
a generalized local limit theorem in which the attractor is a fundamental solution to
a heat-type equation. Specifically, the following local limit theorem holds (see [44]
for details):

�.n/.x1; x2/ D e�i�x2=3Kn
ƒ.x1; x2/C o.n�3=4/
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uniformly for .x1; x2/ 2 Z
2 where .t; x/ 7! Kt

ƒ.x/ is the “heat” kernel for the heat-
type equation @t Cƒ D 0 where

ƒ D 1

22C 2
p
3

�
2@4x1 � i.

p
3 � 1/@2x1@x2 � 4@2x2

�
:

This local limit theorem is illustrated in Fig. 1 which shows Re.�.n// and the
approximation Re.e�i�x2=3Kn

ƒ/ when n D 100.

−20−1001020

−20
−10

0
10

20

−0.02

−0.01

0

0.01

0.02

x

(a)

−20−1001020

−20
−10

0
10

20

−0.02

−0.01

0

0.01

0.02

x

(b)

Fig. 1 The graphs of Re.�.n// and Re.e�i�x2=3Kn
ƒ/ for n D 100. (a) Re.�.n// for n D 100.

(b) Re.e�i�x2=3Kn
ƒ/ for n D 100
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Example 1.2 Consider � W Z2 ! R defined by � D .�1 C �2/=512, where

�1.x1; x2/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:

326 .x1; x2/ D .0; 0/

20 .x1; x2/ D .˙2; 0/
1 .x1; x2/ D .˙4; 0/
64 .x1; x2/ D .0;˙1/
�16 .x1; x2/ D .0;˙2/
0 otherwise

and �2.x1; x2/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:

76 .x1; x2/ D .1; 0/

52 .x1; x2/ D .�1; 0/
�4 .x1; x2/ D .˙3; 0/
�6 .x1; x2/ D .˙1; 1/
�6 .x1; x2/ D .˙1;�1/
˙2 .x1; x2/ D .˙3; 1/
˙2 .x1; x2/ D .˙3;�1/
0 otherwise:

In this example, the following local limit theorem, which is illustrated by Fig. 2,
describes the limiting behavior of �.n/. We have

�.n/.x1; x2/ D Kn
ƒ.x1; x2/C o.n�5=12/

uniformly for .x1; x2/ 2 Z
2 where Kƒ is again a fundamental solution to @t Cƒ D 0

where, in this case,

ƒ D 1

64

��@6x1 C 2@4x2 C 2@3x1@
2
x2

�
:

Example 1.3 Consider � W Z2 ! R defined by

�.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
:̂

3=8 .x1; x2/ D .0; 0/

1=8 .x1; x2/ D ˙.1; 1/
1=4 .x1; x2/ D ˙.1;�1/
�1=16 .x1; x2/ D ˙.2;�2/
0 otherwise:

Here, the following local limit theorem is valid:

�.n/.x1; x2/ D �
1C ei�.x1Cx2/

�
Kn
ƒ.x1; x2/C o.n�3=4/

uniformly for .x1; x2/ 2 Z
2. Here again, the attractor Kƒ is the fundamental solution

to @t Cƒ D 0 where

ƒ D �1
8
@2x1 C 23

384
@4x1 � 1

4
@x1@x2 �

25

96
@3x1@x2 � 1

8
@2x2 C

23

64
@2x1@

2
x2 � 25

96
@x1@

3
x2 C 23

384
@4x2 :
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(b)

(a)

Fig. 2 The graphs of �.n/ and Kn
ƒ for n D 10;000. (a) �.n/ for n D 10;000. (b) Kn

ƒ for n D 10;000

Looking back at preceding examples, we note that the operators appearing in
Examples 1.1 and 1.2 are both positive-semi-elliptic and consist only of their
principal parts. This is easily verified, for n D .4; 2/ D 2.2; 1/ in Example 1.1
and n D .6; 4/ D 2.3; 2/ in Example 1.2. In contrast to Examples 1.1 and 1.2,
the operator ƒ which appears in Example 1.3 is not semi-elliptic in the given
coordinate system. After careful study, the ƒ appearing in Example 1.3 can be
written equivalently as

ƒ D �1
8
@2v1 C 23

384
@4v2 (4)
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where @v1 is the directional derivative in the v1 D .1; 1/ direction and @v2 is the
directional derivative in the v2 D .1;�1/ direction. In this way, ƒ is seen to be
semi-elliptic with respect to some basis fv1; v2g of R2 and, with respect to this basis,
we have n D .2; 4/ D 2.1; 2/. For this reason, our formulation of nondegenerate-
homogeneous operators (and positive-homogeneous operators), given in the next
section, is made in a basis-independent way.

All of the operators appearing in Examples 1.1, 1.2 and 1.3 share two important
properties: homogeneity and positivity (in the sense of symbols). While we make
these notions precise in the next section, loosely speaking, homogeneity is the
property that ƒ “plays well” with some dilation structure on R

d, though this
structure is different in each example. Further, homogeneity for ƒ is reflected
by an analogous one for the corresponding heat kernel Kƒ; in fact, the specific
dilation structure is, in some sense, selected by �.n/ as n ! 1 and leads to the
corresponding local limit theorem. In further discussion of these examples, a very
natural question arises: Given � W Zd ! C, how does one compute the operator ƒ
whose heat kernel Kƒ appears as the attractor in the local limit theorem for �.n/?
In the examples we have looked at, one studies the Taylor expansion of the Fourier
transform O� of � near its local extrema and, here, the symbol of the relevant operator
ƒ appears as certain scaled limit of this Taylor expansion. In general, however,
this is a very delicate business and, at present, there is no known algorithm to
determine these operators. In fact, it is possible that multiple (distinct) operators
can appear by looking at the Taylor expansions about distinct local extrema of O�
(when they exist) and, in such cases, the corresponding local limit theorems involve
sums of heat kernels—each corresponding to a distinct ƒ. This study is carried
out in the article [44] wherein local limit theorems involve the heat kernels of
the positive-homogeneous operators studied in the present article. We note that the
theory presented in [44] is not complete, for there are cases in which the associated
Taylor approximations yield symbols corresponding to operatorsƒ which fail to be
positive-homogeneous (and hence fail to be positive-semi-elliptic) and further, the
heat kernels of these (degenerate) operators appear as limits of oscillatory integrals
which correspond to the presence of “odd” terms in ƒ, e.g., the Airy function. In
one dimension, a complete theory of local limit theorems is known for the class of
finitely supported functions � W Z ! C. Beyond one dimension, a theory for local
limit theorems of complex-valued functions, in which the results of [44] will fit,
remains open.

The subject of this paper is an account of positive-homogeneous operators and
their corresponding heat equations. In Sect. 2, we introduce positive-homogeneous
operators and study their basic properties; therein, we show that each positive-
homogeneous operator is semi-elliptic in some coordinate system. Section 3
develops the necessary background to introduce the class of variable-coefficient
operators studied in this article; this is the class of .2m; v/-positive-semi-elliptic
operators introduced in Sect. 4—each of which is comparable to a constant-
coefficient positive-homogeneous operator. In Sect. 5, we study the heat equations
corresponding to uniformly .2m; v/-positive-semi-elliptic operators with Hölder
continuous coefficients. Specifically, we use the famous method of Levi, adapted to
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parabolic systems by Friedman and Eidelman, to construct a fundamental solution
to the corresponding heat equation. Our results in this direction are captured by
those of Eidelman [26] and the works of his collaborators, notably Ivasyshen and
Kochubei [28], concerning 2Eb-parabolic systems. Our focus in this presentation is to
highlight the essential role played by the Legendre-Fenchel transform in heat kernel
estimates which, to our knowledge, has not been pointed out in the context of semi-
elliptic operators. In a forthcoming work, we study an analogous class of operators,
written in divergence form, with measurable-coefficients and their corresponding
heat kernels. This class of measurable-coefficient operators does not appear to have
been previously studied. The results presented here, using the Legendre-Fenchel
transform, provides the background and context for our work there.

1.3 Preliminaries

Fourier Analysis Our setting is a real d-dimensional vector space V equipped with
Haar (Lebesgue) measure dx and the standard smooth structure; we do not affix V

with a norm or basis. The dual space of V is denoted by V
� and the dual pairing

is denoted by �.x/ for x 2 V and � 2 V
�. Let d� be the Haar measure on V

�
which we take to be normalized so that our convention for the Fourier transform and
inverse Fourier transform, given below, makes each unitary. Throughout this article,
all functions on V and V

� are understood to be complex-valued. The usual Lebesgue
spaces are denoted by Lp.V/ D Lp.V; dx/ and equipped with their usual norms k �kp

for 1 � p � 1. In the case that p D 2, the corresponding inner product on L2.V/
is denoted by h�; �i. Of course, we will also work with L2.V�/ WD L2.V�; d�/; here
the L2-norm and inner product will be denoted by k � k2� and h�; �i� respectively.
The Fourier transform F W L2.V/ ! L2.V�/ and inverse Fourier transform F�1 W
L2.V�/ ! L2.V/ are initially defined for Schwartz functions f 2 S.V/ and g 2
S.V�/ by

F. f /.�/ D Of .�/ D
Z

V

ei�.x/f .x/ dx and F�1.g/.x/ D Lg.x/ D
Z

V�

e�i�.x/g.�/ d�

for � 2 V
� and x 2 V respectively.

For the remainder of this article (mainly when duality isn’t of interest), W stands
for any real d-dimensional vector space (and so is interchangeable with V or V�).
For a non-empty open set � � W, we denote by C.�/ and Cb.�/ the set of
continuous functions on � and bounded continuous functions on �, respectively.
The set of smooth functions on � is denoted by C1.�/ and the set of compactly
supported smooth functions on � is denoted by C1

0 .�/. We denote by D0.�/ the
space of distributions on�; this is dual to the space C1

0 .�/ equipped with its usual
topology given by seminorms. A partial differential operator H on W is said to be
hypoelliptic if it satisfies the following property: Given any open set� � W and any
distribution u 2 D0.�/ which satisfies Hu D 0 in �, then necessarily u 2 C1.�/.
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Dilation Structure Denote by End.W/ and Gl.W/ the set of endomorphisms
and isomorphisms of W respectively. Given E 2 End.W/, we consider the one-
parameter group ftEgt>0 � Gl.W/ defined by

tE D exp..log t/E/ D
1X

kD0

.log t/k

kŠ
Ek

for t > 0. These one-parameter subgroups of Gl.W/ allow us to define continuous
one-parameter groups of operators on the space of distributions as follows: Given
E 2 End.W/ and t > 0, first define ıE

t . f / for f 2 C1
0 .W/ by ıE

t . f /.x/ D f .tEx/
for x 2 W. Extending this to the space of distribution on W in the usual way, the
collection fıE

t gt>0 is a continuous one-parameter group of operators on D0.W/; it
will allow us to define homogeneity for partial differential operators in the next
section.

Linear Algebra, Polynomials and the Rest Given a basis w D fw1;w2; : : : ;wdg
of W, we define the map �w W W ! R

d by setting �w.w/ D .x1; x2; : : : ; xd/

whenever w D Pd
lD1 xlwl. This map defines a global coordinate system on W; any

such coordinate system is said to be a linear coordinate system on W. By definition,
a polynomial on W is a function P W W ! C that is a polynomial function in every
(and hence any) linear coordinate system on W. A polynomial P on W is called a
nondegenerate polynomial if P.w/ ¤ 0 for all w ¤ 0. Further, P is called a positive-
definite polynomial if its real part, R D Re P, is non-negative and has R.w/ D 0 only
when w D 0. The symbols R;C;Z mean what they usually do, N denotes the set
of non-negative integers and I D Œ0; 1� � R. The symbols RC, NC and IC denote
the set of strictly positive elements of R, N and I respectively. Likewise, RdC, NdC
and I

dC respectively denote the set of d-tuples of these aforementioned sets. Given
˛ D .˛1; ˛2; : : : ; ˛d/ 2 R

dC and a basis w D fw1;w2; : : : ;wdg of W, we denote by
E˛w the isomorphism of W defined by

E˛wwk D 1

˛k
wk (5)

for k D 1; 2; : : : ; d. We say that two real-valued functions f and g on a set X are
comparable if, for some positive constant C, C�1f .x/ � g.x/ � Cf .x/ for all x 2 X;
in this case we write f � g. Adopting the summation notation for semi-elliptic
operators of Hörmander’s treatise [37], for a fixed n D .n1; n2; : : : ; nd/ 2 N

dC, we
write

jˇ W nj D
dX

kD1

ˇk

mk
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for all multi-indices ˇ D .ˇ1; ˇ2; : : : ; ˇd/ 2 N
d. Finally, throughout the estimates

made in this article, constants denoted by C will change from line to line without
explicit mention.

2 Homogeneous Operators

In this section we introduce two important classes of homogeneous constant-
coefficient on V. These operators will serve as “model” operators in our theory in
the way that integer powers of the Laplacian serves a model operators in the elliptic
theory of partial differential equations. To this end, let ƒ be a constant-coefficient
partial differential operator on V and let P W V� ! C be its symbol. Specifically,
P is the polynomial on V

� defined by P.�/ D e�i�.x/ƒ.ei�.x// for � 2 V
� (this is

independent of x 2 V precisely because ƒ is a constant-coefficient operator). We
first introduce the following notion of homogeneity of operators; it is mirrored by
an analogous notion for symbols which we define shortly.

Definition 2.1 Given E 2 End.V/, we say that a constant-coefficient partial
differential operator ƒ is homogeneous with respect to the one-parameter group
fıE

t g if

ıE
1=t ıƒ ı ıE

t D tƒ

for all t > 0; in this case we say that E is a member of the exponent set of ƒ and
write E 2 Exp.ƒ/.

A constant-coefficient partial differential operator ƒ need not be homogeneous
with respect to a unique one-parameter group fıE

t g, i.e., Exp.ƒ/ is not necessarily a
singleton. For instance, it is easily verified that, for the Laplacian �� on R

d,

Exp.��/ D 2�1I C od

where I is the identity and od is the Lie algebra of the orthogonal group, i.e., is given
by the set of skew-symmetric matrices. Despite this lack of uniqueness, when ƒ is
equipped with a nondegenerateness condition (see Definition 2.2), we will find that
trace is the same for each member of Exp.ƒ/ and this allows us to uniquely define
an “order” forƒ; this is Lemma 2.10.

Given a constant coefficient operator ƒ with symbol P, one can quickly verify
that E 2 Exp.ƒ/ if and only if

tP.�/ D P.tF�/ (6)

for all t > 0 and � 2 V
� where F D E� is the adjoint of E. More generally, if P is

any continuous function on W and (6) is satisfied for some F 2 End.V�/, we say
that P is homogeneous with respect to ftFg and write F 2 Exp.P/. This admitted
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slight abuse of notation should not cause confusion. In this language, we see that
E 2 Exp.ƒ/ if and only if E� 2 Exp.P/.

We remark that the notion of homogeneity defined above is similar to that put
forth for homogeneous operators on homogeneous (Lie) groups, e.g., Rockland
operators [29]. The difference is mostly a matter of perspective: A homogeneous
group G is equipped with a fixed dilation structure, i.e., it comes with a one-
parameter group fıtg, and homogeneity of operators is defined with respect to this
fixed dilation structure. By contrast, we fix no dilation structure on V and formulate
homogeneity in terms of an operatorƒ and the existence of a one-parameter group
fıE

t g that “plays” well with ƒ in sense defined above. As seen in the study of
convolution powers on the square lattice (see [44]), it useful to have this freedom.

Definition 2.2 Let ƒ be constant-coefficient partial differential operator on V with
symbol P. We say that ƒ is a nondegenerate-homogeneous operator if P is a
nondegenerate polynomial and Exp.ƒ/ contains a diagonalizable endomorphism.
We say that ƒ is a positive-homogeneous operator if P is a positive-definite
polynomial and Exp.ƒ/ contains a diagonalizable endomorphism.

For any polynomial P on a finite-dimensional vector space W, P is said to be
nondegenerate-homogeneous if P is nondegenerate and Exp.P/, defined as the set
of F 2 End.W/ for which (6) holds, contains a diagonalizable endomorphism. We
say that P is positive-homogeneous if it is a positive-definite polynomial and Exp.P/
contains a diagonalizable endomorphism. In this language, we have the following
proposition.

Proposition 2.3 Let ƒ be a positive homogeneous operator on V with symbol
P. Then ƒ is a nondegenerate-homogeneous operator if and only if P is a
nondegenerate-homogeneous polynomial. Further, ƒ is a positive-homogeneous
operator if and only if P is a positive-homogeneous polynomial.

Proof Since the adjectives “nondegenerate” and “positive”, in the sense of both
operators and polynomials, are defined in terms of the symbol P, all that needs to
be verified is that Exp.ƒ/ contains a diagonalizable endomorphism if and only if
Exp.P/ contains a diagonalizable endomorphism. Upon recalling that E 2 Exp.ƒ/
if and only if E� 2 Exp.P/, this equivalence is verified by simply noting that
diagonalizability is preserved under taking adjoints. ut
Remark 1 To capture the class of nondegenerate-homogeneous operators (or
positive-homogeneous operators), in addition to requiring that the symbol P of
an operatorƒ be nondegenerate (or positive-definite), one can instead demand only
that Exp.ƒ/ contains an endomorphism whose characteristic polynomial factors
over R or, equivalently, whose spectrum is real. This a priori weaker condition
is seen to be sufficient by an argument which makes use of the Jordan-Chevalley
decomposition. In the positive-homogeneous case, this argument is carried out in
[44] (specifically Proposition 2.2) wherein positive-homogeneous operators are first
defined by this (a priori weaker) condition. For the nondegenerate case, the same
argument pushes through with very little modification.
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We observe easily that all positive-homogeneous operators are nondegenerate-
homogeneous. It is the “heat” kernels corresponding to positive-homogeneous
operators that naturally appear in [44] as the attractors of convolution powers
of complex-valued functions. The following proposition highlights the interplay
between positive-homogeneity and nondegenerate-homogeneity for an operator ƒ
on V and its corresponding “heat” operator @t Cƒ on R ˚ V.

Proposition 2.4 Let ƒ be a constant-coefficient partial differential operator on V

whose exponent set Exp.ƒ/ contains a diagonalizable endomorphism. Let P be the
symbol ofƒ, set R D Re P, and assume that there exists � 2 V

� for which R.�/ > 0.
We have the following dichotomy:ƒ is a positive-homogeneous operator on V if and
only if @t Cƒ is a nondegenerate-homogeneous operator on R ˚ V.

Proof Given a diagonalizable endomorphism E 2 Exp.ƒ/, set E1 D I˚E where I is
the identity on R. Obviously, E1 is diagonalizable. Further, for any f 2 C1

0 .R˚V/,

�
.@t Cƒ/ ı ıE1

s

�
. f /.t; x/ D �

@t
�

f
�
st; sEx

��Cƒ
�

f
�
st; sEx

���

D s.@t Cƒ/. f /.st; sEx/ D s
�
ıE1

s ı .@t Cƒ/
�
. f /.t; x/

for all s > 0 and .t; x/ 2 R ˚ V. Hence

ı
E1
1=s ı .@t Cƒ/ ı ıE1

s D s.@t Cƒ/

for all s > 0 and therefore E1 2 Exp.@t Cƒ/.
It remains to show that P is positive-definite if and only if the symbol of @t Cƒ is

nondegenerate. To this end, we first compute the symbol of @t Cƒ which we denote
by Q. Since the dual space of R˚V is isomorphic to R˚V

�, the characters of R˚V

are represented by the collection of maps .R ˚ V/ 3 .t; x/ 7! exp.�i.� t C �.x///
where .�; �/ 2 R ˚ V

�. Consequently,

Q.�; �/ D e�i.� tC�.x// .@t Cƒ/ .ei.� tC�.x// D i� C P.�/

for .�; �/ 2 R ˚ V
�. We note that P.0/ D 0 because E� 2 Exp.P/; in fact, this

happens whenever Exp.P/ is non-empty. Now if P is a positive-definite polynomial,
Re Q.�; �/ D Re P.�/ D R.�/ > 0 whenever � ¤ 0. Thus to verify that Q is a
nondegenerate polynomial, we simply must verify that Q.�; 0/ ¤ 0 for all non-zero
� 2 R. This is easy to see because, in light of the above fact, Q.�; 0/ D i�C P.0/ D
i� ¤ 0 whenever � ¤ 0 and hence Q is nondegenerate. For the other direction,
we demonstrate the validity of the contrapositive statement. Assuming that P is
not positive-definite, an application of the intermediate value theorem, using the
condition that R.�/ > 0 for some � 2 V

�, guarantees that R.	/ D 0 for some
non-zero 	 2 V

�. Here, we observe that Q.�; 	/ D i.� C Im P.	// D 0 when
.�; 	/ D .� Im P.	/; 	/ and hence Q is not nondegenerate. ut

We will soon return to the discussion surrounding a positive-homogeneous
operator ƒ and its heat operator @t C ƒ. It is useful to first provide representation



Positive-Homogeneous Operators, Heat Kernel Estimates and the Legendre-. . . 15

formulas for nondegenerate-homogeneous and positive-homogeneous operators.
Such representations connect our homogeneous operators to the class of semi-
elliptic operators discussed in the introduction. To this end, we define the “base”
operators on V. First, for any element u 2 V, we consider the differential operator
Du W D0.V/ ! D0.V/ defined originally for f 2 C1

0 .V/ by

.Du f /.x/ D i
@f

@u
.x/ D i

�

lim
t!0

f .x C tu/� f .x/

t

�

for x 2 V. Fixing a basis v D fv1; v2; : : : ; vdg of V, we introduce, for each multi-
index ˇ 2 N

d, Dˇ
v D .Dv1/

ˇ1 .Dv2 /
ˇ2 � � � .Dvd /

ˇd .

Proposition 2.5 Let ƒ be a nondegenerate-homogeneous operator on V. Then
there exist a basis v D fv1; v2; : : : ; vdg of V and n D .n1; n2; : : : ; nd/ 2 N

dC for
which

ƒ D
X

jˇWnjD1
aˇDˇ

v : (7)

where faˇg � C. The isomorphism En
v 2 Gl.V/, defined by (5), is a member

of Exp.ƒ/. Further, if ƒ is positive-homogeneous, then n D 2m for m D
.m1;m2; : : : ;md/ 2 N

dC and hence

ƒ D
X

jˇWmjD2
aˇDˇ

v :

We will sometimes refer to the n and m of the proposition as weights. Before
addressing the proposition, we first prove the following mirrored result for symbols.

Lemma 2.6 Let P be a nondegenerate-homogeneous polynomial on a d-
dimensional real vector space W: Then there exists a basis w D fw1;w2; : : : ;wdg
of W and n D .n1; n2; : : : ; nd/ 2 N

dC for which

P.�/ D
X

jˇWnjD1
aˇ�

ˇ

for all � D �1w1 C �2w2 C � � � C �dwd 2 W where �ˇ WD .�1/
ˇ1 .�2/

ˇ2 � � � .�d/
ˇd and

faˇg � C. The isomorphism En
w 2 Gl.V/, defined by (5), is a member of Exp.P/.

Further, if P is a positive-definite polynomial, i.e., it is positive-homogeneous, then
n D 2m for m D .m1;m2; : : : ;md/ 2 N

dC and hence

P.�/ D
X

jˇWmjD2
aˇ�

ˇ

for � 2 W.
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Proof Let E 2 Exp.P/ be diagonalizable and select a basis w D fw1;w2; : : : ;wdg
which diagonalizes E, i.e., Ewk D ıkwk where ık 2 R for k D 1; 2; : : : ; d. Because
P is a polynomial, there exists a finite collection faˇg � C for which

P.�/ D
X

ˇ

aˇ�
ˇ

for � 2 W. By invoking the homogeneity of P with respect to E and using the fact
that tEwk D tık wk for k D 1; 2; : : : ; d, we have

t
X

ˇ

aˇ�
ˇ D

X

ˇ

aˇ.t
E�/ˇ D

X

ˇ

aˇtı�ˇ�ˇ

for all � 2 W and t > 0 where ı � ˇ D ı1ˇ1 C ı2ˇ2 C � � � C ıdˇd. In view of
the nondegenerateness of P, the linear independence of distinct powers of t and the
polynomial functions � 7! �ˇ , for distinct multi-indices ˇ, as C1 functions ensures
that aˇ D 0 unless ˇ � ı D 1. We can therefore write

P.�/ D
X

ˇ�ıD1
aˇ�

ˇ (8)

for � 2 W. We now determine ı D .ı1; ı2; : : : ; ıd/ by evaluating this polynomial
along the coordinate axes. To this end, by fixing k D 1; 2; : : : ; d and setting � D xwk

for x 2 R, it is easy to see that the summation above collapses into a single term
aˇxjˇj where ˇ D jˇjek D .1=ık/ek (here ek denotes the usual kth-Euclidean basis
vector in R

d). Consequently, nk WD 1=ık 2 NC for k D 1; 2; : : : ; d and thus, upon
setting n D .n1; n2; : : : ; nd/, (8) yields

P.�/ D
X

jˇWnjD1
aˇ�

ˇ

for all � 2 W as was asserted. In this notation, it is also evident that En
w D

E 2 Exp.P/. Under the additional assumption that P is positive-definite, we again
evaluate P at the coordinate axes to see that Re P.xwk/ D Re.ankek/x

nk for x 2 R.
In this case, the positive-definiteness of P requires Re.ankek / > 0 and nk 2 2NC for
each k D 1; 2; : : : ; d. Consequently, n D 2m for m D .m1;m2; : : : ;md/ 2 N

dC as
desired. ut
Proof of Proposition 2.5 Given a nondegenerate-homogeneous ƒ on V with sym-
bol P, P is necessarily a nondegenerate-homogeneous polynomial on V

� in view
of Proposition 2.3. We can therefore apply Lemma 2.6 to select a basis v� D
fv�
1 ; v

�
2 ; : : : ; v

�
d g of V� and n D .n1; n2; : : : ; nd/ 2 N

dC for which

P.�/ D
X

jˇWnjD1
aˇ�

ˇ (9)
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for all � D �1v
�
1 C �2v

�
2 C � � � �dv

�
d where faˇg � C. We will denote by v, the dual

basis to v�, i.e., v D fv1; v2; : : : ; vdg is the unique basis of V for which v�
k .vl/ D 1

when k D l and 0 otherwise. In view of the duality of the bases v and v�, it is
straightforward to verify that, for each multi-index ˇ, the symbol of Dˇ

v is �ˇ in the
notation of Lemma 2.6. Consequently, the constant-coefficient partial differential
operator defined by the right hand side of (7) also has symbol P and so it must
be equal to ƒ because operators and symbols are in one-to-one correspondence.
Using (7), it is now straightforward to verify that En

v 2 Exp.ƒ/. The assertion that
n D 2m when ƒ is positive-homogeneous follows from the analogous conclusion
of Lemma 2.6 by the same line of reasoning. ut

In view of Proposition 2.5, we see that all nondegenerate-homogeneous operators
are semi-elliptic in some linear coordinate system (that which is defined by v). An
appeal to Theorem 11.1.11 of [37] immediately yields the following corollary.

Corollary 2.7 Every nondegenerate-homogeneousoperatorƒ on V is hypoelliptic.
Our next goal is to associate an “order” to each nondegenerate-homogeneous

operator. For a positive-homogeneous operator ƒ, this order will be seen to
govern the on-diagonal decay of its heat kernel Kƒ and so, equivalently, the
ultracontractivity of the semigroup e�tƒ. With the help of Lemma 2.6, the few
lemmas in this direction come easily.

Lemma 2.8 Let P be a nondegenerate-homogeneous polynomial on a d-
dimensional real vector space W. Then lim�!1 jP.�/j D 1; here � ! 1
means that j�j ! 1 in any (and hence every) norm on W.

Proof The idea of the proof is to construct a function which bounds jPj from below
and obviously blows up at infinity. To this end, let w be a basis for W and take n 2
N

dC as guaranteed by Lemma 2.6; we have En
w 2 Exp.P/ where En

wwk D .1=nk/wk

for k D 1; 2; : : : ; d. Define j � jn
w W W ! Œ0;1/ by

j�jn
w D

dX

kD1
j�kjnk

where � D �1w1C�2w2C� � �C�dwd 2 W. We observe immediately En
w 2 Exp.j � jn

w/

because tEn
w wk D t1=nk wk for k D 1; 2; : : : ; d. An application of Proposition 3.2

(a basic result appearing in our background section, Sect. 3), which uses the
nondegenerateness of P, gives a positive constant C for which j�jn

w � CjP.�/j for
all � 2 W. The lemma now follows by simply noting that j�jnw ! 1 as � ! 1. ut
Lemma 2.9 Let P be a polynomial on W and denote by Sym.P/ the set of
O 2 End.W/ for which P.O�/ D P.�/ for all � 2 W. If P is a nondegenerate-
homogeneous polynomial, then Sym.P/, called the symmetry group of P, is a
compact subgroup of Gl.W/.

Proof Our supposition that P is a nondegenerate polynomial ensures that, for each
O 2 Sym.P/, Ker.O/ is empty and hence O 2 Gl.W/. Consequently, given O1 and



18 E. Randles and L. Saloff-Coste

O2 2 Sym.P/, we observe that P.O�1
1 �/ D P.O1O�1

1 �/ D P.�/ and P.O1O2�/ D
P.O2�/ D P.�/ for all � 2 W; therefore Sym.P/ is a subgroup of Gl.W/.

To see that Sym.P/ is compact, in view of the finite-dimensionality of Gl.W/ and
the Heine-Borel theorem, it suffices to show that Sym.P/ is closed and bounded.
First, for any sequence fOng � Sym.P/ for which On ! O as n ! 1, the
continuity of P ensures that P.O�/ D limn!1 P.On�/ D limn!1 P.�/ D P.�/
for each � 2 W and therefore Sym.P/ is closed. It remains to show that Sym.P/
is bounded; this is the only piece of the proof that makes use of the fact that P is
nondegenerate-homogeneous and not simply homogeneous. Assume that, to reach a
contradiction, that there exists an unbounded sequence fOng � Sym.P/. Choosing
a norm j � j on W, let S be the corresponding unit sphere in W. Then there exists a
sequence f�ng � W for which j�nj D 1 for all n 2 NC but limn!1 jOn�nj D 1. In
view of Lemma 2.8,

1 D lim
n!1 jP.On�n/j D lim

n!1 jP.�n/j � sup
�2S

jP.�/j;

which cannot be true for P is necessarily bounded on S because it is continuous. ut
Lemma 2.10 Let ƒ be a nondegenerate-homogeneous operator. For any E1;E2 2
Exp.ƒ/,

tr E1 D tr E2:

Proof Let P be the symbol ofƒ and take E1;E2 2 Exp.ƒ/. Since E�
1 ;E

�
2 2 Exp.P/,

tE�

1 t�E�

2 2 Sym.P/ for all t > 0. As Sym.P/ is a compact group in view of
the previous lemma, the determinant map det W Gl.V�/ ! C

�, a Lie group
homomorphism, necessarily maps Sym.P/ into the unit circle. Consequently,

1 D j det.tE�

1 t�E�

2 /j D j det.tE�

1 / det.t�E�

2 / D jttr E�

1 t� tr E�

2 j D ttr E�

1 t� tr E�

2

for all t > 0. Therefore, tr E1 D tr E�
1 D tr E�

2 D tr E2 as desired. ut
By the above lemma, to each nondegenerate-homogeneous operatorƒ, we define

the homogeneous order of ƒ to be the number


ƒ D tr E

for any E 2 Exp.ƒ/. By an appeal to Proposition 2.5, En
v 2 Exp.ƒ/ for some

n 2 NC and so we observe that


ƒ D 1

n1
C 1

n2
C � � � C 1

nd
: (10)

In particular,
ƒ is a positive rational number. We note that the term “homogeneous-
order” does not coincide with the usual “order” for a partial differential operator.
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For instance, the Laplacian �� on R
d is a second order operator; however, because

2�1I 2 Exp.��/, its homogeneous order is 
.��/ D tr 2�1I D d=2.

2.1 Positive-Homogeneous Operators and Their Heat Kernels

We now restrict our attention to the study of positive-homogeneous operators and
their associated heat kernels. To this end, letƒ be a positive-homogeneous operator
on V with symbol P and homogeneous order 
ƒ. The heat kernel for ƒ arises
naturally from the study of the following Cauchy problem for the corresponding
heat equation @t Cƒ D 0: Given initial data f W V ! C which is, say, bounded and
continuous, find u.t; x/ satisfying

(
.@t Cƒ/ u D 0 in .0;1/ � V

u.0; x/ D f .x/ for x 2 V:
(11)

The initial value problem (11) is solved by putting

u.t; x/ D
Z

V

Kt
ƒ.x � y/f .y/ dy

where K.�/
ƒ .�/ W .0;1/ � V ! C is defined by

Kt
ƒ.x/ D F�1 �e�tP

�
.x/ D

Z

V�

e�i�.x/e�tP.�/ d�

for t > 0 and x 2 V; we call Kƒ the heat kernel associated toƒ. Equivalently, Kƒ is
the integral (convolution) kernel of the continuous semigroup fe�tƒgt>0 of bounded
operators on L2.V/ with infinitesimal generator �ƒ. That is, for each f 2 L2.V/,

�
e�tƒf

�
.x/ D

Z

V

Kt
ƒ.x � y/f .y/ dy (12)

for t > 0 and x 2 V. Let us make some simple observations about Kƒ. First, by
virtue of Lemma 2.8, it follows that Kt

ƒ 2 S.V/ for each t > 0. Further, for any
E 2 Exp.ƒ/,

Kt
ƒ.x/ D

Z

V�

e�i�.x/e�P.tE
�

�/ d�

D
Z

V�

e�i.t�E�

/�.x/e�P.�/ det.t�E�

/ d�

D 1

ttr E

Z

V�

e�i�.t�Ex/e�P.�/d� D 1

t
ƒ
K1
ƒ.t

�Ex/
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for t > 0 and x 2 V. This computation immediately yields the so-called on-diagonal
estimate for Kƒ,

ke�tƒk1!1 D kKt
ƒk1 D 1

t
ƒ
kK1

ƒk1 � C

t
ƒ

for t > 0; this is equivalently a statement of ultracontractivity for the semigroup
e�tƒ. As it turns out, we can say something much stronger.

Proposition 2.11 Let ƒ be a positive-homogeneous operator with symbol P and
homogeneous order 
ƒ. Let R# W V ! R be the Legendre-Fenchel transform of
R D Re P defined by

R#.x/ D sup
�2V�

f�.x/� R.�/g

for x 2 V. Also, let v and m 2 N
dC be as guaranteed by Proposition 2.5. Then, there

exist positive constants C0 and M and, for each multi-index ˇ, a positive constant
Cˇ such that, for all k 2 N,

ˇ
ˇ@k

t Dˇ
v Kt

ƒ.x � y/
ˇ
ˇ � CˇCk

0kŠ

t
ƒCkCjˇW2mj exp
�
�tMR#

�x � y

t

��
(13)

for all x; y 2 V and t > 0. In particular,

ˇ
ˇKt

ƒ.x � y/
ˇ
ˇ � C0

t
ƒ
exp

�
�tMR#

�x � y

t

��
(14)

for all x; y 2 V and t > 0.

Remark 2 In view of (10), the exponent on the prefactor in (13) can be equivalently
written, for any multi-index ˇ and k 2 N, as 
ƒ C k C jˇ W 2mj D k C j1 C ˇ W
2mj D j1 C 2km C ˇ W 2mj where 1 D .1; 1; : : : ; 1/.

Remark 3 We note that the estimates of Proposition 2.11 are written in terms of the
difference x � y and can (trivially) be expressed in terms of a single spatial variable
x. The estimates are written in this way to emphasize the role that K plays as an
integral kernel. We will later replaceƒ in (22) by a comparable variable-coefficient
operator H and, in that setting, the associated heat kernel is not a convolution kernel
and so we seek estimates involving two spatial variables x and y. To that end, the
estimates here form a template for estimates in the variable-coefficient setting.

We prove the proposition above in the Sect. 5; the remainder of this section is
dedicated to discussing the result and connecting it to the existing theory. Let us
first note that the estimate (13) is mirrored by an analogous space-time estimate,
Theorem 5.3 of [44], for the convolution powers of complex-valued functions on
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Z
d satisfying certain conditions (see Sect. 5 of [44]). The relationship between these

two results, Theorem 5.3 of [44] and Proposition 2.11, parallels the relationship
between Gaussian off-diagonal estimates for random walks and the analogous off-
diagonal estimates enjoyed by the classical heat kernel [33].

Let us first show that the estimates (13) and (14) recapture the well-known
estimates of the theory of parabolic equations and systems in R

d—a theory in
which the Laplacian operator � D Pd

lD1 @2xl
and its integer powers play a central

role. To place things into the context of this article, let us observe that, for each
positive integer m, the partial differential operator .��/m is a positive-homogeneous
operator on R

d with symbol P.�/ D j�j2m; here, we identify R
d as its own

dual equipped with the dot product and Euclidean norm j � j. Indeed, one easily
observes that P D j � j2m is a positive-definite polynomial and E D .2m/�1I 2
Exp..��/m/ where I 2 Gl.Rd/ is the identity. Consequently, the homogeneous
order of .��/m is d=2m D .2m/�1 tr.I/ and the Legendre-Fenchel transform of
R D Re P D j � j2m is easily computed to be R#.x/ D Cmjxj2m=.2m�1/ where
Cm D .2m/1=.2m�1/ � .2m/�2m=.2m�1/ > 0. Hence, (14) is the well-known estimate

ˇ
ˇ
ˇKt

.��/m.x � y/
ˇ
ˇ
ˇ � C0

td=2m
exp

�

�M
jx � yj2m=.2m�1/

t1=.2m�1/

�

for x; y 2 R
d and t > 0; this so-called off-diagonal estimate is ubiquitous to the

theory of “higher-order” elliptic and parabolic equations [16, 27, 30, 45]. To write
the derivative estimate (13) in this context, we first observe that the basis given by
Proposition 2.5 can be taken to be the standard Euclidean basis, e D fe1; e2; : : : ; edg
and further, m D .m;m; : : : ;m/ is the (isotropic) weight given by the proposition.
Writing Dˇ D Dˇ

e D .i@x1 /
ˇ1.i@x2 /

ˇ2 � � � .i@xd /
ˇd and jˇj D ˇ1 C ˇ2 C � � � C ˇd for

each multi-index ˇ, (13) takes the form

ˇ
ˇ
ˇ@k

t DˇKt
.��/m.x � y/

ˇ
ˇ
ˇ � C0

t.dCjˇj/=2mCk
exp

�

�M
jx � yj2m=.2m�1/

t1=.2m�1/

�

for x; y 2 R
d and t > 0, c.f., [27, Property 4, p. 93].

The appearance of the 1-dimensional Legendre-Fenchel transform in heat kernel
estimates was previously recognized and exploited in [8] and [9] in the context of
elliptic operators. Due to the isotropic nature of elliptic operators, the 1-dimensional
transform is sufficient to capture the inherent isotropic decay of corresponding
heat kernels. Beyond the elliptic theory, the appearance of the full d-dimensional
Legendre-Fenchel transform is remarkable because it sharply captures the general
anisotropic decay of Kƒ. Consider, for instance, the particularly simple positive-
homogeneous operatorƒ D �@6x1 C @8x2 on R

2 with symbol P.�1; �2/ D �61 C �82 . It
is easily checked that the operator E with matrix representation diag.1=6; 1=8/, in
the standard Euclidean basis, is a member of the Exp.ƒ/ and so the homogeneous
order of ƒ is 
ƒ D tr.diag.1=6; 1=8// D 7=24. Here we can compute the
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Legendre-Fenchel transform of R D Re P D P directly to obtain R#.x1; x2/ D
c1jx1j6=5 C c2jx2j8=7 for .x1; x2/ 2 R

2 where c1 and c2 are positive constants. In this
case, Proposition 2.11 gives positive constants C0 and M for which

jKt
ƒ.x1 � y1; x2 � y2/j � C0

t7=24
exp

�

�
�

M1

jx1 � y1j6=5
t1=5

C M2

jx2 � y2j8=7
t1=7

��

(15)

for .x1; x2/; .y1; y2/ 2 R
2 and t > 0 where M1 D c1M and M2 D c2M. We note how-

ever that ƒ is “separable” and so we can write Kt
ƒ.x1; x2/ D Kt

.��/3.x1/K
t
.��/4.x2/

where � is the 1-dimensional Laplacian operator. In view of Theorem 8 of [8] and
its subsequent remark, the estimate (15) is seen to be sharp (modulo the values
of M1;M2 and C). To further illustrate the proposition for a less simple positive-
homogeneous operator, we consider the operator ƒ appearing in Example 1.3. In
this case,

R.�1; �2/ D P.�1; �2/ D 1

8
.�1 C �2/

2 C 23

384
.�1 � �2/4

and one can verify directly that the E 2 End.R2/, with matrix representation

Ee D
�
3=8 1=8

1=8 3=8

�

in the standard Euclidean basis, is a member of Exp.ƒ/. From this, we immediately
obtain 
ƒ D tr.E/ D 3=4 and one can directly compute

R#.x1; x2/ D c1jx1 C x2j2 C c2jx1 � x2j4=3

for .x1; x2/ 2 R
2 where c1 and c2 are positive constants. An appeal to Proposi-

tion 2.11 gives positive constants C0 and M for which

jKt
ƒ.x1 � y1; x2 � y2/j � C0

t3=4
exp

�

�
�

M1

j.x1 � y1/C .x2 � y2/j2
t

CM2

j.x1 � y1/� .x2 � y2/j4=3
t1=3

��

for .x1; x2/; .y1; y2/ 2 R
2 and t > 0 where M1 D c1M and M2 D c2M. Furthermore,

m D .1; 2/ 2 N
2C and the basis v D fv1; v2g of R2 given in discussion surrounding

(4) are precisely those guaranteed by Proposition 2.5. Appealing to the full strength
of Proposition 2.11, we obtain positive constants C0, M and, for each multi-index ˇ,
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a positive constant Cˇ such that, for each k 2 N,

ˇ
ˇ
ˇ@k

t Dˇv Kƒ.x1 � y1; x2 � y2/
ˇ
ˇ
ˇ

� CˇCk
0kŠ

t3=4CkCjˇW2mj exp

 

�
 

M1
j.x1 � y1/C .x2 � y2/j2

t
C M2

j.x1 � y1/ � .x2 � y2/j4=3
t1=3

!!

for .x1; x2/; .y1; y2/ 2 R
2 and t > 0 where M1 D c1M and M2 D c2M.

In the context of homogeneous groups, the off-diagonal behavior for the heat
kernel of a positive Rockland operator (a positive self-adjoint operator which is
homogeneous with respect to the fixed dilation structure) has been studied in [6, 25,
32] (see also [5]). Given a positive Rockland operator ƒ on homogeneous group
G, the best known estimate for the heat kernel Kƒ, due to Auscher, ter Elst and
Robinson, is of the form

jKt
ƒ.h

�1g/j � C0
t
ƒ

exp

 

�M

�kh�1gk2m

t

�1=.2m�1/!
(16)

where k � k is a homogeneous norm on G (consistent with ƒ/ and 2m is the highest
order derivative appearing in ƒ. In the context of R

d, given a symmetric and
positive-homogeneous operator ƒ with symbol P, the structure GD D .Rd; fıD

t g/
for D D 2mE where E 2 Exp.ƒ/ is a homogeneous group on which ƒ becomes a
positive Rockland operator. On GD, it is quickly verified that k � k D R.�/1=2m is a
homogeneous norm (consistent with ƒ) and so the above estimate is given in terms
of R.�/1=.2m�1/ which is, in general, dominated by the Legendre-Fenchel transform
of R. To see this, we need not look further than our previous and simple example in
which ƒ D �@6x1 C @8x2 . Here 2m D 8 and so R.x1; x2/1=.2m�1/ D .jx1j6 C jx2j8/1=7.
In view of (15), the estimate (16) gives the correct decay along the x2-coordinate
axis; however, the bounds decay at markedly different rates along the x1-coordinate
axis. This illustrates that the estimate (16) is suboptimal, at least in the context of
R

d, and thus leads to the natural question: For positive-homogeneous operators on a
general homogeneous group G, what is to replace the Legendre-Fenchel transform
in heat kernel estimates?

Returning to the general picture, let ƒ be a positive-homogeneous operator
on V with symbol P and homogeneous order 
ƒ. To highlight some remarkable
properties about the estimates (13) and (14) in this general setting, the following
proposition concerning R# is useful; for a proof, see Sect. 8.3 of [44].

Proposition 2.12 Let ƒ be a positive-homogeneous operator with symbol P and
let R# be the Legendre-Fenchel transform of R D Re P. Then, for any E 2 Exp.ƒ/,
I � E 2 Exp.R#/. Moreover R# is continuous, positive-definite in the sense that
R#.x/ 	 0 and R#.x/ D 0 only when x D 0. Further, R# grows superlinearly in the
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sense that, for any norm j � j on V,

lim
x!1

jxj
R#.x/

D 0I

in particular, R#.x/ ! 1 as x ! 1.
Let us first note that, in view of the proposition, we can easily rewrite (14), for any
E 2 Exp.ƒ/, as

ˇ
ˇKt

ƒ.x � y/
ˇ
ˇ � C0

t
ƒ
exp

��MR#
�
t�E.x � y/

��

for x; y 2 V and t > 0; the analogous rewriting is true for (13). The fact that R# is
positive-definite and grows superlinearly ensures that the convolution operator e�tƒ

defined by (12) for t > 0 is a bounded operator from Lp to Lq for any 1 � p; q � 1.
Of course, we already knew this because Kt

ƒ is a Schwartz function; however,
when replacing ƒ with a variable-coefficient operator H, as we will do in the
sections to follow, the validity of the estimate (14) for the kernel of the semigroup
fe�tHg initially defined on L2, guarantees that the semigroup extends to a strongly
continuous semigroup fe�tHpg on Lp.Rd/ for all 1 � p � 1 and, what’s more, the
respective infinitesimal generators �Hp have spectra independent of p [15]. Further,
the estimate (14) is key to establishing the boundedness of the Riesz transform, it
is connected to the resolution of Kato’s square root problem and it provides the
appropriate starting point for uniqueness classes of solutions to @t C H D 0 [7, 42].
With this motivation in mind, following some background in Sect. 3, we introduce a
class of variable-coefficient operators in Sect. 4 called .2m; v/-positive-semi-elliptic
operators, each such operator H comparable to a fixed positive-homogeneous
operator. In Sect. 5, under the assumption that H has Hölder continuous coefficients
and this notion of comparability is uniform, we construct a fundamental solution
to the heat equation @t C H D 0 and show the essential role played by the
Legendre-Fenchel transform in this construction. As mentioned previously, in a
forthcoming work we will study the semigroup fe�tHg where H is a divergence-form
operator, which is comparable to a fixed positive-homogeneous operator, whose
coefficients are at worst measurable. As the Legendre-Fenchel transform appears
here by a complex change of variables followed by a minimization argument, in
the measurable coefficient setting it appears quite naturally by an application of the
so-called Davies’ method, suitably adapted to the positive-homogeneous setting.

3 Contracting Groups, Hölder Continuity
and the Legendre-Fenchel Transform

In this section, we provide the necessary background on one-parameter contracting
groups, anisotropic Hölder continuity, and the Legendre-Fenchel transform and its
interplay with the two previous notions.
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3.1 One-Parameter Contracting Groups

In what follows, W is a d-dimensional real vector space with a norm j � j; the corre-
sponding operator norm on Gl.W/ is denoted by k � k. Of course, since everything
is finite-dimensional, the usual topologies on W and Gl.W/ are insensitive to the
specific choice of norms.

Definition 3.1 Let fTtgt>0 � Gl.W/ be a continuous one-parameter group. fTtg is
said to be contracting if

lim
t!0

kTtk D 0:

We easily observe that, for any diagonalizable E 2 End.W/ with strictly positive
spectrum, the corresponding one-parameter group ftEgt>0 is contracting. Indeed, if
there exists a basis w D fw1;w2; : : : ;wdg of W and a collection of positive numbers
�1; �2; : : : ; �d for which Ewk D �kwk for k D 1; 2; : : : ; d, then the one parameter
group ftEgt>0 has tEwk D t�k wk for k D 1; 2; : : : ; d and t > 0. It then follows
immediately that ftEg is contracting.

Proposition 3.2 Let Q and R be continuous real-valued functions on W.
If R.w/ > 0 for all w ¤ 0 and there exists E 2 Exp.Q/ \ Exp.R/ for which
ftEg is contracting, then, for some positive constant C, Q.w/ � CR.w/ for all
w 2 W. If additionally Q.w/ > 0 for all w ¤ 0, then Q � R.

Proof Let S denote the unit sphere in W and observe that

sup
w2S

Q.w/

R.w/
DW C < 1

because Q and R are continuous and R is non-zero on S. Now, for any non-zero w 2
W, the fact that tE is contracting implies that tEw 2 S for some t > 0 by virtue of the
intermediate value theorem. Therefore, Q.w/ D Q.tEw/=t � CR.tEw/=t D CR.w/.
In view of the continuity of Q and R, this inequality must hold for all w 2 W. When
additionally Q.w/ > 0 for all non-zero w, the conclusion that Q � R is obtained by
reversing the roles of Q and R in the preceding argument. ut
Corollary 3.3 Let ƒ be a positive-homogeneous operator on V with symbol P and
let R# be the Legendre-Fenchel transform of R D Re P. Then, for any positive
constant M, R# � .MR/#.

Proof By virtue of Proposition 2.5, let m 2 N
dC and v be a basis for V and for which

E2m
v 2 Exp.ƒ/. In view of Proposition 2.12, R# and .MR/# are both continuous,

positive-definite and have I � E2m
v 2 Exp.R#/ \ Exp..MR/#/. In view of (5), it is

easily verified that I � E2m
v D E!v where

! WD
�

2m1

2m1 � 1 ;
2m2

2m2 � 1
; : : :

2md

2md � 1
�

2 R
dC (17)
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and so it follows that ftE!v g is contracting. The corollary now follows directly from
Proposition 3.2. ut
Lemma 3.4 Let P be a positive-homogeneous polynomial on W and let n D 2m 2
N

dC and w be a basis for W for which the conclusion of Lemma 2.6 holds. Let
R D Re P and let ˇ and � be multi-indices such that ˇ � � (in the standard partial
ordering of multi-indices); we shall assume the notation of Lemma 2.6.

1. For any n 2 NC such that jˇ W mj � 2n, there exist positive constants M and M0
for which

j��ˇ�� j � M.R.�/C R.//n C M0

for all �;  2 W.
2. If jˇ W mj D 2, there exist positive constants M and M0 for which

j��ˇ�� j � MR.�/C M0R./

for all ; � 2 W.
3. If jˇ W mj D 2 and ˇ > � , then for every � > 0 there exists a positive constant

M for which

j��ˇ�� j � �R.�/C MR./

for all ; � 2 W.

Proof Assuming the notation of Lemma 2.6, let E D E2m
w 2 End.W/ and consider

the contracting group ftE˚Eg D ftE ˚ tEg on W ˚ W. Because R is a positive-
definite polynomial, it immediately follows that W ˚ W 3 .�; / 7! R.�/C R./ is
positive-definite. Let j � j be a norm on W ˚ W and respectively denote by B and S
the corresponding unit ball and unit sphere in this norm.

To see Item 1, first observe that

sup
.�;/2S

j��ˇ�� j
.R.�/C R.//n

DW M < 1

Now, for any .�; / 2 W ˚ W n B, because ftE˚Eg is contracting, it follows from the
intermediate value theorem that, for some t 	 1, t�.E˚E/.�; / D .t�E�; t�E/ 2 S.
Correspondingly,

j��ˇ�� j D tjˇW2mjj.t�E�/� .t�E/ˇ�� j
� tjˇW2mjM.R.t�E�/C R.t�E//n

� tjˇWmj=2�nM.R.�/C R.//n

� M.R.�/C R.//n
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because jˇ W mj=2 � n. One obtains the constant M0 and hence the desired
inequality by simply noting that j��ˇ�� j is bounded for all .�; / 2 B.

For Item 2, we use analogous reasoning to obtain a positive constant M for which
j��ˇ�� j � M.R.�/C R.// for all .�; / 2 S. Now, for any non-zero .�; / 2 W ˚
W, the intermediate value theorem gives t > 0 for which tE˚E.�; / D .tE�; tE/ 2 S
and hence

j��ˇ�� j � t�jˇW2mjM.R.tE�/C R.tE// D M.R.�/C R.//

where we have used the fact that jˇ W 2mj D jˇ W mj=2 D 1 and that E 2 Exp.R/.
As this inequality must also trivially hold at the origin, we can conclude that it holds
for all �;  2 W, as desired.

Finally, we prove Item 3. By virtue of Item 2, for any �;  2 W and t > 0,

j��ˇ�� j D j.tEt�E�/�ˇ�� j D tj� W2mjj.t�E�/�ˇ�� j
� tj� W2mj �MR.t�E�/C M0R./

� D Mtj� W2mj�1R.�/C M0tj� W2mjR./:

Noting that j� W 2mj � 1 < 0 because � < ˇ, we can make the coefficient of R.�/
arbitrarily small by choosing t sufficiently large and thereby obtaining the desired
result. ut

3.2 Notions of Regularity and Hölder Continuity

Throughout the remainder of this article, v will denote a fixed basis for V and
correspondingly we henceforth assume the notational conventions appearing in
Proposition 2.5 and n D 2m is fixed. For ˛ 2 R

dC, consider the homogeneous
norm j � j˛v defined by

jxj˛v D
dX

iD1
jxij˛i

for x 2 V where �v.x/ D .x1; x2; : : : ; xd/. As one can easily check,

jtE˛v xj˛v D tjxj˛v
for all t > 0 and x 2 V where E˛v 2 Gl.V/ is defined by (5).

Definition 3.5 Let m 2 N
dC. We say that ˛ 2 R

dC is consistent with m if

E˛v D a.I � E2m
v / (18)

for some a > 0.
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As one can check, ˛ is consistent with m if and only if ˛ D a�1! where! is defined
by (17).

Definition 3.6 Let � � �0 � V and let f W �0 ! C. We say that f is v-Hölder
continuous on � if for some ˛ 2 I

dC and positive constant M,

j f .x/� f .y/j � Mjx � yj˛v (19)

for all x; y 2 �. In this case we will say that ˛ is the v-Hölder exponent of f . If
� D �0 we will simply say that f is v-Hölder continuous with exponent ˛.
The following proposition essentially states that, for bounded functions, Hölder
continuity is a local property; its proof is straightforward and is omitted.

Proposition 3.7 Let � � V be open and non-empty. If f is bounded and v-Hölder
continuous of order ˛ 2 I

dC, then, for any ˇ < ˛, f is also v-Hölder continuous of
order ˇ.
In view of the proposition, we immediately obtain the following corollary.

Corollary 3.8 Let� � V be open and non-empty and m 2 N
dC. If f is bounded and

v-Hölder continuous on � of order ˇ 2 I
dC, there exists ˛ 2 I

dC which is consistent
with m for which f is also v-Hölder continuous of order ˛.

Proof The statement follows from the proposition by choosing any ˛, consistent
with m, such that ˛ � ˇ. ut
The following definition captures the minimal regularity we will require of funda-
mental solutions to the heat equation.

Definition 3.9 Let n 2 N
dC, v be a basis of V and let O be a non-empty open

subset of Œ0;T� � V. A function u.t; x/ is said to be .n; v/-regular on O if on O
it is continuously differentiable in t and has continuous (spatial) partial derivatives
Dˇ

v u.t; x/ for all multi-indices ˇ for which jˇ W nj � 1.

3.3 The Legendre-Fenchel Transform and Its Interplay
with v-Hölder Continuity

Throughout this section, R is the real part of the symbol P of a positive-
homogeneous operator ƒ on V. We assume the notation of Proposition 2.12 (and
hence Proposition 2.5) and write E D E2m

v . Let us first record two important results
which follow essentially from Proposition 2.12.

Corollary 3.10

R# � j � j!v :

where ! was defined in (17).
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Proof In view of Propositions 2.5 and 2.12, E!v D I � E2m
v 2 Exp.R#/\ Exp.j � j!v /.

After recalling that ftE!v g is contracting, Proposition 3.2 yields the desired result
immediately. ut
By virtue of Proposition 2.12, standard arguments immediately yield the following
corollary.

Corollary 3.11 For any � > 0 and polynomial Q W V ! C, i.e., Q is a polynomial
in any coordinate system, then

Q.�/e��R#.�/ 2 L1.V/\ L1.V/:

Lemma 3.12 Let � D .2mmax � 1/�1. Then for any T > 0, there exists M > 0 such
that

R#.x/ � Mt�R#.t�Ex/

for all x 2 V and 0 < t � T.

Proof In view of Corollary 3.10, it suffices to prove the statement

jtExj!v � Mt� jxj!v
for all x 2 V and 0 < t � T where M > 0 and ! is given by (17). But for any
0 < t � T and x 2 V,

jtExj!v D
dX

jD1
t1=.2mj�1/jxjj!j � t�

dX

jD1
T.1=.2mj�1/��/jxjj!j

from which the result follows. ut
Lemma 3.13 Let ˛ 2 I

dC be consistent with m. Then there exists positive constants
� and � such that 0 < � < 1 and for any T > 0 there exists M > 0 such that

jxj˛v � Mt� .R#.t�Ex//�

for all x 2 V and 0 < t � T.

Proof By an appeal to Corollary 3.10 and Lemma 3.12,

jxj!v � Mt�R#.t�Ex/

for all x 2 V and 0 < t � T. Since ˛ is consistent with m, ˛ D a�1! where
a is that of Definition 3.5, the desired inequality follows by setting � D �=a and
� D 1=a. Because ˛ 2 I

dC, it is necessary that a 	 2mmin=.2mmin � 1/ whence
0 < � � .2mmin � 1/=.2mmin.2mmax � 1// < 1: ut

The following corollary is an immediate application of Lemma 3.13.
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Corollary 3.14 Let f W V ! C be v-Hölder continuous with exponent ˛ 2 I
dC and

suppose that ˛ is consistent with m. Then there exist positive constants � and � such
that 0 < � < 1 and, for any T > 0, there exists M > 0 such that

j f .x/� f .y/j � Mt� .R#.t�E//�

for all x; y 2 V and 0 < t � T.

4 On .2m; v/-Positive-Semi-Elliptic Operators

In this section, we introduce a class of variable-coefficient operators on V whose
heat equations are studied in the next section. These operators, in view of Proposi-
tion 2.5, generalize the class of positive-homogeneous operators. Fix a basis v of V,
m 2 N

dC and, in the notation of the previous section, consider a differential operator
H of the form

H D
X

jˇWmj�2
aˇ.x/D

ˇ
v D

X

jˇWmjD2
aˇ.x/D

ˇ
v C

X

jˇWmj<2
aˇ.x/D

ˇ
v

WD Hp C Hl

where the coefficients aˇ W V ! C are bounded functions. The symbol of H, P W
V � V

� ! C, is defined by

P.y; �/ D
X

jˇWmj�2
aˇ.y/�

ˇ D
X

jˇWmjD2
aˇ.y/�

ˇ C
X

jˇWmj<2
aˇ.y/�

ˇ

WD Pp.y; �/C Pl.y; �/:

for y 2 V and � 2 V
�. We shall call Hp the principal part of H and correspondingly,

Pp is its principal symbol. Let’s also define R W V� ! R by

R.�/ D Re Pp.0; �/ (20)

for � 2 V
�. At times, we will freeze the coefficients of H and Hp at a point y 2 V

and consider the constant-coefficient operators they define, namely H.y/ and Hp.y/
(defined in the obvious way). We note that, for each y 2 V, Hp.y/ is homogeneous
with respect to the one-parameter group fıE

t gt>0 where E D E2m
v 2 Gl.V/ is

defined by (5). That is, Hp is homogeneous with respect to the same one-parameter
group of dilations at each point in space. This also allows us to uniquely define the
homogeneous order of H by


H D tr E D .2m1/
�1 C .2m2/

�1 C � � � C .2md/
�1: (21)
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We remark that this is consistent with our definition of homogeneous-order for
constant-coefficient operators and we remind the reader that this notion differs from
the usual order a partial differential operator (see the discussion surrounding (10)).
As in the constant-coefficient setting, Hp.y/ is not necessarily homogeneous with
respect to a unique group of dilations, i.e., it is possible that Exp.Hp.y// contains
members of Gl.V/ distinct from E. However, we shall henceforth only work with
the endomorphism E, defined above, for worrying about this non-uniqueness of
dilations does not aid our understanding nor will it sharpen our results. Let us further
observe that, for each y 2 V, Pp.y; �/ and R are homogeneous with respect to ftE�gt>0

where E� 2 Gl.V�/.

Definition 4.1 The operator H is called .2m; v/-positive-semi-elliptic if for all
y 2 V, Re Pp.y; �/ is a positive-definite polynomial. H is called uniformly .2m; v/-
positive-semi-elliptic if it is .2m; v/-positive-semi-elliptic and there exists ı > 0 for
which

Re Pp.y; �/ 	 ıR.�/

for all y 2 V and � 2 V
�. When the context is clear, we will simply say that H is

positive-semi-elliptic and uniformly positive-semi-elliptic respectively.
In light of the above definition, a semi-elliptic operator H is one that, at every

point y 2 V, its frozen-coefficient principal part Hp.y/, is a constant-coefficient
positive-homogeneous operator which is homogeneous with respect to the same
one-parameter group of dilations on V. A uniformly positive-semi-elliptic operator
is one that is semi-elliptic and is uniformly comparable to a constant-coefficient
positive-homogeneous operator, namely Hp.0/. In this way, positive-homogeneous
operators take a central role in this theory.

Remark 4 In view of Proposition 2.5, the definition of R via (20) agrees with that
we have given for constant-coefficient positive-homogeneous operators.

Remark 5 For an .2m; v/-positive-semi-elliptic operator H, uniform semi-
ellipticity can be formulated in terms of Re Pp.y0; �/ for any y0 2 V; such a
notion is equivalent in view of Proposition 3.2.

5 The Heat Equation

For a uniformly positive-semi-elliptic operator H, we are interested in constructing
a fundamental solution to the heat equation,

.@t C H/u D 0 (22)
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on the cylinder Œ0;T� � V; here and throughout T > 0 is arbitrary but fixed. By
definition, a fundamental solution to (22) on Œ0;T��V is a function Z W .0;T��V�
V ! C satisfying the following two properties:

1. For each y 2 V, Z.�; �; y/ is .2m; v/-regular on .0;T/ � V and satisfies (22).
2. For each f 2 Cb.V/,

lim
t#0

Z

V

Z.t; x; y/f .y/dy D f .x/

for all x 2 V.

Given a fundamental solution Z to (22), one can easily solve the Cauchy problem:
Given f 2 Cb.V/, find u.t; x/ satisfying

(
.@t C H/u D 0 on .0;T/ � V

u.0; x/ D f .x/ for x 2 V:

This is, of course, solved by putting

u.t; x/ D
Z

V

Z.t; x; y/f .y/ dy

for x 2 V and 0 < t � T and interpreting u.0; x/ as that defined by the limit of
u.t; x/ as t # 0. The remainder of this paper is essentially dedicated to establishing
the following result:

Theorem 5.1 Let H be uniformly .2m; v/-positive-semi-elliptic with bounded v-
Hölder continuous coefficients. Let R and 
H be defined by (20) and (21) respec-
tively and denote by R# the Legendre-Fenchel transform of R. Then, for any T > 0,
there exists a fundamental solution Z W .0;T� � V � V ! C to (22) on Œ0;T� � V

such that, for some positive constants C and M,

jZ.t; x; y/j � C

t
H
exp

�
�tMR#

�x � y

t

��
(23)

for x; y 2 V and 0 < t � T.
We remark that, by definition, the fundamental solution Z given by Theorem 5.1

is .2m; v/-regular. Thus Z is necessarily continuously differentiable in t and has
continuous spatial derivatives of all orders ˇ such that jˇ W mj � 2.

As we previously mentioned, the result above is implied by the work of Eidelman
for 2Eb-parabolic systems on R

d (where Eb D m) [26, 28]. Eidelman’s systems,
of the form (1), are slightly more general than we have considered here, for their
coefficients are also allowed to depend on t (but in a uniformly Hölder continuous
way). Admitting this t-dependence is a relatively straightforward matter and, for
simplicity of presentation, we have not included it (see Remark 6). In this slightly
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more general situation, stated in R
d and in which v D e is the standard Euclidean

basis, Theorem 2.2 (p. 79) [28] guarantees the existence of a fundamental solution
Z.t; x; y/ to (1), which has the same regularity appearing in Theorem 5.1 and satisfies

jZ.t; x; y/j � C

t1=.2m1/C1=.2m2/C���C1=.2md/
exp

 

�M
dX

kD1

jxk � ykj2mk=.2mk�1/

t1=.2mk�1/

!

(24)

for x; y 2 R
d and 0 < t � T where C and M are positive constants. By an appeal to

Corollary 3.10, we have R# � j � j!v and from this we see that the estimates (23) and
(24) are comparable.

In view of Corollary 3.8, the hypothesis of Theorem 5.1 concerning the coeffi-
cients of H immediately imply the following a priori stronger condition:

Hypothesis 5.2 There exists ˛ 2 I
dC which is consistent with m and for which the

coefficients of H are bounded and v-Hölder continuous on V of order ˛.

5.1 Levi’s Method

In this subsection, we construct a fundamental solution to (22) under only the
assumption that H, a uniformly .2m; v/-positive-semi-elliptic operator, satisfies
Hypothesis 5.2. Henceforth, all statements include Hypothesis 5.2 without explicit
mention. We follow the famous method of Levi, c.f., [40] as it was adopted for
parabolic systems in [27] and [30]. Although well-known, Levi’s method is lengthy
and tedious and we will break it into three steps. Let’s motivate these steps by first
discussing the heuristics of the method.

We start by considering the auxiliary equation

�
@t C

X

jˇWmjD2
aˇ.y/D

ˇ
v

�
u D .@t C Hp.y//u D 0 (25)

where y 2 V is treated as a parameter. This is the so-called frozen-coefficient heat
equation. As one easily checks, for each y 2 V,

Gp.t; xI y/ WD
Z

V�

e�i�.x/e�tPp.y;�/d� .x 2 V; t > 0/

solves (25). By the uniform semi-ellipticity of H, it is clear that Gp.t; �I y/ 2 S.V/
for t > 0 and y 2 V. As we shall see, more is true: Gp is an approximate identity in
the sense that

lim
t#0

Z

V

Gp.t; x � yI y/f .y/ dy D f .x/
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for all f 2 Cb.V/. Thus, it is reasonable to seek a fundamental solution to (22) of
the form

Z.t; x; y/ D Gp.t; x � yI y/C
Z t

0

Z

V

Gp.t � s; x � zI z/�.s; z; y/dzds

D Gp.t; x � yI y/C W.t; x; y/ (26)

where � is to be chosen to ensure that the correction term W is .2m; v/-regular,
accounts for the fact that Gp solves (25) but not (22), and is “small enough” as
t ! 0 so that the approximate identity aspect of Z is inherited directly from Gp.

Assuming for the moment that W is sufficiently regular, let’s apply the heat
operator to (26) with the goal of finding an appropriate � to ensure that Z is a
solution to (22). Putting

K.t; x; y/ D �.@t C H/Gp.t; x � yI y/;

we have formally,

.@t C H/Z.t; x; y/ D �K.t; x; y/C .@t C H/
Z t

0

Z

V

Gp.t � s; x � zI z/�.s; z; y/ dz ds

D �K.t; x; y/C lim
s"t

Z

V

Gp.t � s; x � zI z/�.s; z; y/ dz

�
Z t

0

Z

V

�.@t C H/Gp.t � s; x � zI z/�.s; z; y/ dz ds

D �K.t; x; y/C �.t; x; y/ �
Z t

0

Z

V

K.t � s; x; z/�.s; z; y/ dz ds (27)

where we have made use of Leibniz’ rule and our assertion that Gp is an approximate
identity. Thus, for Z to satisfy (22), � must satisfy the integral equation

K.t; x; y/ D �.t; x; y/�
Z t

0

Z

V

K.t � s; x; z/�.s; z; y/ dz ds

D �.t; x; y/� L.�/.t; x; y/: (28)

Viewing L as a linear integral operator, (28) is the equation K D .I � L/� which has
the solution

� D
1X

nD0
LnK (29)

provided the series converges in an appropriate sense.
Taking the above as purely formal, our construction will proceed as follows:

We first establish estimates for Gp and show that Gp is an approximate identity;
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this is Step 1. In Step 2, we will define � by (29) and, after deducing some subtle
estimates, show that �’s defining series converges whence (28) is satisfied. Finally
in Step 3, we will make use of the estimates from Steps 1 and 2 to validate the
formal calculation made in (27). Everything will be then pieced together to show
that Z, defined by (26), is a fundamental solution to (22). Our entire construction
depends on obtaining precise estimates for Gp and for this we will rely heavily on
the homogeneity of Pp and the Legendre-Fenchel transform of R.

Remark 6 One can allow the coefficients of H to also depend on t in a uniformly
continuous way, and Levi’s method pushes though by instead taking Gp as the
solution to a frozen-coefficient initial value problem [26, 28].

Step 1: Estimates for Gp and Its Derivatives
The lemma below is a basic building block used in our construction of a fundamental
solution to (22) via Levi’s method and it makes essential use of the uniform semi-
ellipticity of H. We note however that the precise form of the constants obtained,
as they depend on k and ˇ, are more detailed than needed for the method to work.
Also, the partial differential operators Dˇ

v of the lemma are understood to act of the
x variable of Gp.t; xI y/.

Lemma 5.3 There exist positive constants M and C0 and, for each multi-index ˇ,
a positive constant Cˇ such that, for any k 2 N,

j@k
t Dˇ

v Gp.t; xI y/j � CˇCk
0kŠ

t
H CkCjˇW2mj exp
��tMR# .x=t/

�
(30)

for all x; y 2 V and t > 0.
Before proving the lemma, let us note that tR#.x=t/ D R#.t�Ex/ for all t > 0 and

x 2 V in view of Proposition 2.12. Thus the estimate (30) can be written equivalently
as

j@k
t Dˇ

v Gp.t; xI y/j � CˇCk
0kŠ

t
H CkCjˇW2mj exp.�MR#.t�Ex// (31)

for x; y 2 V and t > 0. We will henceforth use these forms interchangeably and
without explicit mention.

Proof Let us first observe that, for each x; y 2 V and t > 0,

@k
t Dˇ

v Gp.t; xI y/ D
Z

V�

.Pp.y; �//
k�ˇe�i�.x/e�tPp.y;�/ d�

D
Z

V�

.Pp.y; t
�E�

�//k.t�E�

�/ˇe�i�.t�Ex/e�Pp.y;�/t� tr E d�

D t�
H �k�jˇW2mj
Z

V�

.Pp.y; �//
k�ˇe�i�.t�Ex/e�Pp.y;�/d �
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where we have used the homogeneity of Pp with respect to ftE�g and the fact that

H D tr E. Therefore

t
H CkCjˇW2mj.@k
t Dˇ

v Gp.t; � I y//.tEx/ D
Z

V�

.Pp.y; �//
k�ˇe�i�.x/e�Pp.y;�/d� (32)

for all x; y 2 V and t > 0. Thus, to establish (30) (equivalently (31)) it suffices to
estimate the right hand side of (32) which is independent of t.

The proof of the desired estimate requires making a complex change of variables
and for this reason we will work with the complexification of V�, whose members
are denoted by z D � � i for �;  2 V

�; this space is isomorphic to C
d. We claim

that there are positive constants C0;M1;M2 and, for each multi-index ˇ, a positive
constant Cˇ such that, for each k 2 N,

j.Pp.y; � � i//k.� � i/ˇe�Pp.y;��i/j � CˇCk
0kŠe

�M1R.�/eM2R./ (33)

for all �;  2 V
� and y 2 V. Let us first observe that

Pp.y; � � i/ D Pp.y; �/C
X

jˇWmjD2

X

�<ˇ

aˇ;� �
� .�i/ˇ��

for all z;  2 V
� and y 2 V, where aˇ;� are bounded functions of y arising from the

coefficients of H and the coefficients of the multinomial expansion. By virtue of the
uniform semi-ellipticity of H and the boundedness of the coefficients, we have

� Re Pp.y; � � i/ � �ıR.�/C C
X

jˇWmjD2

X

�<ˇ

j��ˇ�� j

for all �;  2 V
� and y 2 V where C is a positive constant. By applying Lemma 3.4

to each term j��ˇ�� j in the summation, we can find a positive constant M for which
the entire summation is bounded above by ı=2R.�/C MR./ for all �;  2 V

�. By
setting M1 D ı=6, we have

� Re Pp.y; � � i/ � �3M1R.�/C MR./ (34)

for all �;  2 V
� and y 2 V. By analogous reasoning (making use of item 1 of

Lemma 3.4), there exists a positive constant C for which

jPp.y; � � i/j � C.R.�/C R.//

for all �;  2 V
� and y 2 V. Thus, for any k 2 N,

jPp.y; � � i/jk � CkkŠ

Mk
1

.M1.R.�/C R.///k

kŠ
� Ck

0kŠe
M1.R.�/CR.// (35)
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for all �;  2 V
� and y 2 V where C0 D C=M1. Finally, for each multi-index ˇ,

another application of Lemma 3.4 gives C0 > 0 for which

j.� � i/ˇj � j�ˇj C jˇj C
X

0<�<ˇ

c�;ˇj��ˇ�� j � C0 ..R.�/C R.//n C 1/

for all �;  2 V
� where n 2 N has been chosen to satisfy jˇ W 2nmj < 1.

Consequently, there is a positive constant Cˇ for which

j.� � i/ˇj � CˇeM1.R.�/CR.// (36)

for all �;  2 V
�. Upon combining (34)–(36), we obtain the inequality

ˇ
ˇPp.y; � � i/k.� � i/ˇe�Pp.y;��i/

ˇ
ˇ � CˇCk

0kŠe
�M1R.�/C.MC2M1/R./

which holds for all �;  2 V
� and y 2 V. Upon paying careful attention to the way

in which our constants were chosen, we observe the claim is established by setting
M2 D M C 2M1.

From the claim above, it follows that, for any  2 V
� and y 2 V, the following

change of coordinates by means of a Cd contour integral is justified:

Z

V�

.Pp.y; �//
k�ˇe�i�.x/e�Pp.y;�/ d� D

Z

�2V�

.Pp.y; � � i/k.� � i/ˇe�i.��i/.x/e�Pp.y;��i/ d�

D e�.x/

Z

�2V�

.Pp.y; � � i/k.� � i/ˇe�i�.x/e�Pp.y;��i/ d�:

Thus, by virtue of the estimate (33),

ˇ
ˇ
ˇ
ˇ

Z

V�

.Pp.y; �//
k�ˇe�i�.x/e�Pp.y;�/ d�

ˇ
ˇ
ˇ
ˇ � CˇCk

0kŠe
�.x/eM2R./

Z

V�

e�M1R.�/ d�

� CˇCk
0kŠe

�..x/�M2R.//

for all x; y 2 V and  2 V
� where we have absorbed the integral of exp.�M1R.�//

into Cˇ . Upon minimizing with respect to  2 V
�, we have

ˇ
ˇ
ˇ
ˇ

Z

V�

.Pp.y; �//
k�ˇe�i�.x/e�Pp.y;�/d�

ˇ
ˇ
ˇ
ˇ � CˇCk

0kŠe
�.M2R/#.x/ � CˇCk

0kŠe
�MR#.x/

(37)

for all x and y 2 V because

�.M2R/
#.x/ D � sup



f.x/� M2R./g D inf


f�..x/� M2R.//gI



38 E. Randles and L. Saloff-Coste

in this we see the natural appearance of the Legendre-Fenchel transform. The
replacement of .M2R/#.x/ by MR#.x/ is done using Corollary 3.3 and, as required,
the constant M is independent of k and ˇ. Upon combining (32) and (37), we obtain
the desired estimate (30). ut
As a simple corollary to the lemma, we obtain Proposition 2.11.

Proof of Proposition 2.11 Given a positive-homogeneous operator ƒ, we invoke
Proposition 2.5 to obtain v and m for which ƒ D P

jˇWmjD2 aˇDˇ
v . In other words,

ƒ is an .2m; v/-positive-semi-elliptic operator which consists only of its principal
part. Consequently, the heat kernel Kƒ satisfies Kt

ƒ.x/ D Gp.t; xI 0/ for all x 2 V

and t > 0 and so we immediately obtain the estimate (13) from the lemma. ut
Making use of Hypothesis 5.2, a similar argument to that given in the proof of

Lemma 5.3 yields the following lemma.

Lemma 5.4 There is a positive constant M and, to each multi-index ˇ, a positive
constant Cˇ such that

jDˇ
v ŒGp.t; xI y C h/� Gp.t; xI y/�j � Cˇt�.
H CjˇW2mj/jhj˛v exp.�tMR#.x=t//

for all t > 0, x; y; h 2 V. Here, in view of Hypothesis 5.2, ˛ is the v-Hölder
continuity exponent for the coefficients of H.

Lemma 5.5 Suppose that g 2 Cb..t0;T� � V/ where 0 � t0 < T < 1. Then, on
any compact set Q � .t0;T� � V,

Z

V

Gp.t; x � yI y/g.s � t; y/ dy ! g.s; x/

uniformly on Q as t ! 0. In particular, for any f 2 Cb.V/,

Z

V

Gp.t; x � yI y/f .y/ dy ! f .x/

uniformly on all compact subsets of V as t ! 0.

Proof Let Q be a compact subset of .t0;T� � V and write

Z

V

Gp.t; x � yI y/g.s � t; y/ dy

D
Z

V

Gp.t; x � yI x/g.s � t; y/ dy C
Z

V

ŒGp.t; x � yI y/� Gp.t; x � yI x/�g.s � t; y/ dy

WD I.1/t .s; x/C I.2/t .s; x/:
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Let � > 0 and, in view of Corollary 3.11, let K be a compact subset of V for which

Z

VnK
exp.�MR#.z// dz < �

where the constant M is that given in (30) of Lemma 5.3. Using the continuity of g,
we have for sufficiently small t > 0,

sup
.s;x/2Q

z2K

jg.s � t; x � tEz/� g.s; x/j < �:

We note that, for any t > 0 and x 2 V,

Z

V

Gp.t; x � yI x/ dy D e�tPp.x;�/
ˇ
ˇ
ˇ
�D0 D 1:

Appealing to Lemma 5.3 we have, for any .s; x/ 2 Q,

jI.1/t .s; x/� g.s; x/j �
ˇ
ˇ
ˇ

Z

V

Gp.t; x � yI x/.g.s � t; y/� g.s; x// dy
ˇ
ˇ
ˇ

�
Z

V

jGp.1; zI x/.g.s � t; x � tEz/� g.s; x//j dz

� 2kgk
1

C

Z

VnK
exp.�MR#.z// dz

CC

Z

K
exp.�MR#.z//j.g.s � t; x � tEz/� g.s; x//j dz

� �C
�
2kgk

1

C ke�MR# k1
�

I

here we have made the change of variables: y 7! tE.x�y/ and used the homogeneity
of Pp to see that t
H Gp.t; tEzI x/ D Gp.1; zI x/. Therefore I.1/t .s; x/ ! g.s; x/
uniformly on Q as t ! 0.

Let us now consider I.2/. With the help of Lemmas 3.13 and 5.4 and by making
similar arguments to those above we have

jI.2/t .s; x/j � Ckgk1
Z

V

t�
H jx � yj˛v exp.�MR#.t�E.x � y// dy

� kgk1Ct�
Z

V

t� tr E.R#.t�E.x � y///� exp.�MR#.t�E.x � y/// dy

� kgk1Ct�
Z

V

.R#.x//� exp.�MR#.z// dz � kgk1C0t�

for all s 2 .t0;T�, 0 < t < s � t0 and x 2 V; here 0 < � < 1. Consequently,
I.2/t .s; x/ ! 0 uniformly on Q as t ! 0 and the lemma is proved. ut
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Combining the results of Lemmas 5.3 and 5.5 yields at once:

Corollary 5.6 For each y 2 V, Gp.�; � � yI y/ is a fundamental solution to (25).

Step 2: Construction of � and the Integral Equation
For t > 0 and x; y 2 V, put

K.t; x; y/ D �.@t C H/Gp.t; x � yI y/

D �
Hp.y/� H

�
Gp.t; x � yI y/

D
Z

V�

e�i�.x�y/
�
Pp.y; �/ � P.x; �/

�
e�tPp.y;�/ d�

and iteratively define

KnC1.t; x; y/ D
Z t

0

Z

V

K1.t � s; x; z/Kn.s; z; y/ dzds

where K1 D K. In the sense of (29), note that KnC1 D LnK.
We claim that for some 0 < � < 1 and positive constants C and M,

jK.t; x; y/j � Ct�.
H C1��/ exp.�MR#.t�E.x � y/// (38)

for all x; y 2 V and 0 < t � T. Indeed, observe that

jK.t; x; y/j �
X

jˇWmjD2
jaˇ.y/� aˇ.x/jjDˇ

v Gp.t; x � yI y/j C C
X

jˇWmj<2
jDˇ

v Gp.t; x � yI y/j

for all x; y 2 V and t > 0 where we have used the fact that the coefficients of H are
bounded. In view of Lemma 5.3, we have

jK.t; x; y/j �
X

jˇWmjD2
jaˇ.y/ � aˇ.x/jCt�.
H C1/ exp.�MR#.t�E.x � y///

CCt�.
H C	/ exp.�MR#.t�E.x � y///

for all x; y 2 V and 0 < t � T where

	 D maxfjˇ W 2mj W jˇ W mj ¤ 2 and aˇ ¤ 0g < 1:

Using Hypothesis 5.2, an appeal to Corollary 3.14 gives 0 < � < 1 and � > 0 for
which

jK.t; x; y/j � Ct��.
H C1/.R#.t�E.x � y///� exp.�MR#.t�E.x � y///

CCt�.
H C	/ exp.�MR#.t�E.x � y///
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for all x; y 2 V and 0 < t � T. Our claim is then justified by setting

� D maxf�; 1 � 	g (39)

and adjusting the constants C and M appropriately to absorb the prefactor
.R#.t�E.x � y///� into the exponent. It should be noted that the constant � is
inherently dependent on H. For it is clear that 	 depends on H. The constants � and
� are specified in Lemma 3.13 and are defined in terms of the Hölder exponent of
the coefficients of H and the weight m.

Taking cues from our heuristic discussion, we will soon form a series whose
summands are the functions Kn for n 	 1: In order to talk about the convergence
of this series, our next task is to estimate these functions and in doing this we will
observe two separate behaviors: a finite number of terms will exhibit singularities
in t at the origin; the remainder of the terms will be absent of such singularities and
will be estimated with the help of the Gamma function. We first address the terms
with the singularities.

Lemma 5.7 Let 0 < � < 1 be given by (39) and M > 0 be any constant for which
(38) is satisfied. For any positive natural number n such that �.n � 1/ � 
H C 1

and � > 0 for which �n < 1, there is a constant Cn.�/ 	 1 such that

jKn.t; x; y/j � Cn.�/t
�.
H C1�n�/ exp.�M.1 � �n/R#.t�E.x � y///

for all x; y 2 V and 0 < t � T.

Proof In view of (38), it is clear that the estimate holds when n D 1. Let us assume
the estimate holds for n 	 1 such that �n < 1 C 
H and � > 0 for which �n <
�.n C 1/ < 1. Then

jKnC1.t; x; y/j �
Z t

0

Z

V

C1.�/.t � s/�.
HC1��/Cn.�/s
�.
H C1�n�/

� exp.�MR#..t � s/�E.x � z/// exp.�M�;nR#.s�E.z � y/// dz ds

(40)

for x; y 2 V and 0 < t � T where we have set M�;n D M.1 � �n/. Observe that

R#.t�E.x � y// D supf�.x � y/� tR.�/g
D supf�.x � z/� .t � s/R.�/C �.z � y/� sR.�/g
� R#..t � s/�E.x � z//C R#.s�E.z � y// (41)
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for all x; y; z 2 V and 0 < s � t. Using the fact that 0 < �n < �.n C 1/ < 1, (41)
guarantees that

.1 � �.n C 1//R#.t�E.x � y//C �
�
R#..t � s/�E.x � z//C R#.s�E.z � y//

�

� .1 � �.n C 1//
�
R#..t � s/�E.x � z//C R#.s�E.z � y//

�

C� �R#..t � s/�E.x � z//C R#.s�E.z � y//
�

� .1 � �n/R#..t � s/�E.x � z//C .1 � �n/R#.s�E.z � y//

� R#..t � s/�E.x � z//C .1 � �n/R#.s�E.z � y//

or equivalently

�MR#..t � s/�E.x � z// � M�;nR#.s�E.z � y//

� �M�;nC1R#.t�E.x � y//� �M
�
R#..t � s/�E.x � z//C R#.s�E.z � y//

�
(42)

for all x; y; z 2 V and 0 < s � t. Combining (40) and (42) yields

jKnC1.t; x; y/j

� C1.�/Cn.�/ exp.�M�;nC1R
#.t�E.x � y///

Z t

0

Z

V

.t � s/�.
H C1��/s�.
HC1�n�/

� exp.��M.R#..t � s/�E.x � z//C R#.s�E.z � y/// dz ds

� C1.�/Cn.�/ exp.�M�;nC1R
#.t�E.x � y///

�
h Z t=2

0

Z

V

.t � s/�.
HC1��/s�.
H C1�n�/ � exp.��MR#.s�E.z � y/// dz ds

C
Z t

t=2

Z

V

.t � s/�.
H C1��/s�.
HC1�n�/ exp.��MR#..t � s/�E.x � z/// dz ds
i

(43)

for all x; y 2 V and 0 < t � T, where we have used the fact that R# is non-negative.
Let us focus our attention on the first term above. For 0 � s � t=2,

.t � s/�.
HC1��/s�.
HC1�n�/ � .t=2/�.
HC1��/s�.
H C1�n�/

because 
H C 1 � � > 0. Consequently,

Z t=2

0

Z

V

.t � s/�.
H C1��/s�.
H C1�n�/ exp.��MR#.s�E.z � y/// dz ds

� .t=2/�.
HC1��/
Z t=2

0

s�.
H C1�n�/
Z

V

exp.��MR#.s�E.z � y/// dz ds
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� .t=2/�.
HC1��/
Z t=2

0

sn��1
Z

V

exp.��MR#.z// dz ds

� t�.
H C1�.nC1/�/ 2.
HC1�.nC1/�/

n�

Z

V

exp.��MR#.z// dz ds (44)

for all y 2 V and t > 0. We note that the second inequality is justified by making
the change of variables z 7! s�E.z � y/ (thus canceling the term s� tr E D s�
H in
the integral over s) and the final inequality is valid because n� � 1 > � � 1 > �1.
By similar reasoning, we obtain

Z t

t=2

Z

V

.t � s/�.
HC1�n�/s�.
HC1��/ exp.��MR#..t � s/�E.x � z/// dz ds

� t�.
HC1�.nC1/�/ 2.
HC1�.nC1/�/

�

Z

V

exp.��MR#.z// dz ds (45)

for all x 2 V and t > 0. Upon combining the estimates (43), (44) and (45), we have

jKnC1.t; x; y/j � CnC1.�/t�.
H C1�.nC1/�/ exp.�M�;nC1R#.t�E.x � y//

for all x; y 2 V and 0 < t � T where we have put

CnC1.�/ D C1.�/Cn.�/
n C 1

n�
2
HC.1�.nC1/�/

Z

V

exp.��MR#.z// dz

and made use of Corollary 3.11. ut
Remark 7 The estimate (41) is an important one and will be used again. In the
context of elliptic operators, i.e., where R#.x/ D Cmjxj2m=.2m�1/, the analogous result
is captured in Lemma 5.1 of [27]. It is interesting to note that Eidelman worked
somewhat harder to prove it. Perhaps this is because the appearance of the Legendre-
Fenchel transform wasn’t noticed.
It is clear from the previous lemma that for sufficiently large n, Kn is bounded by a
positive power of t. The first such n is Nn WD d��1.tr E C 1/e. In view of the previous
lemma,

jKNn.t; x; y/j � CNn.�/ exp.�M.1 � � Nn/R#.t�E.x � y///

for all x; y 2 V and 0 < t � T where we have adjusted CNn.�/ to account for this
positive power of t. Let ı < 1=2 and set

� D ı

Nn ; M1 D M.1 � ı/ and C0 D max
1�n�Nn

Cn.�/:
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Upon combining preceding estimate with the estimates (38) and (41), we have

jK
NnC1.t; x; y/j

� C2
0

Z t

0

Z

V

.t � s/�.
HC.1��//

� exp.�MR#..t � s/�E.x � z// exp.�M.1 � � Nn/R#.s�E.z � y/// ds dz

� C2
0 exp.�M1R

#.t�E.x � y///
Z t

0

Z

V

.t � s/�.
H C.1��// exp.�CıR#..t � s/�E.z/// dz ds

� C0.C0F/
t�

�
exp.�M1R

#.t�E.x � y///

for all x; y 2 V and 0 < t � T where

F D
Z

V

exp.�MıR#.z// dz < 1:

Let us take this a little further.

Lemma 5.8 For every k 2 NC,

jKNnCk.t; x; y/j � C0
�.�/

.C0F�.�//k

kŠ
t�k exp.�M1R

#.t�E.x � y/// (46)

for all x; y 2 V and 0 < t � T. Here �.�/ denotes the Gamma function.

Proof The Euler-Beta function B.�; �/ satisfies the well-known identity B.a; b/ D
�.a/�.b/=�.a C b/. Using this identity, one quickly obtains the estimate

k�1Y

jD1
B.�; 1C j�/ D �.�/k�1

�.1C k�/
� �.�/k�1

kŠ
:

It therefore suffices to prove that

jKNnCk.t; x; y/j � C0.C0F/
k

k�1Y

jD0
B.�; 1C j�/tk� exp.�M1R

#.t�E.x � y/// (47)

for all x; y 2 V and 0 < t � T.
We first note that B.�; 1/ D ��1 and so, for k D 1, (47) follows directly from the

calculation proceeding the lemma. We shall induct on k. By another application of
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(38) and (41), we have

JkC1.t; x; y/ WD
h
C2
0.C0F/

k
k�1Y

jD0

B.�; 1C j�/
i

�1jK
NnCkC1.t; x; y/j

�
Z t

0

Z

V

.t � s/�.
HC.1��//s�k� exp.�MR#..t � s/�E.x � z///

� exp.�M1R
#.s�E.z � y/// dz ds

� exp.�M1R
#.t�E.x � y///

�
Z t

0

Z

V

.t � s/�.
H C.1��//s�k� exp.�MıR#..t � s/�E.x � z/// dz ds

for all x; y 2 V and 0 < t � T. Upon making the changes of variables z !
.t � s/�E.x � z/ followed by s ! s=t, we have

JkC1.t; x; y/ � exp.�M1R
#.t�E.x � y///F

Z 1

0

.t � st/��1.st/k�t ds

� exp.�M1R
#.t�E.x � y///Ft.kC1/�B.�; 1C k�/

for all x; y 2 V and 0 < t � T. Therefore (47) holds for k C 1 as required. ut
Proposition 5.9 Let � W .0;T� � V � V ! C be defined by

� D
1X

nD1
Kn:

This series converges uniformly for x; y 2 V and t0 � t � T where t0 is any positive
constant. There exists C 	 1 for which

j�.t; x; y/j � C

t
H C.1��/ exp.�M1R
#.t�E.x � y/// (48)

for all x; y 2 V and 0 < t � T where M1 and � are as in the previous lemmas.
Moreover, the identity

�.t; x; y/ D K.t; x; y/C
Z t

0

Z

V

K.t � s; x; z/�.s; z; y/ dz ds (49)

holds for all x; y 2 V and 0 < t � T.
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Proof Using Lemmas 5.7 and 5.8 we see that

1X

kD1
jKn.t; x; y/j � C0

h NnX

nD1
t�.
H C.1�n�//

C 1

�.�/

1X

kD1

.C0F�.�//k

kŠ
tk�
i

exp.�M1R
#.t�E.x � y///

for all x; y 2 V and 0 < t � T from which (48) and our assertion concerning
uniform convergence follow. A similar calculation and an application of Tonelli’s
theorem justify the following use of Fubini’s theorem: For x; y 2 V and 0 < t � T,

Z t

0

Z

V

K.t � s; x; z/�.s; z; y/ ds dz D
1X

nD1

Z t

0

Z

V

K.t � s; x; z/Kn.s; z; y/ dz ds

D
1X

nD1
KnC1.t; z; y/ D �.t; x; y/ � K.t; x; y/

as desired. ut
The following Hölder continuity estimate for � is obtained by first showing the
analogous estimate for K and then deducing the desired result from the integral
formula (49). As the proof is similar in character to those of the preceding two
lemmas, we omit it. A full proof can be found in [28, p. 80]. We also note here that
the result is stronger than is required for our purposes (see its use in the proof of
Lemma 5.12). All that is really required is that �.�; �; y/ satisfies the hypotheses (for
f ) in Lemma 5.11 for each y 2 V.

Lemma 5.10 There exists ˛ 2 I
dC which is consistent with m, 0 < 	 < 1 and C 	 1

such that

j�.t; x C h; y/� �.t; x; y/j � C

t
H C.1�	/ jhj˛v exp.�M1R
#.t�E.x � y///

for all x; y; h 2 V and 0 < t � T.

Step 3: Verifying That Z Is a Fundamental Solution to (22)

Lemma 5.11 Let ˛ 2 I
dC be consistent with m and, for t0 > 0, let f W Œt0;T� �

V ! C be bounded and continuous. Moreover, suppose that f is uniformly v-Hölder
continuous in x on Œt0;T� � V of order ˛, by which we mean that there is a constant
C > 0 such that

sup
t2Œt0;T�

j f .t; x/ � f .t; y/j � Cjx � yj˛v



Positive-Homogeneous Operators, Heat Kernel Estimates and the Legendre-. . . 47

for all x; y 2 V. Then u W Œt0;T� � V ! C defined by

u.t; x/ D
Z t

t0

Z

V

Gp.t � s; x � zI z/f .s; z/ dz ds

is .2m; v/-regular on .t0;T/ � V. Moreover,

@tu.t; x/ D f .t; x/C lim
h#0

Z t�h

t0

Z

V

@tGp.t � s; x � zI z/f .s; z/ dz ds (50)

and for any ˇ such that jˇ W mj � 2, we have

Dˇ
v u.t; x/ D lim

h#0

Z t�h

t0

Z

V

Dˇ
v Gp.t � s; x � zI z/f .s; z/ dz ds (51)

for x 2 V and t0 < t < T.
Before starting the proof, let us observe that, for each multi-index ˇ,
Dˇ

v Gp.t � s; x � zI z/f .s; z/ is locally uniformly (in x) dominated by the function

hˇ.s; zI t; x/ WD C.t � s/�.
HCjˇW2mj/ exp.�MR#..t � s/�E.x � z///

for x; z 2 V and t0 � s � t � T, where the constant C > 0 depends on ˇ, k f k1 and
the bound for Dˇ

v Gp yielded by Proposition 2.11 which can be seen to hold locally
uniformly by an argument analogous to that given in the proof of Proposition 8.10
of [44]. We observe that

Z t

t0

Z

V

hˇ.s; zI t; x/ dz ds D C
Z t

t0

Z

V

.t � s/�.
HCjˇW2mj/ exp.�MR#..t � s/�E.x � z/// dz ds

� C
Z t

t0

Z

V

.t � s/�jˇW2mj exp.�MR#.z// dz ds

� C
Z t

t0

.t � s/�jˇW2mj ds

for all t0 � t � T and x 2 V. When jˇ W mj < 2,

Z t

t0

.t � s/�jˇW2mj ds (52)

converges and so, in view of the fact that Dˇ
v Gp.t � s; x � zI z/f .s; z/ is locally

uniformly dominated by hˇ, we may conclude that

Dˇ
v u.t; x/ D

Z t

t0

Z

V

Dˇ
v Gp.t � s; z � xI z/f .s; z/ dz ds
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for all t0 � t � T and x 2 V. From this it follows that Dˇ
v u.t; x/ is continuous on

.t0;T/�V and moreover (51) holds for such an ˇ in view of Lebesgue’s dominated
convergence theorem. When jˇ W mj D 2, (52) does not converge and hence the
above argument fails. The main issue in the proof below centers around using v-
Hölder continuity to remove this obstacle.

Proof Our argument proceeds in two steps. The fist step deals with the spatial
derivatives of u. Therein, we prove the asserted x-regularity and show that the
formula (51) holds. In fact, we only need to consider the case where jˇ W mj D 2;
the case where jˇ W mj < 2 was already treated in the paragraph proceeding the
proof. In the second step, we address the time derivative of u. As we will see, (50)
and the asserted t-regularity are partial consequences of the results proved in Step
1; this is, in part, due to the fact that the time derivative of Gp can be exchanged for
spatial derivatives. The regularity shown in the two steps together will automatically
ensure that u is .2m; v/-regular on .t0;T/ � V.

Step 1 Let ˇ be such that jˇ W mj D 2. For h > 0 write

uh.t; x/ D
Z t�h

t0

Z

V

Gp.t � s; x � zI z/f .s; z/ dz ds

and observe that

Dˇ
v uh.t; x/ D

Z t�h

t0

Z

V

Dˇ
v Gp.t � s; x � zI z/f .s; z/ dz ds

for all t0 � t � h < t � T and x 2 V; it is clear that Dˇ
v uh.t; x/ is continuous in t

and x. The fact that we can differentiate under the integral sign is justified because t
has been replaced by t � h and hence the singularity in (52) is avoided in the upper
limit. We will show that Dˇ

v uh.t; x/ converges uniformly on all compact subsets of
.t0;T/ � V as h ! 0. This, of course, guarantees that Dˇ

v u.x; t/ exists, satisfies (51)
and is continuous on .t0;T/ � V. To this end, let us write

Dˇ
v uh.t; x/ D

Z t�h

t0

Z

V

Dˇ
v Gp.t � s; x � zI z/. f .s; z/ � f .s; x// dz ds

C
Z t�h

t0

Z

V

Dˇ
v Gp.t � s; x � zI z/f .s; x/ dz ds

DW I.1/h .t; x/C I.2/h .t; x/:

Using our hypotheses, Corollary 3.8 and Lemma 3.13, for some 0 < � < 1 and
� > 0, there is M > 0 such that

j f .s; z/ � f .s; x/j � C.t � s/� .R#..t � s/�E.x � z///�
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for all x; z 2 V, t 2 Œt0;T� and s 2 Œt0; t�. In view of the preceding estimate and
Lemma 5.3, we have

jDˇ
v Gp.t � s; x � zI z/. f .s; z/ � f .s; x//j

� C.t � s/�.
HC1/.t � s/� .R#..t � s/�E.x � z///� exp.�MR#..t � s/�E.x � z///

� C.t � s/�.
HC.1��// exp.�MR#.t � s/�E.x � z//

for all x; z 2 V, t 2 Œt0;T� and s 2 Œt0; t�, where C and M are positive constants. We
then observe that

Z t

t0

Z

V

jDˇ
v Gp.t � s; x � zI z/. f .s; z/ � f .s; x//j dz ds

� C
Z t

t0

.t � s/�.
H C.1��//
Z

V

exp.�MR#..t � s/�E.x � z/// dz ds

� C
Z t

t0

.t � s/��1
Z

V

exp.�MR#.z// dz ds

� C.t � t0/�

�

Z

V

exp.�MR#.z// dz

� C.T � t0/�

�

Z

V

exp.�MR#.z// dz < 1

for all t 2 Œt0;T� and x 2 V, where the validity of the second inequality is seen
by making the change of variables z 7! .t � s/�E.x � z/ and canceling the term
.t � s/�
H D .t � s/� tr E. Consequently,

I.1/.t; x/ WD
Z t

t0

Z

V

Dˇ
v Gp.t � s; x � zI z/. f .s; z/ � f .s; x// dz ds

exists for each t 2 Œt0;T� and x 2 V. Moreover, for all t0 � t � h < t � T and x 2 V,

jI.1/.t; x/ � I.1/h .t; x/j �
Z t

t�h

Z

V

jDˇ
v Gp.t � s; x � zI z/. f .s; z/ � f .s; x//j dz ds

� C
Z t

t�h

Z

V

.t � s/��1 exp.�MR#.z// dz ds � Ch� :

From this we see that limh#0 I.1/h .t; x/ converges uniformly on all compact subsets of
.t0;T/ � V.

We claim that for some 0 < � < 1, there exists C > 0 such that

ˇ
ˇ
ˇ

Z

V

Dˇ
v Gp.t � s; x � zI z/ dz

ˇ
ˇ
ˇ � C.t � s/�.1��/ (53)
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for all x 2 V and s 2 Œt0; t�. Indeed,

Z

V

Dˇ
v Gp.t � s; x � zI z/ dz

D
Z

V

Dˇ
v ŒGp.t � s; x � zI z/� Gp.t � s; x � zI y/�

ˇ
ˇ
yDx dz C �

Dˇ
v

Z

V

Gp.t � s; x � zI y/ dz
	ˇ
ˇ
yDx:

The first term above is estimated with the help of Lemma 5.4 and by making
arguments analogous to those in the previous paragraph; the appearance of � follows
from an obvious application of Lemma 3.13. This term is bounded by C.t�s/�.1��/ .
The second term is clearly zero and so our claim is justified.

By essentially repeating the arguments made for I.1/h and making use of (53), we
see that

lim
h#0

I.2/h .t; x/ D I.2/.t; x/ DW
Z t

t0

Z

V

Dˇ
v Gp.t � s; x � zI z/f .s; x/ dz ds

where this limit converges uniformly on all compact subsets of .t0;T/ � V.

Step 2 It follows from Leibnitz’ rule that

@tuh.x; t/ D
Z

V

Gp.h; x � zI z/f .t � h; z/ dz C
Z t�h

t0

Z

V

@tGp.t � s; x � zI z/f .s; z/ dz ds

DW J.1/h .t; x/C J.2/h .t; x/

for all t0 < t�h < t < T and x 2 V. Now, in view of Lemma 5.5 and our hypotheses
concerning f ,

lim
h#0

J.1/h .t; x/ D f .t; x/

where this limit converges uniformly on all compact subsets of .t0;T/ � V.
Using the fact that @tGp.t � s; x � zI z/ D �Hp.z/Gp.t � s; x � zI z/, we see that

lim
h#0

J.2/h .t; x/ D lim
h#0

Z t�h

0

Z

V

�
�

X

jˇWmjD2
aˇ.z/D

ˇ
v

�
Gp.t � s; x � zI z/f .s; z/ dz ds

D �
X

jˇWmjD2
lim
h#0

Z t�h

0

Z

V

Dˇ
v Gp.t � s; x � zI z/.aˇ.z/f .s; z// dz ds

for all t 2 .t0;T/ and x 2 V. Because the coefficients of H are v-Hölder continuous
and bounded, for each ˇ, aˇ.z/f .s; z/ satisfies the same condition we have required

for f and so, in view of Step 1, it follows that J.2/h .t; x/ converges uniformly on all
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compact subsets of .t0;T/ � V as h ! 0. We thus conclude that @tu.t; x/ exists, is
continuous on .t0;T/ � V and satisfies (50). ut
Lemma 5.12 Let W W .0;T� � V � V ! C be defined by

W.t; x; y/ D
Z t

0

Z

V

Gp.t � s; x � zI z/�.s; z; y/ dz ds;

for x; y 2 V and 0 < t � T. Then, for each y 2 V, W.�; �; y/ is .2m; v/-regular on
.0;T/ � V and satisfies

.@t C H/W.t; x; y/ D K.t; x; y/: (54)

for all x; y 2 V and t 2 .0;T/. Moreover, there are positive constants C and M for
which

jW.t; x; y/j � Ct�
H C� exp.�MR#.t�E.x � y/// (55)

for all x; y 2 V and 0 < t � T where � is that which appears in Lemma 5.7.

Proof The estimate (55) follows from (30) and (48) by an analogous computation
to that done in the proof of Lemma 5.7. It remains to show that, for each y 2 V,
W.�; �; y/ is .2m; v/-regular and satisfies (54) on .0;T/ � V. These are both local
properties and, as such, it suffices to examine them on .t0;T/ � V for an arbitrary
but fixed t0 > 0. Let us write

W.t; x; y/ D
Z t

t0

Z

V

Gp.t � s; x � zI z/�.s; z; y/ dz ds

C
Z t0

0

Z

V

Gp.t � s; x � zI z/�.s; z; y/ dz ds

DW W1.t; x; y/C W2.t; x; y/

for x; y 2 V and t0 < t < T. In view of Lemmas 5.10 and 5.11, for each y 2 V,
W1.�; �; y/ is .2m; v/-regular on .t0;T/ � V and

.@t C H/W1.t; x; y/ D @tW1.t; x; y/C
X

jˇWmj�2
aˇ.x/D

ˇ
v W1.t; x; y/

D �.t; x; y/C lim
h#0

Z t�h

t0

Z

V

@tGp.t � s; x � zI z/�.s; z; y/ dz dy

C lim
h#0

Z t�h

t0

Z

V

X

jˇWmj�2
aˇ.x/D

ˇ
v Gp.t � s; x � zI z/�.s; z; y/ dz ds
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D �.t; x; y/C lim
h#0

Z t�h

t0

Z

V

.@t C H/Gp.t � s; x � zI z/�.s; z; y/ dz ds

D �.t; x; y/� lim
h#0

Z t�h

t0

Z

V

K.t � s; x; z/�.s; z; y/ dz ds (56)

for all x 2 V and t0 < t < T; here we have used the fact that

.@t C H/Gp.t � s; x � zI z/ D �K.t � s; x; z/:

Treating W2 is easier because @tGp.t � s; x � zI z/ and, for each multi-index ˇ,

Dˇ
v Gp.t � s; x � zI z/ are, as functions of s and z, absolutely integrable on .0; t0�� V

for every t 2 .t0;T� and x 2 V by virtue of Lemma 5.3. Consequently, derivatives
may be taken under the integral sign and so it follows that, for each y 2 V, W2.�; �; y/
is .2m; v/-regular on .t0;T/ � V and

.@t C H/W2.t; x; y/ D �
Z t0

0

Z

V

K.t � s; x; z/�.s; z; y/ dz ds (57)

for x 2 V and t0 < t < T. We can thus conclude that, for each y 2 V, W.�; �; y/ is
.2m; v/-regular on .t0;T/ � V and, by combining (56) and (57),

.@t C H/W.t; x; y/ D �.t; x; y/ � lim
h#0

Z t�h

0

Z

V

K.t � s; x; z/�.s; z; y/ dz ds

for x 2 V and t0 < t < T. By (38), Proposition 5.9 and the Dominated Convergence
Theorem,

lim
h#0

Z t�h

0

Z

V

K.t � s; x; z/�.s; z; y/ dz ds D
Z t

0

Z

V

K.t � s; x; z/�.s; z; y/ dz ds

D �.t; x; y/ � K.t; x; y/

and therefore

.@t C H/W.t; x; y/ D K.t; x; y/

for all x; y 2 V and t0 < t < T. ut
The theorem below is our main result. It is a more refined version of Theorem 5.1
because it gives an explicit formula for the fundamental solution Z; in particular
Theorem 5.1 is an immediate consequence of the result below.

Theorem 5.13 Let H be a uniformly .2m; v/-positive-semi-elliptic operator. If H
satisfies Hypothesis 5.2 then Z W .0;T� � V � V ! C, defined by

Z.t; x; y/ D Gp.t; x � yI y/C W.t; x; y/ (58)
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for x; y 2 V and 0 < t � T, is a fundamental solution to (22). Moreover, there are
positive constants C and M for which

jZ.t; x; y/j � C

t
H
exp

�
�tMR#

�x � y

t

��
(59)

for all x; y 2 V and 0 < t � T.

Proof As 0 < � < 1, (55) and Lemma 5.3 imply the estimate (59). In view of
Lemma 5.12 and Corollary 5.6, for each y 2 V, Z.�; �; y/ is .2m; v/-regular on
.0;T/ � V and

.@t C H/Z.t; x; y/ D .@t C H/Gp.t; x � y; y/C .@t C H/W.t; x; y/

D �K.t; x; y/C K.t; x; y/ D 0

for all x 2 V and 0 < t < T. It remains to show that for any f 2 Cb.V/,

lim
t!0

Z

V

Z.t; x; y/f .y/ dy D f .x/

for all x 2 V. Indeed, let f 2 Cb.V/ and, in view of (55), observe that

ˇ
ˇ
ˇ
ˇ

Z

V

W.t; x; y/f .y/

ˇ
ˇ
ˇ
ˇ � Ct�k f k1

Z

V

t�
H exp.�MR#.t�E.x � y///dy

� Ct�k f k1
Z

V

exp.�MR#.y// dy � Ct�k f k1

for all x 2 V and 0 < t � T. An appeal to Lemma 5.5 gives, for each x 2 V,

lim
t!0

Z

V

Z.t; x; y/f .y/dy D lim
t!0

Z

V

Gp.t; x � yI y/f .y/ dy C lim
t!0

Z

V

W.t; x; y/f .y/ dy

D f .x/C 0 D f .x/

as required. In fact, the above argument guarantees that this convergence happens
uniformly on all compact subsets of V. ut

We remind the reader that implicit in the definition of fundamental solution
to (22) is the condition that Z is .2m; v/-regular. In fact, one can further deduce
estimates for the spatial derivatives of Z, Dˇ

v Z, of the form (13) for all ˇ such that
jˇ W 2mj � 1 (see [28, p. 92]). Using the fact that Z satisfies (22) and H’s coefficients
are bounded, an analogous estimate is obtained for a single t derivative of Z.
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Strong Stability of Heat Kernels
of Non-symmetric Stable-Like Operators

Zhen-Qing Chen and Xicheng Zhang

Abstract Let d > 1 and ˛ 2 .0; 2/. Consider the following non-local and non-
symmetric Lévy-type operator on R

d:

L �
˛ f .x/ WD p.v.

Z

Rd
. f .x C z/� f .x//

�.x; z/

jzjdC˛ dz;

where 0 < �0 6 �.x; z/ 6 �1, �.x; z/ D �.x;�z/, and j�.x; z/��. y; z/j 6 �2jx�yjˇ
for some ˇ 2 .0; 1/. In Chen and Zhang (Probab Theory Relat Fields 165:267–312,
2016), we obtained two-sided estimates on the fundamental solution (also called
heat kernel) p�˛.t; x; y/ of L �

˛ . In this note, we establish pointwise estimate on
jp�˛.t; x; y/ � pQ�

˛.t; x; y/j in terms of k� � Q�k1.

Keywords Heat kernel estimate • Levi’s method • Non-symmetric stable-like
operator • Strong stability

AMS 2010 Mathematics Subject Classification Primary 60J35, 47G20, 60J75;
Secondary 47D07

1 Introduction

There are many interest recently in studying non-local operators or discontinuous
Markov processes as many phenomena can be modeled by these objects. Quite a
lot progress has been made during the last decade in developing DeGiorgi-Nash-
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Moser-Aronson type theory for symmetric non-local operators; see, e.g., [1, 3–6]
and the references therein. In particular, it is shown in Chen and Kumagai [5] that,
for every 0 < ˛ < 2 and for any symmetric measurable function c.x; y/ on R

d � R
d

that is bounded between two positive constants c1 and c2, the symmetric non-local
operator

L f .x/ D lim
"!0

Z

fy2RdWjy�xj>"g
. f . y/� f .x//

c.x; y/

jx � yjdC˛ dy; (1.1)

defined in the weak sense, admits a jointly Hölder continuous heat kernel p.t; x; y/
with respect to the Lebesgue measure on R

d, which satisfies

C�1 t

.t1=˛ C jx � yj/dC˛ 6 p.t; x; y/ 6 C
t

.t1=˛ C jx � yj/dC˛ (1.2)

for every t > 0 and x; y 2 R
d, where C > 1 is a constant that depends only on

d; ˛; c1 and c2. When c.x; y/ is a positive constant, L above is a constant multiple
of the fractional Laplacian �˛=2 WD �.��/˛=2 on R

d, which is the infinitesimal
generator of a (rotationally) symmetric ˛-stable process on R

d.
Recently, heat kernels and their sharp two-sided estimates for non-symmetric and

non-local stable-like operators of the following form are studied in Chen and Zhang
[7]:

L �
˛ f .x/ WD p.v.

Z

Rd
. f .x C z/� f .x//

�.x; z/

jzjdC˛ dz; (1.3)

where p.v. stands for the Cauchy principle value; that is

L �
˛ f .x/ D lim

"!0

Z

fz2RdWjzj>"g
. f .x C z/ � f .x//

�.x; z/

jzjdC˛ dz:

Here d > 1, 0 < ˛ < 2, and �.x; z/ is a measurable function on R
d � R

d satisfying

0 < �0 6 �.x; z/ 6 �1; �.x; z/ D �.x;�z/; (1.4)

and for some ˇ 2 .0; 1/

j�.x; z/� �. y; z/j 6 �2jx � yjˇ: (1.5)

That �.x; z/ is symmetric in z is a commonly assumed condition in the literature of
non-local operators. Due to this symmetric, we can rewrite L �

˛ as

L �
˛ f .x/ D

Z

Rd
. f .x C z/� f .x/ � 1fjzj61gz � rf .x//

�.x; z/

jzjdC˛ dz
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for every bounded C2-smooth function f on R
d. We can also write L �

˛ by

L �
˛ f .x/ D 1

2

Z

Rd
. f .x C z/C f .x � z/ � 2f .x//

�.x; z/

jzjdC˛ dz:

Note that operators L �
˛ defined by (1.3) are typically non-symmetric. They can be

regarded as the non-local counterpart of elliptic operators of non-divergence form.
Hölder continuity assumption (1.5) for non-symmetric operator L �

˛ is quite natural.
Unlike the symmetric case, even for elliptic differential operators, certain Dini-type
continuity assumption on the coefficients is needed for the existence and for the
two-sided estimates of the fundamental solution of non-divergence form operators.

Under conditions (1.4)–(1.5), it is established in [7] that L �
˛ has a jointly

continuous heat kernel p�˛.t; x; y/, and there is a constant c D c.d; ˛; ˇ; �0; �1; �2/ >
1 so that

c�1 t

.t1=˛ C jx � yj/dC˛ 6 p�˛.t; x; y/ 6 c
t

.t1=˛ C jx � yj/dC˛ (1.6)

for all t 2 .0; 1� and x; y 2 R
d. Estimates in (1.2) and (1.6) can be viewed as

the counterpart for non-local operators of Anroson estimates for elliptic differential
operators.

In modeling, state-dependent parameters c.x; y/ of (1.1) and �.x; z/ of (1.3) are
approximations of real data. So a natural question is how reliable the conclusion
is when using such an approximation. In this note, we study the pointwise strong
stability on the heat kernel p�˛.t; x; y/ in �.x; z/. The following is the main result of
this note. We use WD as a way of definition. For a; b 2 R, a ^ b WD minfa; bg and
a _ b WD maxfa; bg.

Theorem 1.1 Suppose ˇ 2 .0; ˛=4�, and � and Q� are two functions satisfying (1.4)
and (1.5). Then for every � 2 .0; ˇ/ and 	 2 .0; 1/, there exists a constant C D
C.d; ˛; ˇ; �0; �1; �2; �; 	/ > 0 so that for all t 2 .0; 1� and x; y 2 R

d,

jp�˛.t; x; y/�pQ�
˛.t; x; y/j 6 Ck��Q�k1�	

1

�
1C t��=˛.jx � yj� ^ 1/� t.t1=˛Cjx�yj/�d�˛:

(1.7)

Here k� � Q�k1 WD supx;z2Rd j�.x; z/ � Q�.x; z/j.
Observe that by (1.6), the t.t1=˛ C jx � yj/�d�˛ term in (1.7) is comparable to

p�˛.t; x; y/ and to pQ�
˛.t; x; y/. So the error bound (1.7) is also a relative error bound,

which is good even in the region when jx � yj is large. When both �.x; z/ and Q�.x; z/
are functions of z only, estimate (1.7) has been established in [7, Theorem 2.6] with
	 D 0.

Let fP�t I t > 0g and fPQ�
t I t > 0g be the semigroups generated by L �

˛ and L Q�
˛ ,

respectively. For p > 1, denote by kP�t � PQ�
t kp;p the operator norm of P�t � PQ�

t in
Banach space Lp.RdI dx/.

Corollary 1.2 Suppose ˇ 2 .0; ˛=4�, and � and Q� are two functions satisfying
(1.4) and (1.5). Then for every � 2 .0; ˇ/ and 	 2 .0; 1/, there exists a constant
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C D C.d; ˛; ˇ; �0; �1; �2; �; 	/ > 0 so that for every p > 1 and t 2 .0; 1�,

kP�t � PQ�
t kp;p 6 Ct��=˛k� � Q�k1�	1 : (1.8)

For uniformly elliptic divergence form operators L and QL on R
d, pointwise

estimate on jp.t; x; y/� Qp.t; x; y/j and the Lp-operator norm estimates on Pt � QPt are
obtained in Chen et al. [8] in terms of the local L2-distance between the diffusion
matrix of L and QL . Recently, Bass and Ren [2] extended the above result to
symmetric ˛-stable-like non-local operators of (1.1), with error bound expressed
in terms of the Lq-norm on the function c.x/ WD supy2Rd jc.x; y/� Qc.x; y/j.

2 Proofs

We recall from [7] that the heat kernel p�˛.t; x; y/ is constructed as follows:

p�˛.t; x; y/ D p�. y/
˛ .t; x � y/C

Z t

0

Z

Rd
p�.z/˛ .t � s; x � z/q�.s; z; y/dzds; (2.1)

where q�.t; x; y/ solves the following integral equation:

q�.t; x; y/ D q�0.t; x; y/C
Z t

0

Z

Rd
q�0.t � s; x; z/q�.s; z; y/dzds (2.2)

with

q�0.t; x; y/ WD .L �.x/
˛ � L �. y/

˛ /p�. y/
˛ .t; x � y/

D
Z

Rd
ı

p
�. y/
˛
.t; x � yI z/.�.x; z/� �. y; z//jzj�d�˛dz: (2.3)

Here for a function f defined on RC � R
d,

ıf .t; xI z/ WD f .t; x C z/C f .t; x � z/ � 2f .t; x/:

For n 2 N, define q�n.t; x; y/ recursively by

q�n.t; x; y/ WD
Z t

0

Z

Rd
q�0.t � s; x; z/q�n�1.s; z; y/dzds: (2.4)

It is established in [7, Theorem 3.1] that

q�.t; x; y/ WD
1X

nD0
q�n.t; x; y/;
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where the series converges absolutely and locally uniformly on .0; 1� � R
d � R

d.
Moreover, by Chen and Zhang [7, (3.8) and (3.10)], there is a constant C D
C.d; ˛; ˇ; �0; �1; �2/ > 0 so that for every t 2 .0; 1� and x; y 2 R

d,

jq�0.t; x; y/j 6 C%ˇ0 .t; x � y/; (2.5)

and for n > 1,

jq�n.t; x; y/j 6
.C�.ˇ

˛
//nC1

�.
.nC1/ˇ
˛

/

�
%0.nC1/ˇ C %

ˇ

nˇ

�
.t; x � y/: (2.6)

Here for �; ˇ 2 R,

%ˇ� .t; x/ WD t
�
˛ .jxjˇ ^ 1/.t1=˛ C jxj/�d�˛: (2.7)

Obviously, for �; ˇ > 0, we have

%ˇ� .t; x/ 6 %0ˇC� .t; x/C %
ˇC�
0 .t; x/: (2.8)

To prove Theorem 1.1, we first establish a continuity result for q�.t; x; y/ in �.

Theorem 2.1 Suppose ˇ 2 .0; ˛=4�, and � and Q� are two functions satisfying
(1.4) and (1.5). For every � 2 .0; ˇ/ and 	 2 .0; 1/, there is a constant C D
C.d; ˛; �0; �1; �2; �; 	/ > 0 so that

jq�.t; x; y/ � qQ�.t; x; y/j 6 Ck� � Q�k1�	1
�
%ˇC��� C %

	ˇ
0 C %0ˇ

�
.t; x � y/: (2.9)

Proof Since q�.t; x; y/ D P1
nD0 q�n.t; x; y/, we estimate jq�n.t; x; y/ � qQ�

n.t; x; y/j for
each n > 0. First, observe that by (1.4) and (1.5), for 	 2 .0; 1/,

j.� � Q�/.x; z/ � .� � Q�/. y; z/j 6 C.jx � yjˇ ^ 1/	 k� � Q�k1�	1 (2.10)

with C D C.�1; �2/ > 0. When n D 0, by (2.3),

jq�0.t; x; y/ � qQ�
0.t; x; y/j

6
Z

Rd
jı

p
�. y/
˛
.t; x � yI z/ � ı

p
Q�. y/
˛
.t; x � yI z/j j�.x; z/� �. y; z/j jzj�d�˛dz

C
Z

Rd
jı

p
Q�. y/
˛
.t; x � yI z/j j.� � Q�/.x; z/ � .� � Q�/. y; z/j jzj�d�˛dz


 .jx � yjˇ ^ 1/
Z

Rd
jı

p
�. y/
˛
.t; x � yI z/ � ı

p
Q�. y/
˛
.t; x � yI z/j jzj�d�˛dz
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C k� � Q�k1�	1 .jx � yj	ˇ ^ 1/
Z

Rd
jı

p
Q�. y/
˛
.t; x � yI z/j jzj�d�˛dz


 k� � Q�k1.jx � yjˇ ^ 1/
�
%00 C %���

�
.t; x � y/

C k� � Q�k1�	1 .jx � yj	ˇ ^ 1/%00.t; x � y/


 k� � Q�k1�	1
�
%
ˇ
0 C %ˇC��� C %

	ˇ
0

�
.t; x � y/


 k� � Q�k1�	1
�
%ˇC��� C %

	ˇ
0

�
.t; x � y/; (2.11)

where the third inequality is due to [7, (2.32) and (2.28)], respectively. Here and
below, “f 
 g” means that f 6 Cg for some positive constant C.

When n D 1, by (2.4)–(2.5) and (2.11),

jq�1.t; x; y/ � qQ�
1.t; x; y/j

6
Z t

0

Z

Rd

ˇ
ˇ
ˇ
�

q�0.t � s; x; z/ � qQ�
0.t � s; x; z/

�
q�0.s; z; y/

ˇ
ˇ
ˇdzds

C
Z t

0

Z

Rd

ˇ
ˇ
ˇqQ�
0.t � s; x; z/

�
q�0.s; z; y/ � qQ�

0.s; z; y/
� ˇ
ˇ
ˇdzds


 k� � Q�k1�	1
Z t

0

Z

Rd

�
%ˇC��� C %

	ˇ
0

�
.t � s; x � z/%ˇ0 .s; z � y/dzds


 k� � Q�k1�	1

 

B. ˇ
˛
;
ˇ

˛
/
�
%02ˇ C %

ˇC�
ˇ�� C %

ˇ

ˇ

�
.t; x � y/

C B. 	ˇ
˛
;
ˇ

˛
/
�
%0.1C	/ˇ C %

	ˇ

ˇ C %
ˇ

	ˇ

�
.t; x � y/

!


 k� � Q�k1�	1 B. 	ˇ
˛
;
ˇ

˛
/
�
%0.1C	/ˇ C %

.1C	/ˇ
0

�
.t; x � y/: (2.12)

Here in the second to the last inequality we used [7, (2.4)], while in the last
inequality we used (2.8) and the monotonicity of %ˇ� with respect to ˇ and � . Thus
we have shown that there are constants C0 D C0.d; ˛; 	; �0; �1; �2; ˇ; �/ > 1 (we
can eliminate the dependence on � and 	 by taking, for example, � D ˇ=2 and
	 D 1=2) and C1 D C1.d; ˛/ > 1 so that for every t 2 .0; 1� and x; y 2 R

d,

jq�0.t; x; y/ � qQ�
0.t; x; y/j 6 C0k� � Q�k1�	1

�
%ˇC��� C %

	ˇ
0

�
.t; x � y/ (2.13)

and

jq�1.t; x; y/ � qQ�
1.t; x; y/j 6 C0C1k� � Q�k1�	

1

�.
	ˇ

˛
/�.

ˇ

˛
/

�.
.1C	/ˇ

˛
/

�
%0.1C	/ˇ C %

.1C	/ˇ
0

�
.t; x � y/:

(2.14)
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Without loss of generality, we may assume that C0 is larger than the constant C in
(2.5)–(2.6), and C1 is larger than the comparison constant in [7, (2.4)]. Suppose for
n > 1,

jq�n.t; x; y/ � qQ�
n.t; x; y/j

6 k� � Q�k1�	1 .20C0C1/
nC1 �.

	ˇ

˛
/�.

ˇ

˛
/n

�.
.nC	/ˇ
˛

/

�
%0.nC	/ˇ C %

.nC	/ˇ
0

�
.t; x � y/:

(2.15)

Then by (2.4), (2.5)–(2.6), [7, (2.4)], (2.13)–(2.14) and (2.8), we have

jq�nC1.t; x; y/ � qQ�
nC1.t; x; y/j

6
Z t

0

Z

Rd

ˇ
ˇ
ˇq�0.t � s; x; z/

�
q�n.s; z; y/ � qQ�

n.s; z; y/
�ˇ
ˇ
ˇ dzds

C
Z t

0

Z

Rd

ˇ
ˇ
ˇ
�

q�0.t � s; x; z/ � qQ�
0.t � s; x; z/

�
qQ�

n.s; z; y/
ˇ
ˇ
ˇ dzds

6 k� � Q�k1�	1

"

C0.20C0C1/
nC1 �.

	ˇ

˛
/�.

ˇ

˛
/n

�.
.nC	/ˇ
˛

/
%
ˇ
0 �

�
%0.nC	/ˇ C %

.nC	/ˇ
0

�
.t; x � y/

C C0.C0�.
ˇ

˛
//nC1

�.
.nC1/ˇ
˛

/

�
%ˇC��� C %

	ˇ
0

�
�
�
%0.nC1/ˇ C %

.nC1/ˇ
0

�
.t; x � y/

#

6 k� � Q�k1�	1

"

C0.20C0C1/
nC1 �.

	ˇ

˛
/�.

ˇ

˛
/n

�.
.nC	/ˇ
˛

/
10C1B

�
ˇ

˛
;
.nC	/ˇ
˛

�

C C0.C0�.
ˇ

˛
//nC1

�.
.nC1/ˇ
˛

/
10C1B

�
	ˇ

˛
;
.nC1/ˇ
˛

�
#
�
%0.nC1C	/ˇ C %

.nC1C	/ˇ
0

�
.t; x � y/

6 k� � Q�k1�	1 .20C0C1/
nC2 �.

	ˇ

˛
/�.

ˇ

˛
/nC1

�.
.nC1C	/ˇ

˛
/

�
%0.nC1C	/ˇ C %

.nC1C	/ˇ
0

�
.t; x � y/;

(2.16)

where we have used the notation in the second inequality: for f ; g W RC � R
d ! R,

. f � g/.t; x/ WD
Z t

0

Z

Rd
f .t � s; x � z/g.s; z/dz:
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This proves by induction that (2.15) holds for every integer n > 1. Consequently,
for every t 2 .0; 1� and x; y 2 R

d,

jq�.t; x; y/ � qQ�.t; x; y/j

6 jq�0.t; x; y/ � qQ�
0.t; x; y/j C

1X

nD1
jq�n.t; x; y/ � qQ�

n.t; x; y/j

6 C0k� � Q�k1�	1
�
%ˇC��� C %

	ˇ
0

�
.t; x � y/

C C2k� � Q�k1�	1
�
%0.1C	/ˇ C %

.1C	/ˇ
0

�
.t; x � y/

6 C3k� � Q�k1�	1
�
%ˇC��� C %

	ˇ
0 C %0ˇ

�
.t; x � y/:

This proves the theorem. ut
We now proceed to prove the main result of this note.

Proof of Theorem 1.1 For t 2 .0; 1� and x; y 2 R
d, by (2.1), [7, (2.30) and (3.6)]

and Theorem 2.1, we have

jp�˛.t; x; y/ � pQ�
˛.t; x; y/j 6 jp�. y/

˛ .t; x; y/ � pQ�. y/
˛ .t; x; y/j

C
Z t

0

Z

Rd
jp�.z/˛ .t � s; x � z/� pQ�.z/

˛ .t � s; x � z/j jq�.s; z; y/jdzds

C
Z t

0

Z

Rd
pQ�.z/
˛ .t � s; x � z/ jq�.s; z; y/ � qQ�.s; z; y/jdzds


k� � Q�k1
�
%0˛ C %�˛�� C .%0˛ C %�˛�� / � .%ˇ0 C %0ˇ/

�
.t; x � y/

C k� � Q�k1�	1
�
%ˇC��� C %

	ˇ
0 C %0ˇ

�
� %0˛.t; x � y/


k� � Q�k1
�
%0˛ C %�˛�� C %0˛Cˇ C %ˇ˛ C %

�

˛Cˇ��
�
.t; x � y/

C k� � Q�k1�	1
�
%0˛Cˇ C %ˇC�

˛�� C %0˛C	ˇ C %	ˇ˛

�
.t; x � y/


k� � Q�k1�	1 .%0˛ C %�˛�� /.t; x � y/:

This proves (1.7). ut
Proof of Corollary 1.2 Let fPtI t > 0g be the transition semigroup of the rotation-
ally symmetric ˛-stable process on R

d. For p > 1 and any f 2 Lp.RdI dx/, we have
by (1.6) and (1.7) that

j.P�t � PQ�
t /f .x/j 6

Z

Rd
jp�˛.t; x; y/ � pQ�

˛.t; x; y/j j f . y/jdy 6 Ct��=˛k� � Q�k1�	
1

Ptj f j.x/:
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Hence

k.P�t � PQ�
t /f kp 6 Ct��=˛k� � Q�k1�	1 kPtj f jkp 6 Ct��=˛k� � Q�k1�	1 k f kp:

This establishes the corollary. ut
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Multiplicative Functional for the Heat Equation
on Manifolds with Boundary

Cheng Ouyang

Abstract The multiplicative functional for the heat equation on k-forms with
absolute boundary condition is constructed and a probabilistic representation of the
solution is obtained. As an application, we prove a heat kernel domination that was
previously discussed by Donnelly and Li, and Shigekawa.

Keywords Absolute boundary condition • Gradient inequality • Heat kernel
domination • Hodge-de Rham Laplacian • Riemannian manifold with boundary

1 Introduction

Throughout this paper, we assume that M is an n-dimensional compact Riemannian
manifold with boundary @M. Denote by � the Hodge-de Rham Laplacian. Let �0
be a differential k-form on M and consider the following initial boundary valued
problem on M:

8
<

:

@�
@t D 1

2
��;

�.�; 0/ D �0;

�norm D 0; .d�/norm D 0:

(1.1)

The well known Weitzenböck formula shows that the difference between the
Hodge-de Rham Laplacian and the covariant Laplacian for the differential forms
on a Riemannian manifold M is a linear transformation at each x 2 M. So the
heat equation for differential forms is naturally associated with a matrix-valued
Feynman-Kac multiplicative functional determined by the curvature tensor. The
boundary condition

�norm D 0; and .d�/norm D 0;
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is called the absolute boundary condition. The significance of the absolute boundary
condition stems from the well-know work [7]. Since it is Dirichlet in the normal
direction and Neumann in the tangential directions, the associated multiplicative
functional is discontinuous and therefore difficult to handle. Ikeda and Watanabe
[5, 6] have dealt with this situation by using an excursion theory. Later, Hsu
[3] constructed the discontinuous multiplicative functional Mt for 1-forms by an
approximating argument inspired by Ariault [1]. Following a similar idea, the same
multiplicative functional Mt has been constructed for non-compact manifolds with
boundary by Wang [9]. The solution to Eq. (1.1) for 1-forms thus can be represented
in terms of Mt as

�.x; t/ D u0ExfMtu
�1
t �0.xt/g; (1.2)

where fxtg is a reflecting Brownian motion on M, and futg its horizontal lift process
to the orthonormal fame bundle O.M/ starting from a frame u0 W Rn ! TxM, which
we will use to identify TxM with R

n. As a direct consequence, a gradient estimate

jrPt f .x/j � Ex




jrf .xt/j exp

�

� 1

2

Z t

0

�.xs/ds �
Z t

0

h.xs/dls

�

was obtained. Here l is the boundary local time for fxtg, �.x/ the lower bound of the
Ricci curvature at x 2 M, and h.x/ the lower bound of the second fundamental form
at x 2 @M.

The present paper extends Hsu’s work [3] to multiplicative functional on the full
exterior algebra ^�M. We lift the absolute boundary condition onto the frame bundle
O.M/ and clarify the action of second fundamental form on k-forms in the absolute
boundary condition. Then the multiplicative functional Mt for the heat equation (1.1)
is constructed. With this Mt, the representation (1.2) still holds for k-forms, and we
have the following estimate

jMtj2;2 � exp

�
1

2

Z t

0

�.xs/ds �
Z t

0

�k.xs/dls

�

: (1.3)

Here

�.x/ D sup
�2^k

xM;h�;�iD1
hD�R.x/�; �i; (1.4)

with D�R � the curvature tensor acting on � as the Lie algebra action, and �k.x/;
k D 1; 2; : : : ; n being combinations of eigenvalues of the second fundamental form
at x 2 @M, which we will specify later. It follows immediately with (1.2) and (1.3)
our generalized gradient inequality

jdPt�.x/j � Ex



ˇ
ˇd�

ˇ
ˇ exp

�
1

2

Z t

0

�.xs/ds �
Z t

0

�kC1.xs/dls

�

:



Multiplicative Functional for the Heat Equation on Manifolds with Boundary 69

Let N� D supx2@M �.x/; we also prove the heat kernel domination

jpk
M.t; x; y/j2;2 � e

1
2

N�tpM.t; x; y/Exfe� R t
0 �k.xs/dls jxt D yg:

Here pk.t; x; y/ is the heat kernel on k-forms with absolute boundary condition and
pM.t; x; y/ is the heat kernel on functions with Neumann boundary condition. Note
that when �k 	 0; the above inequality reduces to

jpk
M.t; x; y/j2;2 � e

1
2

N�tpM.t; x; y/: (1.5)

This special case was proved by Donnelly and Li [2]. We remark that the heat kernel
domination was also discussed in Shigekawa [8] by an approach using theory of
Dirichlet form. Inequality (1.5) was obtained as an example for 1-forms in [8].

Finally, we would like to remark that although the present work focuses on
compact manifolds, we believe similar results can be obtained for non-compact
manifolds (under suitable conditions on curvatures and second fundamental forms)
by using the treatment discussed in Wang [9, Chap. 3].

The rest of the paper is organized as follows. In Sect. 2, we briefly recall the
Weitzenböck formula and corresponding actions on differential forms. In Sect. 3,
we give an explicit expression for the absolute boundary condition. The reflecting
Brownian motion with Neumann boundary condition is briefly introduced in Sect. 4.
Then, we focus on the construction of the multiplicative functional on k-forms for
heat equation (1.1) in Sect. 5. Finally we provide some applications in Sect. 6.

2 Weitzenböck Formula on Orthonormal Frame Bundle

For our purpose, it is more convenient to lift equation (1.1) onto the orthonormal
frame bundle O.M/. In this section, we give a brief review of Weitzenböck formula
and it’s lift on the frame bundle O.M/. More detailed discussion can be found in [4].

Let 4 D tracer2 be the Laplace-Beltrami operator and � D �.dd� C d�d/ the
Hodge-de Rham Laplacian. They are related by the Weitzenböck formula

� D 4 C D�R:

We first explain the action of the curvature tensor R on differential forms in the
above formula. Suppose that T W TxM ! TxM is a linear transformation and T� W
^1

xM ! ^1
xM its dual. The linear map T� on ^1

xM can be extended to the full
exterior algebra ^�

x M D Pn
kD0

L^k
xM as a Lie algebra action (derivation) D�T by

D�T.�1 ^ �2/ D D�T�1 ^ �2 C �1 ^ D�T�2:
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Let End(TxM) be the space of linear maps from TxM to itself. We define a
bilinear map

D� W End.TxM/˝ End.TxM/ ! End.^�
x M/

by

D�.T1 ˝ T2/ D D�T1 ı D�T2:

From elementary algebra we know that End(TxM)=.TxM/� ˝TxM. By the definition
of the curvature tensor R and using the isometry .TxM/� ! TxM induced by the
inner product, we can identify R as an element in End.TxM/˝ End.TxM/: Thus by
the above definition, we obtain a linear map

D�R W ^�
x M ! ^�

x M;

which, by the Weiztenböck formula, is the difference between the covariance
Laplacian and the Hodge-de Rham Laplacian.

A frame u 2 O.M/ is an isometry u W R
n ! TxM, where x D �u and � W

O.M/ ! M is the canonical projection. A curve futg in O.M/ is horizontal if, for
any e 2 R

n, the vector field futeg is parallel along the curve f�utg. A vector onO.M/
is horizontal if it is the tangent vector of a horizontal curve. For each v 2 TxM and
a frame u 2 O.M/ such that �u D x, there is a unique horizontal vector V , called
the horizontal lift of v, such that ��V D v. For each i D 1; : : : ; n; let Hi.u/ be
the horizontal lift of uei 2 TxM. Each Hi is a horizontal vector field on O.M/, and
H1; : : : ;Hn are called the fundamental horizontal vector fields on O.M/.

On the orthonormal frame bundle O.M/, a k-form � is lifted to its scalarization
Q� defined by

Q�.u/ D u�1�.�u/:

Here a frame u W Rn ! TxM is assumed to be extended canonically to an isometry
u W ^�

R
n ! ^�

x M. By definition, Q� is a function onO.M/ taking values in the vector
space ^k

R
n and is O.n/-invariant in the sense that Q�.gu/ D g Q�.u/ for g 2 O.n/.

We remark that through the isometry u W ^�
R

n ! ^�
x M, a linear transformation

T.x/ W ^�
x M ! ^�

x M can also be lifted onto O.M/ as a linear map

QT.u/ D u�1H.�u/u W ^�
R

n ! ^�
R

n:

To simplify the notation, whenever feasible, we still use T for the more precise QT
throughout our discussion.
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Bochner’s horizontal Laplacian on the frame bundle O.M/ is defined to be
4O.M/ D Pn

iD1 H2
i : It is the lift of the Laplace-Beltrami operator 4 in the sense that

4O.M/
Q�.u/ D A4�.x/; �u D x:

To write the Weitzenbök formula on the frame bundle, we lift D�R W ^�
x M !

^�
x M to the frame bundle O.M/, which will be denoted by D��, and let

�O.M/ D 4O.M/ C D��: (2.1)

Then �O.M/ is the lift of the Hodged-de Rham Laplacian in the sense that

�O.M/
Q�.u/ D A��.x/; where �u D x. The identity (2.1) is the lifted Weiztenböck

formula on the orthonormal frame bundle O.M/.

3 Absolute Boundary Condition

The purpose of this section is to give an explicit expression for the absolute
boundary condition on forms. Once the boundary condition is identified, the
multiplicative functional Mt could be constructed accordingly.

Fix an x 2 @M, we let n.x/ be the inward unit normal vector at x. For a k-form � ,
we may decompose � into its tangential and normal component, � D �tan Cn.x/^ˇ,
with �tan 2 ^k

x@M and ˇ 2 ^k�1
x @M. We denote �norm D � � �tan. The form � is said

to satisfy the absolute boundary condition if

�norm D 0 and .d�/norm D 0:

Let Q.x/ W ^�
x M ! ^�

x M be the orthogonal projection to the tangential
component, i.e., Q.x/� D �tan. We extend Q (indeed QQ) to a smooth, projection
linear map on the whole bundleO.M/ and let P.x/ D I�Q.x/. P.x/ is the orthogonal
projection to the normal component.

Recall that the second fundamental form H W Tx@M ˝R Tx@M ! R is defined by

H.x/.X;Y/ D hrXY; n.x/i; X;Y 2 Tx@M:

By duality, H.x/ can also be regarded as a linear map H.x/ W Tx@M ! Tx@M via
the relation

hHX;Yi D HhX;Yi:

It is clear that H.x/ is symmetric on Tx@M. We extend H to the whole tangent space
TxM by letting H.x/n.x/ D 0, and denote the dual of H still by H W ^1

xM ! ^1
xM:
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The following lemma gives an explicit expression for the absolute boundary
condition on differential forms. Let

@O.M/ D fu 2 O.M/ W �u 2 @Mg:

Lemma 3.1 For any k-form � on M, it satisfies the absolute boundary condition if
and only if

QŒN � H� Q� � P Q� D 0 on @O.M/:

Note that Q� is the scalarization of � , and N is the horizontal lift of n along the
boundary @M.

Before we proceed to the proof of the above lemma, let us explain the various
actions that appear in the above expression. Recall that N is a vector field on @O.M/
and Q� is a ^k

R
n-valued function on O.M/, thus N Q� is naturally understood as the

vector field acting on functions. The action H Q� is more important. We know that
H is a linear transformation on ^1

xM for x 2 @M. For � 2 ^k
xM, the action H� is

the extension of H to ^�M as the Lie-algebra action(derivation) specified in Sect. 2.
More specifically,

H.�1 ^ : : : ^ �k/ D
kX

iD1
�1 ^ : : : ^ H�i ^ : : : ^ �k;

where �i are 1-forms. Now H Q� is simply QH Q� .

Proof It is enough to show that

�norm D 0 , P Q� D 0

and that, if �norm D 0, then

.d�/norm D 0 , QŒN � H� Q� D 0:

Fix any x 2 @M. Let fEig be a frame in a neighborhood of x with E1 D n, the
inward pointing unit normal vector field along the boundary and all other Ei’s being
tangent to the boundary. Furthermore we can choose the frame such thatfEig are
orthonormal at x and rE1Ei D 0 for all i D 2; : : : ; n in a small neighborhood of x in
M. To illustrate, we only prove the case when � is a 2-form. The proof for k-forms
will be clear, and actually identical when we understand what happens to 2-forms.

Let � D �ijEi ^ Ej be any 2-form, where fEig is the dual of fEig. It’s easy to see
that �norm D 0 is equivalent to �1j D �i1 D 0 for all i; j, i.e., P Q� D 0.
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Now we assume P Q� D 0 (i.e., �1j D �i1 D 0 for all i; j). To see what .d�/norm

means, we compute

d� D Ek ^ rEk.�ijE
i ^ Ej/

D Ek�ijE
k ^ Ei ^ Ej C �ijE

k ^ rEk.E
i ^ Ej/

D I1 C I2:

Apparently

.I1/norm D E1�ijE
1 ^ Ei ^ Ej; (3.1)

since �1j D �i1 D 0. On the other hand, we have

I2 D �ijE
k ^ .rEk Ei ^ Ej/C �ijE

k ^ .Ei ^ rEk Ej/

D J1 C J2:

Note that at x,

.rEk Ei/.El/ D �Ei.rEk El/ D �hrEk El;Eii;

we therefore have

rEk Ei D �hrEk El;EiiEl:

Hence at x,

J1 D �hrEkEl;Eii�ijE
k ^ El ^ Ej:

Keeping in mind that �1j D �i1 D 0 and rE1Ei D 0 for i 6D 1, we obtain

.J1/norm D �hrEk E1;Eii�ijE
k ^ E1 ^ Ej:

Re-indexing it we have

.J1/norm D hrEiE1;Eki�kjE
1 ^ Ei ^ Ej: (3.2)

Similarly

.J2/norm D hrEjE1;Eki�ikE1 ^ Ei ^ Ej: (3.3)
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Note that here �hrEiE1;Eji is the matrix of second fundamental form on 1-forms.
So we conclude that, by (3.1)–(3.3), when �norm D 0, .d�/norm D 0 is equivalent to

.E1�ij C hrEiE1;Eki�kj C hrEjE1;Eki�ik/E
1 ^ Ei ^ Ej D 0;

i.e., Q.N � H/ Q� D 0. The proof is completed. ut
Remark 3.2 Lemma 3.1 gives us a clear picture of the role the second fundamental
form plays in the absolute boundary condition. Together with the discussion in
Sect. 2, the initial boundary valued problem (1.1) can be lifted onto O.M/ as

8
<̂

:̂

@ Q�
@t D 1

2
Œ4O.M/ C D��� Q�;

Q�.�; 0/ D Q�0;
QŒN � H� Q� � P Q� D 0:

(3.4)

Finally, we state an easy corollary of Lemma 3.1, which will be needed later.
For each x 2 @M, by the way we extended H to a linear map on TxM, �1 D 0 is
an eigenvalue of H associated to the eigenvector n.x/. Suppose that �2.x/; : : : ; �n.x/
are other eigenvalues of H on Tx@M. We may define a real-valued function �k on
@M by (see Donnelly-Li [2]),

�k.x/ D min
I

�
�i1 .x/C �i2 .x/C : : :C �ik .x/

�
; (3.5)

where I D f.i1; : : : ; ik/g is the collection of multi-indices .i1; : : : ; ik/ such that is ¤ il
if s ¤ l; s; l D 2; 3; : : : ; k. Apparently, �k.x/ is a combination of eigenvalues of the
second fundamental form H on Tx@M.

Corollary 3.3 For any x 2 @M we have

�k.x/ D inf
�2^k@M;j� jD1

hH.x/�; �i;

where h�; �i is the canonical inner product on forms and j� j2 WD h�; �i.

Proof Fix x 2 @M, let fE2; : : : ;Eng be a the set of orthonormal eigenvectors
corresponding to the eigenvalues f�2; : : : ; �ng, and fEig its dual. We first prove for
any k-form � with j� j D 1 we have

�k.x/ � hH.x/�; �i: (3.6)

Let � D �i1;:::;ik Ei1 ^ : : : ^ Eik with j� j2 D P
�2i1;:::;ik D 1. By the previous lemma

we have

H.x/� D .�i1 C : : :C �ik/�i1;:::;ik Ei1 ^ : : : ^ Eik :
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Hence

hH.x/�; �i D
X

.�i1 C : : :C �ik/�
2
i1;:::;ik 	 �k.x/

X
�2i1;:::;ik D �k.x/;

which proves (3.6). On the other hand, it’s not hard to see that the equality can be
achieved. The proof is completed. ut

4 Reflecting Brownian Motion

Let! D f!tg be an n-dimensional Euclidean Brownian motion. Recall the definition
of N in the previous section, and consider the following stochastic differential
equation on the fame bundle O.M/

dut D
nX

iD1
Hi.ut/ ı d!i

t C N.ut/dlt: (4.1)

The solution futg is a horizontal reflecting Brownian motion starting at an initial
frame u0. Let xt D �ut. Then fxtg is a reflecting Brownian motion on M, with its
transition density the Neumann heat kernel pM.t; x; y/. The nondecreasing process
lt is the boundary local time, which increases only when xt 2 @M.

Now suppose that we have two smooth functions

R W O.M/ ! End.^�
R

n/; A W @O.M/ ! End.^�
R

n/:

Define the End.^�
R

n/-valued, continuous multiplicative functional fMtg by

dMt C Mtf�1
2

R.ut/dt C A.ut/dltg D 0; M0 D I:

Since Mt takes values in End.^k
R

n/, it is also helpful to think fMtg as a matrix-
valued process.

Lemma 4.1 Let L D @
@s � 1

2
Œ4O.M/ C R� and F W O.M/ � RC ! ^�

R
n be a

solution to



LF D 0 u 2 O.M/=@O.M/
.N � A/F D 0 u 2 @O.M/; (4.2)

we have

MtF.ut;T � t/ DF.u0;T/C
Z t

0

hMsrHF.us;T � s/; d!i;
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where rHF D fH1F;H2F; : : : ;HnFg is the horizontal gradient of a function F on
O.M/. In this case, we say that fMtg is the multiplicative functional associated with
the operator L with the boundary condition .N � A/F D 0:

Proof Apply Itô’s formula to MtF.ut;T � t/. ut

5 Discontinuous Multiplicative Functional

We have shown that the heat equation on k-forms with absolute boundary condition
is equivalent to the following heat equation on O.n/-invariant functions F: O.M/ �
RC ! ^k

R
n W

8
<

:

@F
@t D 1

2
Œ4O.M/ C D���F;

F.�; 0/ D f ;
QNF � .H C P/F D 0:

(5.1)

Compared with the boundary condition in (4.2), QN�.HCP/ is degenerate, because
Q is a projection (hence is not of full rank as a linear map). Thus Lemma 4.1 cannot
be applied directly. In this section we follow closely the idea of Hsu [3] to construct
the End(^k

R
n)-valued multiplicative functional associated to (5.1).

Observe that the boundary condition in (5.1) consists of two orthogonal
components:

QŒN � H�F D 0; PF D 0: (5.2)

We replace PF above by .�"PN C P/F and rewrite the boundary condition as

�

N � H � P

"

�

F D 0:

According to Lemma 4.1, the multiplicative functional for this approximate bound-
ary condition is given by

dM"
t C M"

t




�1
2

D��.ut/dt C
�
1

"
P.ut/C H.ut/

�

dlt



D 0: (5.3)

In the rest of this section, we show that fM"
t g converges to a discontinuous

multiplicative functional fMtg which turns out to be the right one for the boundary
condition (5.2).

Recall the definition of �k in (3.5) and let

�.x/ D sup
�2^k

xM;h�;�iD1
hD�R.x/�; �i: (5.4)
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When k D 1, it is well known that D�R.x/ D �Ric.x/, where Ric.x/ is the Ricci
transformation at x (see Hsu [4], for example), hence �.x/ is the negative lower
bound of the Ricci transform at x.

Proposition 5.1 Let j � j2;2 be the norm of a linear transform on ^k
R

n with the
standard Euclidean norm. Then for all positive " such that "�1 	 minx2@M �k.x/,
we have

jM"
t j2;2 � exp

�
1

2

Z t

0

�.xs/ds �
Z t

0

�k.xs/dls

�

:

Proof We only outline the proof here, the technical details being mostly the same
as that in [3]. Instead of considering M"

t , we prove for the adjoint (transpose, if we
think M"

t as a matrix-valued process) of M"
t , namely .M"

t /
T . Let f .t/ D j.M"

t /
T Q� j2 D

h.M"
t /

T Q�; .M"
t /

T Q�i: Differentiate f with respect to t. By (5.3), our assumption on "
and standard estimate we have

df .t/ � f .t/f�.xt/dt � 2�k.xt/dltg;

which gives us the desired result. ut
The integrability of M"

t is given by the following lemma.

Lemma 5.2 For any positive constant C, there is a constant C1 depending on C but
independent of x such that

ExeClt � C1e
C1t:

Proof This can be obtained by a heat kernel upper bound and the strong Markov
property of reflecting Brownian motion. See [3, Lemma 3.2] for a detailed proof.

ut
If we formally let " # 0 in (5.3), one should expect M"

t P.ut/ ! 0 for all t such
that ut 2 @O.M/: The next lemma shows it is indeed the case. Define

T@M D inffs 	 0 W xs 2 @Mg D the first hitting time of @M:

A point t 	 T@M such that lt � lt�ı > 0 for all positive ı � t is called a left support
point of the boundary local time l.

Proposition 5.3 When " # 0, M"
t P.ut/ ! 0 for all left support points t 	 T@M.

Proof The proof is almost identical to the one for 1-forms in [3]. For the conve-
nience of the reader, we still provide some details here. We drop the superscript "
for simplicity. Let � 2 ^kM be a k-form and define

f .s/ D hMT
s

Q�;P.ut/M
T
s

Q�i D h Q�;MsP.ut/M
T
s

Q�i:
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Differentiating f with respect to s, by (5.3) we have df .s/ D � 2
"
f .s/C dNs; which

gives us

f .t/ D e�2.lt�lt�ı /="f .t � ı/C
Z t

t�ı
e�2.lt�ls/="dNs: (5.5)

Here dNs is equal to

1

"
h Q�;Ms.2P.ut/� P.us/P.ut/ � P.ut/P.us//M

T
s

Q�idls

C h Q�; 1
2

Ms.D
��.us/P.ut/C P.ut/.D

��.us//
T/MT

s
Q�ids

� h Q�;Ms.H.us/P.ut/C P.ut/H.us//M
T
s

Q�idls:

In the above we used the fact that HT D H and PT D P. By continuity of P and
Proposition 5.1, for any 	 > 0 there exists a ı > 0 such that, for all s 2 Œt � ı; t�
with xs 2 @M,

h Q�;Ms.2P.ut/� P.us/P.ut/ � P.ut/P.us//M
T
s

Q�i � 	j Q� j2:

Also by Proposition 5.1, there is a constant C such that, for all s 2 Œt � ı; t� with
xs 2 @M,

h Q�; 1
2

Ms.D
��.us/P.ut/C P.ut/.D

��.us//
T/MT

s
Q�i � Cj Q� j2

and

h Q�;Ms.H.us/P.ut/C P.ut/H.us//M
T
s

Q�i � Cj Q� j2:

It follows that

jdNsj � j Q� j2
h�	

"
C C

�
dls C Cds

i
:

Substituting in (5.5), we obtain

jMtP.ut/j22;2 �e�2.lt�lt�ı /="jMt�ıj22;2 C 	C C"

2
f1 � e�2.lt�lt�ı /="g (5.6)

C C
Z t

t�ı
e�2.lt�lt�ı /="ds:

Because t is a left support point, lt � ls > 0 for all s < t. We first let " # 0 and then
	 ! 0 in (5.6), we have MtP.ut/ ! 0. ut
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We now come to the main result of this section, namely, the limit lim"!0 M"
t D

Mt exists. From the definition of M"
t , if t is such that xt 62 @M we have

dM"
t � 1

2
M"

t D��.ut/dt D 0:

Let fe.s; t/; t 	 sg be the solution of

d

dt
e.s; t/ � 1

2
e.s; t/D��.ut/ D 0; e.s; s/ D I:

Then, for t 	 T@M we have M"
t D M"

t
�

e.t�; t/: Here for each t 	 T@M , t� is defined
to be the last exit time from @M, more precisely, t� D supfs � t W xs 2 @Mg:

Define

Y"t D M"
t P.ut/; Z"t D M"

t Q.ut/:

Since when t � T@M we have M"
t D e.0; t/; and when t 	 T@M we have

M"
t D M"

t
�

e.t�; t/ D fZ"t
�

C Y"t
�

ge.t�; t/;

we can write

Y"t D Ift�T@MgM"
t P.ut/C Ift>T@MgM"

t P.ut/ (5.7)

D Ift�T@Mge.0; t/P.ut/C Ift>T@MgZ"t
�

e.t�; t/P.ut/C ˛"t ;

where

˛"t D Ift>T@MgY"t
�

e.t�; t/P.ut/: (5.8)

If t > T@M; then t� is a left support point of l. By Proposition 5.3, Y"t
�

! 0 as " # 0;
hence ˛"t ! 0. On the other hand, by Eq. (5.3) for M"

t we have

Z"t D Q.u0/C
Z t

0

dM"
s Q.us/C

Z t

0

M"
s dQ.us/ (5.9)

D Q.u0/C
Z t

0

ŒY"s C Z"s �d�s;

where

d�s D �H.us/dls C 1

2
D��.us/Q.us/ds C dQ.us/:
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Formally letting " # 0 in (5.7) and (5.9) above, we expect that the limit .Yt;Zt/

satisfies following equations:



Yt D Ift�T@Mge.0; t/P.ut/C Ift>T@MgZt

�

e.t�; t/P.ut/;

Zt D Q.u0/C R t
0
.Ys C Zs/d�s:

(5.10)

Substituting the first equation into the second, we obtain an equation for Z itself
in the form

Zt D Q.u0/C
Z t

0

ˆ.Z/sd�s; (5.11)

where

ˆ.Z/s D Zs C Ifs�T@Mge.0; s/P.us/C Ifs>T@MgZs
�

e.s�; s/P.us/:

Now we can state the main result in this section. For an End(^k
R

n)-valued
stochastic process M D fMtg, we define

jMjt D sup
0�s�t

jMsj2;2:

Theorem 5.4 We have

(1) Equation (5.11) has a unique solution Z. Define Y by the first equation in
(5.10) and let Mt D Yt C Zt. Then fMtg is right continuous with left limits
and MtP.ut/ D 0 whenever xt 2 @M.

(2) For each fixed t,

EjZ" � Zjt ! 0; EjY"t � Ytj22;2 ! 0; as " # 0:

Hence EjM"
t � Mtj22;2 ! 0 as " # 0.

Proof The proof of the stated results follow the lines of proofs of Theorem 3.4 and
Theorem 3.5 of [3]. ut
Corollary 5.5 For the limit process fMtg we have

jMtj2;2 � exp

�
1

2

Z t

0

�.xs/ds �
Z t

0

�k.xs/dls

�

:

Proof Letting " # 0 in Lemma 5.1, the result follows immediately. ut
Corollary 5.6 The End(^k

R
n)-valued process Mt is the multiplicative functional

associated to Eq. (5.1).
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Proof Since F is a solution to (5.1), from Lemma 4.1 with L D @
@s � 1

2
Œ4O.M/ C

D���, we have

M"
t F.ut;T � t/ DF.u0;T/C

Z t

0

hM"
s rHF.us;T � s/; d!si

C
Z t

0

M"
s

�

N � 1

"
P � H

�

F.us;T � s/dls:

The terms involving 1=" vanish because, by the assumption on F, P.us/F.us;T �
s/ D 0 for us 2 @O.M/: Using the previous theorem, we let " # 0 and note that
QŒN � H�F D ŒN � H�F and Ms D MQ.us/ when us 2 @O.M/ (by Theorem 5.4),
we obtain the desired equality. ut

6 Heart Kernel Representation and Applications

With the multiplicative functional Mt constructed in the previous section, we have
the following probabilistic representation of the solution to (1.1).

Theorem 6.1 Let � 2 ^kM be the solution of the initial boundary value problem
(1.1). Then

Q�.u; t/ D EufMt
Q�0.ut/g: (6.1)

Hence � is given by

�.x; t/ D uExfMtu
�1
t �0.xt/g (6.2)

for any u 2 O.M/ such that �u D x.

Proof By Corollary 5.6, fMs
Q�.us; t � s/; 0 � s � tg is a martingale. Equating

the expected values at s D 0 and s D t gives us (6.1). The second equality is a
restatement of the first one on the manifold M. ut

There are several application with the above representation. We will examine two
of them below. Let

p�
M.t; x; y/ W ^�

y M ! ^�
x M

be the heat kernel on differential forms with absolute boundary condition. By the
above theorem we have

uExfMtu
�1
t �.xt/g D

Z

M
p�

M.t; x; y/�. y/dy; �u D x: (6.3)
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On the other hand, we can also write

uExfMtu
�1
t �.xt/g D uExExfMtu

�1
t �.xt/jxt D yg (6.4)

D
Z

M
pM.t; x; y/uExfMtu

�1
t �.xt/jxt D ygdy:

Here pM.t; x; y/ is the heat kernel on functions with Neumann boundary condition,
i.e., the transition probability of fxtg. From (6.3) and (6.4) the heat kernel on
differential forms can be written as

p�
M.t; x; y/ D pM.t; x; y/uExfMtu

�1
t jxt D yg: (6.5)

Recall that

�k D min
I
�i1 C �i2 C : : :C �ik ;

where �2; : : : ; �n are eigenvalues of the second fundamental form of @M, and I D
f.i1; : : : ; ik/g is the collection of multi-indices .i1; : : : ; ik/ with is D 2; 3; : : : ; k and
is D il if s ¤ l; and that

�.x/ D sup
�2^k

xM;h�;�iD1
hD�R.x/�; �i: (6.6)

We have the following heat kernel domination.

Theorem 6.2 Let pk
M.t; x; y/ be the heat kernel on k-forms. Define

N�k D inf
x2@M

�k and N� D sup
x2@M

�.x/:

We have

jpk
M.t; x; y/j2;2 � e

1
2

N�t�N�klt pM.t; x; y/;

where lt is the Brownian motion boundary local time.

Proof This is a direct application of representation (6.5) and Proposition 5.1. ut
Remark 6.3 When N�k 	 0 then we have

jpk
M.t; x; y/j2;2 � e

1
2

N�tpM.t; x; y/:

This special case was proved by Donnelly and Li [2], and Shigekawa [8].
For � 2 ^kM, let Pt�.x/ D R

M p�.t; x; y/�. y/dy. Then we have the following
generalized gradient inequality.
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Theorem 6.4 Keep all the notation above, we have

jdPt�.x/j � Ex




jd� j exp

�
1

2

Z t

0

�.xs/ds �
Z t

0

�kC1.xs/dls

�

:

Proof Let 	.x; t/ D dPt�.x/. Then 	 is a kC1-form satisfying the absolute boundary
condition, since d	 D d.dPt�/ D 0 and .	/norm D .dPt�/norm D 0. On the other
hand, because d commute with the Hodge-de Rham Laplacian, we have

@	

@t
D d

�
@Pt�

@t

�

D 1

2
d �Pt� D 1

2
� dPt� D 1

2
�	:

So 	 is a solution to the heat equation (1.1). The rest of the proof is thus again an
easy application of (6.2) and Proposition 5.1. ut
Remark 6.5 When � is a 0-form, i.e., a function on M, denoted as f . Then the above
inequality reduces to

jrPt f .x/j � Ex




jrf .xt/j exp

�
1

2

Z t

0

�.xt/ds �
Z t

0

�1.xs/dls

�

;

where �1 is just the smallest eigenvalue of the second fundamental form at x and ��
is the low bound of Ricci curvature( since in one dimension D�R D �Ricci). This
special case was proved by Hsu [3]. In the case when M is a non-compact manifold,
similar bound was obtained in [9, Chap. 3].
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1 Introduction

The classical Dirichlet and Neumann problems on a smooth bounded domain D �
R

n (n 	 1) are the problem of finding u 2 C2.D/\ C.D/ which solves


�u D 0 in D
u D ' on @D

; (1)

respectively U 2 C2.D/\ C1.D/ which solves



�U D 0 in D
@U
@

D � on @D
; (2)

where  is the outward unit normal to the boundary of D.
As it is known, for continuous boundary data, the Dirichlet problem (1) has a

unique solution and the Neumann problem (2) has a solution, unique up to additive
constants, if we require in addition the condition

R
@D � .z/ � .dz/ D 0. Note that this

is a necessary condition for the existence of a solution, since by Green’s first identity
we have

Z

@D
� .z/ � .dz/ D

Z

@D
1
@U

@
.z/ � .dz/ D

Z

D
1�U .z/C r1 � rU .z/ dz D 0:

In this paper, we present explicit relations between the solutions of (1) and
(2), which appeared recently in [4]. This shows that the Dirichlet and Neumann
problems are “equally hard”, in the sense that solving one of them leads to
the solution of the other one. The central results for continuous boundary data
(Theorem 1, and its extensions given in Theorems 2 and 5) provide an explicit
relation between the solution(s) of (2) and (1), in the sense that the normalized
solution of (2) can be found as a weighted average of the solution of (1).

The link between the solution of the Dirichlet problem and the Neumann problem
is provided by the operator defined by (3). What is interesting here is that the same
operator also provides a relationship between the solution of Dirichlet and Neumann
problem in the infinite-dimensional setting of generalized Laplacian on an abstract
Wiener space (see [4], Sect. 3). In Sect. 3 we show that the same operator can be used
in order to construct a generalized solution of the Neumann boundary problem in the
case of the unit ball in R

n (n 	 1) for integrable boundary data. While the existence
of such a generalized solution for the Dirichlet boundary problem for integrable
boundary data is known (the Perron-Wiener-Brelot theory [1, 9], or alternately the
method of controlled convergence introduced by Cornea [5, 6]), in the case of the
Neumann problem this is a new result, and it is the main result of the present paper,
given in Theorem 12.

In Sect. 2, we consider the case of continuous boundary data for the Dirichlet and
Neumann problems. This section is based on the recent results on the subject from
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[4]. The main result giving the connection between the Dirichlet and the Neumann
problem in the case of the unit ball is given in Theorem 1. The result can be extended
to other operators besides the Laplacian, and in Theorem 2 we present such an
extension.

As an application, in Theorem 4 we give an explicit representation of the inverse
of the Dirichlet-to-Neumann operator (a particular case of the Poincaré-Steklov
operator, which encapsulates the boundary response of a system modeled by a
certain partial differential equation).

By using conformal mapping arguments (in the 2-dimensional case), the main
result obtained in the case of the unit disk is extended (Theorem 5) to the general
case of smooth bounded simply connected domains.

In what follows, we will identify as usual the complex plane C with R
2, that

is we identify the vector .x; y/ 2 R
2 with the complex number z D x C iy 2 C.

In particular, the dot product of two vectors a; b 2 R
2 will be written in terms of

multiplication of complex numbers as a � b D Re
�
ab
�
, and for a complex number

z 2 C we denote the real part and the imaginary part of z by Re.z/, respectively
Im.z/. Also, for a function u defined on a subset D of R

2 (or C), we will write
equivalently u .x; y/ or u .z/, where z D x C iy 2 D.

For a smooth bounded domain we will be denote by �.�/ and �0.�/ the surface
measure on its boundary, respectively the surface measure normalized to have total
mass 1.

2 The Case of Continuous Boundary Data

We start by recalling some recent results [4] concerning the equivalence between
the Dirichlet and the Neumann problem for the Laplace operator in the case of
continuous boundary data.

Heuristic arguments from Complex analysis (in the 2-dimensional case) led us
to consider the operator which associates to a continuous function u W D� R

n ! R

with u .0/ D 0 the function U W D� R
n ! R defined by

U .z/ D
Z 1

0

u .�z/

�
d�; z 2 D; (3)

where D � R
n is a smooth bounded subset, starlike with respect to the origin (i.e.

�z 2 D for any z 2 D and � 2 Œ0; 1�).
A first result concerning the operator defined above is that in the case of the

n-dimensional unit ball D D U D fz 2 R
n W jzj < 1g, the relation (3) provides an

explicit solution of the Neumann problem (2) in terms of the Dirichlet problem (1)
with the boundary condition ' D �. Conversely, since for a harmonic function the
Laplacian and the partial derivatives commute, one can see that it is possible to solve
the Dirichlet problem by solving an appropriate Neumann problem. The result is the
following.
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Theorem 1 ([4]) The following assertions hold.

(i) Assume � W @U ! R is continuous and satisfies
R
@U
� .z/ �0 .dz/ D 0. If u is the

solution of the Dirichlet problem (1) with boundary condition ' D � on @U,
then

U .z/ D
Z 1

0

u .�z/

�
d�; z 2 U; (4)

is the solution to the Neumann problem (2) with U .0/ D 0.
(ii) Assume ' W @U ! R is continuous. If U is the solution of the Neumann problem

(2) with boundary condition � D ' � R
@U
' .�/ �0 .d�/, then

u .z/ D z � rU.z/C
Z

@U

' .�/ �0 .d�/ ; z 2 U; (5)

is the solution to the Dirichlet problem (1).

As shown in [4], the previous result can also be applied to other operators besides
the Laplacian. For example, considering the operator L defined by

L f .z/ D
nX

i;jD1
aij .z/

@2f

@zi@zj
.z/C

nX

iD1
ai .z/

@f

@zi
.z/ ; (6)

where the coefficients aij are smooth and homogeneous of degree k 2 Œ0; 1�, i.e.

aij .�z/ D �kaij .z/ ; 0 � � � 1; z 2 U; 1 � i; j � n; (7)

and the coefficients ai are also smooth and homogeneous of degree k � 1, i.e.

ai .�z/ D �k�1aij .z/ ; 0 � � � 1; z 2 U; 1 � i � n; (8)

if u (with u.0/ D 0) and U are related by (4), then

LU .z/ D
Z 1

0

�1�kL u .�z/ d�; z 2 U;

and

@U

@
.z/ D u .z/ ; z 2 @U:

The previous observation leads to the following more general result.
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Theorem 2 ([4]) Assume � W @U ! R is continuous. If u is the solution of the
Dirichlet problem



L u D 0 in U

u D � on @U
(9)

where L is the operator given by (6) which satisfies (7) and (8), and if u.0/ D 0,
then

U .z/ D
Z 1

0

u .�z/

�
d�; z 2 U; (10)

is the solution to the Neumann problem



LU D 0 in U

@U
@

D � on @U
; (11)

with U .0/ D 0.

Remark 3 The above result was stated in [4], Theorem 2, under the conditionR
@U
� .z/ �0 .dz/ D 0 instead of u.0/ D 0. If L D �, then these two conditions

are equivalent, due to the Poisson formula.
As an application of the correspondence between the solutions of the Dirichlet

and Neumann problems given above, we obtained an explicit representation of the
inverse of the Dirichlet-to-Neumann operatorƒn in the case of the unit ball U � R

n,
n 	 2. See for example [10, Sect. 5.0], or [4] for details on the Dirichlet-to-Neumann
operatorƒn and its inverse.

Theorem 4 Assume � W @U ! R is continuous and satisfies
R
@U
� .�/ � .d�/ D 0.

We have

ƒ�1
n .�/ .z/ D

Z

@U

� .�/ kn.z; �/�0.d�/; z 2 @U; (12)

where kn.z; �/ D
Z 1

0

1

�

�
1 � �2

j�z � �jn � 1

�

d�, z; � 2 @U.

Explicitly, k2.z; �/ D �2 ln jz � �j, k3.z; �/ D 2
jz��j � 2 C ln 2 �

ln
� jz��j2

2
C jz � �j

�
, and for n > 4 the kernel kn.z; �/ can be computed using

the recurrence formulae

kn .z; �/ D kn�2 .z; �/C
2
�
1� jz � �jn�2

�

.n � 2/ jz � �jn�2
� 1� jz � �jn�4

.n � 4/ jz � �jn�4
C
�

1� jz � �j2
2

�

Jn�2 .z; �/ ;

(13)
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where Jn .z; �/ D
Z 1

0

1

j�z � �jn d� satisfies

Jn .z; �/ D 4 .n � 3/ Jn�2 .z; �/

.n � 2/
�
4 � jz � �j2

�
jz � �j2

C
2
�
1C 4 jz � �jn�4 � jz � �jn�2�

.n � 2/
�
4 � jz � �j2

�
jz � �jn�2 :

(14)
Using conformal mapping arguments (in the 2-dimensional case), the result

in Theorem 1 can be extended to the general case of a smooth bounded simply
connected domain D � C (C1;˛ boundary with 0 < ˛ < 1 will suffice). The result
is the following.

Theorem 5 ([4]) Let D � C be a smooth bounded simply connected domain (C1;˛

boundary with 0 < ˛ < 1 will suffice), and for an arbitrarily fixed w0 2 D let
f W U ! D be the conformal map of the unit disk U onto D with f .0/ D w0,
arg f 0 .0/ D 0, and let g D f �1 W D ! U be its inverse.

Assume � W @D ! R is continuous and satisfies
R
@D � .w/ � .dw/ D 0. If u is the

solution of the Dirichlet problem (1) with boundary condition

' .w/ D 1

jg0 .w/j� .w/ ; w 2 @D; (15)

then

U .w/ D
Z 1

0

u . f .�g .w///

�
d�; w 2 D; (16)

is the solution to the Neumann problem (2) with U .w0/ D 0.
The result in Theorem 1 can also be extended to the case of Dirichlet and

Neumann problems for the infinite-dimensional ball on an abstract Wiener space,
in the setup stated in [7, 8], and [3]; for details see Sect. 3 from [4].

3 The Case of Integrable Boundary Data

In order to extend the result in Theorem 1 to a correspondence between the
solutions of the Dirichlet problem and the Neumann problem for the unit ball in the
general case of integrable boundary data, we will use Cornea’s notion of controlled
convergence [5, 6]. Even in the case of the unit ball U � R

n (n 	 2) which we
consider here this is a new result, and it provides an explicit solution to the general
Neumann problem for the Laplace operator.

It can be shown that in the case of the unit ball Cornea’s approach is equivalent
to the Perron-Wiener-Brelot approach for the generalized solution of the Dirichlet
problem. More precisely, it can be shown that for integrable boundary data, both
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methods indicate that the generalized solution of the Dirichlet problem is given by
the stochastic solution Hf

U
defined by (18) below (see [5], Corollary 2, [6], Corollary

2.13, [1], Theorem 6.4.6, and [3], Theorem 4.5).
We will first recall the notion of controlled convergence introduced in [5, 6].

Definition 6 (Controlled convergence (A. Cornea, [5, 6])) Let D � R
d be a

bounded open set, @D � � � D, f W @D ! R and h; k W D ! R, k 	 0.

The function h converges to f controlled by k (we write h
k! f ) if the following

conditions hold:
For any set A � D and any point z0 2 A \� we have

(*) If lim supA3z!z0 k .z/ < C1, then f .z0/ 2 R and limA3z!z0 h .z/ D f .z/.

(**) If limA3z!z0 k .z/ D C1, then limA3z!z0
h.z/
1Ck.z/ D 0.

The function k will be called a control function for f.

Remark 7 It can be shown (see [6], Theorem 1.5, or [5], Theorem 1) that h
converges to f controlled by k, in the sense of the above definition if and only if
for any z0 2 @D the following equivalent conditions are satisfied:

(a) If lim infD3z!z0 k .z/ < C1, then f .z0/ 2 R and limD3z!z0
h.z/�f .z/
1Ck.z/ D 0.

(b) If limD3z!z0 k .z/ D C1, then limD3z!z0
h.z/
1Ck.z/ D 0.

Using the above definition, Cornea [5, 6] introduced the notion of generalized
solution of the Dirichlet problem (1) as follows.

Definition 8 ([5, 6]) A generalized solution of the Dirichlet problem (1) is a
harmonic function u W D ! R which satisfies

lim
z!z0

u .z/ D ' .z/ ; z0 2 @D; (17)

controlled by a continuous, non-negative (super)harmonic function k W D ! RC.
A function ' W @D ! R for which the Dirichlet problem has a generalized

solution is called resolutive. We denote by R .D/ the set of resolutive functions
' W @D ! R.

In the same spirit, we propose the following definition for the generalized
solution of the Neumann problem (2).

Definition 9 Let D � R
d be a bounded open set, @D � � � D, h; k W D ! R,

k 	 0. We say that the function h has a continuous extension to D controlled by k if
the following conditions hold:

For any set A � D and any point z0 2 A \� we have:

(i) If lim supA3z!z0 k .z/ < C1, we have h .z0/ WD limA3z!z0 h .z/ 2 R.

(ii) If limA3z!z0 k .z/ D C1, then limA3z!z0
h.z/
1Ck.z/ D 0.

Remark 10 The previous remark shows that h has a continuous extension to D iff
the equivalent conditions (a)–(b) above are satisfied.



92 L. Beznea et al.

If h has a continuous extension to D controlled by k, then the function
h can be extended by continuity at the set of points z0 belonging to the set˚
z0 2 @D W lim supD3z!z0 k .z/ < C1�

. On the set, E D ˚
z0 2 @D W lim supD3z!z0

k .z/ D C1�
, the limit limD3z!z0 h .z/ may not exist, and the function h may fail to

be continuous (this set of points is “controlled” by the function k).

Definition 11 A generalized solution of the Neumann problem (2) is a harmonic
function U W D ! R which has a continuous extension to @D, controlled by a
non-negative harmonic function k W D ! RC, and for any z0 2 @D for which
lim supŒ0;z0�3z!z0 k .z/ < C1 we have

lim
"%0

U.z0 C ".z0// � U.z0/

"
D � .z0/ ;

where  .z/ denotes the outward unit normal to the boundary of D at z 2 @D.
In [5], the author showed that in the case of the unit ball D D U � R

n, every
function f 2 L1 .@U; �0/ is resolutive for the Dirichlet problem. Moreover, by
Beznea [2], the generalized solution coincides in fact with the stochastic solution,
that is

u .z/ D Hf
U
.z/ D Ezf .B� / ; (18)

where .Bt/t�0 is a n-dimensional Brownian motion starting at z 2 U and � D �@U D
inf ft 	 0 W Bt 2 @Ug is the hitting time of the boundary of U, and the controlled
convergence to the boundary data f holds outside an exceptional (polar) set. It is
also known (see [2], Corollary 4.3) that the generalized solution of the Dirichlet
problem is unique.

With this preparation, we can now prove the main result, as follows.

Theorem 12 Assume � W @U ! R is integrable and satisfies
R
@U � .z/ �0 .dz/ D 0.

If u is the generalized solution of the Dirichlet problem (1) with boundary condition
' D � on @U, then

U .z/ D
Z 1

0

u .�z/

�
d�; z 2 U; (19)

is a generalized solution to the Neumann problem (2) with U .0/ D 0.

Proof Before proceeding with the proof, note that by symmetry, the exit distribution
from U of the Brownian motion starting at the origin is the (normalized) surface
measure �0 on @U, and using the hypothesis we obtain

u .0/ D E0� .B�U/ D
Z

@U

� .z/ �0 .dz/ D 0: (20)
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Using this, we have

lim
�&0

u .�z/

�
D lim

�&0
z

u .�z/ � u .0/

�z � 0 D z � ru .0/ ; z 2 U; (21)

which shows that the integrand in (19) can be extended by continuity at � D 0, so U
is well defined for all z 2 U. Note that the relation (20) also shows that U .0/ D 0.

Next, we show that under the given hypotheses the function U has a continuous
extension (controlled by k) to the boundary @U, and it has the appropriate normal
derivative. To be precise, for an arbitrary z0 2 @U we’ll show the following:

a) if lim infU3z!z0 k .z/ < 1 then there exists U .z0/ 2 R such that
limU3z!z0

U.z/�U.z0/
1Ck.z/ D 0. Moreover, if lim supŒ0;z0�3z!z0 k .z/ < 1, then

lim"%0
U.z0C".z0//�U.z0/

"
D � .z0/.

b) if limU3z!z0 k .z/ D 1, then limU3z!z0
U.z/
1Ck.z/ D 0

Consider z0 2 @U and assume that lim infz!z0 k .z/ < 1. Since u ! � controlled
by k, we have limz!z0

u.z/�u.z0/
1Ck.z/ D 0. Since u is continuous in U, it follows that the

function .�; z/ 7! u.�z/�u.�z0/
1Ck.z/ is bounded on the set

f.�; z/ 2 Œ0; 1� � U W j�z � z0j < ıg ;

for some ı > 0. Since u and k are also bounded (being continuous) on the compact
cone

Cı D



�z W � 2 Œ0; 1� ; z 2 U s.t. jz � z0j D ı

2



\ fz 2 U W jz � z0j 	 ıg � U;

(see Fig. 1), it follows that u.�z/�u.�z0/
1Ck.z/ is bounded on Œ0; 1��fz 2 U W jz � z0j < ı=2g.

Using the bounded convergence theorem and the above, we obtain

lim
z!z0

U .z/� U .z0/

1C k .z/
D lim

z!z0

Z 1

0

u .�z/ � u .�z0/

1C k .z/
d� D

Z 1

0
lim

z!z0

u .�z/ � u .�z0/

1C k .z/
d� D 0:

Suppose now that z0 2 @U is such that limz!z0 k .z/ D 1. In order to show that
limz!z0

U.z/
1Ck.z/ D 0, we will first show that for �0 2 .0; 1/ arbitrarily fixed we have

lim
z!z0

1

1C k .z/

Z �0

0

u .�z/

�
d� D 0:



94 L. Beznea et al.

Fig. 1 The cone Cı in the
proof of Theorem 12

0

U
z0

Cδ

δ/2

δ

Since u 2 C1 .U/, and using the substitution w D �z we obtain

lim
�&0

u .�z/

�z
D lim

w!0

u .w/

w
D ru .0/ ;

uniformly with respect to z 2 U. It follows that

ˇ
ˇ
ˇ
ˇ

u .�z/

.1C k .z// �

ˇ
ˇ
ˇ
ˇ � 1C jz � ru .0/j � 1C jru .0/j

is bounded for � < �1 sufficiently small, uniformly with respect to z 2 U. For
� 2 Œ�1; �0�, we have

ˇ
ˇ
ˇ
ˇ

u .�z/

.1C k .z// �

ˇ
ˇ
ˇ
ˇ � 1

�1
max

jwj��0
ju .w/j ;

and combining with the above we conclude that u.�z/
.1Ck.z//� is bounded for � 2 Œ0; �0�,

uniformly with respect to z 2 U. Using the bounded convergence theorem and
limz!z0 k .z/ D 1, we conclude

lim
z!z0

1

1C k .z/

Z �0

0

u .�z/

�
d� D

Z �0

0

lim
z!z0

u .�z/

.1C k .z// �
d� D 0; (22)
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thus proving the claim. In order to prove that limz!z0
U.z/
1Ck.z/ D 0, it remains to show

that

lim
z!z0

1

1C k .z/

Z 1

�0

u .�z/

�
d� D 0;

for an arbitrarily fixed �0 2 .0; 1/.
For " > 0 arbitrarily fixed, consider n0 2 N such that n0 	 1

"
, and let �0 D

1
n0

Pn0
iD1 fi. We have

u .z/C "k .z/ 	 u .z/C 1

n0
k .z/ D HU

� .z/C 1

n0
HUP

n�1. fn�gn/
.z/

	 HU

� .z/C 1

n0
HUPn0

nD1. fn�gn/
.z/

D HU

�0
.z/C 1

n0
HUPn0

nD1. f �gn/
.z/

	 HU

�0
.z/ ;

for any z 2 U.
Since by construction the functions fn are lower bounded, there exists M > 0

such �0 	 M, and therefore HU

�0
.z/ 	 M for any z 2 U. We obtain

1

1C k .z/

Z 1

�0

u .�z/

�
d� D 1

1C k .z/

Z 1

�0

�
u .�z/C "k .�z/

�
� "k .�z/

�

�

d�

	 1

1C k .z/

Z 1

�0

�
M

�
� "k .�z/

�

�

d�

	 �M ln �0
1C k .z/

� "

�0 .1C k .z//

Z 1

�0

k .�z/ d�

An argument similar to the one in the beginning of the proof shows that k.�z/
1Ck.z/

is bounded for � 2 Œ�0; 1� and z in a neighborhood of z0. Passing to the limit in
the above inequality, and using limz!z0 k .z/ D 1 (which in particular implies
limz!z0

k.�z/
1Ck.z/ D 0 for any � 2 Œ�0; 1/, and limz!z0

k.z/
1Ck.z/ D 1), we obtain

lim inf
z!z0

1

1C k .z/

Z 1

�0

u .�z/

�
d� 	 lim inf

z!z0

�M ln �0
1C k .z/

� "

�0

Z 1

�0

lim sup
z!z0

k .�z/

1C k .z/

� d� 	 � "

�0
.1 � �0/ :
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Since " > 0 was arbitrary chosen and �0 2 .0; 1/, the above shows that

lim inf
z!z0

1

1C k .z/

Z 1

�0

u .�z/

�
d� 	 0:

Repeating the proof above with Q� D �� in place of � (for which the
corresponding functions are Qu D �u, Qk D k, and QU D �U), we also have

lim sup
z!z0

1

1C k .z/

Z 1

�0

u .�z/

�
d� � 0;

and therefore

lim
z!z0

1

1C k .z/

Z 1

�0

u .�z/

�
d� D 0:

This, combined with (22) shows that

lim
z!z0

1

1C k .z/

Z 1

0

u .�z/

�
d� D 0;

concluding the proof of part b) of claim.
To see that U has the prescribed normal derivative on @U (recall that we are

using the outward normal .z0/ D z0 to the boundary of @U), fix z0 2 @U such
that lim supŒ0;z0�3z!z0 k .z/ < 1. Since u ! � controlled by k, choosing the
particular set A D Œ0; z0� in the Definition 6 of controlled convergence, we have
that lim�%1 u .�z0/ D � .z0/ 2 R.

Using a change of variables and the mean value theorem, we obtain

lim
"%0

U.z0 C ".z0//� U.z0/

"
D lim

"%0

1

"

�
Z 1C"

0

u .�z0/

�
d� �

Z 1

0

u .�z0/

�
d�
�

D lim
"%0

1

"

Z 1C"

1

u .�z0/

�
d� D lim

"%0

u .��z0/

�� D � .z0/ ;

where we denoted by �� 2 .1C "; 1/ the intermediate point given by the mean value
theorem. This shows that the directional derivative of the function U in the direction
of the normal to the boundary of U has the appropriate value @U

@
.z0/ D � .z0/ at z0,

thus concluding the proof. ut
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Decomposition and Limit Theorems for a Class
of Self-Similar Gaussian Processes

Daniel Harnett and David Nualart

Abstract We introduce a new class of self-similar Gaussian stochastic processes,
where the covariance is defined in terms of a fractional Brownian motion and
another Gaussian process. A special case is the solution in time to the fractional-
colored stochastic heat equation described in Tudor (Analysis of variations for
self-similar processes: a stochastic calculus approach. Springer, Berlin, 2013). We
prove that the process can be decomposed into a fractional Brownian motion (with
a different parameter than the one that defines the covariance), and a Gaussian
process first described in Lei and Nualart (Stat Probab Lett 79:619–624, 2009). The
component processes can be expressed as stochastic integrals with respect to the
Brownian sheet. We then prove a central limit theorem about the Hermite variations
of the process.

Keywords Fractional Brownian motion • Hermite variations • Self-similar pro-
cesses • Stochastic heat equation
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1 Introduction

The purpose of this paper is to introduce a new class of Gaussian self-similar
stochastic processes related to stochastic partial differential equations, and to
establish a decomposition in law and a central limit theorem for the Hermite
variations of the increments of such processes.
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Consider the d-dimensional stochastic heat equation

@u

@t
D 1

2
�u C PW; t 	 0; x 2 R

d; (1.1)

with zero initial condition, where PW is a zero mean Gaussian field with a covariance
of the form

E
� PWH.t; x/ PWH.s; y/

	 D �0.t � s/ƒ.x � y/; s; t 	 0; x; y 2 R
d:

We are interested in the process U D fUt; t 	 0g, where Ut D u.t; 0/.
Suppose that PW is white in time, that is, �0 D ı0 and the spatial covariance

is the Riesz kernel, that is, ƒ.x/ D cd;ˇjxj�ˇ , with ˇ < min.d; 2/ and cd;ˇ D
��d=22ˇ�d�.ˇ=2/=�..d � ˇ/=2/. Then U has the covariance (see [14])

EŒUtUs� D D
�
.t C s/1�

ˇ
2 � jt � sj1� ˇ

2

�
; s; t 	 0; (1.2)

for some constant

D D .2�/�d.1 � ˇ=2/�1
Z

Rd
e� j�j2

2
d�

j�jd�ˇ : (1.3)

Up to a constant, the covariance (1.2) is the covariance of the bifractional Brownian
motion with parameters H D 1

2
and K D 1 � ˇ

2
. We recall that, given constants

H 2 .0; 1/ and K 2 .0; 1/, the bifractional Brownian motion BH;K D fBH;K
t ; t 	 0g,

introduced in [4], is a centered Gaussian process with covariance

RH;K.s; t/ D 1

2K

�
.t2H C s2H/K � jt � sj2HK

�
; s; t 	 0:

When K D 1, the process BH D BH;1 is simply the fractional Brownian motion
(fBm) with Hurst parameter H 2 .0; 1/, with covariance RH.s; t/ D RH;1.s; t/. In
[5], Lei and Nualart obtained the following decomposition in law for the bifractional
Brownian motion

BH;K D C1B
HK C C2Y

K
t2H ;

where BHK is a fBm with Hurst parameter HK, the process YK is given by

YK
t D

Z 1

0

y� 1CK
2 .1 � e�yt/dWy; (1.4)

with W D fWy; y 	 0g a standard Brownian motion independent of BH;K , and

C1;C2 are constants given by C1 D 2
1�K
2 and C2 D

q
2�K

�.1�K/ . The process YK
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has trajectories which are infinitely differentiable on .0;1/ and Hölder continuous
of order HK � � in any interval Œ0;T� for any � > 0. In particular, this leads to
a decomposition in law of the process U with covariance (1.2) as the sum of a
fractional Brownian motion with Hurst parameter 1

2
� ˇ

4
plus a regular process.

The classical one-dimensional space-time white noise can also be considered as
an extension of the covariance (1.2) if we take ˇ D 1. In this case the covariance
corresponds, up to a constant, to that of a bifractional Brownian motion with
parameters H D K D 1

2
.

The case where the noise term PW is a fractional Brownian motion with Hurst
parameter H 2 . 1

2
; 1/ in time and a spatial covariance given by the Riesz kernel,

that is,

E
� PWH.t; x/ PWH.s; y/

	 D ˛Hcd;ˇjs � tj2H�2jx � yj�ˇ;

where 0 < ˇ < min.d; 2/ and ˛H D H.2H � 1/, has been considered by Tudor and
Xiao in [14]. In this case the corresponding process U has the covariance

EŒUtUs� D D˛H

Z t

0

Z s

0

ju � vj2H�2.t C s � u � v/��dudv; (1.5)

where D is given in (1.3) and � D d�ˇ
2

. This process is self-similar with parameter
H � �

2
and it has been studied in a series of papers [1, 8, 12–14]. In particular, in

[14] it is proved that the process U can be decomposed into the sum of a scaled fBm
with parameter H � �

2
, and a Gaussian process V with continuously differentiable

trajectories. This decomposition is based on the stochastic heat equation. As a
consequence, one can derive the exact uniform and local moduli of continuity and
Chung-type laws of the iterated logarithm for this process. In [12], assuming that
d D 1; 2 or 3, a central limit theorem is obtained for the renormalized quadratic
variation

Vn D n2H��� 1
2

n�1X

jD0

˚
.U. jC1/T=n � UjT=n/

2 � E
�
.U. jC1/t=n � UjT=n/

2
	�
;

assuming 1
2
< H < 3

4
, extending well-known results for fBm (see for example [6,

Theorem 7.4.1]).
The purpose of this paper is to establish a decomposition in law, similar to that

obtained by Lei and Nualart in [5] for the bifractional Brownian motion, and a
central limit theorem for the Hermite variations of the increments, for a class of self-
similar processes that includes the covariance (1.5). Consider a centered Gaussian
process fXt; t 	 0g with covariance

R.s; t/ D EŒXsXt� D E

��Z t

0

Zt�rdBH
r

��Z s

0

Zs�rdBH
r

��

; (1.6)
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where

(i) BH D fBH
t ; t 	 0g is a fBm with Hurst parameter H 2 .0; 1/.

(ii) Z D fZt; t > 0g is a zero-mean Gaussian process, independent of BH , with
covariance

EŒZsZt� D .s C t/�� ; (1.7)

where 0 < � < 2H.

In other words, X is a Gaussian process with the same covariance as the process
fR t
0

Zt�rdBH
r ; t 	 0g, which is not Gaussian.

When H 2 . 1
2
; 1/, the covariance (1.6) coincides with (1.5) with D D 1.

However, we allow the range of parameters 0 < H < 1 and 0 < � < 2H. In
other words, up to a constant, X has the law of the solution in time of the stochastic
heat equation (1.1), when H 2 .0; 1/, d 	 1 and ˇ D d � 2� . Also of interest is that
X can be constructed as a sum of stochastic integrals with respect to the Brownian
sheet (see the proof of Theorem 1).

1.1 Decomposition of the Process X

Our first result is the following decomposition in law of the process X as the sum of
a fractional Brownian motion with Hurst parameter ˛

2
D H � �

2
plus a process with

regular trajectories.

Theorem 1 The process X has the same law as fp�B
˛
2
t C Yt; t 	 0g, where here

and in what follows, ˛ D 2H � � ,

� D 1

�.�/

Z 1

0

z��1

1C z2
dz; (1.8)

B
˛
2 is a fBm with Hurst parameter ˛

2
, and Y (up to a constant) has the same law as

the process YK defined in (1.4), with K D 2˛ C 1, that is, Y is a centered Gaussian
process with covariance given by

E ŒYtYs� D �1

Z 1

0

y�˛�1.1 � e�yt/.1 � e�ys/ dy;

where

�1 D 4�

�.�/�.2H C 1/ sin.�H/

Z 1

0

	1�2H

1C 	2
d	:

The proof of this theorem is given in Sect. 3.
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1.2 Hermite Variations of the Process

For each integer q 	 0, the qth Hermite polynomial is given by

Hq.x/ D .�1/qe
x2
2

dq

dxq
e� x2

2 :

See [6, Sect. 1.4] for a discussion of properties of these polynomials. In particular,
it is well known that the family f 1p

qŠ
Hq; q 	 0g constitutes an orthonormal basis of

the space L2.R; �/, where � is the N.0; 1/ measure.
Suppose fZn; n 	 1g is a stationary, Gaussian sequence, where each Zn

follows the N.0; 1/ distribution with covariance function �.k/ D E ŒZnZnCk�. IfP1
kD1 j�.k/jq < 1, it is well known that as n tends to infinity, the Hermite variation

Vn D 1p
n

nX

jD1
Hq.Zj/ (1.9)

converges in distribution to a Gaussian random variable with mean zero and variance
given by �2 D qŠ

P1
kD1 �.k/q. This result was proved by Breuer and Major in [3].

In particular, if BH is a fBm, then the sequence fZj;n; 0 � j � n � 1g defined by

Zj;n D nH

�

BH
jC1

n

� BH
j
n

�

is a stationary sequence with unit variance. As a consequence, if H < 1 � 1
q ; we

have that

1p
n

n�1X

jD0
Hq

�

nH

�

BH
jC1

n

� BH
j
n

��

converges to a normal law with variance given by

�2q D qŠ

2q

X

m2Z

�jm C 1j2H � 2jmj2H C jm � 1j2H
�q
: (1.10)

See [3] and Theorem 7.4.1 of [6].
The above Breuer-Major theorem can not be applied to our process because X is

not necessarily stationary. However, we have a comparable result.

Theorem 2 Let q 	 2 be an integer and fix a real T > 0. Suppose that ˛ < 2 � 1
q ,

where ˛ is defined in Theorem 1. For t 2 Œ0;T�, define,

Fn.t/ D n� 1
2

bntc�1X

jD0
Hq

0

B
@

�X j
n�

�
��X j

n

�
�
�

L2.�/

1

C
A ;
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where Hq.x/ denotes the qth Hermite polynomial. Then as n ! 1, the stochastic
process fFn.t/; t 2 Œ0;T�g converges in law in the Skorohod space D.Œ0;T�/, to
a scaled Brownian motion f�Bt; t 2 Œ0;T�g, where fBt; t 2 Œ0;T�g is a standard
Brownian motion and � D p

�2 is given by

�2 D qŠ

2q

X

m2Z
.jm C 1j˛ � 2jmj˛ C jm � 1j˛/q : (1.11)

The proof of this theorem is given in Sect. 4.

2 Preliminaries

2.1 Analysis on the Wiener Space

The reader may refer to [6, 7] for a detailed coverage of this topic. Let Z D
fZ.h/; h 2 Hg be an isonormal Gaussian process on a probability space .�;F ;P/,
indexed by a real separable Hilbert space H. This means that Z is a family of
Gaussian random variables such that EŒZ.h/� D 0 and E ŒZ.h/Z.g/� D hh; giH
for all h; g 2 H.

For integers q 	 1, let H˝q denote the qth tensor product of H, and Hˇq denote
the subspace of symmetric elements of H˝q.

Let fen; n 	 1g be a complete orthonormal system in H. For elements f ; g 2 Hˇq

and p 2 f0; : : : ; qg, we define the pth-order contraction of f and g as that element of
H˝2.q�p/ given by

f ˝p g D
1X

i1;:::;ipD1

˝
f ; ei1 ˝ � � � ˝ eip

˛
H˝p ˝ ˝

g; ei1 ˝ � � � ˝ eip

˛
H˝p ; (2.1)

where f ˝0g D f ˝g. Note that, if f ; g 2 Hˇq, then f ˝qg D h f ; giHˇq . In particular,
if f ; g are real-valued functions in H˝2 D L2.R2;B2; 
2/ for a non-atomic measure

, then we have

f ˝1 g D
Z

R

f .s; t1/g.s; t2/ 
.ds/: (2.2)

Let Hq be the qth Wiener chaos of Z, that is, the closed linear subspace of L2.�/
generated by the random variables fHq.Z.h//; h 2 H; khkH D 1g, where Hq.x/
is the qth Hermite polynomial. It can be shown (see [6, Proposition 2.2.1]) that if
Z;Y  N.0; 1/ are jointly Gaussian, then

E
�
Hp.Z/Hq.Y/

	 D
(

pŠ .E ŒZY�/p if p D q

0 otherwise
: (2.3)
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For q 	 1, it is known that the map

Iq.h
˝q/ D Hq.Z.h// (2.4)

provides a linear isometry between Hˇq (equipped with the modified norm
p

qŠk �
kH˝q ) and Hq, where Iq.�/ is the generalized Wiener-Itô stochastic integral (see [6,
Theorem 2.7.7]). By convention, H0 D R and I0.x/ D x.

We use the following integral multiplication theorem from [7, Proposition 1.1.3].
Suppose f 2 Hˇp and g 2 Hˇq. Then

Ip. f /Iq.g/ D
p^qX

rD0
rŠ

 
p

r

! 
q

r

!

IpCq�2r. f e̋rg/; (2.5)

where f e̋rg denotes the symmetrization of f ˝r g. For a product of more than two
integrals, see Peccati and Taqqu [9].

2.2 Stochastic Integration and fBm

We refer to the ‘time domain’ and ‘spectral domain’ representations of fBm. The
reader may refer to [10, 11] for details. Let E denote the set of real-valued step
functions on R. Let BH denote fBm with Hurst parameter H. For this case, we view
BH as an isonormal Gaussian process on the Hilbert space H, which is the closure of
E with respect to the inner product h f ; giH D E ŒI. f /I.g/�. Consider also the inner
product space

QƒH D



f W f 2 L2.R/;
Z

R

jF f .�/j2j�j1�2Hd� < 1


;

where F f D R
R

f .x/ei�xdx is the Fourier transform, and the inner product of QƒH is
given by

h f ; gi QƒH
D 1

C2
H

Z

R

F f .�/Fg.�/j�j1�2Hd�; (2.6)

where CH D
�

2�
�.2HC1/ sin.�H/

� 1
2
. It is known (see [10, Theorem 3.1]) that the space

QƒH is isometric to a subspace of H, and QƒH contains E as a dense subset. This inner
product (2.6) is known as the ‘spectral measure’ of fBm. In the case H 2 . 1

2
; 1/,

there is another isometry from the space

jƒHj D



f W
Z 1

0

Z 1

0

jf .u/jjf .v/jju � vj2H�2du dv < 1
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to a subspace of H, where the inner product is defined as

h f ; gijƒH j D H.2H � 1/
Z 1

0

Z 1

0

f .u/g.v/ju � vj2H�2du dv;

see [10] or [7, Sect. 5.1].

3 Proof of Theorem 1

For any � > 0 and � > 0, we can write

��� D 1

�.�/

Z 1

0

y��1e��ydy;

where � is the Gamma function defined by �.�/ D R1
0 y��1e�ydy. As a

consequence, the covariance (1.7) can be written as

EŒZsZt� D 1

�.�/

Z 1

0

y��1e�.tCs/ydy: (3.1)

Notice that this representation implies the covariance (1.7) is positive definite.
Taking first the expectation with respect to the process Z, and using formula (3.1),
we obtain

R.s; t/ D 1

�.�/

Z 1

0

E

��Z t

0

eyudBH
u

��Z s

0

eyudBH
u

��

y��1e�.tCs/ydy

D 1

�.�/

Z 1

0

˝
eyu1Œ0;t�.u/; eyv1Œ0;s�.v/

˛
H

y��1e�.tCs/ydy:

Using the isometry between QƒH and a subspace of H (see Sect. 2.2), we can write

˝
eyu1Œ0;t�.u/; eyv1Œ0;s�.v/

˛
H

D C�2
H

Z

R

j�j1�2H.F1Œ0;t�ey�/.F1Œ0;s�ey�/ d�

D C�2
H

Z

R

j�j1�2H

y2 C �2

�
eytCi�t � 1� �eys�i�s � 1� d�;

where .F1Œ0;t�ex�/ denotes the Fourier transform and CH D
�

2�
�.2HC1/ sin.�H/

� 1
2
. This

allows us to write, making the change of variable � D 	y,

R.s; t/ D 1

�.�/C2
H

Z 1

0

Z

R

y��1 j�j1�2H

y2 C �2

�
ei�t � e�yt

� �
e�i�s � e�ys

�
d� dy
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D 1

�.�/C2
H

Z 1

0

Z

R

y�˛�1 j	j1�2H

1C 	2

�
ei	yt � e�yt

� �
e�i	ys � e�ys

�
d	 dy;

(3.2)

where ˛ D 2H � � . By Euler’s identity, adding and subtracting 1 to compensate the
singularity of y�˛�1 at the origin, we can write

ei	yt � e�yt D .cos.	yt/ � 1C i sin.	yt//C .1 � e�yt/: (3.3)

Substituting (3.3) into (3.2) and taking into account that the integral of the imaginary
part vanishes because it is an odd function, we obtain

R.s; t/ D 2

�.�/C2H

Z 1

0

Z 1

0
y�˛�1 	1�2H

1C 	2

�
.1� cos.	yt//.1� cos.	ys//

C sin.	yt/ sin.	ys/C .cos.	ys/ � 1/.1 � e�yt/C .cos.	yt/� 1/.1 � e�ys/

C.1 � e�yt/.1 � e�ys/
�

d	 dy:

Let B. j/ D fB. j/.	; t/; 	 	 0; t 	 0g, j D 1; 2 denote two independent Brownian
sheets. That is, for j D 1; 2, B. j/ is a continuous Gaussian field with mean zero and
covariance given by

E
�
B. j/.	; t/B. j/.�; s/

	 D min.	; �/ � min.t; s/:

We define the following stochastic processes:

Ut D
p
2

p
�.�/CH

Z 1

0

Z 1

0

y� ˛
2 � 1

2

s
	1�2H

1C 	2
.cos.	yt/ � 1/B.1/.d	; dy/; (3.4)

Vt D
p
2

p
�.�/CH

Z 1

0

Z 1

0

y� ˛
2 � 1

2

s
	1�2H

1C 	2
.sin.	yt//B.2/.d	; dy/; (3.5)

Yt D
p
2

p
�.�/CH

Z 1

0

Z 1

0

y� ˛
2 � 1

2

s
	1�2H

1C 	2

�
1 � e�yt

�
B.1/.d	; dy/; (3.6)

where the integrals are Wiener-Itô integrals with respect to the Brownian sheet. We
then define the stochastic process X D fXt; t 	 0g by Xt D Ut C Vt C Yt, and
we have E ŒXsXt� D R.s; t/ as given in (3.2). These processes have the following
properties:
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(I) The process Wt D UtCVt is a fractional Brownian motion with Hurst parameter
˛
2

scaled with the constant
p
�. In fact, the covariance of this process is

EŒWtWs� D 2

�.�/C2
H

Z 1

0

Z 1

0

y�˛�1 	1�2H

1C 	2

�
.cos.	yt/ � 1/.cos.	ys/� 1/

C sin.	yt/ sin.	ys/
�

d	dy

D 1

�.�/C2
H

Z 1

0

Z

R

y��1 j�j1�2H

y2 C �2
.ei�t � 1/.e�i�s � 1/d�dy:

Integrating in the variable y we finally obtain

EŒWtWs� D c1
�.�/C2

H

Z

R

.ei�t � 1/.e�i�s � 1/
j�j˛C1 d�;

where c1 D R1
0

z��1

1Cz2
dz D ��.�/. Taking into account the Fourier transform

representation of fBm (see [11, p. 328]), this implies �� 1
2 W is a fractional

Brownian motion with Hurst parameter ˛
2

.
(II) The process Y coincides, up to a constant, with the process YK introduced in

(1.4) with K D 2˛ C 1. In fact, the covariance of this process is given by

EŒYtYs� D 2c2
�.�/C2

H

Z 1

0

y�˛�1.1� e�yt/.1 � e�ys/dy; (3.7)

where

c2 D
Z 1

0

	1�2H

1C 	2
d	:

Notice that the process X is self-similar with exponent ˛
2

. This concludes the
proof of Theorem 1.

4 Proof of Theorem 2

Along the proof, the symbol C denotes a generic, positive constant, which may
change from line to line. The value of C will depend on parameters of the process
and on T, but not on the increment width n�1.

For integers n 	 1, define a partition of Œ0;1/ composed of the intervals
fŒ j

n ;
jC1

n /; j 	 0g. For the process X and related processes U;V;W;Y defined in
Sect. 3, we introduce the notation

�X j
n

D X jC1
n

� X j
n

and �X0 D X 1
n
;
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with corresponding notation for U;V;W;Y. We start the proof of Theorem 2 with
two technical results about the components of the increments.

4.1 Preliminary Lemmas

Lemma 3 Using above notation with integers n 	 2 and j; k 	 0, we have

(a) E

h
�W j

n
�W k

n

i
D �

2
n�˛ .j j � k � 1j˛ � 2j j � kj˛ C j j � k � 1j˛/, where � is

defined in (1.8).
(b) For j C k 	 1,

ˇ
ˇ
ˇE
h
�Y j

n
�Y k

n

iˇ
ˇ
ˇ � Cn�˛. j C k/˛�2

for a constant C > 0 that is independent of j, k and n.

Proof Property (a) is well-known for fractional Brownian motion. For (b), we have
from (3.7):

E

h
�Y j

n
�Y k

n

i
D 2c2
�.�/C2

Hn˛

Z 1

0

y�˛�1 �e�yj � e�y. jC1/� �e�yk � e�y.kC1/� dy

D 2c2
�.�/C2

Hn˛

Z 1

0

y�˛C1
Z 1

0

Z 1

0

e�y. jCkCuCv/du dv dy:

Note that the above integral is nonnegative, and we can bound this with

ˇ
ˇ
ˇE
h
�Y j

n
�Y k

n

iˇ
ˇ
ˇ � Cn�˛

Z 1

0

y�˛C1e�y. jCk/ dy

D Cn�˛. j C k/˛�2
Z 1

0

u�˛C1e�udu

� Cn�˛. j C k/˛�2:

ut
Lemma 4 For n 	 2 fixed and integers j; k 	 1,

ˇ
ˇ
ˇE
h
�W j

n
�Y k

n

iˇ
ˇ
ˇ � Cn�˛j2H�2k��

for a constant C > 0 that is independent of j, k and n.

Proof From (3.4)–(3.6) in the proof of Theorem 1, observe that

E

h
�W j

n
�Y k

n

i
D E

h
.�U j

n
C�V j

n
/�Y k

n

i
D E

h
�U j

n
�Y k

n

i
:
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Assume s; t > 0. By self-similarity we can define the covariance function  by
E ŒUtYs� D s˛E

�
Ut=sY1

	 D s˛ .t=s/, where, using the change-of-variable � D 	x,

 .x/ D
Z 1

0

Z 1

0

y�˛�1 	1�2H

1C 	2
.cos.y	x/� 1/ .1 � e�y/ d	 dy

D
Z 1

0

y�˛�1.1 � e�y/

Z 1

0

�1�2Hx2H

x2 C �2
.cos.y�/ � 1/ d� dy:

Then using the fact that

ˇ
ˇ
ˇ
ˇ
�1�2Hx2H

x2 C �2

ˇ
ˇ
ˇ
ˇ � j��2Hj jxj2H�1; (4.1)

we see that j .x/j � Cx2H�1, and

 0.x/ D 2H
Z 1

0

y�˛�1.1 � e�y/

Z 1

0

�1�2Hx2H�1

x2 C �2
.cos.y�/� 1/ d� dy

� 2

Z 1

0

y�˛�1.1 � e�y/

Z 1

0

�1�2Hx2HC1

.x2 C �2/2
.cos.y�/ � 1/ d� dy:

Using (4.1) and similarly

ˇ
ˇ
ˇ
ˇ
�1�2Hx2HC1

.x2 C �2/2

ˇ
ˇ
ˇ
ˇ � j��2Hj jxj2H�2; (4.2)

we can write

ˇ
ˇ 0.x/

ˇ
ˇ � x2H�2j2H � 2j

Z 1

0
y�˛�1.1� e�y/

Z 1

0
��2H .cos.y�/� 1/ d� dy � Cx2H�2:

By continuing the computation, we can find that j 00.x/j � Cx2H�3. We have for
j; k 	 1,

E

h
�U j

n
�Y k

n

i
D n�˛.k C 1/˛

�

 

�
j C 1

k C 1

�

�  

�
j

k C 1

��

� n�˛k˛
�

 

�
j C 1

k

�

�  
�

j

k

��

D n�˛ ..k C 1/˛ � k˛/

�

 

�
j C 1

k C 1

�

�  
�

j

k C 1

��

C n�˛k˛
�

 

�
j C 1

k C 1

�

�  

�
j

k C 1

�

�  

�
j C 1

k

�

C  

�
j

k

��

:
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With the above bounds on  and its derivatives, the first term is bounded by

n�˛ j.k C 1/˛ � k˛j
ˇ
ˇ
ˇ
ˇ 

�
j C 1

k C 1

�

�  

�
j

k C 1

�ˇ
ˇ
ˇ
ˇ

� ˛n�˛
Z 1

0

.k C u/˛�1du
Z 1

kC1

0

ˇ
ˇ
ˇ
ˇ 

0
�

j

k C 1
C v

�ˇ
ˇ
ˇ
ˇ dv

� Cn�˛k˛�2
�

j

k

�2H�2
� Cn�˛k�� j2H�2;

and

n�˛k˛
ˇ
ˇ
ˇ
ˇ 

�
j C 1

k C 1

�

�  

�
j

k C 1

�

�  

�
j C 1

k

�

C  

�
j

k

�ˇ
ˇ
ˇ
ˇ

D n�˛k˛
ˇ
ˇ
ˇ
ˇ
ˇ

Z 1
kC1

0

 0
�

j

k C 1
C u

�

du �
Z 1

k

0

 0
�

j

k
C u

�

du

ˇ
ˇ
ˇ
ˇ
ˇ

� n�˛k˛
Z 1

k

1
kC1

ˇ
ˇ
ˇ
ˇ 

0
�

j

k
C u

�ˇ
ˇ
ˇ
ˇ du C

Z 1
kC1

0

Z j
k

j
kC1

ˇ
ˇ 00.u C v/

ˇ
ˇ dv du

� Cn�˛k˛�2
�

j

k

�2H�2
C Cn�˛k˛�3j

�
j

k

�2H�3
� Cn�˛k�� j2H�2:

This concludes the proof of the lemma. ut

4.2 Proof of Theorem 2

We will make use of the notation ˇj;n D
�
�
��X j

n

�
�
�

L2.�/
. We have for integer j 	 1,

ˇ2j;n D E

�

�W2
j
n

�

C E

�

�Y2j
n

�

C 2E
h
�W j

n
�Y j

n

i
D �n�˛.1C �j;n/;

where

�n�˛�j;n D E

�

�Y2j
n

�

C 2E
h
�W j

n
�Y j

n

i
:

It follows from Lemmas 3 and 4 that j�j;nj � Cj˛�2 for some constant C > 0. Notice
that, in the definition of Fn.t/, it suffices to consider the sum for j 	 n0 for a fixed
n0. Then, we can choose n0 in such a way that Cn˛�2

0 � 1
2
, which implies

ˇ2j;n 	 �n�˛.1 � Cj˛�2/ (4.3)
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for any j 	 n0.
By (2.4),

ˇ
q
j;nHq

�
ˇ�1

j;n �X j
n

�
D IX

q

��
1
Œ

j
n ;

jC1
n /

�˝q
�

;

where IX
q denotes the multiple stochastic integral of order q with respect to the

process X. Thus, we can write

Fn.t/ D n� 1
2

bntc�1X

jDn0

ˇ
�q
j;n IX

q

 

1˝q
h

j
n ;

jC1
n

�

!

:

The decomposition X D W C Y leads to

IX
q

 

1˝q
h

j
n ;

jC1
n

�

!

D
qX

rD0

 
q

r

!

IW
r

 

1˝rh
j
n ;

jC1
n

�

!

IY
q�r

 

1˝q�r
h

j
n ;

jC1
n

�

!

:

We are going to show that the terms with r D 0; : : : ; q � 1 do not contribute to the
limit. Define

Gn.t/ D n� 1
2

bntc�1X

jDn0

ˇ
�q
j;n IW

q

 

1˝qh
j
n ;

jC1
n

�

!

and

eGn.t/ D n� 1
2

bntc�1X

jDn0

�
��Wj=n

�
��q

L2.�/
IW
q

 

1˝q
h

j
n ;

jC1
n

�

!

:

Consider the decomposition

Fn.t/ D .Fn.t/ � Gn.t//C .Gn.t/ �eGn.t//CeGn.t/:

Notice that all these processes vanish at t D 0. We claim that for any 0 � s < t � T,
we have

EŒjFn.t/ � Gn.t/ � .Fn.s/ � Gn.s//j2� � .bntc � bnsc/ı
n

(4.4)

and

EŒjGn.t/ �eGn.t/ � .Gn.s/ �eGn.s//j2� � .bntc � bnsc/ı
n

; (4.5)



Decomposition and Limit Theorems for a Class of Self-Similar Gaussian Processes 113

where 0 � ı < 1. By Lemma 3,
�
��Wj=n

�
�2

L2.�/
D �n�˛ for every j. As a

consequence, using (2.4) we can also write

eGn.t/ D n� 1
2

bntc�1X

jDn0

Hq

�
�� 1

2 n
˛
2 �W j

n

�
:

Since �� 1
2 W is a fractional Brownian motion, the Breuer-Major theorem implies that

the process eG converges in D.Œ0;T�/ to a scaled Brownian motion f�Bt; t 2 Œ0;T�g,
where �2 is given in (1.11). By the fact that all the p-norms are equivalent on a fixed
Wiener chaos, the estimates (4.4) and (4.5) lead to

EŒjFn.t/ � Gn.t/ � .Fn.s/ � Gn.s//j2p� � .bntc � bnsc/ıp
np

(4.6)

and

EŒjGn.t/ �eGn.t/ � .Gn.s/�eGn.s//j2p� � .bntc � bnsc/ıp
np

; (4.7)

for all p 	 1. Letting n tend to infinity, we deduce from (4.6) and (4.7) that for any
t 2 Œ0;T� the sequences Fn.t/� Gn.t/ and Gn.t/�eGn.t/ converge to zero in L2p.�/

for any p 	 1. This implies that the finite dimensional distributions of the processes
Fn � Gn and Gn �eGn converge to zero in law. Moreover, by Billingsley [2, Theorem
13.5], (4.6) and (4.7) also imply that the sequences Fn � Gn and Gn �eGn are tight in
D.Œ0;T�/. Therefore, these sequences converge to zero in the topology of D.Œ0;T�/.

Proof of (4.4) We can write

E
�jFn.t/ � Gn.t/ � .Fn.s/ � Gn.s//j2

	 � C
q�1X

rD0
EŒˆ2r;n�;

where

ˆr;n D n� 1
2

bntc�1X

jDbnsc_n0

ˇ
�q
j;n IW

r

 

1˝rh
j
n ;

jC1
n

�

!

IY
q�r

 

1˝q�r
h

j
n ;

jC1
n

�

!

:

We have, using (4.3),

EŒˆ2r;n� � n�1Cq˛

�
bntc�1X

j;kDbnsc_n0

ˇ
ˇ
ˇ
ˇ
ˇ
E

"

IW
r

 

1˝rh
j
n ;

jC1
n

�

!

IY
q�r

 

1˝q�rh
j
n ;

jC1
n

�

!

IW
r

 

1˝rh
k
n ;

kC1
n

�

!

IY
q�r

 

1˝q�rh
k
n ;

kC1
n

�

!#ˇ
ˇ
ˇ
ˇ
ˇ
:
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Using a diagram method for the expectation of four stochastic integrals (see [9]),
we find that, for any j; k, the above expectation consists of a sum of terms of the
form
�
E

h
�W j

n
�W k

n

i�a1 �
E

h
�Y j

n
�Y k

n

i�a2 �
E

h
�W j

n
�Y k

n

i�a3 �
E

h
�Y j

n
�W k

n

i�a4
;

where the ai are nonnegative integers such that a1Ca2Ca3Ca4 D q, a1 � r � q�1,
and a2 � q � r. First, consider the case with a3 D a4 D 0, so that we have the sum

n�1Cq˛
bntc�1X

j;kDbnsc_n0

�
E

h
�W j

n
�W k

n

i�a1 �
E

h
�Y j

n
�Y k

n

i�q�a1
;

where 0 � a1 � q � 1. Applying Lemma 3, we can control each of the terms in the
above sum by

n�q˛.j j � k C 1j˛ � 2j j � kj˛ C j j � k � 1j˛/a1 . j C k/.q�a1/.˛�2/;

which gives

n�1Cq˛
bntc�1X

j;kDbnsc_n0

ˇ
ˇ
ˇE
h
�W j

n
�W k

n

iˇ
ˇ
ˇ
a1 ˇˇ
ˇE
h
�Y j

n
�Y k

n

iˇ
ˇ
ˇ
q�a1

� Cn�1
0

@
bntc�1X

jDbnsc_n0

j˛�2 C
bntc�1X

j;kDbnsc_n0;j6Dk

j j � kj.q�1/.˛�2/. j C k/˛�2
1

A

� Cn�1
bntc�1X

jDbnsc_n0

�
j˛�2 C jq.˛�2/C1�

� Cn�1 �bntc � bnsc/.˛�1/_0 C .bntc � bnsc/Œq.˛�2/C2�_0� : (4.8)

Next, we consider the case where a3 C a4 	 1. By Lemma 3, we have that, up to
a constant C,

ˇ
ˇ
ˇE
h
�Y j

n
�Y k

n

iˇ
ˇ
ˇ � C

ˇ
ˇ
ˇE
h
�W j

n
�W k

n

iˇ
ˇ
ˇ ;

so we may assume a2 D 0, and have to handle the term

n�1Cq˛
bntc�1X

j;kDbnsc_n0

ˇ
ˇ
ˇE
h
�W j

n
�W k

n

iˇ
ˇ
ˇ
q�a3�a4 ˇˇ

ˇE
h
�W j

n
�Y k

n

iˇ
ˇ
ˇ
a3 ˇˇ
ˇE
h
�Y j

n
�W k

n

iˇ
ˇ
ˇ
a4

(4.9)
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for all allowable values of a3; a4 with a3 C a4 	 1. Consider the decomposition

n�1Cq˛
bntc�1X

j;kDbnsc_n0

ˇ
ˇ
ˇE
h
�W j

n
�W k

n

iˇ
ˇ
ˇ
q�a3�a4 ˇˇ

ˇE
h
�W j

n
�Y k

n

iˇ
ˇ
ˇ
a3 ˇˇ
ˇE
h
�Y j

n
�W k

n

iˇ
ˇ
ˇ
a4

D nq˛�1

bntc�1X

jDbnsc_n0

ˇ
ˇ
ˇ
ˇE

�

�W2
j
n

�ˇ
ˇ
ˇ
ˇ

q�a3�a4 ˇ
ˇ
ˇE
h
�W j

n
�Y j

n

iˇ
ˇ
ˇ
a3Ca4

C nq˛�1

bntc�1X

jDbnsc_n0

j�1X

kDbnsc_n0

ˇ
ˇ
ˇE
h
�W j

n
�W k

n

iˇ
ˇ
ˇ
q�a3�a4 ˇˇ

ˇE
h
�W j

n
�Y k

n

iˇ
ˇ
ˇ
a3 ˇˇ
ˇE
h
�Y j

n
�W k

n

iˇ
ˇ
ˇ
a4

C nq˛�1

bntc�1X

kDbnsc_n0

k�1X

jDbnsc_n0

ˇ
ˇ
ˇE
h
�W j

n
�W k

n

iˇ
ˇ
ˇ
q�a3�a4 ˇˇ

ˇE
h
�W j

n
�Y k

n

iˇ
ˇ
ˇ
a3 ˇˇ
ˇE
h
�Y j

n
�W k

n

iˇ
ˇ
ˇ
a4
:

We have,by Lemmas 3 and 4,

n�1Cq˛
bntc�1X

j;kDbnsc_n0

ˇ
ˇ
ˇE
h
�W j

n
�W k

n

iˇ
ˇ
ˇ
q�a3�a4 ˇˇ

ˇE
h
�W j

n
�Y k

n

iˇ
ˇ
ˇ
a3 ˇˇ
ˇE
h
�Y j

n
�W k

n

iˇ
ˇ
ˇ
a4

� Cn�1

bntc�1X

jDbnsc_n0

j.a3Ca4/.˛�2/

C Cn�1

bntc�1X

jDbnsc_n0

ja3.2H�2/�a4�
j�1X

kDbnsc_n0

k�a3�Ca4.2H�2/ jj � kj.q�a3�a4/.˛�2/

C Cn�1

bntc�1X

kDbnsc_n0

k�a3�Ca4.2H�2/

k�1X

jDbnsc_n0

ja3.2H�2/�a4� jk � jj.q�a3�a4/.˛�2/

� Cn�1
�
.bntc � bnsc/Œ.a3Ca4/.˛�2/C1�_0 C .bntc � bnsc/Œq.˛�2/C2�_0

C.bntc � bnsc/Œa3.2H�2/�a4�C1�_0 C .bntc � bnsc/Œa4.2H�2/�a3�C1�_0
�
:

(4.10)

Then (4.8) and (4.10) imply (4.4) because ˛ < 2 � 1
q .

Proof of (4.5) We have

Gn.t/ �eGn.t/ D n� 1
2

bntc�1X

jDn0

�

ˇ
�q
j;n �

�
�
��W j

n

�
�
�

�q

L2.�/

�

IW
q

�

1˝q

Œ
j
n ;

jC1
n /

�

and we can write, using (4.3) for any j 	 n0,

ˇ
ˇ
ˇ
ˇˇ

�q
j;n �

�
�
��W j

n

�
�
�

�q

L2.�/

ˇ
ˇ
ˇ
ˇ D .��1n˛/

q
2

ˇ
ˇ
ˇ.1C �j;n/

� q
2 � 1

ˇ
ˇ
ˇ � C

�
��1n˛j˛�2� q

2 :
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This leads to the estimate

E

hˇ
ˇGn.t/ �eGn.t/ � .Gn.s/ �eGn.s//

ˇ
ˇ2
i

� Cn�1

�
0

@
bntc�1X

jDbnsc_n0

j˛�2 C
bntc�1X

j;kDbnsc_n0;j6Dk

j j � kjq.˛�2/
1

A

� Cn�1 �bntc � bnsc/.˛�1/_0 C .bntc � bnsc/Œq.˛�2/C2�_0� ;

which implies (4.5).
This concludes the proof of Theorem 2.
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On A Priori Estimates for Rough PDEs

Qi Feng and Samy Tindel

Dedicated to Rodrigo Bañuelos on occasion of his 60th birthday

Abstract In this note, we present a new and simple method which allows to get a
priori bounds on rough partial differential equations. The technique is based on a
weak formulation of the equation and a rough version of Gronwall’s lemma. The
method is presented on a simple linear example, but might be generalized to a wide
number of situations.

Keywords A priori estimate • Rough Gonwall lemma • Rough paths • Stochastic
PDEs

1 Introduction

This paper proposes to review a recent method allowing to get a priori estimates for
rough partial differential equations, taken from [6]. Our aim here is to show how
to implement the technique on a simple example. Namely, we shall consider the
following noisy heat equation on an interval Œ0; �� � R

d for � > 0 and a spatial
dimension d 	 1:

@tut.x/ D �

2
ut.x/C

1X

iD1
ˇiut.x/ei.x/dwi

t; (1.1)

where� stands for the Laplace operator, feiI 	 1g is an orthonormal basis of L2.Rd/

and fˇiI 	 1g is a family of coefficients satisfying some summability conditions
(see Hypothesis 2.4 below). In Eq. (1.1), fwiI 	 1g is also a family of noises,
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interpreted as p-variation paths with p < 3, which can be lifted to a rough path
w (see Hypothesis 2.3 for a more complete definition).

The recent activity on existence and uniqueness results for rough PDEs has been
thriving. A lot of this activity concerns situations which require renormalization
techniques and a way to handle pathwise products of distributions [10, 12, 13]. Here
we are concerned with a different context, for which the noise is smooth enough
in space, so that the solution of (1.1) is directly expected to be a function and the
integrals with respect to w are usual rough paths integrals. This situation does not
require the whole regularity structure machinery, and one advantage of this reduced
setting is that more information on the solution is available. We are concerned in
this paper about a priori estimates, which can be either seen as a crucial step in
the proof of existence of solutions, or as a first piece of valuable information about
the solution. Furthermore, we believe that a priori estimates exhibit the core of the
pathwise methods for stochastic PDEs, even though many more technical steps have
to be performed in order to get existence and uniqueness results.

Let us summarize some of the (unrelated) approaches leading to estimates of
equations like (1.1).

1. The references [2, 11] handle stochastic PDEs by considering random flows
(induced by a finite dimensional rough path) which change the stochastic PDE
into a deterministic PDE with random coefficients. A priori bounds are then
potentially obtained by composing bounds on deterministic PDEs and estimates
on rough flows. This possibility has not been fully exploited yet, and might lead
to nontrivial considerations.

2. In [5, 9], a variant of the rough paths theory is introduced in order to cope
with PDEs of the form (1.1), considered in the mild sense. This involves some
lengthy and intricate considerations on twisted increments of the form Oıfts D
ft � St�s fs, where S designates the heat semi-group and f is a generic L2.Rd/-
valued function. However, this formalism yields a priori estimates for (1.1),
especially when one considers related numerical schemes as in [4].

3. For linear equations like (1.1), Feynman-Kac representations for the solution are
available. This gives raise to explicit moment computations for ut.x/, for a fixed
couple .t; x/ 2 RC � R

d. Many cases of Gaussian noises have been examined in
this context, and we refer to [3] for a situation which is close to ours, namely a
rough noise in time which is smooth in space.

Let us highlight again the fact that we only recall here results concerning smooth
noises in space. In cases like [10, 12, 13] where renormalization is needed, the mere
existence of moments for the renormalized solution is still an open problem (to the
best of our knowledge).

With these preliminary considerations in mind, the main point of the current
paper is to show that the variational approach to rough PDEs, introduced in [1, 6],
provides a handy way to obtain L2.Rd/ (and more generally L˛.Rd/) estimates on
the solution. The main advantages of this new setting are the following:

1. The variational formulation is convenient at an algebraic and analytic level, when
compared with the other methods mentioned above.
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2. Unlike Feynman-Kac representations, the variational approach is not restricted
to linear equations (though generalizations require a nontrivial extra work).

We shall illustrate this point of view with the simple model (1.1), for which we
shall deduce L˛-estimates in a detailed way. It should be noticed that variational
methods have been considered previously in [15] for pathwise PDEs driven by
a fractional Brownian motion. With respect to this reference, our computations
are restricted to linear cases. However, [15] only considers fBm’s with a Hurst
parameter H > 1

2
, while we are concerned with a true rough case (corresponding to

1
3
< H � 1

2
for fBm).

Our article is structured as follows: in Sect. 2 we introduce some notations and
the variational method framework, and we also present our first a priori estimate
in Proposition 2.8. This estimate (adapted from [6, Theorem 2.5]) is valid for
general linear equations, and will be suitable for our stochastic heat equation with
multidimensional noise. Then in Sect. 3 we prove our main a priori bounds, namely
Theorems 3.5 and 3.9 for the solution of Eq. (1.1), both in L2.Rd/ and L˛.Rd/ norms.
Finally, Sect. 4 is devoted to the application of our abstract results to equations
driven by fractional Brownian motion. A first example concerns a bounded domain,
which enables us to compare our result with those of [15], while a second example
deals with the whole space R

d:

2 Rough Variational Framework

As mentioned above, our framework relies on a variational formulation of the heat
equation, which is algebraically quite convenient. In this section we first recall some
basic vocabulary about algebraic integration, then we give the main general results
needed for the rough heat equation (1.1).

2.1 Notions of Algebraic Integration

First of all, let us recall the definition of the increment operator, denoted by ı. If g
is a path defined on Œ0;T� and s; t 2 Œ0;T� then we set ıgst WD gt � gs. Whenever g
is a 2-index map defined on Œ0;T�2, we define ıgsut WD gst � gsu � gut. The norm of
the element g in the Banach space E will be written as N ŒgI E�. For two quantities
a and b the relation a .x b means a � cxb, for a constant cx depending on a
multidimensional parameter x.

In the sequel, given an interval I we call control on I (and denote it by !) any
continuous superadditive map on�I WD f.s; t/ 2 I2 W s � tg, that is, any continuous
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map ! W �I ! Œ0;1/ such that, for all s � u � t,

!.s; u/C !.u; t/ � !.s; t/:

Given a control! on an interval I D Œa; b�, we will use the notation !.I/ WD !.a; b/.
For a fixed time interval I, a parameter p > 0, a Banach space E and any continuous
function g W I ! E we define the norm

N ŒgI Vp
1 .II E/� WD sup

.ti/2P.I/

 
X

i

jıgtitiC1
jp

! 1
p

;

where P.I/ denotes the set of all partitions of the interval I. In this case,

!g.s; t/ D N ŒgI Vp
1 .Œs; t�I E/�p

defines a control on I. We denote by Vp
2 .II E/ the set of continuous two-index maps

g W I � I ! E for which there exists a control ! such that

jgstj � !.s; t/
1
p

for all s; t 2 I. We also define the space Vp
2;loc.II E/ of maps g W I � I ! E such that

there exists a countable covering fIkgk of I satisfying g 2 Vp
2 .IkI E/ for any k.

The following result is often referred to as sewing lemma in the literature, and is
at the core of our approach to generalized integration.

Lemma 2.1 Fix an interval I, a Banach space E and a parameter � > 1. Consider
a function h W I3 ! E such that h 2 Im ı and for every s < u < t 2 I,

jhsutj � !.s; t/� ; (2.1)

for some control ! on I. Then there exists a unique element ƒh 2 V
1
�

2 .II E/ such
that ı.ƒh/ D h and for every s < t 2 I,

j.ƒh/stj � C� !.s; t/
� ; (2.2)

for some universal constant C� .
Our computations also hinge on the following rough version of Gronwall’s

lemma, borrowed from [6, Lemma 2.7].

Lemma 2.2 Fix a time horizon T > 0 and let Q W Œ0;T� ! Œ0;1/ be a path such
that for some constants C;L > 0, � 	 1 and some controls !1; !2 on Œ0;T�, one has

ıQst � C
�

sup
0�r�t

Qr

�
!1.s; t/

1
� C !2.s; t/; (2.3)
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for every s < t 2 Œ0;T� satisfying !1.s; t/ � L. Then it holds

sup
0�t�T

Qt � 2 exp .c�;L !1.0;T// �
n
Q0 C sup

0�t�T

�
!2.0; t/ exp .�c�;L !1.0; t//

�o
;

for a strictly positive constant c�;L.

2.2 Linear Equations with Distributional Drifts

In this section we shall first generalize Eq. (1.1), and consider the following:

dgt D 
.dt/C
1X

iD1
ˇigteidwi

t; (2.4)

where 
 is a distributional-valued measure. Before we give a rigorous meaning to
this equation, let us label our hypothesis on the coefficients. We start by a rough
path assumption for each couple of components of the driving noise w:

Hypothesis 2.3 Let p 2 Œ2; 3/ be given. We assume that the family fwiI i 	 1g is
such that there exist increments w1;i;w2;ij satisfying the two following properties:

(i) Algebraic condition: For each i; j 	 1 and 0 � s � u � t � � , Chen’s relation
holds true:

ıw1;i
st D 0; and ıw2;ij

sut D w1;i
su w1;j

ut : (2.5)

(ii) Analytic condition: For all i; j 	 1, we have

N Œw1;iI Vp
2 .Œs; t�/� < 1; and N Œw2;ijI Vp=2

2 .Œs; t�/� < 1:

The rough variational setting introduced in [1, 6] uses the concept of scale.
A scale is defined as a sequence

�
En; k�kn

�
n2N0 of Banach spaces such that EnC1

is continuously embedded into En. Besides, for n 2 N0 we denote by E�n the
topological dual of En. For the heat equation (1.1), we will consider the scale
En D Wn;1.

Having the concept of scale in mind, the noise w should also fulfill the following
hypothesis as an infinite dimensional object:

Hypothesis 2.4 Recall that the scale En is given by En D Wn;1. We assume that
fˇiI 	 1g is a family of positive coefficients satisfying

P
i�1 ˇi < 1. Consider an

orthonormal basis feiI 	 1g of L2.Rd/, composed of bounded functions. The noise
w is such that fwiI 	 1g is a family of p-variation paths with p < 3, whose first and
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second order increments w1;i;w2;ij are such that!w1 and !w2 below are two controls
on Œ0; ��:

!w1.s; t/ �
 1X

iD1
ˇi .1C jeijE1/ N Œw1;iI Vp

2 .Œs; t�/�

!p

(2.6)

!w2.s; t/ �
0

@
1X

i;jD1
ˇiˇjjeijE1 jejjE1 N Œw2;ijI Vp=2

2 .Œs; t�/�

1

A

p=2

: (2.7)

We can now give a more formal definition of solution to our Eq. (2.4), in terms
of expansions of the increments up to a regularity order greater than 1:

Definition 2.5 Let p 2 Œ2; 3/ and fix an interval I � Œ0; ��. Let
 be a distributional-
valued measure lying in V1

1 .II E�1/. A path g W I ! E�0 is called solution (on I) of

Eq. (2.4) provided there exists q < 3 and g\ 2 V
q
3

2;loc.I;E�1/ such that we have:

ıgst.'/ D
1X

iD1
ˇigs.ei'/w1;i

st C ı
st.'/C
1X

i;jD1
ˇiˇjgs.eiej'/w

2;ij
st C g\st.'/; (2.8)

for every s; t 2 I satisfying s < t and every ' 2 E1.

Remark 2.6 On top of (2.5), we will use the following expressions for ıgst:

ıgst.'/ D
1X

iD1
ˇigs.ei'/w1;i

st C g].'/; (2.9)

where g] is a V
p
2

2 .E�1/ increment satisfying:

g]st.'/ D ıgst.'/ �
1X

iD1
ˇigs.ei'/w1;i

st D ı
st.'/C
1X

i;jD1
ˇiˇjgs.eiej'/w

2;ij
st C g\st.'/:

(2.10)

Remark 2.7 Equation (2.8) is expressed as an expansion along the increments of
wi. However, according to [7, Theorem 4.10], a solution u of (2.8) also solves the
following integral equation (which has to be interpreted in the rough paths sense in
time and weak sense in space):

ıgst D 
 .Œs; t//C
1X

iD1
ˇiei

Z t

s
grdwi

r: (2.11)
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Furthermore, a change of variable formula (see [7, Proposition 5.6]) holds for g
verifying (2.11). Namely, for h 2 C3.R/ we have (still in the weak rough paths
sense):

ıh.g/st D
Z t

s
h0.gr/ 
.dr/C

1X

iD1
ˇiei

Z t

s
h0.gr/ gr dwi

r: (2.12)

2.3 A General Estimate for Linear Equations

The following proposition gives our first a priori estimate for the solution to
Eq. (2.4). It should be seen as an adaptation of [6, Theorem 2.5] to our current
context.

Proposition 2.8 Let p 2 Œ2; 3/ and fix an interval I � Œ0;T�. Let w be a rough
path verifying Hypothesis 2.3 and 2.4. Consider a path 
 2 V1

1 .II E�1/ such that for
every ' 2 E1, there exists a control !
 verifying

jı
st.'/j � !
.s; t/ k'kE1 : (2.13)

Let g be a solution on I of Eq. (2.4), with the following additional hypothesis: g is

controlled over the whole interval I, that is we have g\ 2 V
q
3

2 .II E�1/ for q < 3.
Moreover let Sg

t D sups�t kgskE
�0 , and consider the following control:

!I.s; t/ � !
.s; t/
�
!
1=p
w1 .s; t/C !

2=p
w2 .s; t/

�
CSg

t

�
2!

1=p
w1 .s; t/!

2=p
w2 .s; t/C!4=p

w2 .s; t/
�
:

(2.14)

Then there exists a constant L D Lp > 0 (independent of I) such that if

!w1.s; t/C !2w2.s; t/ � L;

then for all s; t 2 I such that s < t, we have:

kg\stkE
�1 .p !I.s; t/: (2.15)

Proof Let !\.s; t/ be a regular control such that kg\stkE
�1 � !\.s; t/

3
q for any s; t 2 I

such that s < t. We divide this proof in several steps.

Step 1: An Algebraic Identity Let ' 2 E1 be such that k'kE3 � 1. We first show
that

ıg\sut.'/ D
1X

iD1
ˇig

]
su.ei'/w1;i

ut C
1X

i;jD1
ˇiˇjıgsu.eiej'/w

2;ij
ut � K1

sut C K2
sut; (2.16)
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where g] was defined in (2.10). Indeed, owing to (2.8), we have

g\st D ıgst.'/ �
1X

iD1
ˇigs.ei'/w1;i

st � ı
st.'/ �
1X

i;jD1
ˇiˇjgs.eiej'/w

2;ij
st :

Applying ı on both sides of this identity and recalling Chen’s relations (2.5) as well
as the fact that ıı D 0 we thus get

ıg\sut.'/ D
1X

iD1

ˇiıgsu.ei'/w1;i
ut C

1X

i;jD1

ˇiˇjıgsu.eiej'/w
2;ij
ut �

1X

i;jD1

ˇiˇjgs.eiej'/w1;i
su w1;j

ut :

Plugging relation (2.10) again into this identity, we end up with our claim (2.16).

Step 2: Bound for K1 In order to bound the term g]su.ei'/ in K1, we invoke
decomposition (2.10), which yields:

g]su.ei'/ D ı
su.ei'/C
1X

j;kD1
ˇjˇkgs.eiejek'/w2;kl

su C g\su.ei'/;

and hence:

jg]su.ei'/j

�
2

4!
.s; t/jeijE1CSg
u

1X

j;kD1
ˇjˇkjeijE0 jejjE0 jekjE0!

2=p
w;jk.s; u/C!3=p

\ .s; u/jeijE1

3

5 j'jE1:

Therefore, thanks to our assumption (2.7), we have:

jg]su.ei'/j �
h
!
.s; u/C Sg

u !
2=p
w2 .s; u/C !

3=p
\ .s; u/

i
jeijE1 j'jE1: (2.17)

Plugging this identity into the definition of K1, we have thus obtained:

jK1
sutj � j'jE1

h
!
.s; u/C Sg

u !
2=p
w2 .s; u/C !

3=p
\ .s; u/

i 1X

iD1
ˇijeijE1!

1=p
w1;i.u; t/

� j'jE1

h
!
.s; u/C Sg

u !
2=p
w2 .s; u/C !

3=p
\ .s; u/

i
!
1=p
w1 .u; t/: (2.18)
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Step 3: Bound for K2 and ıg\ The main term to treat for K2 is the increment ıgsu.
To this aim, we resort to decomposition (2.9). This yields:

K2
sut D

1X

i;j;kD1
ˇiˇjˇk gs.eiejek'/w1;k

su w2;ij
ut C

1X

i;jD1
ˇiˇj g].eiej'/w2;ij

ut � K21
sut C K22

sut:

Furthermore, we have:

jK21
sutj � Sg

t j'jE0

 1X

kD1
ˇkjekjE0!

1=p
w1;k.s; u/

!0

@
1X

i;jD1
ˇiˇjjeijE0 jejjE0!

2=p
w2;ij.u; t/

1

A

� Sg
t j'jE0!

1=p
w1 .s; u/ !

2=p
w2 .u; t/:

In order to handle K22, we elaborate slightly on our estimate (2.17) in order to get:

jK22
sutj � j'jE1

h
!
.s; u/C Sg

u !
2=p
w2 .s; u/C !

3=p
\ .s; u/

i
0

@
1X

i;jD1

ˇiˇjjeijE1 jejjE1!
2=p
w2;ij.u; t/

1

A

� j'jE1

h
!
.s; u/C Sg

u !
2=p
w2 .s; u/C !

3=p
\ .s; u/

i
!
2=p
w2 .u; t/:

Hence, gathering our estimates on K21 and K22 we end up with:

jK2
sutj � j'jE1

h
Sg

t

�
!
1=p
w1 .s; u/C !

2=p
w2 .s; u/

�
C !
.s; u/C !

3=p
\ .s; u/

i
!
2=p
w2 .u; t/:

(2.19)

We can now easily conclude for the increment ıg\: plugging (2.18) and (2.19)
into (2.16), we get:

ˇ
ˇ
ˇıg

\
sut.'/

ˇ
ˇ
ˇ � j'jE1

n �
!
.s; u/C Sg

u !
2=p
w2 .s; u/

�
!
1=p
w1 .u; t/

C
�
!
.s; u/C Sg

t

�
!
1=p
w1 .s; u/C !

2=p
w2 .s; u/

��
!
2=p
w2 .u; t/

C !
3=p
\ .s; u/

�
!
1=p
w1 .u; t/C !

2=p
w2 .u; t/

� o
:

Otherwise stated, with our definition (2.14) in mind, we have obtained:

ˇ
ˇ
ˇıg

\
sut.'/

ˇ
ˇ
ˇ � j'jE1

n
!I.s; t/C !

3=p
\ .s; t/

�
!
1=p
w1 .s; t/C !

2=p
w2 .s; t/

�o
: (2.20)

Step 4: Conclusion It is readily checked, thanks to the fact that !
, !w1 , !w2

and !\ are controls, plus [8, Exercise 1.9], that !I is a control as well as

!
3=p
\ .s; t/.!1=p

w1 .s; t/C !
2=p
w2 .s; t//. One can thus apply Lemma 2.1 to relation (2.20)
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and get:

ˇ
ˇ
ˇg
\
st.'/

ˇ
ˇ
ˇ � cp j'jE1

n
!I.s; t/C !

3=p
\ .s; t/

�
!
1=p
w1 .s; t/C !

2=p
w2 .s; t/

�o
:

We now take I such that cp .!
1=p
w1 .s; t/C !

2=p
w2 .s; t// � 1

2
. We obtain:

kg\stkE
�1 � 2cp!I.s; t/;

which ends our proof. ut
Remark 2.9 In order to apply Proposition 2.8 to the heat equation (1.1), we shall
consider a measure 
 defined by 
.Œ0; t�/ D R t

0
�us ds. It is worth noting that for

a noisy equation like (1.1), we cannot assume that �us is properly defined. This is
why we consider 
.Œ0; t�/ as an element of E�1 and perform our computations with
distributional increments.

3 L2 and L˛ Type Estimates

Let us now go back to Eq. (1.1), for which we will derive some a priori estimates
in L2.Rd/ and L˛.Rd/. We start by giving some basic properties of our linear heat
equation.

3.1 Preliminary Considerations

Let us begin by giving a precise meaning to Eq. (1.1), as a particular case of rough
PDE in the weak sense.

Definition 3.1 Let w be a rough path satisfying Hypothesis 2.3 and 2.4. Consider
the following equation:

dut.x/ D 1

2
�ut.x/C

1X

iD1
ˇiut.x/eidwi

t: (3.1)

We interpret this system as in Definition 2.5, with a measure 
 given by


.Œs; t// D
Z t

s
�ur dr:

As mentioned in the introduction, we are only focusing here on a priori estimates
for the heat equation, which are representative of the methods at stake without being
too technical. To this aim, we label the following assumption, which prevails until
the end of the article:
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Hypothesis 3.2 One can construct a path u on Œ0; �� which solves (3.1) according
to Definition 3.1. In addition, u can be obtained as a limit of a sequence of functions
u", where u" solves:

du"t .x/ D 1

2
�u"t .x/C

1X

iD1
ˇiu

"
t .x/eidw";it : (3.2)

In (3.2), the family fw";it I " > 0; i 	 1g is a sequence of smooth functions converging
to w. Recalling our notations (2.6) and (2.7), we also assume that:

lim
"!0

!w1�w1;" .0; �/C !w2�w2;" .0; �/ D 0:

Remark 3.3 Since we assume that u is obtained as a limit of smoothed paths u" (see
Hypothesis 3.2), all the remaining computations have to be understood as follows:
we first derive our relations for u", and we then take limits as " ! 0. This step will
often be implicit for sake of conciseness.

With Hypothesis 3.2 in hand, we now derive the equation followed by the path
u2 as a first step towards L2 estimates.

Proposition 3.4 Let u be the solution of Eq. (3.1) alluded to in Hypothesis 3.2. We
also set

ft D kutk2L2 C
Z t

0

krurkL2dr; and Sf
t D sup

s�t
fs: (3.3)

Then the following holds true:

(i) Let 
2 be the E�1-valued measure defined as:

ı
2st. / D �
Z t

s
jruj2. /dr �

Z t

s
.urrur/.r /dr: (3.4)

Then we have:

!
2.s; t/ � 3

2

Z t

s
kruk2L2dr C 1

2

Z t

s
kuk2L2dr � 3

2

Z t

s
kruk2L2dr C .t � s/Sf

t

2
;

(3.5)

provided the quantity above is finite.
(ii) The squared path u2 admits the following representation:

ıu2st. / D ı
2st. /C
1X

iD1

2ˇiu
2
s .ei /w1;i

st C
1X

jD1

1X

iD1

4u2s . eiej/ˇiˇjw
2;ij
st Cu2;\st . /;

(3.6)
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where  is a generic test function, and where u2;\ is an element of V
q
3

2 for a
certain q < 3.

(iii) The increment f satisfies the following relation: for 0 � s < t � � we have

ıfst D 2

1X

iD1
u2s .ei/ˇiw1;i

st C 4

1X

iD1

1X

jD1
u2s .eiej/ˇiˇjw

2;ij
st C u2;\st .1/; (3.7)

where 1 designates the function defined on R
d and identically equal to 1.

Proof With Remark 3.3 in mind, let us divide our proof in several steps.

Proof of (i) Similarly to [6, Remark 2.6], and working in the scale En D Wn;1.Rd/,
we have

j.ı
2/st. /j�
Z t

s
kruk2L2drk kL1 C

�Z t

s
kruk2L2dr

� 1
2
�Z t

s
kuk2L2dr

� 1
2

k kW1;1 ;

(3.8)

Invoking now Young’s inequality (namely AB � A˛

˛
C Bˇ

ˇ
for two positive numbers

A;B with 1
˛

C 1
ˇ

D 1) we get our claim (3.5).

Proof of (ii) According to Definitions 2.5 and 3.1, the solution of Eq. (3.1) can be
decomposed as:

ıust. / D
1X

iD1
ˇius.ei /w1;i

st C
1X

i;jD1
ˇiˇius.eiej /w

2;ij
st Cı
st. /Cu\st. /: (3.9)

As mentioned in Remark 2.7, u can also be seen as a solution to the integral
equation (2.11), for which the change of variable formula (2.12) holds true.
Applying this relation (written in its weak form) to h.z/ D z2, we obtain:

ıu2st. / D 2

Z t

s
�ur.ur / dr C 2

1X

iD1
ˇi

Z t

s
u2r .ei /dwi

r;

so that an integration by parts in the first integral above yields:

ıu2st. / D �2
Z t

s
jruj2. / dr � 2

Z t

s
.urrur/.r / dr C 2

1X

iD1
ˇi

Z t

s
u2r .ei / dwi

r:

(3.10)

We now expand the rough integral in (3.10) along the increments of w. We end up

with relation (3.6), for a certain remainder u2;\ 2 V
q
3

2 .E�1/.



On A Priori Estimates for Rough PDEs 129

Proof of (ii) Relation (3.7) is simply obtained from (3.6) by considering a sequence
of test functions f nI n 	 1g such that limn!1  n D 1 and limn!1 r n D 0. ut

3.2 A Priori Estimate in L2

With Proposition 3.4 in hand, we can now derive the main estimate of this section.

Theorem 3.5 Suppose w fulfills Hypothesis 2.3 and 2.4, and let u be the solution of
Eq. (3.1) given in Hypothesis 3.2. For 0 � s < t � � , set:

!1.s; t/ D !w1.s; t/C !2w2.s; t/C !w1.s; t/ !2w2.s; t/C !4w2.s; t/: (3.11)

Then the following L2 norm estimate for the solution u holds true:

Sf
� D sup

0�t��

�

kurk2L2 C
Z t

0

krurk2L2dr

�

� 2 exp
�
cp!1.0; �/

� ku0k2L2 ; (3.12)

where cp is a strictly positive constant.

Remark 3.6 Notice that kurk2L2 and
R t
0

krurk2L2dr are positive. Therefore rela-
tion (3.12) implies that both terms are bounded from above.

Proof of Theorem 3.5 Recall that we have obtained the following decomposition in
Proposition 3.4:

ıu2st. / D ı
2st. /C
1X

iD1
2ˇiu

2
s .ei /w1;i

st C
1X

jD1

1X

iD1
4u2s . eiej/ˇiˇjw

2;ij
st C u2;\st . /;

(3.13)

If we now set g D u2 and 
g D 
2, we can recast (3.13) as:

ıgst. / D ı

g
st. /C

1X

iD1
2ˇi gs.ei /w1;i

st C
1X

jD1

1X

iD1
4 gs. eiej/ˇiˇjw

2;ij
st C g\st. /:

This equation is of the same form as (2.8), and thus we can apply Proposition 2.8
directly. We get the following bound for g\st, which is valid whenever !1.s; t/ C
!22.s; t/ � Lp (recall that p is the regularity index of w):

kg\stkE
�1 � cp!I.s; t/; or equivalently ku2;\st kE

�1 � cp !I.s; t/; (3.14)
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where the control !I is defined by:

!I.s; t/ � !
2.s; t/
�
!
1=p
w1 .s; t/C !

2=p
w2 .s; t/

�
CSu2

t

�
2!

1=p
w1 .s; t/!

2=p
w2 .s; t/C !

4=p
w2 .s; t/

�
;

(3.15)

and where we recall that we have set:

Su2
t D sup

s�t
ju2s jE

�0 D sup
s�t

jusj2L2 :

Let us now go back to (3.13), and apply this relation to  D 1 (notice that the
function 1 obviously sits in E1). It is readily checked from (3.4) that:

ı
2st.1/ D �
Z t

s
kruk2L2dr;

and thus, with our notation (3.3) in mind, relation (3.13) becomes:

ıfst D
1X

iD1
2ˇiu

2
s .ei/w1;i

st C
1X

jD1

1X

iD1
4u2s .eiej/ˇiˇjw

2;ij
st C u2;\st .1/

Therefore, bounding ku2s kE
�0 by Sf

t and invoking (3.14) in order to estimate u2;\st .1/,
we obtain:

jıfstj �
h
2!

1=p
w1 .s; t/C 4!

2=p
w2 .s; t/

i
Sf

t C cp !I.s; t/; (3.16)

where !I is given by (3.15). In order to close this expression, let us further bound
the term !
2 in the definition of !I . Namely, according to (3.5), we have

!
2.s; t/ � 3

2

Z t

s
kruk2L2dr C .t � s/Sf

t

2
� c�S

f
t ; (3.17)

where we recall that we are working on a time interval Œ0; ��. Plugging this
inequality into the definition of !I , we end up with:

!I.s; t/ � c�S
f
t

�
!
1=p
w1 .s; t/C !

2=p
w2 .s; t/C !

1=p
w1 .s; t/!

2=p
w2 .s; t/C !

4=p
w2 .s; t/

�
:

Reporting the relation above into (3.16), we get

jıfstj � c�S
f
t

�
!
1=p
w1 .s; t/C !

2=p
w2 .s; t/C !

1=p
w1 .s; t/ !

2=p
w2 .s; t/C !

4=p
w2 .s; t/

�

� c�;pSf
t !1.s; t/; (3.18)
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where !1 is the control introduced in (3.11). Recall again that inequality (3.18) is
valid when !1.s; t/C !22.s; t/ � Lp. It is thus also satisfied when !1.s; t/ � Lp.

We are now in a position to directly apply our rough Gronwall Lemma 2.2 to
(3.18), with Q D f , � D 1=p and !2 D 0. It is readily checked that !1 is a control,
and hence:

Sf
t � 2 exp

�
cp !1.0; �/

�
f0 D 2 exp

�
cp !1.0; �/

�
ku0k2L2 ; (3.19)

which ends our proof. ut

3.3 L˛ Type Estimates

In this part, we are going to derive some L˛ estimates for the solution of Eq. (3.1),
generalizing the case ˛ D 2. As the reader will notice, the method is the same as for
the L2 case, but we include some computational details for convenience.

Remark 3.7 We will handle the case of L˛ estimates for an even integer ˛, in order
to have u˛ 	 0 and u˛�2 	 0 in the computations below. However, notice that other
values of ˛ can then be reached by simple interpolation methods.

We start this section with an analogue of Proposition 3.4.

Proposition 3.8 Let u be the solution of Eq. (3.1) alluded to in Hypothesis 3.2, and
consider an even integer ˛. We also set

`t D kutk˛L˛ C
Z t

0

u˛�2
r krurk2dr; and S`t D sup

s�t
`s:

Then the following holds true:

(i) Let 
˛ be the E�1-valued measure defined as:

ı
˛st. / D �˛.˛ � 1/

2

Z t

s
u˛�2

r jruj2. /dr � ˛

2

Z t

s
.u˛�1

r rur/.r /dr

(3.20)

Then we have:

!
˛ .s; t/ � ˛.˛ � 1/

4

Z t

s
u˛�2

r jrurj2dr C ˛.t � s/S`t
4

; (3.21)

provided the quantity above is finite.
(ii) The path u˛ admits the following representation :

ıu˛st. / D ı
˛st. /C
1X

iD1
˛ˇiu˛s .ei /w

1;i
st C

1X

jD1

1X

iD1
˛2u˛s . eiej/ˇiˇjw

2;ij
st C u˛;\st . /

(3.22)
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where  is a generic test function, and where u˛;\ is an element of V
q
3

2 for a
certain q < 3.

(iii) The increment ` satisfies the following relation: for 0 � s < t � � we have

ı`st D ˛

1X

iD1
u˛s .ei/ˇiw1;i

st C ˛2
1X

iD1

1X

jD1
u˛s .eiej/ˇiˇjw

2;ij
st C u˛;\st .1/; (3.23)

where 1 designates the function defined on R
d and identically equal to 1.

Proof With Remark 3.3 in mind and 
˛ defined in (3.21), it is readily checked that:

j.ı
˛/st. /j � ˛.˛ � 1/

2

Z t

s
u˛�2

r jrurj2drk kL1

C ˛

2

�Z t

s
u˛�2

r jrurj2dr

�1=2 �Z t

s
kurk˛L˛dr

�1=2
k kW1;1 : (3.24)

Invoking now Young’s inequality as we did in the previous L2 case, we get our claim
(3.21).

The proof of (3.22) is similar to the L2 case, except that we apply the change of
variable formula and relation (3.9) to h.z/ D z˛ . We obtain:

ıu˛st. / D ˛

Z t

s
�ur.u

˛�1
r  / dr C ˛

1X

iD1
ˇi

Z t

s
u˛r .ei /dwi

r;

so that an integration by parts in the first integral above yields:

ıu˛st. / D �˛.˛ � 1/
Z t

s
u˛�2

r jruj2. / dr � ˛

Z t

s
.u˛�1

r rur/.r / dr

C ˛

1X

iD1
ˇi

Z t

s
u˛r .ei / dwi

r: (3.25)

We now expand the rough integral in (3.10) along the increments of w. We end up
with relation (3.22), for a certain remainder u˛;\ 2 Vq=3

2 .E�1/.
As in the L2 case, relation (3.23) is simply obtained from (3.22) by considering

a sequence of test functions f nI n 	 1g such that limn!1 n D 1. ut
With Proposition 3.8 in hand, we can now derive the announced estimate in L˛

type spaces.

Theorem 3.9 Suppose w fulfills Hypothesis 2.3 and 2.4, and let u be the solution of
Eq. (3.1) given in Hypothesis 3.2. For 0 � s < t � � , set:

!1.s; t/ D !w1.s; t/C !2w2.s; t/C !w1.s; t/ !2w2.s; t/C !4w2.s; t/: (3.26)
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Then for any even integer ˛, the following L˛ norm estimate for the solution u holds
true:

sup
0�t��

�

kurk˛L˛ C
Z t

0

u˛�2
r jrurj2dr

�

� 2 exp
�
cp!1.0; �/

� ku0k˛L˛ ; (3.27)

where cp is a strictly positive constant.

Proof Recall that we have obtained the following decomposition in Proposition 3.8:

ıu˛st. / D ı
˛st. /C
1X

iD1

˛ˇiu
˛
s .ei /w1;i

st C
1X

jD1

1X

iD1

˛2u˛s . eiej/ˇiˇjw
2;ij
st C u˛;\st . /:

(3.28)

If we now set g D u˛ and 
g D 
˛ , we can proceed as in Theorem 3.5 and recast
(3.13) as:

ıgst. / D
1X

iD1
˛ˇigs.ei'/w1;i

st C ı

g
st.'/C

1X

i;jD1
˛2ˇiˇjgs.eiej'/w

2;ij
st C g\st.'/;

This equation is of the same form as (2.8), and thus we can apply Proposition 2.8
directly. We get the following bound for g\st, which is valid whenever !1.s; t/ C
!22.s; t/ � Lp;˛:

kg\stkE
�1 � cp!I.s; t/; or equivalently ku˛;\st kE

�1 � cp!I.s; t/; (3.29)

where the control !I is defined by:

!I.s; t/ � !
˛ .s; t/
�
!
1=p
w1 .s; t/C !

2=p
w2 .s; t/

�
C Su˛

t

�
2!

1=p
w1 .s; t/!

2=p
w2 .s; t/C !

4=p
w2 .s; t/

�
:

(3.30)

and where we recall that we have

Su˛
t D sup

s�t
ju˛s jE

�0 D sup
s�t

jusj˛L˛ :

Let us now go back to (3.13), and apply this relation to  D 1 (notice that the
function 1 obviously sits in E1). It is readily checked from (3.20) that:

ı
˛st.1/ D �˛.˛ � 1/

2

Z t

s
u˛�2

r jruj2dr;
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and thus (3.13) becomes:

ı`st D
1X

iD1
˛ˇiu

˛
s .ei/w1;i

st C
1X

jD1

1X

iD1
˛2u˛s .eiej/ˇiˇjw

2;ij
st C u˛;\st .1/

Therefore, bounding ku˛s kE
�0 by S`t and invoking (3.29) in order to estimate u˛;\st .1/,

we obtain:

jı`stj �
h
2!

1=p
w1 .s; t/C 4!

2=p
w2 .s; t/

i
S`t C !I.s; t/; (3.31)

where !I is given by (3.15). In order to close this expression, let us further bound
the term !
˛ in the definition of !I . Namely, according to (3.21), we have

!
˛ .s; t/ � ˛.˛ � 1/
4

Z t

s
u˛�2

r jrurj2dr C ˛.t � s/S`t
4

� c�;pS`t ;

which is the equivalent of relation (3.17) in our context. Starting from this point, we
can conclude exactly as in Theorem 3.5. ut

4 Application to Fractional Brownian Motion

This section is devoted to the application of our abstract results of Sect. 3 to
some more concrete examples of heat equations driven by an infinite dimensional
fractional Brownian motion. Though our general analysis was focused on equations
in R

d, we shall treat the case of both bounded and unbounded domains.

4.1 Equations in Bounded Domains

We first consider the case of an equation in a bounded domain D. This will enable
us to compare our hypothesis with the assumptions contained in [15] for similar
situations. Let us first label the conditions on our domain.

Hypothesis 4.1 In this section, we consider an open, bounded domain D with
smooth boundary @D, and satisfying the cone property.

On such a domain D, we wish to give conditions which are close enough to the
ones produced in [15]. This is why we consider an operator C given as follows:

Hypothesis 4.2 In the remainder of the section, C will stand for a linear, self-
adjoint, positive trace-class operator on L2.D/. This operator admits an orthonor-
mal basis .ei/i2N

C

of eigenfunctions, with corresponding eigenvalues .�i/i2N
C

. It
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also admits an integral representation, whose generating kernel is denoted as �.
Summarizing, for all i 	 0 and for almost every x 2 D we have:

Cei.x/ D
Z

D
�.x; y/ei.y/ dy D �iei.x/: (4.1)

We can now formulate our a priori estimate in this context:

Proposition 4.3 Let D � R
d be a domain fulfilling Hypothesis 4.1, together with

an operator C as in Hypothesis 4.2. On D, we consider the following equation:

dut.x/ D 1

2
�ut.x/C

1X

iD1
�i ut.x/ei.x/dBi

t; (4.2)

where .Bi
t/t2RC

/i2NC
is a sequence of one-dimensional, independent, identically dis-

tributed fractional Brownian motions with Hurst parameter H 2 . 1
3
; 1/, and  	 0

is a positive parameter. For the definition of ei and �i, we refer to Hypothesis 4.2.
In addition, we suppose that our operator C and its kernel � satisfy the following
conditions:

A� � sup
x2D

k�.x; �/kL2.D/ C kr�.x; �/kL2.D/ < 1; and
X

i�0
��1

i < 1: (4.3)

Then the results from Theorems 3.5 and 3.9 apply.

Proof It is well known (see e.g. [8, Chap. 15]) that any finite dimensional fractional
Brownian motion .Bi/i�N can be lifted as a rough path. It is thus enough to prove
conditions (2.6) and (2.7). We shall focus on condition (2.6), the other one being
checked with the same kind of arguments.

In order to verify (2.6), similarly to [15], we start by recasting (4.1) as:

ei.x/ D ��1
i

Z

D
�.x; y/ei.y/ dy; and rei.x/ D ��1

i

Z

D
r�.x; y/ei.y/ dy:

Hence, invoking Cauchy-Schwarz’ inequality and relation (4.3), we obtain:

jeijE1 � ��1
i A�keikL2.D/ D ��1

i A�: (4.4)

Now notice that (2.6) is ensured by the condition EŒ!
1=p
w1 .0; �/� < 1, where � is our

time horizon. Furthermore,

E

h
!
1=p
w1 .0; �/

i
D

1X

iD1
�i .1C jeijE1/ E

�
N Œw1;iI Vp

2 .Œs; t�/�
	
;
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and since EŒN Œw1;iI Vp
2 .Œs; t�/�� is uniformly bounded in i, we end up with

E

h
!
1=p
w1 .0; �/

i
� c�;w

1X

iD1
��1

i ;

which is a finite quantity according to our assumption (4.3). In conclusion,
Hypothesis 2.3 and 2.4 are satisfied, and Theorems 3.5 and 3.9 hold true. ut
Remark 4.4 With respect to [15], we have added here the assumption

sup
x2D

kr�.x; �/kL2.D/ < 1;

which is an artifact of our variational approach. This being said, let us recall that
our method applies to rough situations (compared to the case H > 1=2 dealt with in
[15]). We also believe that our method extends to non linear equations, with a noisy
term of the form

P1
iD1 �i �.ut.x//ei.x/dBi

t for a smooth coefficient � .

4.2 Equations in R
d

On the whole space R
d, choices of orthonormal basis of L2 are wide. For sake of

concreteness, we will stick here to a wavelet basis based on Shannon’s wavelet,
though a much more general setting can be found e.g. in [14].

Let us start by defining the L2 basis alluded to above (we refer again to [14] for
proofs of general facts on wavelets).

Lemma 4.5 Let  W R ! R be defined as

 .x/ D sin 2�.x � 1=2/

2�.x � 1=2/ � sin�.x � 1=2/

�.x � 1=2/
:

Then  2 L2.R/, and the following holds true:

(i) Let us introduce a family of scaled functions f j;kI j 	 0; k 2 Zg by:

 j;k.x/ D 2� j
2  

�
x � 2jk

2j

�

: (4.5)

This family is an orthonormal basis of L2.R/.
(ii) One can obtain an orthonormal basis of L2.Rd/ by tensorizing the previous

basis of L2.R/. Namely, for all j 	 0 and for n D .n1; � � � ; nd/, we denote

 j;n.x/ D 2�dj=2 

�
x1 � 2jn1

2j
; � � � ; xd � 2jnd

2j

�

:
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Then f j;n.x/g. j;n/2ZdC1 is an orthonormal basis of L2.Rd/. In addition, it is
readily checked that:

j j;kjE1 � 2
jd
2 ; (4.6)

where we recall that we work in the scale En D Wn;1.R/.

Remark 4.6 A completely correct version of Lemma 4.5 should include a so-called
father wavelet �. We omit this step for notational sake.

Under the setting of Lemma 4.5, here is our example of stochastic heat equation
on R

d:

Proposition 4.7 Consider the equation

dut.x/ D 1

2
�ut.x/C

1X

jD0

X

n2Zd

ˇj;nut.x/ j;n.x/dBj;n
t ;

where fBj;nI j 	 0; n 2 Z
dg is a sequence of one-dimensional, independent,

identically distributed fractional Brownian motions with Hurst parameter H 2
. 1
3
; 1/, and fˇj;nI j 	 0; n 2 Z

dg is a family of positive coefficients. We assume
that

Aˇ �
1X

jD0

X

n2Zd

2
dj
2 ˇj;n < 1: (4.7)

Then the results of Theorems 3.5 and 3.9 apply.

Proof We proceed as for Proposition 4.3, and we are easily reduced to show that
EŒ!

1=p
w1 .0; �/� is a finite quantity. In our case, we have

E

h
!
1=p
w1 .0; �/

i
D

1X

jD0

X

n2Zd

ˇj;n
�
1C j j;njE1

�
E
�
N Œw1;j;nI Vp

2 .Œs; t�/�
	
:

Moreover, the coefficients EŒN Œw1;j;nI Vp
2 .Œs; t�/�� are uniformly bounded in j; n.

Hence, owing to relation (4.6), we get:

E

h
!
1=p
w1 .0; �/

i
� c ;w

1X

jD0

X

n2Zd

2
dj
2 ˇj;n D c ;w Aˇ;

where Aˇ is introduced in condition (4.7). This concludes our proof in a straightfor-
ward way. ut
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Lévy Systems and Moment Formulas for Mixed
Poisson Integrals

Krzysztof Bogdan, Jan Rosiński, Grzegorz Serafin,
and Łukasz Wojciechowski

Abstract We propose Mecke-Palm formula for multiple integrals with respect to
the Poisson random measure and its intensity measure performed, or mixed, in an
arbitrary order. We apply the formulas to mixed Lévy systems of Lévy processes
and obtain moment formulas for mixed Poisson integrals.

Keywords Lévy system • Poisson-Skorochod integral
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1 Introduction

The Mecke-Palm formula is an important identity in stochastic analysis of Poisson
random measures. In this work we propose its generalization named the (multiple)
mixed-type Mecke-Palm formula. We show that the generalization is useful and has
a considerable scope of applications.

Part of our motivation comes from recent results on moments of stochastic
integrals [7, 21]. These were obtained for 1-processes in [21] by using combina-
torics of the binomial convolution to undo the usual compensation in stochastic
integration against Poisson random measures [11, 12]; and they were extended in
[7, Theorem 3.1] to ensembles of integrals of 1-processes.
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By compensation in the previous paragraph we mean integration against the
difference of the random Poisson measure and its intensity, or control, measure.
It is well-known that such integration fits well into the framework of L2 Hilbert
spaces [19]. In opposition, the results of this paper mainly concern iterated
integrations against the (uncompensated) Poisson random measure mixed with
integrations against the control measure. Such integrations preserve nonnegativity
and are performed under nonnegativity or absolute integrability conditions, rather
than the square-integrability conditions (for which see Lemma 4.8 below or [19]).
In both settings, however, the main feature of the iterated stochastic integration is
the impact of the diagonals in the corresponding Cartesian products of the state
space, which cannot be ignored because the random measure has atoms. The impact
is accounted for by using partitions of the set of coordinates. We shall see below
that in the setting of the uncompensated stochastic integration the description is
simpler than in the compensated, or L2, setting, for which we refer the reader to
[19, Chap. 5]. In fact, the integrals against the compensated Poisson measure can
be considered as (limits of) linear combinations of mixed integrals with respect to
the Poisson random measure and its control measure, which explains the added
complexity. Moreover, we may consider the results obtained in both settings as
consequences of the mixed Mecke-Palm formula and the structure of the family
of partitions. Our presentation is essentially self-contained in that it relies on the
mixed Mecke-Palm formula, which we explain from the first principles. We should
also remark that the integrands we consider are random, and in this respect they
are more general than those in [19]. A complete survey of results on integration
with respect to random measures is beyond the scope of this paper, but for more
information we like to refer the reader to [13, 14, 17].

Below we first prove the mixed Mecke-Palm formula and use its along with the
so-called linearization to obtain moments of stochastic integrals in more generality
than known before: we consider moments of k-processes with arbitrary integer
k 	 1, and we allow Poisson stochastic integrations to be mixed, up to arbitrary
multiplicity and order, with integrations against the intensity measure of the Poisson
random measure. Our proofs are more direct as compared to [21] and [7], because
they easily follow from the mixed Mecke-Palm formula.

When the random measure is given by the jumps of a Lévy process, the mixed
Mecke-Palm formula translates into multiple Lévy systems of mixed type, which
is our second main application. By the multiple Lévy systems of mixed type we
mean identities for expectations of functionals defined by accumulated summations
indexed by the jumps of the Lévy process and integrations against the product of
the linear Lebesgue measure on the time scale and the Lévy measure of the process
in space. They generalize the classical (single) Lévy system [3, 4, 8], which is an
important tool in the study of jump-type Markov processes. The multiple variants
have interesting applications and we indicate some of them.

The structure of the paper is as follows. In Theorem 2.4 of Sect. 2 we give
the mixed Mecke-Palm formula for k-processes. In Theorem 3.1 of Sect. 3 we
derive general moment formulas for ensembles of k-processes. These are illustrated
by the moments formulas for 1-processes and 2-processes in Sects. 3.2 and 3.3,
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respectively. In Theorem 4.3 of Sect. 4 we present the multiple mixed Lévy systems
for Lévy processes in R

d. In Sect. 4.2 we present several applications of the Lévy
systems including applications that merge the topics and techniques from Sects. 3
and 4. Some of the results are known, but even then the presentation may be of
interest. In Sect. 4.2 we give a proof of the simple Mecke-Palm formula, to make
the paper more self-contained.

2 Mixed Mecke-Palm Formulas

A direct approach to calculus of Poisson random measures is based on the
configuration space: Given a locally compact separable metric space X, any locally
finite subset of X is called a configuration on X. The configuration space is defined
as � D �X D f! � X W ! is a configuration on Xg [20]. The elements of � can
be identified with the class of locally finite, nonnegative-integer valued measures: if
! D fy1; y2; : : :g, where yi 2 X are all different, then we also write

! D
X

i

ıyi ;

where ıy is the probability measure concentrated at y 2 X. According to this
identification, ! will have two meanings depending on the context: a configuration
on X or a measure on X. We equip � with a �-algebra F , which is the smallest
sigma-algebra of subsets of � making the maps ! 7! !.A/ measurable for each
Borel set A � X cf. [12, Chap. 10]. A jointly measurable map

f W .X/k �� 3 .x1; : : : ; xkI!/ 7! f .x1; : : : ; xkI!/ 2 NR

is called a process or, more specifically, a k-process. Here NR D R [ f�1;1g,
k 2 N0 D f0; 1; : : :g, and when k D 0, i.e., f W � 3 ! 7! f .!/ 2 NR, we call f a
random variable. We also note that for every Borel function � 	 0 on X, the map

! 7!
Z

�.x/!.dx/

is well-defined and measurable, hence a random variable. We say that a k-process f
depends only on X � X, if f .x1; : : : ; xkI!/ D f .x1; : : : ; xkI! \ X / for all ! 2 �

and x1; : : : ; xk 2 X.
We let Xn

diag D fx D .x1; � � � ; xn/ 2 X
n W xi D xj for some i ¤ jg and X

n
¤ D

X
n n X

n
diag, where X

1
¤ D X. Given a k-process f and n 2 N we define the n-th

coefficient f.n/ of f as a function f.n/ W Xk � X
n
¤ 7! NR such that

f.n/.x1; : : : ; xkI y1; : : : ; yn/ D f .x1; : : : ; xkI!/; where ! D fy1; : : : ; yng:
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We also let f.0/.x1; : : : ; xk/ D f .x1; : : : ; xkI ;/. Thus, coefficients f.n/ are Borel
functions on X

k � X
n
¤ invariant upon permutations of the last n coordinates. In

particular, for random variables (0-processes) f we simply have f.n/. y1; : : : ; yn/ D
f .fy1; : : : ; yng/, where y1; : : : ; yn are all different, and f.0/ D f .;/. Of course,
if f is a k-process, then ! 7! f .x1; : : : ; xkI!/ is a random variable for every
choice of x1; : : : ; xk 2 X, and the n-th coefficient of this random variable is
f.n/.x1; : : : ; xkI y1; : : : ; yn/, provided . y1; : : : ; yn/ 2 X

n
¤.

Now we define a Poisson probability measure P on .�;F/ and the corresponding
expectation E. Notice that N.A; !/ WD !.A/ is a random measure on X under any
probability measure on �, but we will consider the probability P which makes
N a Poisson random measure with intensity measure �.A/ D EN.A/. Here is
a construction of P. The main analytic datum is a non-atomic measure � finite
on compact subsets of X. If X is a Borel subset of X and �.X / < 1, then the
corresponding probability, say PX , is concentrated on finite configurations �X on
X and defined by

EX f D
Z

�X
f .!/PX .d!/

D e��.X /
1X

nD0

1

nŠ

Z

X n
f.n/. y1; : : : ; yn/�.dyn/ � � ��.dy1/; (2.1)

cf. [20, p. 196]. Here the first term on the rightmost of (2.1) is e��.X /f.0/, according
to a general convention.

Further, let Borel sets X1;X2; : : : � X be such that
S

m Xm D X, Xm\Xn D ; for
m ¤ n, and �.Xm/ < 1 for every m. We identify �X with ˝m�Xm by identifying
! with .! \ Xm/m. Then P is unambiguously defined as the product measure,

P D ˝mPXm :

For X � X, PX may be considered as a marginal distribution of P, and for random
variables f1, f2 depending only on disjoint X1;X2 � X, respectively, we have

EŒ f1.!/f2.!/� D EX1 Œ f1.!/� EX2 Œ f2.!/�: (2.2)

Here the notions of the independence of a function from a set of arguments, and
the probabilistic independence happily meet. In what follows E and P are always
the expectation and distribution making ! a Poisson random measure with control
measure � (in Sect. 4 we make additional structure assumptions on X and �).

In what follows we denote !1 D !, !0 D � , for ! 2 �. For a 1-process f 	 0

and � 2 f0; 1g, we have

E

Z

X

f .xI!/ !�.dx/ D
Z

X

Ef .xI! C �ıx/ �.dx/: (2.3)
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Indeed, for � D 0 the identity follows from Fubini-Tonelli, and if � D 1, then
it is the celebrated Mecke-Palm formula, see also [15, (2.10)]. (For the readers’s
convenience a direct proof of the Mecke-Palm formula is given in Sect. 4.2.)

We say that a k-process f vanishes on the diagonals if for all ! 2 � D �X we
have f .x1; : : : ; xkI !/ D 0 whenever .x1; : : : ; xk/ 2 X

k
diag, i.e. whenever xi D xj for

some 1 � i < j � k. This condition is restrictive only if k 	 2. We propose the
following mixed Mecke-Palm formula.

Lemma 2.1 If f 	 0 vanishes on the diagonals and �1; : : : ; �k 2 f0; 1g, then

E

Z

Xk

f .x1; : : : ; xkI!/!�1 .dx1/ � � �!�k .dxk/ (2.4)

D
Z

Xk

E f
�

x1; : : : ; xkI! C
kX

iD1
�iıxi

�
�.dx1/ � � ��.dxk/:

Proof Case k D 0 is trivial: Ef .!/ D Ef .!/. Case k D 1 is precisely (2.3). For
k > 1 we define

g.xI!I �1; : : : ; �k�1/ D
Z

Xk�1

f .x1; : : : ; xk�1; xI!/!�1 .dx1/ � � �!�k�1 .dxk�1/:

Since f .x1; : : : ; xk�1; xI!/ vanishes on X
k
diag, we get

g.xI! C ıxI �1; : : : ; �k�1/

D
Z

Xk�1

f .x1; : : : ; xk�1; xI! C ıx/ .!�1 C �1ıx/.dx1/ � � � .!�k�1 C �k�1ıx/.dxk�1/

D
Z

Xk�1

f .x1; : : : ; xk�1; xI! C ıx/ !�1 .dx1/ � � �!�k�1 .dxk�1/: (2.5)

By (2.3), (2.5) and induction we obtain

E

Z

Xk

f .x1; : : : ; xkI!/!�1 .dx1/ � � �!�k .dxk/

D E

Z

X

g.xkI!I �1; : : : ; �k�1/ !�k .dxk/ D
Z

X

Eg.xkI! C �kıxk I �1; : : : ; �k�1/ �.dxk/

D
Z

X

E

Z

Xk�1

f .x1; : : : ; xk�1; xkI! C �kıxk/ !�1.dx1/ � � �!�k�1 .dxk�1/�.dxk/

D
Z

Xk

E f
�

x1; : : : ; xkI! C
kX

iD1
�iıxi

�
�.dx1/ � � ��.dxk/;

which proves (2.4). �
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Remark 2.2 Lemma 2.1 extends to signed processes f satisfying

Z

Xk

E

ˇ
ˇ
ˇ f
�

x1; : : : ; xkI! C
kX

iD1
�iıxi

�ˇ
ˇ
ˇ �.dx1/ � � ��.dxk/ < 1;

because of the decomposition f D fC � f�, where fC D max. f ; 0/ and f� D
max.�f ; 0/. In what follows we leave such extensions to the reader.

Remark 2.3 The assumption in Lemma 2.1 that f should vanish on the diagonals is
essential. Indeed, take k D 2 and (deterministic) f .x1; x2I!/ D 1x1Dx2 for .x1; x2/ 2
X
2. Considering the atoms of ! we have

Z

X2

f .x1; x2I!/ !.dx1/!.dx2/ D
X

x12!

X

x22!
1x1Dx2 D !.X/;

hence

E

Z

X2

f .x1; x2I!/ !.dx1/!.dx2/ D �.X/:

On the other hand � is non-atomic, therefore

Z

X2

Ef .x1; x2I!/ �.dx1/�.dx2/ D
Z

X2

f .x1; x2I!/�.dx1/�.dx2/ D 0:

Motivated by the above example we shall give a version of the multiple Mecke-Palm
formula for processes which do not necessarily vanish on the diagonals. This calls
for a notation that can handle partitions: For integers k; n 	 1 we consider a family
of pairwise disjoint nonempty sets (blocks) of integers P D fP1; : : : ;Pkg, such
that

Sk
iD1 Pi D f1; : : : ; ng. Thus, P is a partition of f1; : : : ; ng. We denote by Pn

the set of all such partitions. We will use partitions to describe effects of mixed
integrations with respect to the Poisson measure and the control measure on the
diagonals of Xn, in a manner which resembles the approach to multiple Itô integrals
and compensated Poisson integrals in [19]. For P 2 Pn we let

X
n
P D




.x1; : : : ; xn/ 2 X
n W xi D xj iff i; j 2 Ps for some s 2 f1; : : : ; kg



:
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For P D fP1; : : : ;Pkg 2 Pn and y 2 X
k
¤, we define yŒP� D . yŒP�1 ; : : : ; y

ŒP�
n / by letting

yŒP�i D yj if i 2 Pj. We have, as in Remark 2.3,

Z

Xn
f .x1; : : : ; xnI!/!.dx1/ � � �!.dxn/

D
X

PDfP1;:::;Pkg2Pn

Z

X
n
P

f .xI!/!.dx1/ � � �!.dxn/

D
X

PDfP1;:::;Pkg2Pn

Z

X
k
¤

f . yŒP�I!/!.dy1/ � � �!.dyk/: (2.6)

As in Remark 2.3 we also note that for n > 1 and all !,

Z

Xn
1x1Dx2D:::Dxn�.dx1/!.dx2/ � � �!.dxn/ D 0; (2.7)

because the first marginal of the product measure is non-atomic. Therefore in view
of generalizing (2.6) to mixed integrations against !1 and !0, we propose the
following notation. For �1; : : : ; �n 2 f0; 1g we let � D .�1; : : : ; �n/ and consider
the family P�

n of all the partitions P D fP1; : : : ;Pkg of f1; : : : ; ng such that for every
block Pi 2 P with jPij > 1 we have �j D 1 for all j 2 Pi. For P 2 P�

n we let

�ŒP� D .�
ŒP�
1 ; : : : ; �

ŒP�
k /, where �ŒP�1 D �i1 ; : : : ; �

ŒP�
k D �ik and i1 2 P1; : : : ; ik 2 Pk. For

y D . y1; : : : ; yk/ 2 X
k we then let y�ŒP� D fyi W �ŒP�i D 1g. In the following extension

of Lemma 2.1 we write x for .x1; : : : ; xn/ 2 X
n and �k.dy/ D �.dy1/ � � ��.dyk/. The

identity (2.8) below gives an algorithm to calculate expectations of Poisson integrals
mixed with integrations against the control measure.

Theorem 2.4 Let E be the expectation making configurations ! on X a Poisson
random measure with control measure � . For every n-process f 	 0 and �1; : : : ; �n 2
f0; 1g we have

E

Z

Xn

f .xI!/!�1 .dx1/ � � �!�n.dxn/ (2.8)

D
X

PDfP1;:::;Pkg2P�
n

Z

X
k
¤

E f
�
yŒP�I! [ y�ŒP�

�
�k.dy/:
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Proof By similar reasons as in (2.6), and by Lemma 2.1,

E

Z

Xn

f .xI!/!�1 .dx1/ � � �!�n.dxn/

D
X

PDfP1;:::;Pkg2Pn

E

Z

X
n
P

f .xI!/ !�1 .dx1/ � � �!�n.dxn/

D
X

PDfP1;:::;Pkg2P�
n

E

Z

X
n
P

f .xI!/ !�1 .dx1/ � � �!�n.dxn/ (2.9)

D
X

PDfP1;:::;Pkg2P�
n

E

Z

X
k
¤

f
�
yŒP�I!� !�ŒP� .dy/

D
X

PDfP1;:::;Pkg2P�
n

Z

X
k
¤

Ef
�
yŒP�I! [ y�ŒP�

�
�k.dy/:

In (2.9) we use (2.7) to eliminate P … P�
n . �

3 Moments

In this section we give applications of the mixed Mecke-Palm formula to expecta-
tions of products of mixed stochastic integrals. As before, ! denotes the Poisson
random measure with control measure � on X and probability P and expectation E.

3.1 General Moment Formulas

Theorem 3.1 below generalizes moment formulas of [7, 21]. As we see in the proof,
the result is equivalent to the mixed Mecke-Palm formula (2.8) and is obtained after
a simple linearization procedure. Let S be a finite set and X

S D fx W S ! Xg. For
x 2 X

S and s 2 S we write xs D x.s/. We considerP.S/, the class of all the partitions
P D fP1; : : : ;Pkg of S. Here (blocks) P1; : : : ;Pk are disjoint, and

Sk
˛D1 P˛ D S. Let

P 2 P.S/ and consider the P-diagonal:

X
S
P D fx 2 X

S W xs D xt iff there is 2 f1; : : : ; kg such that s; t 2 P˛g:

For � W S ! f0; 1g we denote !�.dx/ D ˝s2S!�s.dxs/. We note that !� vanishes on
XS

P if there is block P˛ 2 P with cardinality jP˛j > 1 and such that � D 0 at some
point of P˛. This is so because the product measure has a non-atomic marginal. The
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set of all the remaining partitions will be denoted P�.S/. In particular, if P 2 P�.S/
then � is constant on every block of P, and we may define �P

˛ WD �s if s 2 P˛ ,
˛ D 1; : : : ; k. We denote �P D .�P

1 ; : : : ; �
P
k /. For y D . y1; : : : ; yk/ 2 X

k we let
yP

s D y˛ if s 2 P˛. Thus, �P 2 f0; 1gk and yP 2 X
S. For measurable f W XS ! RC

we have
Z

XP
f .x/!�.dx/ D

Z

Xk
f . yP/!�1 .dy1/ � � �!�k .dyk/;

which follows because ! is a sum of Dirac measures supported at different points.
Let l 2 N and r1; n1; : : : ; rl; nl 	 1. We define

S D f.˛; ˇ; �/ W 1 � ˛ � l; 1 � ˇ � r˛; 1 � � � n˛g:
If 1 � ˛ � l and 1 � � � n˛, then we let

S˛;� D f.˛; ˇ; �/ 2 S W 1 � ˇ � r˛g:
For z 2 X

S we write, as usual, zS˛;� for the restriction of z to S˛;� . If P D
fP1; : : : ;Pkg 2 P.S/ and y 2 X

k, then yP
S˛;�

denotes . yP/S˛;� . In particular, yP
S˛;�

2
X

S˛;� .

Theorem 3.1 Let E be the expectation making ! a Poisson random measure on X

with control measure � . Let f0; f1; : : : ; fl 	 0 be 0; r1; : : : ; rl-processes, respectively.
Let �.1/ 2 f0; 1gr1; : : : ; �.l/ 2 f0; 1grl. For s D .˛; ˇ; �/ 2 S we define �s D �.˛/.ˇ/.
Then,

E

"

f0.!/

�Z

Xr1

f1. yI!/!�.1/ .dy/

�n1

: : :

�Z

Xrl

fl. yI!/!�.l/ .dy/

�nl
#

(3.1)

D
X

PDfP1;:::;Pkg2P�.S/

E

2

6
6
4

Z

X
k
¤

f0.! [
[

�sD1
fyP

s g/
lY

˛D1

nY̨

�D1
f˛. yP

S˛;� I! [
[

�sD1
fyP

s g/�k.dy/

3

7
7
5 :

Proof The first transformation in the calculation below we call linearization, and
the last one follows from Theorem 2.4:

E

"

f0.!/

0

@
Z

Xr1

f1. yI!/!�.1/ .dy/

1

A

n1

: : :

0

@
Z

Xrl

fl. yI!/!�.l/ .dy/

1

A

nl #

D E

�

f0.!/
Z

Xr1

: : :

Z

Xr1

n1Y

�D1
f1. yS1;� I!/!�.1/ .dyS1;1/ : : : !�.1/ .dyS1;n1

/�

� � � �
Z

Xrl

: : :

Z

Xrl

nlY

�D1
fl. ySl;� I!/!�.l/ .dySl;1/ : : : !�.l/ .dySl;nl

/

�
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D E

� Z

XS
f0.!/

lY

˛D1

nY̨

�D1
f˛. yS˛;� I!/!�.1/ .dyS1;1 / : : : !�.1/ .dyS1;n1

/ : : :

: : : !�.l/ .dySl;1/ : : : !�.l/ .dySl;nl
/

�

D E

2

6
6
4

X

PDfP1;:::;Pkg2P.S/

Z

X
k
¤

f0.!/
lY

˛D1

nY̨

�D1
f˛. yP

S˛;�
I!/!�P.dy/

3

7
7
5

D E

X

PDfP1;:::;Pkg2P�.S/

Z

X
k
¤

f0.! [
[

�sD1
fyP

s g/
lY

˛D1

nY̨

�D1
f˛. yP

S˛;� I! [
[

�sD1
fyP

s g/�k.dy/:

�
In concrete computations one may either use Theorem 3.1, along with its somewhat
heavy notation, or just follow its proof, i.e. use linearization and the mixed Mecke-
Palm formula. For instance in Lemma 3.3 below it is simpler to use the latter
approach.

3.2 Moment Formulas for Stochastic Integrals of 1-Processes

We first specialize to 1-processes. Let k; l; n1; : : : ; nl 2 N D f1; 2; : : :g and n D
n1 C : : :C nl. For j D 1; : : : ; l and P D fP1; : : : ;Pkg 2 Pn we denote

Pi; j D fd 2 Pi W
X

0<m<j

nm < d �
X

0<m�j

nmg:

Let jPi; jj be the number of elements of Pi; j.

Corollary 3.2 For a random variable f0 	 0 and 1-processes f1; : : : ; fl 	 0,

E

�

f0.!/

�Z

X

f1.xI!/!.dx/

�n1

� � �
�Z

X

fl.xI!/!.dx/

�nl
�

(3.2)

D
X

P2Pn

E

Z

Xk
f0.! C

kX

iD1
ıyi/f

jP1;1j
1 . y1I! C

kX

iD1
ıyi/ � � � f

jP1;lj
l . y1I! C

kX

iD1
ıyi/ �

�f jPk;1j
1 . ykI! C

kX

iD1
ıyi/ � � � f jPk;lj

l . ykI! C
kX

iD1
ıyi/�.dy1/ : : : �.dyk/:
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Proof The result follows from Theorem 3.1. �
For l D 1 we recover [21, (1.2)]:

E

�

v.!/

�Z

X

u.xI!/!.dx/

�n�

D
X

PDfP1;:::;Pkg2Pn

E

� Z

Xk
v.! [ y/u. y1I! [ y/jP1j : : : u. ykI! [ y/jPkj�.dy1/ : : : �.dyk/

�

;

where y D fy1; : : : ; ykg and u 	 0 is a 1-process. With arbitrary l we obtain an
alternative proof of [7, Theorem 3.1] for random Poisson measures. In passing we
also refer the reader to recent papers [16] and [6].

3.3 The Second Moment of Stochastic Integrals of 2-Processes

Moments of arbitrary k-processes require formulas of increasing complexity, but
they are entirely explicit. Here is a telling example.

Lemma 3.3 If f 	 0 is a 2-process, then

E

�Z

X2

f .x1; x2I!/!.dx1/!.dx2/

�2
D
Z

X

Ef 2.x; xI! [ fxg/�.dx/ (3.3)

C 2

Z

X
2
¤

Ef .x; xI! [ fx; yg/f .x; yI! [ fx; yg/�.dx/�.dy/

C 2

Z

X
2
¤

Ef .x; xI! [ fx; yg/f . y; xI! [ fx; yg/�.dx/�.dy/

C
Z

X
2
¤

Ef .x; xI! [ fx; yg/f . y; yI! [ fx; yg/�.dx/�.dy/

C
Z

X
2
¤

Ef 2.x; yI! [ fx; yg/�.dx/�.dy/

C
Z

X
2
¤

Ef .x; yI! [ fx; yg/f . y; xI! [ fx; yg/�.dx/�.dy/

C 2

Z

X
3
¤

Ef .x; xI! [ fx; y; zg/f . y; zI! [ fx; y; zg/�.dx/�.dy/�.dz/

C 2

Z

X
3
¤

Ef .x; yI! [ fx; y; zg/f .z; xI! [ fx; y; zg/�.dx/�.dy/�.dz/
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C
Z

X
3
¤

Ef .x; yI! [ fx; y; zg/f .x; zI! [ fx; y; zg/�.dx/�.dy/�.dz/

C
Z

X
3
¤

Ef . y; xI! [ fx; y; zg/f .z; xI! [ fx; y; zg/�.dx/�.dy/�.dz/

C
Z

X
4
¤

Ef .x; yI! [ fx; y; z; tg/f .z; tI! [ fx; y; z; tg/�.dx/�.dy/�.dz/�.dt/:

Proof By linearization,

�Z

X2

f .x1; x2I!/!.dx1/!.dx2/

�2

D
Z

X4

g.x; y; z; t/!.dx/!.dy/!.dz/!.dt/;

where g.x; y; z; tI!/ D f .x; yI!/f .z; tI!/. We will use Theorem 2.4. The partitions
involved have k D 1, 2, 3 or 4 blocks, because the number 4 can be represented as
the following sums: 4, 3C1, 2C2, 2C1C1, 1C1C1C1. In particular, the partition
of f1; 2; 3; 4g with only one block (k D 1), namely ff1; 2; 3; 4gg, contributes

E

Z

X

g.x; x; x; xI! [ fxg/�.dx/ D
Z

X

Ef 2.x; xI! [ fxg/�.dx/

to (3.3). Then, partitions with k D 2 blocks are of type 3C 1 and 2C 2. In the first
case there are 4 different partitions as there are 4 different choices of the singleton.
For instance, P D ff1; 2; 3g; f4gg contributes

Z

X
2
¤

Eg.x; x; x; yI! [ fx; yg/�.dx/�.dy/

D
Z

X
2
¤

Ef .x; xI! [ fx; yg/f .x; yI! [ fx; yg/�.dx/�.dy/

to (3.3). The contribution to (3.3) from all the partitions of type 3C1 are the 2nd and
the 3rd terms on the right-hand side of (3.3). In the case 2C 2, P D ff1; 2g; f3; 4gg
contributes

Z

X
2
¤

Ef .x; xI! [ fx; yg/f . y; yI! [ fx; yg/�.dx/�.dy/;

to (3.3), and the contributions from all the partitions of type 2C 2 are precisely the
4th through 6th terms on the right-hand side of (3.3).
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For k D 3 we have partitions of type 2C1C1, e.g. P D ff1; 2g; f3g; f4gg, which
contributes

Z

X
3
¤

Ef .x; xI! [ fx; y; zg/f . y; zI! [ fx; y; zg/�.dx/�.dy/�.dz/;

to (3.3), and all partitions of type 2C 1C 1 result in the 7th through 10th terms on
the right-hand side of (3.3). Finally, the partition into k D 4 singletons yields

Z

X
4
¤

Ef .x; yI! [ fx; y; z; tg/f .z; tI! [ fx; y; z; tg/�.dx/�.dy/�.dz/�.dt/:

This finishes the verification of (3.3). �
We now investigate the second moment of mixed double stochastic integrals, the

ones with respect to the random measures ! ˝ � and � ˝ !.

Lemma 3.4 If f 	 0 is a 2-process, then

E

�Z

X2

f .x1; x2I!/!.dx2/�.dx1/

�2

D E

�Z

X2

f .x1; x2I!/�.dx1/!.dx2/

�2
(3.4)

D E

Z

X
3
¤

f .x; yI! [ fyg/f .z; yI! [ fyg/�.dx/�.dy/�.dz/ (3.5)

C E

Z

X
4
¤

f .x; yI! [ fy; tg/f .z; tI! [ fy; tg/�.dx/�.dy/�.dz/�.dt/:

Proof Equation (3.4) follows from Fubini-Tonelli. Then the expectation in (3.4) is
written as

E

Z

X4

f .x; yI!/f .z; tI!/�.dx/!.dy/�.dz/!.dt/;

and by Theorem 2.4 we get the equality (3.5), as in the proof of Lemma 3.3. �

4 Lévy Systems

An important motivation for this work is due to the so-called Lévy systems for Lévy
processes. These are identities between expectations of sums taken with respect to
the jumps of a Lévy process and expectations of integrals taken with respect to the
corresponding intensity measure. There exists a considerable variety of (multiple)
Lévy systems, which we discuss below.
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4.1 General Result

We consider (time) RC D .0;1/, (space) Rd and (space-time) RC � R
d.

Let  be a non-zero Lévy measure on R
d, thus .f0g/ D 0 and

Z

Rd
minf1; z2g.dz/ < 1:

Let X D fXtgt�0 be a Lévy process in R
d with Lévy triplet .;A; b/, where A is a

symmetric, nonnegative-definite d � d matrix and b 2 R
d [22]. Let P and E be the

distribution and the expectation of the process and consider

pt.A/ D P.Xt 2 A/;

the convolution semigroup of X. Let �Xu D Xu � Xu� and

! D
X

u>0;�Xu¤0
ı.u;�Xu/:

Then ! is a Poisson random measure with the intensity (control) measure
�.dudz/ D du.dz/ on

X D RC � R
d
0

[10, Sects. I.9, II.3, Example II.4.1] related to X by the Lévy-Itô decomposition [22,
Chap. 4], [10, Example II.4.1]. We may and do identify !, P and E with those from
Sect. 2 given by �.dudz/ D du.dz/. The following well-known identity is called
the (simple) Lévy system (more comments are given after the proof).

Lemma 4.1 If F W RC � R
d � R

d ! NR is nonnegative, then

E

X

0<u<1
�Xu¤0

F.u;Xu�;Xu/ D E

1Z

0

Z

Rd

F.u;Xu;Xu C z/.dz/du : (4.1)

Proof First, let X be a compound Poisson process, that is .Rd/ < 1, X.t/ D
PN.t/

iD1 Zi, where N.t/ has Poisson distribution with expectation t.Rd/, and Zi are
i.i.d. random variables with distribution =.Rd/. Therefore

pt D e�jjte�t D e�jjt
1X

nD0

tn�n

nŠ
:
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By Fubini-Tonelli theorem the right-hand side of (4.1) equals

1Z

0

Z

Rd

Z

Rd

F.u; x; x C z/pu.dx/.dz/du: (4.2)

Let Si D infft > 0 W N.t/ D ig, the arrival time of the i-th jump of X. Recall that Si

has gamma distribution, and clearly XSi has distributione�i. By Fubini-Tonelli the
left-hand side of (4.1) equals

E

1X

iD1
F.Si;XSi�;XSi/

D
1X

iD1

1Z

0

Z

Rd

Z

Rd

F.u; x; x C z/
jjiui�1

.i � 1/Še
�jjue �.i�1/.dx/e.dz/du

D
1Z

0

Z

Rd

Z

Rd

F.u; x; x C z/

�

e�jju
1X

iD1

ui�1�.i�1/

.i � 1/Š .dx/

�

.dz/du

D
1Z

0

Z

Rd

Z

Rd

F.u; x; x C z/pu.dx/.dz/du:

This yields (4.1) for compound Poisson process X. Now let X be a general Lévy
process. We shall prove that for every � > 0,

E

X

0<u<1j�Xuj��

F.u;Xu�;Xu/ D E

Z 1

0

Z

jzj��
F.u;Xu;Xu C z/.dz/dv: (4.3)

To this end we use the following decomposition,

Xt D Vt C Zt:

The terms in the decomposition have the following properties. Process Vt is a Lévy
process with the triplet .A; 

ˇ
ˇjzj<�; b/, on a probability space .�V ;FV ;PV/. Here


ˇ
ˇjzj<� is the measure  restricted to fz 2 R

d W jzj < �g. Zt is a compound

Poisson process on an independent probability space .�Z;FZ;PZ/, and has the Lévy
measure 

ˇ
ˇjzj�� . We denote by E

V ;EZ and P
V , PZ the corresponding expectations

and probabilities. We may assume that� D �V ��Z and P D P
V ˝ P

Z , according
to the fact that V and Z are independent. In what follows we consider

eF.v; x; y/ D F.v;Vv� C x;Vv C y/: (4.4)
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By Fubini-Tonelli theorem and by (4.1) for the compound Poisson process Z, the
left hand side of (4.3) becomes

E
V
E

Z
X

j�.VuCZu/j��
F.u;Vu� C Zu�;Vu C Zu/

D E
V
E

Z
X

j�Zuj��
eF.u;Zu�;Zu/ D E

V
E

Z

1Z

0

Z

jzj��

eF.u;Zu;Zu C z/.dz/du

D E

1Z

0

Z

jzj��
F.u;Xu;Xu C z/.dz/du:

We have proved (4.3). Let � # 0. By the monotone convergence theorem,

E

X

j�Yuj��
F.u;Xu�;Xu/ ! E

X

�Yu¤0
F.u;Xu�;Xu/; (4.5)

and

E

1Z

0

Z

jzj��
F.u;Xu;Xu C z/.dz/du ! E

1Z

0

Z

Rd

F.u;Xu;Xu C z/.dz/du: (4.6)

By (4.6), (4.5) and (4.3) we obtain (4.1). �
Lemma 4.1 asserts that the expected sum over the jumps of the Lévy process X
equals to the expectation of the integral with respect to the corresponding intensity
measure. As we remarked, the result is well-known, see [3], [8, p. 375], [4, VII.2(d)],
but the above direct proof seems original, and will be used below. We next present
a reformulation of Lemma 4.1 followed by extensions of Lemma 4.1, which we call
multiple mixed Lévy systems.

Lemma 4.2 If F W RC � R
d � R

d ! NR is nonnegative, then

E

X

0<u<1
�Xu¤0

F.u;Xu�; �Xu/ D E

1Z

0

Z

Rd

F.u;Xu; z/.dz/du :

Here RC D .0;1/. The multiple mixed Lévy systems can be described within the
framework presented in the previous sections. We consider the “simplex”

X
n
< D f.u1; z1I : : : I un; zn/ 2 X

n W 0 < u1 < � � � < ung:
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The following are all the multiple mixed Lévy systems.

Theorem 4.3 Let X be a Lévy process in R
d with the Lévy measure , the

expectation E and the Poisson random measure of jumps !. Let �1; : : : ; �n 2 f0; 1g
and let F W .RC � R

d � R
d/n 7! Œ0;1� be measurable. Then,

E

Z

X
n
<

F.u1;Xu1�; z1I : : : I un;Xun�; zn/!�1.du1dz1/ : : : !�n.dundzn/ (4.7)

D
Z

X
n
<

EF.u1;Xu1�; z1I : : : I uj;Xuj� C
j�1X

iD1
�izi; zjI : : : I

un;Xun� C
n�1X

iD1
�izi; zn/ du1.dz1/ � � � dun.dzn/

D
Z

X
n
<

Z

.Rd/n
F.u1; y1; z1I : : : I un;

nX

iD1
yi C

n�1X

iD1
�izi; zn/

pu1 .dy1/ : : : pun�un�1 .dyn/ du1.dz1/ � � � dun.dzn/: (4.8)

Proof We first prove this result for compound Poisson process X. By the Lévy-Itô
decomposition for t 	 0 we have

Xt� D Xt�.!/ D
Z

.0;t/

Z

Rd

z!.dudz/� t.Rd/;

and

Xt D Xt.!/ D
Z

.0;t�

Z

Rd

z!.dudz/� t.Rd/:

We note that Xt� is a 1-process on X, and

1X
n
<
.u1; z1I : : : I un; zn/F.u1;Xu1�; z1I : : : I un;Xun�; zn/

is an n-process, which vanishes on the diagonals. Using the notation from the proof
of Lemma 2.1, by Theorem 2.4 we see that the left-hand side of (4.7) equals

Z

X
n
<

EF
�
u1;Xu1�.! C

nX

iD1
�iı.ui;zi//; z1I : : : I un;Xun�.! C

nX

iD1
�iı.ui;zi//; zn

�

du1.dz1/ � � � dun.dzn/:
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Since

Xuj�.! C
jX

iD1
�iı.ui;zi// D Xuj�.!/C

j�1X

iD1
�izi;

(4.7) follows. Then we note that the distribution of Xu� is the same as that of
Xu, which is pu, and we use Fubini-Tonelli to get (4.8). This resolves the case of
compound Poisson processes. The case of the general Lévy processes follows as in
the proof of Lemma 4.1. �

The next two results are direct consequences of Theorem 4.3.

Corollary 4.4 If X is a Lévy process and F is nonnegative, then

E

X

0<u1<:::<un�1
�Xu1¤0;:::;�Xun ¤0

F.u1;Xu1�;Xu1 I : : : I un;Xun�;Xun/ (4.9)

D E

1Z

0

: : :

1Z

un�1

Z

Rd

: : :

Z

Rd

F.u1;Xu1 ;Xu1 C z1I : : : I

un;Xun C z1 C : : :C zn�1;Xun C z1 C : : :C zn/.dzn/ : : : .dz1/dun : : : du1:

Corollary 4.5 If X is a Lévy process and F is nonnegative, then

E

X

0<s<1
�Ys¤0

Z 1

s

Z

Rd
F.s;Xs�;XsI s1;Xs1 ;Xs1 C z1/.dz1/ds1 (4.10)

D E

Z 1

0

Z

Rd

X

s<s1<1
�Xs1¤0

F.s;Xs;Xs C zI s1;Xs1� C z;Xs1 C z/.dz/ds

D E

1Z

0

1Z

s

Z

Rd

Z

Rd

F.s;Xs;Xs C zI s1;Xs1 C z;Xs1 C z C z1/.dz1/.dz/ds1ds:

We note in passing that Corollaries 4.4 and 4.5 can also be proved without using
Mecke-Palm formula, in a way similar to the first part of the proof of Lemma 4.1,
see [24]. The proofs are quite involved and the proof of the general mixed Lévy
systems is fraught with problems if similar approach is to be used. On the contrary,
Theorem 4.3 offers a clear insight into the structure of multidimensional mixed-
type Lévy systems. The structure is explained by accumulating zi, the i-th variable
of the integrations performed in (4.8), as a jump of the process X at the moment
ui, but only if zi is integrated against the Poisson random measure, rather than it’s
control measure. By accumulation we mean that such jumps are indeed added to
the trajectory of the process. We encourage the reader to consider the statement of
Corollary 4.5 from this perspective.
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Remark 4.6 We note that Theorem 4.3 may be generalized to allow for n-processes
more complicated than F.u1;Xu1�; z1I : : : I un;Xun�; zn/, with similar proofs based
on the mixed Mecke-Palm formula. Such extensions may involve predictable
factors, cf. [8, p. 375], [4, VII.2(d)], and integration of processes which are not
adapted to the usual filtration associated with the Lévy process.
To illustrate Remark 4.6 we give the following classical result, cf. [4, VII.2(d)].
An additional discussion is given at the end of Sect. 4.2.

Lemma 4.7 If F 	 0 and gt 	 0 is predictable, then

E

X

0<u<1
�Xu¤0

guF.u;Xu�;Xu/ D E

1Z

0

Z

Rd

guF.u;Xu;Xu C z/.dz/du : (4.11)

Proof guF.u;Xu�;Xu/ D gu.!/F.u;Xu�.!/;Xu�.!/Cz/ is a 1-process on RC�R
d .

By predictability, gu.!Cı.u;z// D gu.!/ almost surely. The result then follows from
the usual Mecke-Palm identity (1). �

4.2 Applications

The purpose of this section is to present some consequences of our formulas. One
of them is the well-known Ikeda-Watanabe formula [9], given as (4.13) below. It
concerns the situation of the Lévy process X in R

d at the moment of the first exit
from an open set D � R

d. To state the result we employ the usual Markovian
notation: for x 2 R

d we write E
x and P

x for the expectation and distribution of
x C X, and the latter is simply denoted by X, cf. [22, Chap. 8]. We let pt.x;A/ D
pt.A � x/ D P

x.Xt 2 A/, so that

E
x
Z 1

0

f .t;Xt/dt D
Z 1

0

Z

Rd
f .t; y/pt.x; dy/

for (Borel) functions f 	 0 and x 2 R
d. The time of the first exit of X from D is

�D D infft > 0 W Xt … Dg:

The Dirichlet heat kernel pD
t .x; dy/ is then defined by

Z

Rd
f . y/pD

t .x; dy/ D E
xŒ f .Xt/I �D > t�;
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and we have

E
x
Z �D

0

f .t;Xt/dt D
Z 1

0

Z

Rd
f .t; y/pD

t .x; dy/:

We now consider function F.u; y;w/ D 1I.u/1A. y/1B.w/, where I is a bounded
interval, and A � D, B � .D/c are Borel sets in R

d. We let

M.t/ D
X

0<u�t
j�Xuj¤0

F.u;Xu�;Xu/ �
Z t

0

Z

Rd
F.u;Xu;Xu C z/.dz/dv:

We note that

E

Z t

0

Z

Rd
F.u;Xu;Xu C z/.dz/dv � jIj.fjzj > dist.A;B/g/ < 1; (4.12)

so by Lemma 4.1, EM.t/ D 0. Let 0 � s � t. By considering the Lévy process u 7!
XsCu � Xs, independent of Xr, 0 � r � s, we calculate the conditional expectation

EŒ
X

s<u�t
j�Xuj¤0

F.u;Xu�;Xu/�
Z t

s

Z

Rd
F.u;Xu;Xu C z/.dz/dv

ˇ
ˇXr; 0 � r � s� D 0;

cf. (4.4). By the above, M is a uniformly integrable martingale. By stopping at �D,
we obtain,

P
xŒ�D 2 I; X�D� 2 A; X�D 2 B� D

Z

I

Z

B�y

Z

A
pD

u .x; dy/.dz/du: (4.13)

This defines the joint distribution of .�D;X�D�;X�D/ restricted to the event
fX�D� 2 Dg and calculated under Px.

As another application we use the double mixed Lévy system to prove the
following classical result [10, II (3.9)].

Lemma 4.8 Let X be a Lévy process in R
d with Lévy measure . Let the function

F W R � R
d � R

d ! NR satisfy

E

1Z

0

Z

Rd

F2.v;Xv;Xv C z/.dz/dv < 1: (4.14)

For every t 2 Œ0;1/ the following limit exists in L2

Mt D lim
�!0

� X

0<v�t
j�Xj��

F.v;Xv�;Xv/ �
Z t

0

Z

jzj��
F.v;Xv;Xv C z/.dz/dv

�

;
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t 7! Mt is a martingale with respect to .Ft/, EMt D 0 and

EM2
t D E

Z t

0

Z

Rd
F2.v;Xv;Xv C z/.dz/dv:

Furthermore, the square bracket of M is

ŒM�t D
X

0<v�t
�Xv¤0

F2.v;Xv�;Xv/; (4.15)

and the predictable quadratic variation of M is

hMit D
Z t

0

Z

jzj��
F.v;Xv;Xv C z/2.dz/dv: (4.16)

Recall that ŒM� is defined as the unique adapted right-continuous non-decreasing
process with jumps�ŒM�t D j�Mtj2, and such that t 7! jMj2t �ŒM�t is a (continuous)
martingale starting at 0 [8, VII.42]. We verify the martingale property of jMj2t � ŒM�t
by using Corollaries 4.4 and 4.5. Notice that EŒM�t D EhMit by the single Lévy
system. More details and applications can be found in [24]. In particular, the square
bracket ŒM� is used in [5] to estimate the Lp norms of Fourier multipliers defined in
terms of Lévy processes. We refer the reader to [8, VII-VIII] and [10, II] for further
details and reading.

As the third application we will calculate moments of the Lévy integral. Let
Xt D .	t; �t/, where t 	 0, be a Lévy process in R

2. To simplify the discussion
we further assume that 	 and � are (possibly dependent) subordinators with no drift
[22, 23]. Let  be the Lévy measure of X. Of course,  is concentrated on R

2CC WD
.0;1/ � .0;1/. Let � be the Laplace exponent of 	:

E Œe�x	t � D e�t�.x/; x 	 0:

The following expression is called the Lévy integral,

Z D
Z 1

0

e�	t�d�t D
X

�Xt¤0
e�	t���t:

Lévy integrals represent stationary distributions of generalized Ornstein-Uhlenbeck
process (see [18] for details, applications and references). By Lemma 4.1,

E Œ�1� D E

X

0<t�1
�Xt¤0

��t D
Z

R
2
CC

y d.x; y/:
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We can use the multiple Lévy systems to calculate the moments of Z. The first three
moments of Z take on the following form

EŒZ� D
R

y d.x; y/

�.1/
;

EŒZ2� D 2
R

e�xy d.x; y/
R

y d.x; y/

�.1/�.2/
C
R

y2 d.x; y/

�.2/
;

EŒZ3� D 6
R

y d.x; y/
R

e�xy d.x; y/
R

e�2xy d.x; y/

�.1/�.2/�.3/
C
R

y3 d.x; y/

�.3/

C 3
R

y2 d.x; y/
R

e�2xy d.x; y/

�.2/�.3/
C 3

R
y d.x; y/

R
e�xy2 d.x; y/

�.1/�.3/
:

Indeed, by Lemma 4.1,

EŒZ� D E

2

4
X

�Xt¤0
e�	t���t

3

5 D E

�Z 1

0

Z

e�	t y d.x; y/dt

�

D
R

y d.x; y/

�.1/
:

For the higher moments we use linearization, as in Sect. 3, e.g., we obtain

EŒZ2� D E

2

6
4

0

@
X

�Xt¤0
e�	t���t

1

A

2
3

7
5 D E

2

4

0

@
X

�Xs¤0
e�	s���s

1

A

0

@
X

�Xt¤0
e�	t���t

1

A

3

5

D E

2

6
42

X

s<t
�Xs;�Xt¤0

e�	s��	t���s��t

3

7
5C E

2

4
X

�Xt¤0
.e�	t���t/

2

3

5 D 2I C II;

where, by Corollary 4.4,

I D E

�Z 1

0

Z 1

s

Z Z

e�	s y1e
�	t�x1y2 d.x1; y1/ d.x2; y2/dt ds

�

D
Z Z

e�x1y1y2 d.x1; y1/ d.x2; y2/E

�Z 1

0

Z 1

s
e�.	t�	s/�2	s dt ds

�

D
Z

e�xy d.x; y/
Z

y d.x; y/
Z 1

0

Z 1

s
E Œe�	t�s �E

�
e�2	s

	
dt ds

D
R

e�xy d.x; y/
R

y d.x; y/

�.1/�.2/
;
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and

II D E

�Z 1

0

Z

y2e�2	t d.x; y/dt

�

D
R

y2 d.x; y/

�.2/
:

The third and the higher moments are obtained analogously. We note that [2, Theo-
rem 3.1] gives the first and the second moments of Z, but not the higher moments,
which are cumbersome to obtain by the methods of [2] (private communication).
Our approach also gives moments of anticipating integrals like

Y WD
Z 1

0

e�	t d�t D
X

�Xt¤0
e�	t���	t��t:

Here, similar calculations as for Z yield

EŒY� D
R

e�xy d.x; y/

�.1/
;

and higher moments of Y can be obtained analogously. We notice the difference
between the formulas for the expectations of Z and Y.
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Appendix

The following Mecke-Palm identity holds for 1-processes f .xI!/ 	 0 [20],

E

Z

X
f .xI!/ !.dx/ D

Z

X
E f .xI! [ fxg/ �.dx/: (1)

For the reader’s convenience we give a direct proof of (1) in the setting of Sect. 2.
We first consider �.X / < 1 and nonnegative process f .xI!/ D f .xI! \ X /, i.e.
depending only on X . If ! D fy1; : : : ; yng, a set with n elements, then

Z

X
f .xI!/!.dx/ D

nX

iD1
f.n/. yiI y1; : : : ; yn/:
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The above quantity is invariant upon permutations of y1; : : : ; yn, in fact it is the n-
th coefficient of the random variable

R
X f .xI!/!.dx/. By (2.1), the left-hand side

of (1) equals

e��.X /
1X

nD1

1

nŠ

nX

iD1

Z

X n
f.n/. yiI y1; : : : ; yn/�.dy1/ � � ��.dyn/: (2)

If ! D fy1; : : : ; yng, a set with n elements, and x 62 !, then

f .xI! [ fxg/ D f.nC1/.xI x; y1; : : : ; yn/ D : : : D f.nC1/.xI y1; : : : ; yn; x/

D 1

n C 1

nC1X

iD1
f.nC1/.xI y1; : : : ; yi�1; x; yi; : : : ; yn/:

Since � is non-atomic, we have P.x 2 !/ D 0 and so fxg [ ! has n C 1 elements
if ! has n, for almost all x 2 X , cf. (2.1). Therefore, by (2.1), the right-hand side
of (1) equals

E

Z

X
f .xI! [ fxg/�.dx/

D e��.X/
1X

nD0

1

nŠ

Z

X

Z

X n

1

n C 1

nC1X

iD1
f.nC1/.xI y1; : : : ; yn; x/�.dy1/ � � ��.dyn/�.dx/:

This verifies (1) when �.X / < 1, e.g., if X � X is compact; we note in passing
that (2) is an explicit representation of either side of (1).

We next let X D S
m Xm be a countable decomposition of X into disjoint Borel

sets with �.Xm/ < 1. For arbitrary process f .xI!/ 	 0 we have

Z

X

f .xI!/!.dx/ D
X

m

Z

Xm

f .xI!/!.dx/: (3)

For fixed m, we write !� D ! \ Xm, !� D ! n Xm, and denote by E� and E
�

the expectation E when restricted to random variables depending only on Xm and
X n Xm, respectively. By (2.2) and by (1) for Xm,

E

Z

Xm

f .xI!/!.dx/ D E
�
E�
Z

Xm

f .xI!� [ !�/!�.dx/

D E
�
Z

Xm

E�f .xI!� [ fxg [ !�/�.dx/ D
Z

Xm

Ef .xI! [ fxg/�.dx/:

This yields (1) in the general case, cf. (3).
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Needless to say, (1) also holds for signed processes f under the assumption of
absolute integrability, because we can decompose both sides of (1) according to
f D fC � f�, where fC D maxf f ; 0g and f� D maxf�f ; 0g.
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Conformal Transforms and Doob’s h-Processes
on Heisenberg Groups

Jing Wang

Abstract We study the stochastic processes that are images of Brownian motions
on Heisenberg group H2nC1 under conformal maps. In particular, we obtain that
Cayley transform maps Brownian paths in H2nC1 to a time changed Brownian
motion on CR sphere S

2nC1 conditioned to be at its south pole at a random time.
We also obtain that the inversion of Brownian motion on H2nC1 started from x 6D 0,
is up to time change, a Brownian bridge on H2nC1 conditioned to be at the origin.

Keywords Brownian bridge • Cayley transform • Doob’s h-process • Heisenberg
group • Kelvin transform

1 Introduction

The Brownian motions on sub-Riemannian model spaces has been widely studied in
recent years. Due to strong symmetries of the model spaces, explicit computations
analysis can be conducted (see [1–4, 7]). In this paper we focus on the relationships
between Brownian motion on Heisenberg group and its images under certain
conformal maps, namely Cayley transform and Kelvin transform.

Let H2nC1 be a 2n C 1 dimensional Heisenberg group that lives in C
n � R with

coordinates .z; t/ D .z1; : : : ; zn; t/ where zj D xj C iyj. It has the group law

.z; t/.z0; t0/ D .z C z0; t C t0 C Imz Nz0/:

It is a flat model space of sub-Riemannian manifolds. There is a canonical sub-
Laplacian on H2nC1:

NLH2nC1 D
nX

jD1
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The Brownian motion on H2nC1 issued from x0 2 H2nC1 is the strong Markov
process that is generated by 1

2
NLH2nC1 .

Cayley transform is known to be a bi-holomorphic map between the Siegel
domain �nC1 and a unit ball in C

nC1. The restriction of Cayley transform on its
boundary therefore provides a conformal map between H2nC1 and the unit sphere
S
2nC1 in C

nC1. If we consider the image of a Brownian path on H2nC1 under Cayley
transform, it then turns out to be a S

2nC1-valued process. In particular, it is a time
changed version of a Brownian path on S

2nC1 conditioned to be at the south pole at
a random time. Below we state our main result.

Theorem 1.1 The Brownian motion on H2nC1 issued from x0 is mapped by Cayley
transform C1 to a time-changed Brownian motion on S

2nC1 issued from x D C1.x0/
and conditioned to be at the south pole �en at time T, where T is an independent
random variable with distribution

P
h
x ŒT > t� D

R C1
t e�n2sps.�en; x/ds
R C1
0

e�n2tpt.�en; x/dt
: (1.1)

Here pt.x; y/ denotes the subelliptic heat kernel on S
2nC1.

This result extends the result by Carne in [5], where he proved that the Stereographic
projection from R

n to Sn maps Brownian paths in R
n to the paths of conditioned

Brownian motion on Sn.
Another object of our study is to probabilistically interpret the relation between

the Brownian motion on H2nC1 started from any x0 6D 0 and its image under the
inversion map, namely the Kelvin transform. This type of question was first posed
by Schwartz (see [10]), who asked how Brownian motion in R

n can be interpreted as
a Brownian bridge conditioned to be at the “ideal point at infinity”. A probabilistic
approach was provided by Yor in [11]. In the present paper, we obtain the result in
a setting of a flat sub-Riemannian manifold. The inversion of Brownian motion on
H2nC1 issued from x 6D 0 turns out to be a Brownian bridge conditioned to be at the
origin up to time change.

Theorem 1.2 The Brownian motion on H2nC1 generated by 1
2
LH2nC1 and issued

from x0 6D 0 is mapped by Kelvin transform to a time-changed H2nC1-valued
Brownian motion conditioned to be at the origin at t D 1.

The approaches to both results follow the idea of Carne. By analyzing the radial
part of the corresponding conformal sub-Laplacians on S

2nC1 and on H2nC1, we
are able to obtain the relationship between Markov processes that are generated by
1
2
L
S2nC1 and 1

2
LH2nC1 respectively through an argument of Doob’s h-processes.

In the next section, we deduce Theorem 1.1 after a detailed discussion of Cayley
transform and radial process or Brownian motions on S

2nC1 and H2nC1. In Sect. 3
we focus on the inverse transform on H2nC1 and the proof of Theorem 1.2.
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2 Cayley Transformation and Doob’s h-Process

2.1 Cayley Transform on CR Model Spaces

Cayley transforms on CR model spaces are natural analogues of stereographic
projections on Riemannian models. Let BnC1 D f� 2 C

nC1 W j�j < 1g be the
unit ball in C

nC1 and�2nC1 D f.z;w/ 2 C
n � C; Im.w/ > jzj2g the Siegel domain.

The Cayley transform C W B2nC1 ! �nC1 is a biholomorphic map such that (see [6])

C W .�1; : : : ; �nC1/ !
�

�1

1C �nC1
; : : : ;

�n

1C �nC1
; i
1 � �nC1
1C �nC1

�

; �nC1 6D �1:

Let S2nC1 D f� 2 C
nC1; j�j D 1g be the unit sphere in C

nC1. It also appears
as a model space of CR manifolds. The restriction of C to the CR sphere S

2nC1
minus a point gives a CR diffeomorphism to the boundary of the Siegel domain
@�2nC1, which may be identified with the Heisenberg group H2nC1 through the CR
isomorphism ' W H2nC1 ! @�2nC1. For any .z; t/ 2 H2nC1,

'.z; t/ D .z; 2t C ijzj2/: (2.2)

We denote the north pole of S
2nC1 by en D f0; : : : ; 0; 1g and denote the south

pole by �en. Now we consider the CR equivalence between Heisenberg group and
CR sphere minus the south pole C1 W H2nC1 ! S

2nC1nf�eng. It is then given by
C1 D C�1 ı '. In local coordinates we have for any .z; t/ D .z1; : : : ; zn; t/ 2 H2nC1,

C1 W .z; t/ !
�

2z1
.1C jzj2/� 2it

; : : : ;
2zn

.1C jzj2/� 2it
;
1 � jzj2 C 2it

1C jzj2 � 2it

�

: (2.3)

It is a conformal map with inverse C�1
1 W S2nC1nf�eng ! H2nC1,

C�1
1 W .�1; � � � �nC1/ !

 
�1

1C �nC1
; : : : ;

�n

1C �nC1
;

i

2

�nC1 � �nC1
j1C �nC1j2

!

: (2.4)

Since S
2nC1 is a model space of sub-Riemannian manifold with the Hopf fibration

S
1 ! S

2nC1 ! CP
n, it is more convenient for us to use the so-called cylindrical

coordinates that carries the structural information and are given by

.w; �/ ! ei�

p
1C jwj2 .w; 1/ ;

where � 2 R=2�Z, and w D �=�nC1 2 CP
n. Here w D .w1; � � � ;wn/ parametrizes

the complex lines passing through the origin, and � determines a point on the line
that is of unit distance from the north pole. Let jwj D tan rS, rS 2 Œ0; �=2/, then we
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have C�1
1 in cylindrical coordinates given by

C�1
1 W

 
ei�

p
1C jwj2 .w; 1/

!

!
�

ei� cos rS C cos2 rS

1C cos2 rS C 2 cos rS cos �
w;

cos rS sin �

1C cos2 rS C 2 cos rS cos �

�

:

Let  S W S2nC1 ! Œ0; �=2/� R=2�Z be such that

 S

 
ei�

p
1C jwj2 .w; 1/

!

D .rS; �/

and  H W H2nC1 ! R�0 � R be such that

 H .z; t/ D .rH ; t/;

where rH D
qPn

jD1 jzjj2. We define a map R�0 � R ! Œ0; �=2/ � R=2�Z by the

chart below, and by abusing of notation we denote it by C1:

We easily compute that

C1 W .rH ; t/

!

0

B
@arcsin

0

B
@

2rH
q
.1C r2H/

2 C 4t2

1

C
A ; arcsin

0

B
@

4t
q
.1C r2H/

2 C 4t2
q
.1 � r2H/

2 C 4t2

1

C
A

1

C
A

and

C�1
1 W .rS; �/ !

 
sin rS

p
1C cos2 rS C 2 cos rS cos �

;
cos rS sin �

1C cos2 rS C 2 cos rS cos �

!

:
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2.2 Brownian Motion and Doob’s h-Process

Now we consider the Markov processes that are generated by sub-Laplacians
NLH2nC1 and NL

S2nC1 , which are referred to as Brownian motions on H2nC1 and S
2nC1

respectively throughout this paper. Due to the radial symmetries of these diffusion
processes, it is sufficient for us to consider only the radial part of the sub-Laplacians.

We denote by LH2nC1 the radial part of the sub-Laplacian on H2nC1 in coordinates
(rH, t), it is defined on the space DH D f f 2 C1.R�0 � R;R/;

@f
@rH

jrHD0 D 0g.

Let L
S2nC1 be the radial part of NL

S2nC1 in cylindric coordinates (rS, �), with domain
DS D f f 2 C1.Œ0; �

2
/ � R=2�Z;R/;

@f
@rS

jrSD0 D 0g. Then for any f 2 DH and
g 2 DS, we have

NLH2nC1 . f ı  H/ D .LH2nC1 f / ı  H ; NL
S2nC1 .g ı  S/ D .L

S2nC1g/ ı  S:

It is known that L
S2nC1 is essentially self-adjoint with respect to the volume measure

d

S2nC1 D 2�n

�.n/ .sin rS/
2n�1 cos rSdrSd� on S

2nC1, and LH2nC1 is essentially self-

adjoint with respect to the volume measure d
H2nC1 D 2�n

�.n/ r
2n�1
H drHdt on H2nC1.

Moreover, we have explicitly

LH2nC1 D @2

@r2H
C 2n � 1

rH

@

@rH
C r2H

@2

@t2
(2.5)

and (see [1, 2], also [8])

L
S2nC1 D @2

@r2S
C ..2n � 1/ cot rS � tan rS/

@

@rS
C tan2 rS

@2

@�2
: (2.6)

Let us consider Green function of the conformal sub-Laplacian �L
S2nC1 C n2 with

pole .0; 0/ (the north pole of S2nC1) and denote it by G
S2nC1 . From [2] we have

G
S2nC1 ..0; 0/; .rS; �// D �

�
n
2

�2

8�nC1.1 � 2 cos rS cos � C cos2 rS/n=2
: (2.7)

On the other hand the Green function of �LH2nC1 with respect to d
H2nC1 is given by

GH2nC1 ..0; 0/; .rH; t// D �
�

n
2

�2

8�nC1.r4H C 4t2/n=2
(2.8)

We consider h 2 DS, such that for any .rS; �/ 2 Œ0; �
2
/ � R=2�Z,

h.rS; �/ D 1C 2 cos rS cos � C cos2 rS; (2.9)
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and H 2 DH , such that for any .rH ; t/ 2 R�0 � R,

H.rH; t/ D 4

.1C r2H/
2 C 4t2

: (2.10)

It is an easy fact that h and H are harmonic functions with poles .0; �/ and .0; 0/
respectively. Moreover, we have

H D C�
1 h D h ı C1:

From (2.7) and (2.8) we can easily observe that

G
S2nC1 ..0; 0/; .rS; �//.1C2 cos rS cos �Ccos2 rS/

n
2 D .C�1�

1 GH2nC1 /..0; 0/; .rS; �//:

In fact, for any x; y 2 Œ0; �
2
/ � R=2�Z we have

G
S2nC1 .x; y/ D .C�1�

1 GH2nC1 /.x; y/h.x/�
n
2 h.y/� n

2 : (2.11)

From this we can then deduce the relation between LH2nC1 and L
S2nC1 � n2.

Theorem 2.1 For any function f 2 DS, the relation of LH2nC1 and L
S2nC1 � n2 via

Cayley transform is given by

h.
n
2C1/.�L

S2nC1 C n2/
�

h� n
2 f
�

D �.C1�LH2nC1 /f (2.12)

where h is as in (2.9).

Proof For any f 2 DS, let F 2 DH be such that F D .C1/�f D f ı C1. We assume
for some �1; �2 2 DS it holds that for any x 2 Œ0; �

2
/ � R=2�Z,

.�L
S2nC1 C n2/ .�1f / jx D ��2 .LH2nC1 / .C�

1 f /jC�1
1 .x/:

It then amounts to find �1; �2. Let g D �LH2nC1F, then F D .�LH2nC1 /�1g. The
above equation is equivalent to

�1 � �.�LH2nC1 /�1g
� ı C�1

1 D .�L
S2nC1 C n2/�1.�2.g ı C�1

1 //: (2.13)

Therefore, for all x 2 Œ0; �
2
/ � R=2�Z, we have

Z

GH2nC1.C�1
1 .x/; v/g.v/d
H2nC1 v D ��1

1 .x/
Z

G
S2nC1.x; y/�2.y/g.C�1

1 .y//d

S2nC1y

(2.14)
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where G
S2nC1 and GH2nC1 are Green functions as in (2.7) and (2.8). Moreover by

changing variable y D C1.v/, the right hand side of the above equation writes

��1
1 .x/

Z

G
S2nC1 .x; C1.v//�2.C1.v//g.v/jJC1 .v/jd
H2nC1v; (2.15)

where jJC1 .v/j is the Jacobi determinant. We can easily compute that

jJC1 .v/j D HnC1.v/;

where H is given as in (2.10). Therefore (2.15) becomes

��1
1 .x/

Z

G
S2nC1 .x; C1.v//�2.C1.v//g.v/HnC1.v/d
H2nC1v:

By plugging in (2.11) and comparing to (2.14), we obtain for all x; y 2 S
2nC1

(
�1.x/ D h� n

2 .x/

�2.y/ D h�.1C n
2 /.y/;

ut
hence the conclusion.

Corollary 2.2 For any function f 2 DS, we have that

.C1�LH2nC1 /f D h

 

L
S2nC1 f C 2�

S2nC1 .h� n
2 ; f /

h� n
2

!

(2.16)

where �
S2nC1 . f ; g/ D 1

2
.L

S2nC1 . fg/� fL
S2nC1g � gL

S2nC1 f / for any f ; g 2 DS.

Proof Notice that

.L
S2nC1 � n2/.h� n

2 / D 0:

hence

h
n
2 .L

S2nC1 � n2/.h� n
2 f / D L

S2nC1 f C 2h
n
2 �

S2nC1 .h� n
2 ; f /:

ut
Now we are ready to prove the main result.

Proof of Theorem 1.1 The proof follows two steps.
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Step 1 Notice that h� n
2 is the Green function of the conformal sub-Laplacian

L
S2nC1 � n2 with pole .�=2; 0/ (the south pole �en of S2nC1). For any f 2 DS we let

Lhf WD L
S2nC1 f C 2�

S2nC1 .h� n
2 ; f /

h� n
2

D L
S2nC1 .h� n

2 f /

h� n
2

� n2f : (2.17)

Let Xh
t and Xt be Markov processes generated by 1

2
Lh and 1

2
L
S2nC1 , issued from

x 2 S
2nC1. We first prove that Xh

t is Xt conditioned to be at the south pole �en at
time T, where T is a random time with distribution (1.1).

It is sufficient to prove that for any f 2 DS,

Ex
�

f .Xh
t /
	 D Ex Œ f .Xt/1t<T jXT D �en� (2.18)

Let Ph
t and Pt be the heat semigroups generated by Lh and L

S2nC1 respectively, then
by iterating (2.17) it is not hard to obtain for any x 2 S

2nC1,

Ph
t . f .x// D h.x/

n
2 e�tn2Pt.h

� n
2 .x/f .x//;

that is

Ex
�

f .Xh
t /
	 D 1

h� n
2 .x/

e�tn2
Ex

h
h� n

2 .Xt/f .Xt/
i

D Ex

"
e�tn2h� n

2 .Xt/

h� n
2 .x/

f .Xt/

#

:

Proving (2.18) is then equivalent to proving

Ex Œ f .Xt/1t<T jXT D �en� D Ex

"
e�tn2h� n

2 .Xt/

h� n
2 .x/

f .Xt/

#

: (2.19)

Note that

Ex Œ f .Xt/1t<T jXT D �en� D Ex Œ f .Xt/1t<T1XT D�en �

Ex ŒXT D �en�
:

Assume T is an exponential random variable with parameter �n2 under the original
probability measure, we have

Ex Œ f .Xt/1t<T1XTD�en � D Ex

h
e�tn2h� n

2 .Xt/f .Xt/
i

and

Ex ŒXT D �en� D
Z C1

0

pt.x;�en/e
�n2tdt D h� n

2 .x/:
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Thus (2.19) holds when T is an exponential random variable under the original
probability measure. Switching to the conditioned probability measure, T then has
the distribution

P
h
x ŒT > t� D e�n2t Ex

�
h� n

2 .Xt/
	

h� n
2 .x/

D
R C1

t e�n2sps.�en; x/ds
R C1
0 e�n2 tpt.�en; x/dt

:

Step 2 Next we prove the time change. Let Yt be the Markov process generated by
1
2
LH2nC1 and issued from C�1

1 .x/, we claim that Yt is mapped by Cayley transform to
a time-changed version of Xh, i.e.,

Xh
At

D C1.Yt/ (2.20)

where the time change is given by At D R t
0

H.Ys/
�1ds. To see this, we consider for

any F D f ı C1 2 DH , the associated martingale MF
t that is given by

MF
t D F.Yt/ � 1

2

Z t

0

LH2nC1F.Ys/ds:

By plugging in (2.20), (2.16) and (2.17) we have

MF
t D f .Xh

At
/ � 1

2

Z t

0

.LH2nC1F/ ı C�1
1 .Xh

As
/ds D f .Xh

At
/ � 1

2

Z t

0

H.Ys/L
hf .Xh

As
/ds:

Let �t be the hitting time such that �t D inffu;Au > tg, then clearly A�t D t D �At .
By changing variable s D �u we obtain

MF
t D f .Xh

At
/� 1

2

Z �At

0

H.Ys/L
hf .Xh

As
/ds D f .Xh

t / � 1

2

Z At

0

H.Y�u/L
hf .Xh

u/�
0
udu:

Note for any u > 0 we have u D A�u D R �u

0 H.Ys/ds. This implies that

1 D H.Y�u/�
0
u:

Therefore

MF
t D f .Xh

t /� 1

2

Z At

0

Lhf .Xh
u/du;

and it completes the proof.
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3 Inversion of Brownian Motions on Heisenberg Group

In this section we consider the inversion of Brownian motion on Heisenberg group.
First we construct the inverse map by composing two Cayley transforms C1 and C2,
between H2nC1 and S

2nC1 minus a point (�en and en respectively). We have already
discussed C1 in the previous section. Now let us consider C2 W H2nC1 ! S

2nC1nfeng
where en is the north pole on S

2nC1. We have

C2 W .z; t/ !
�

2z1
1C jzj2 C 2it

; : : : ;
2zn

1C jzj2 C 2it
;� 1 � jzj2 � 2it

1C jzj2 C 2it

�

:

and

C�1
2 W f�1; � � � �nC1g !



�1

1 � �nC1
; : : : ;

i

2

�nC1 � �nC1
j1 � �nC1j2



:

Let K W H2nC1nf0g �! H2nC1nf0g be such that K D C�1
2 ı C1, then

K W .z1; � � � zn; t/ !
�

z1
jzj2 � 2it

; : : : ;
zn

jzj2 � 2it
;

t

jzj4 C 4t2

�

:

Clearly K is an involution on H2nC1nf0g and preserve the Korányi ball f.z; t/ 2
H2nC1; jzj4 C 4t2 D 1g. Indeed it is the Kelvin transform generalized to Heisenberg
group (see [9]).

For any .rH ; t/ 2 R�0 � R and .rS; �/ 2 Œ0; �
2
/ � R=2�Z, we let Qh.rS; �/ D 1C

cos2 rS � 2 cos rS cos � and QH.rH ; t/ D 4.r4HC4t2/

.1Cr2H/C4t2
, then K�H D .C2 ı C�1

1 /�H D QH.

Moreover, simple calculations show that

Qh D .C�1
2 /�H; h D .C�1

2 /� QH; Qh D .C�1
1 /� QH:

Let N.rH ; t/ D r4H C4t2. By comparing the conformal Laplacians induced by C1 and
C2, we obtain the following relation.

Theorem 3.1 For any function F 2 DH,

.K�LH2nC1 /F D N
n
2C1LH2nC1 .N�n=2F/:

Proof First we notice that for all f 2 DS,

Qh n
2C1.�L

S2nC1 C n2/
�Qh� n

2 f
�

D �.C2�LH2nC1 /f :

Together with (2.12) we obtain

h�. n
2C1/.C1�LH2nC1 /.h

n
2 f / D Qh�. n

2C1/.C2�LH2nC1 /.Qh n
2 f /:
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Thus

.C1�LH2nC1 /f D n�. n
2C1/.C2�LH2nC1 /

�
n

n
2 f
�
;

where n D Qh
h . Note that .C2/�n D N�1, we have for any F D C�

2 f ,

.K�LH2nC1 /F D N
n
2C1LH2nC1 .N� n

2 F/:

ut
Now we are ready to prove the relation between the inversion of Brownian

motion on H2nC1 and the time changed Brownian bridge on H2nC1.

Proof of Theorem 1.2 Note that N� n
2 is the Green function of the sub-Laplacian

LH2nC1 with pole .0; 0/. We let

LNF WD LH2nC1F C 2N
n
2 �H2nC1 .N� n

2 ;F/; (3.21)

where �H2nC1 .F;G/ D 1
2
.LH2nC1 .FG/ � fLH2nC1G � GLH2nC1F/ for any F;G 2 DH .

From the previous theorem we have

K�LH2nC1 D NLN :

Let XN
t and Xt be Markov processes generated by 1

2
LN and 1

2
LH2nC1 . We first

prove that XN
t is Xt conditioned to be at the origin.

It suffices to prove that for any F 2 DH ,

Ex
�
F.XN

t /
	 D Ex ŒF.Xt/1t<T jX1 D .0; 0/� (3.22)

Let PN
t and Pt be the heat semigroups generated by LN and LH2nC1 respectively, then

by iterating (3.21) it is not hard to obtain

PN
t .F.x// D N.x/�

n
2 Pt.N.x/

� n
2 F.x//;

that is

Ex
�
F.XN

t /
	 D 1

N.x/� n
2

Ex

h
N.Xt/

� n
2 F.Xt/

i
D Ex

"
N.Xt/

� n
2

N.x/� n
2

F.Xt/

#

:

From (3.22), we just need to show that

Ex ŒF.Xt/jX1 D 0� D Ex

"
N.Xt/

� n
2

N� n
2 .x/

F.Xt/

#

:
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This is an easy consequence of Ex ŒX1 D 0� D N� n
2 .x/ and

Ex ŒF.Xt/1X
1

D0� D Ex ŒF.Xt/ExŒ1X
1

D0jFt�� D Ex

h
N.Xt/

� n
2 F.Xt/

i
:

Next we prove the time change. Consider the Markov process generated by
1
2
K�.LH2nC1 /. It is the image of Xt under Kelvin transform, namely K.Xt/. We claim

K.Xt/ D XN
At

(3.23)

where At D R t
0

N.Xs/ds is the time-change of XN . For any F 2 DH, we consider the
associated martingale

MF
t WD F.Xt/� 1

2

Z t

0

LH2nC1F.Xs/ds:

Denote QF D .K/�F. By plugging in (3.23), we obtain

MF
t D QF.XN

At
/� 1
2

Z t

0

.LH2nC1F/ıK�1.Xh
As
/ds D QF.XN

At
/� 1
2

Z t

0

N.Xs/L
N QF.XN

As
/ds:

Let �t be the hitting time such that �t D inffu;Au > tg, then clearly A�t D t D �At .
By changing variable s D �u we have

MF
t D QF.XN

At
/�1
2

Z �At

0

N.Xs/L
N QF.XN

As
/ds D QF.XN

t /�
1

2

Z At

0

N.X�u/L
N QF.XN

u /�
0
udu:

Note for any u > 0 we have u D A�u D R �u

0
N.Xs/ds. By differentiating both sides

with respect to u we obtain

1 D N.X�u/�
0
u:

Hence

MF
t D QF.XN

t / � 1

2

Z At

0

LN QF.XN
u /du;

and we have the conclusion.
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On the Macroscopic Fractal Geometry
of Some Random Sets

Davar Khoshnevisan and Yimin Xiao

Abstract This paper is concerned mainly with the macroscopic fractal behavior of
various random sets that arise in modern and classical probability theory. Among
other things, it is shown here that the macroscopic behavior of Boolean coverage
processes is analogous to the microscopic structure of the Mandelbrot fractal
percolation. Other, more technically challenging, results of this paper include:

(i) The computation of the macroscopic Minkowski dimension of the graph of a
large family of Lévy processes; and

(ii) The determination of the macroscopic monofractality of the extreme values of
symmetric stable processes.

As a consequence of (i), it will be shown that the macroscopic fractal dimension
of the graph of Brownian motion differs from its microscopic fractal dimension.
Thus, there can be no scaling argument that allows one to deduce the macroscopic
geometry from the microscopic. Item (ii) extends the recent work of Khoshnevisan
et al. (Ann Probab, to appear) on the extreme values of Brownian motion, using a
different method.
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1 Introduction

It has been known for some time that the curve of a Lévy process in R
d is typically

an interesting “random fractal.” For example, if B D fBtgt>0 is a standard Brownian
motion on R

d, then the image and graph of B have Hausdorff dimension d ^ 2 and
max.d ^ 2 ; 3=2/ respectively. If in addition d D 1, then the level sets of B also have
non-trivial Hausdorff dimension 1=2. See the survey papers of Taylor [21] and Xiao
[22] for historic accounts on these results and further developments.

The beginning student is often presented with some of these “random-fractal
facts” via simulation. The well-versed reader will see in Fig. 1 a typical example.
As a consequence of such a simulation, one is led to believe that one can
deduce from a simulation, such as that in Fig. 1, the fractal nature of the graph
[06t61f.t ;Bt/g of Brownian motion up to time 1.

Figure 1, and other such simulations, are produced by running a random walk
for a long time and then rescaling, using a central-limit scaling. The process is
usually explained by appealing to Donsker’s invariance principle. Unfortunately, the
actual statement of Donsker’s invariance principle is not sufficiently strong to ensure
that we can “see” the various fractal properties of Brownian motion in simulations.
Though Barlow and Taylor [1, 2] have introduced a theory of large-scale random
fractals which, among other things, provides a more rigorous justification.

0.6

0.4

0.2

0

–0.2

–0.4

–0.6

–0.8
0 0.2 0.4 0.6 0.8 1

Fig. 1 The graph of one-dimensional Brownian motion
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One of the goals of this paper is to test the extent to which one can experimentally
deduce geometric facts about Brownian motion—and sometimes more general
Lévy processes—from simulation analysis. This is achieved by presenting several
examples in which one is able to compute the macroscopic fractal dimension of a
macroscopic random fractal. One of the surprising lessons of this exercise is that
our intuition is, at times, faulty. Yet, our instincts are correct at other times.

Here is an example in which our intuition is spot on: It is known that the level sets
of Brownian motion have dimension 1=2, both macroscopically and microscopically.
This statement has the pleasant consequence that we can “see” the fractal structure
of the level sets of Brownian motion from Fig. 1. As we shall soon see, however,
the same cannot be said of the graph of Brownian motion: The microscopic and
macroscopic fractal dimensions of the graph of Brownian motion do not agree!

In order to keep the technical level of the paper as low as possible, our choice
of “fractal dimension” is the macroscopic Minkowski dimension, which we will
present in the following section. There are more sophisticated notions which, we
however, will not present here; see Barlow and Taylor [1, 2] for examples of these
more sophisticated notions of macroscopic fractal dimension.

Throughout, we set jxj WD max16j6d jxjj and kxk WD .x21 C � � � C x2d/
1=2 for all

x 2 R
d. Whenever we write “f .x/ . g.x/ [also f .x/ & g.x/] for all x 2 X” we mean

that there exists a finite constant K such that f .x/ 6 Kg.x/ uniformly for all x 2 X.
If f .x/ . g.x/ and g.x/ . f .x/ for all x 2 X, then we write “f .x/ � g.x/ for all
x 2 X.”

2 Minkowski Dimension

The macroscopic Minkowski dimension is an easy-to-compute “fractal dimension
number” that describes the large-scale fractal geometry of a set. In order to recall
the Minkowski dimension, we first need to introduce some notation.

For all x 2 R
d and r > 0 define

B.xI r/ WD Œx1 � r ; x1 C r/ � � � � � Œxd � r ; xd C r/;

and

Q.x/ WD Œx1 ; x1 C 1/ � � � � � Œxd ; xd C 1/: (1)

Of course, Q.x/ D B.yI 1
2
/ where yi WD xi C 1

2
. But it is convenient for Q.x/ to have

its own notation.
One can introduce a pixelization map which maps a set F � R

d to a set pix.F/ �
Z

d as follows:

pix.F/ WD ˚
x 2 Z

d W F \ Q.x/ ¤ ¿
�
;
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pix

Fig. 2 The effect of the pixelization map on an ellipse

for all F � R
d. It is clear that F D pix.F/ whenever F is a subset of the integer

lattice Zd. For example, it should be clear that pix.Rd/ D Z
d. Figure 2 below shows

how the pixelization map works in a different simple case.
The following describes the role of the pixelization map in this paper.

Definition 2.1 The macroscopic Minkowski dimension of a set F � R
d is

DimM.F/ WD lim sup
n!1

n�1Log C .jpix.F/\ B.0I 2n/j/ ; (2)

where j � � � j denotes cardinality and Log C.y/ WD log2.max.y ; 2//.

Remark 2.2 The right-hand side of (2) coincides with the Barlow–Taylor [2] upper
mass dimension of the discrete set pix.F/ � Z

d.
The proof of the following elementary result is left to the interested reader.

Lemma 2.3 For every F � R
d,

DimM.F/ D lim sup
n!1

n�1Log C
ˇ
ˇ
˚
x 2 B.0I 2n/\ Z

d W Q.x/\ F ¤ ¿
�ˇ
ˇ ;

where Q.x/ was defined in (1).
Some of the elementary properties of DimM are listed below:

• If A � B then DimM.A/ 6 DimM.B/;
• If A is a bounded set, then DimM.A/ D 0;
• DimM.R

d/ D DimM.Z
d/ D d.

The proof is omitted as it is easy to justify the preceding.
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We end this section with a property of DimM that is similar to the microscopic
Minkowski dimension (compare with [6], for example), which will be used in the
proof of Theorem 3.1 and in Example 3.16.

Lemma 2.4 DimM.F/ D DimM.F/ for every F � R
d, where F denotes the closure

of F.

Proof Let x1; : : : ; x2d denote the corners of B.0I r/, where r 2 .0 ; 1/, and let
xj C pix.F/ denote the translate of pix.F/ by xj for all 1 6 j 6 2d. We may note
that pix.F/ � [2d

jD1.xj C pix.F//. Since kxjk D r
p

d, it follows from the translation
invariance of counting measure that

ˇ
ˇpix.F/ \ B.0I 2n/

ˇ
ˇ 6

2d
X

jD1

ˇ
ˇ
ˇfxj C pix.F/g \ B

�
xjI r

p
d C 2n

�ˇ
ˇ
ˇ

6 2d
ˇ
ˇ
ˇpix.F/\ B

�
0I r

p
d C 2n

�ˇ
ˇ
ˇ :

Let r # 0 to deduce the second inequality in the following, the first being a
tautology:

jpix.F/\ B.0I 2n/j 6
ˇ
ˇpix.F/\ B.0I 2n/

ˇ
ˇ 6 2d jpix.F/\ B.0I 2n/j :

The lemma follows from the above and (2). �

2.1 Enumeration in Shells

There is a slightly different method of computing the macroscopic Minkowski
dimension of a set. With this aim in mind, define

S0 WD B.0I 1/\Z
d; SnC1 WD

�
B.0I 2nC1/ n B.0I 2n/

�
\Z

d for every integer n > 0:

One can think of Sn as the nth shell in Z
d.

The following provides an alternative description of DimM.F/.

Proposition 2.5 For every F � R
d,

DimM.F/ WD lim sup
n!1

n�1Log C .jpix.F/\ Snj/ :

Proposition 2.5 tells us that we can replace pix.F/ \ B.0I 2n/, in Definition 2.1,
by pix.F/ \ Sn without altering the formula for DimM.F/.
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Proof Our goal is to prove that DimM.F/ D ı.F/, where

ı.F/ WD lim sup
n!1

n�1Log C .jpix.F/\ Snj/ :

Since Sn � B.0I 2n/, the bound ı.F/ 6 DimM.F/ is immediate. We will establish
the reverse inequality.

The definition of ı.F/ ensures that for every " 2 .0 ; 1/ there exists an integer
N."/ such that

jpix.F/\ Skj 6 2kı.F/.1C"/ for all k > N."/:

In particular, all n > N."/,

jpix.F/\ B.0I 2n/j D
nX

kD0
jpix.F/\ Skj 6 K."/C

nX

kDN."/

2kı.F/.1C"/;

D 2nı.F/.1Co.1// Œn ! 1�;

where K."/ WD P
06k<N."/ jSkj is finite and depends only on .d ; "/. It follows

from (2) that DimM.F/ 6 ı.F/=.1 � "/. This completes the proof since " 2 .0 ; 1/

can be made to be as small as one would like. �

2.2 Boolean Models

In addition to the method of Proposition 2.5, there is at least one other useful method
for computing the macroscopic Minkowski dimension of a set. In contrast with
the enumerative method of Sect. 2.1, the method of this subsection is intrinsically
probabilistic.

Let p WD fp.x/gx2Zd denote a collection of numbers in .0 ; 1/, and refer to the
collection p as coverage probabilities, in keeping with the literature on Boolean
coverage processes [7].

Let � WD f�.x/gx2Zd denote a field of totally independent random variables that
satisfy the following for all x 2 Z

d:

Pf�.x/ D 1g D p.x/ and Pf�.x/ D 0g D 1 � p.x/:

By a Boolean model in R
d with coverage probabilities p we mean the random set

B.p/ WD
[

x2ZdW
�.x/D1

Q.x/;

where Q.x/ was defined earlier in (1). Figure 3 depicts simulations of two Booelan
models.
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If A and B are two subsets of R
d, then we say that A is recurrent for B if

j pix.A \ B/j D 1. Equivalently, A is recurrent for B if pix.A \ B/ \ Sn ¤ ¿
for infinitely-many integers n > 0. Clearly, if A is recurrent for B, then B is also
recurrent for A. Therefore, set recurrence is a symmetric relation.

As the following result shows, it is not hard to decide whether or not a nonrandom
Borel set A � R

d is recurrent for B.p/.

Lemma 2.6 Let A � R
d be a nonrandom Borel set. Then,

P
˚ˇ
ˇ pix

�
A \ B.p/

�ˇ
ˇ D 1� D

(
1 if

P
x2pix.A/ p.x/ D 1;

0 if
P

x2pix.A/ p.x/ < 1:

Lemma 2.6 is basically a reformulation of the Borel–Cantelli lemma for inde-
pendent events. Therefore, we skip the proof. Instead, let us mention the following,
more geometric, result which almost characterizes recurrent sets in terms of their
macroscopic Minkowski dimension, in some cases.

Proposition 2.7 Suppose p has an index,

Ind.p/ WD � lim
jxj!1

log p.x/

log jxj : (3)

Then for every nonrandom Borel set A � R
d,

P
˚ˇ
ˇ pix

�
A \ B.p/

�ˇ
ˇ D 1� D

(
1 if DimM.A/ > Ind.p/;

0 if DimM.A/ < Ind.p/:

We can compare this result to a similar result of Hawkes [8] about the hitting
probabilities of the Mandelbrot fractal percolation. This comparison suggests
that the Boolean models of this paper play an analogous role in the theory of
macroscopic fractals as does fractal percolation in the better-studied theory of
microscopic fractals.

Open Problem Is there a macroscopic analogue of the microscopic capacity theory
of Peres [17, 18]?

Proof of Proposition 2.7 Let us consider the process N0;N1;N2; : : :, defined as

Nn WD ˇ
ˇ pix

�
A \ B.p/

� \ Sn

ˇ
ˇ D

X

x2pix.A/\Sn

�.x/ Œn > 0�:

Owing to (3) and the definition of DimM , we can verify that

lim sup
n!1

n�1Log CE.Nn/ D DimM.A/ � Ind.p/: (4)
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Suppose first that DimM.A/ < Ind.p/. We may combine (4) and Markov’s
inequality in order to see that

P1
nD1 PfNn > 0g 6

P1
nD1 E.Nn/ < 1: The

Borel–Cantelli lemma then implies that with probability one Nn D 0 for all but
finitely-many integers n. That is,

ˇ
ˇ pix

�
A \ B.p/

�ˇ
ˇ < 1 a.s. if DimM.A/ < Ind.p/.

This proves half of the proposition.
For the remaining half let us assume that DimM.A/ > Ind.p/, and notice that

Var.Nn/ D P
x2pix.A/\Sn

p.x/.1 � p.x// 6 E.Nn/: Therefore,

P
˚
Nn 6 1

2
E.Nn/

�
6 P

˚jNn � ENnj > 1
2
E.Nn/

�
6 4Var.Nn/

jE.Nn/j2 6 4

E.Nn/
; (5)

thanks to the Chebyshev’s inequality. Because of (4) there exists an infinite
collection N of positive integers such that

n�1Log CE.Nn/ ! DimM.A/� Ind.p/ > 0 as n approaches infinity in N :

This fact, and (5), together imply that
P

n2N PfNn 6 1
2
E.Nn/g < 1, and hence

DimM.B.p/\A/ D lim sup
n!1

n�1Log
C

Nn > lim
n!1W

n2N
n�1Log

C

Nn > DimM .A/�Ind.p/ > 0;

almost surely. This completes the proof. �
Remark 2.8 A quick glance at the proof shows that the independence of the �’s was
needed only to show that

Var.Nn/ D O.E.Nn// as n ! 1: (6)

Because Var.Nn/ D P
x;y2pix.A/\Sn

Pf�.x/ D �.y/ D 1g, (6) continues to hold if the
independence of the �’s is relaxed to a condition such as the following: There exists
finite and positive constants c and K such that

PŒ�.x/ D 1 j �.y/ D 1� 6 cPf�.x/ D 1g whenever kxk ^ kyk > K:

We highlight the power of Proposition 2.7 by using it to give a quick computation
of DimM.A \ B.p//.

Corollary 2.9 If A � R
d denotes a nonrandom Borel set, then

DimM .A \ B.p// D DimM.A/� Ind.p/ a.s.

Because DimM.R
d/ D d, the following is an immediate consequence of

Corollary 2.9.

Corollary 2.10 DimM.B.p// D d � Ind.p/ a.s.
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(b) (a) 

Fig. 3 A simulation of two Boolean models. Corollary 2.10 ensures that the Minkowski dimen-
sions of the two figures are respectively 1:7 (a) and 1:3 (b). (a) Ind.p/ D 0:3, DimM.B.p// D 1:7.
(b) Ind.p/ D 0:7, DimM .B.p// D 1:3

Therefore, it remains to establish Corollary 2.9. The proof uses a variation of
an elegant “replica argument” that was introduced by Peres [18] in the context of
[microscopic] Hausdorff dimension of fractal percolation processes.

Proof of Corollary 2.9 Let B0.p0/ be an independent Boolean model with coverage
probabilities p0 D fp0.x/gx2Zd that have an index Ind.p0/. Define q.x/ WD p.x/�p0.x/
for all x 2 Z

d. It is then easy to see that C.q/ WD B0.p0/ \ B.p/ is a Boolean model
with coverage probabilities q D fq.x/gx2Zd . Since Ind.q/ D Ind.p/ C Ind.p0/,
Proposition 2.7 implies that

P
˚ˇ
ˇ pix

�
A \ C.q/

�ˇ
ˇ D 1� D

(
1 if Ind.p/C Ind.p0/ < DimM.A/;

0 if Ind.p/C Ind.p0/ > DimM.A/:

At the same time, one can apply Proposition 2.7 conditionally in order to see that
almost surely,

P
˚ˇ
ˇ pix

�
A \ C.q/

�ˇ
ˇ D 1 j B.p/

� D P
˚ˇ
ˇ pix

�
A \ B.p/ \ B0.p0/

�ˇ
ˇ D 1 j B.p/

�

D
(
1 if DimM .A \ B.p// > Ind.p0/;
0 if DimM .A \ B.p// < Ind.p0/:

A comparison of the preceding two displays yields the following almost sure
assertions:

1. If Ind.p/C Ind.p0/ < DimM.A/, then DimM .A \ B.p// > Ind.p0/ a.s.; and
2. If Ind.p/C Ind.p0/ > DimM.A/, then DimM .A \ B.p// 6 Ind.p0/ a.s.

Since p0 can have any arbitrary index Ind.p0/ > 0 that one wishes, the corollary
follows. �
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3 Transient Lévy Processes

Let X WD fXtgt>0 be a Lévy process on R
d. That is, X is a strong Markov process that

has càdlàg paths, takes values in R
d, X0 D 0, and X has stationary and independent

increments. See, for example, Bertoin [3] for a pedagogic account. In this section
we assume that X is transient and compute the macroscopic Minkowski dimension
of the range RX of X, where we recall the range is the following random set:

RX WD
[

t>0
fXtg:

3.1 The Potential Measure

Let UX denote the potential measure of X; that is,

UX .A/ WD
Z 1

0

PfXt 2 Ag dt D E
Z 1

0

1A.Xt/ dt: (7)

Throughout we assume that X is transient; equivalently, UX is a Radon measure.
The following shows that the macroscopic Minkowski dimension of the range of X
is linked intimately to the potential measure of X.

Theorem 3.1 With probability one,

DimM.RX / D inf




˛ > 0 W
Z

Rd

UX .dx/

1C jxj˛ < 1


:

Theorem 3.9 below contains an alternative formula for DimM.RX /, in terms of the
Lévy exponent of X, which is reminiscent of an old formula of Pruitt [20] for the
[microscopic] Hausdorff dimension of RX . We refer to Ref.’s [11–13] for more
recent developments on microscopic fractal properties of Lévy processes, based on
potential theory of additive Lévy processes.

Example 3.2 Consider the case that X WD fXtgt>0 is a symmetric ˇ-stable process
on R

d for some 0 < ˇ 6 2. Transience is equivalent to the condition ˇ < d. This
condition is known to imply that UX .dx/=dx / kxk�dCˇ for all x 2 R

d n f0g [3, 19].
Therefore,

R
Rd.1 C jxj˛/�1 UX .dx/ < 1 iff

R
jxj>1 jxj�˛�dCˇ dx < 1 iff ˛ > ˇ.

Theorem 3.1 then implies that DimM.RX / D ˇ a.s. This fact is essentially due to
Barlow and Taylor [2].
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Remark 3.3 Recall that the measure UX is finite because X is transient. As a result,R
Rd.1Cjxj˛/�1 UX .dx/ converges iff

R
jxj>1 jxj�˛ UX .dx/ < 1. One can then deduce

from this fact, from the definition (7) of UX , and from Theorem 3.1 that

DimM.RX / D inf




˛ > 0 W
Z 1

0

E .jXtj�˛I jXtj > 1/ dt < 1


a.s.

This is the macroscopic analogue of a result of Pruitt [20, p. 374].

Open Problem It is natural to ask if there is a nice formula for DimM.A \ RX /

when A � R
d is Borel and nonrandom. We do not have an answer to this question

when A is not “macroscopically self-similar.”
The proof of Theorem 3.1 hinges on a few prefatory technical results. The first is

a more-or-less well-known set of bounds on the potential measure of a ball.

Lemma 3.4 For every x 2 R
d and r > 0,

UX .B.xI r// 6 UX .B.0I 2r// � P
˚
RX \ B.xI r/ ¤ ¿

�
:

Proof Let inf ¿ WD 1, and consider the stopping time

T.xI r/ WD infft > 0 W Xt 2 B.xI r/g: (8)

We can write UX .B.xI r// in the following equivalent form:

E

�Z 1

0

1B.x�XT.xIr/;r/
�
XtCT.xIr/ � XT.xIr/

�
dt � 1fT.xIr/<1g

�

: (9)

Since jXT.xIr/�xj 6 r a.s. on the event fT.xI r/ < 1g, the triangle inequality implies
that B.x � XT.xIr/ ; r/ � B.0I 2r/ a.s. on fT.xI r/ < 1g, and hence

UX .B.xI r// 6 UX .B.0I 2r// � PfT.xI r/ < 1g:

This is another way to state the lemma. �
The next result is a standard upper bound on the hitting probability of a ball.

Lemma 3.5 For every x 2 R
d and r > 0,

UX .B.xI 2r// > UX .B.0I r// � P
˚
RX \ B.xI r/ ¤ ¿

�
:

Proof Similarly to (9), we see that UX .B.xI 2r// is bounded from below by

E

�Z 1

0

1B.x�XT.xIr/;2r/
�
XtCT.xIr/ � XT.xIr/

�
dt � 1fT.xIr/<1g

�

;
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where T.xI r/ was defined in (8). By the triangle inequality, B.x � XT.xIr/ ; 2r/ �
B.0I r/ almost surely on the event fT.xI r/ < 1g. Therefore, we apply the strong
Markov property in order to see that

UX .B.xI 2r// > UX .B.0I r// � PfT.xI r/ < 1g:

This is another way to write the lemma. �
The following is a “weak unimodality” result for the potential measure.

Lemma 3.6 UX .B.xI r// 6 4dUX .B.0I r// for all x 2 R
d and r > 0.

Proof The proof will use the following elementary covering property of Euclidean
spaces: For every x 2 R

d and r > 0 there exist points y1; : : : ; y4d 2 B.xI r/ such that
B.xI r/ D [16i64d B.yi ; r=2/: This leads to the following “volume-doubling” bound:
For all r > 0 and x 2 R

d,

UX .B.xI r// 6 4d sup
y2B.x;r/

UX .B.yI r=2//: (10)

This inequality yields the lemma since UX .B.yI r=2// 6 UX .B.0I r// for all y 2 R
d

and r > 0, thanks to Lemma 3.4. �
The next result presents bounds for the probability that the pixelization of the

range of X hits singletons. Naturally, both bounds are in terms of the potential
measure of X.

Lemma 3.7 There exist finite constants c2 > 1 > c1 > 0 such that, for all x 2 Z
d,

c1UX .Q.x// 6 P
˚
x 2 pix

�
RX

��
6 c2UX .B.xI 2//:

Proof For x 2 Z
d, let yi WD xi C 1

2
for 1 6 i 6 d and recall that Q.x/ D B.yI 1=2/

in order to deduce from Lemmas 3.4 and 3.5 that

UX .Q.x//

UX .B.0I 1//
D UX .B.yI 1=2//

UX .B.0I 1//
6 P

˚
x 2 pix

�
RX

��
6 UX .B.yI 1//

UX .B.0I 1=2//
: (11)

The denominators are strictly positive because X is càdlàg and B.0I 1=2/ contains
an open ball in R

d; and they are finite because of the transience of X. Because
B.yI 1/ � B.xI 2/, (11) completes the proof. �

The following lemma is the final technical result of this section. It presents an
upper bound for the probability that the range of X simultaneously intersects two
given balls.
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Lemma 3.8 For all x; y 2 R
d and r > 0,

P
˚
RX \ B.xI r/ ¤ ¿ ;RX \ B.yI r/ ¤ ¿

�

6 UX .B.xI 2r//

UX .B.0I r//
� UX .B.y � xI 4r//

UX .B.0I 2r//
C UX .B.yI 2r//

UX .B.0I r//
� UX .B.x � yI 4r//

UX .B.0I 2r//
:

Proof Let us recall the stopping time T.xI r/ from (8). First one notices that

P fT.xI r/ 6 T.yI r/ < 1g D P
˚
T.xI r/ < 1; 9s > 0 W XsCT.xIr/ � XT.xIr/ 2 B.y � XT.xIr/I r/

�

6 PfT.xI r/ < 1g � PfT.y � xI 2r/ < 1g
D P

˚RX \ B.xI r/ ¤ ¿
� � P

˚RX \ B.y � xI 2r/ ¤ ¿
�
;

owing to the strong Markov property and the fact that B.y � XT.xIr/I r/ � B.y �
xI 2r/ a.s. on fT.xI r/ < 1g [the triangle inequality]. By exchanging the roles of x
and y and appealing to the subadditivity of probabilities, one can deduce from the
preceding that

P
˚
RX \ B.xI r/ ¤ ¿ ;RX \ B.yI r/ ¤ ¿

�

6 P
˚
RX \ B.xI r/ ¤ ¿

� � P
˚
RX \ B.y � xI 2r/ ¤ ¿

�

C P
˚
RX \ B.yI r/ ¤ ¿

� � P
˚
RX \ B.x � yI 2r/ ¤ ¿

�
:

An appeal to Lemma 3.5 completes the proof. �
With the requisite material for the proof of Theorem 3.1 under way, we are ready

for the following.

Proof of Theorem 3.1 Because of Lemma 2.4, it is sufficient to to verify that
DimM.RX / D ˛c a.s., where

˛c WD inf




˛ > 0 W
Z

Rd

UX .dx/

1C jxj˛ < 1


:

Let us begin by making some real-variable observations. First, let us note that
because UX is a finite measure [by transience],

1X

nD1
2�n˛UX .Sn/ D

1X

nD1
2�n˛

Z

Sn

UX .dx/ �
Z

jxj>1
UX .dx/

jxj˛ �
Z

Rd

UX .dx/

1C jxj˛ :

Therefore,

˛c D inf

(

˛ > 0 W
1X

nD1
2�n˛UX .Sn/ < 1

)

:
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By the definition of ˛c, if 0 < ˛ < ˛c, then
P

n 2
�n˛UX .Sn/ D 1; as a result,

lim sup
n!1

2�ˇnUX .B.0I 2n// > lim sup
n!1

2�ˇnUX .Sn/ D 1;

whenever 0 < ˇ < ˛. On the other hand, if ˇ > ˛c, then limn!1 2�ˇnUX .Sn/ D 0,
and hence

UX .B.0I 2n// D
nX

kD0
UX .Sk/ D O.2ˇn/ as n ! 1:

These remarks together show the following alternative representation of ˛c:

˛c D lim sup
n!1

n�1Log CUX .B.0I 2n// D lim sup
n!1

n�1Log CUX .Sn/: (12)

Now we begin the bulk of the proof. Lemma 3.7 and (12) together imply that for
all n > 2,

E
ˇ
ˇpix

�
RX

� \ B.0I 2n/
ˇ
ˇ .

X

x2B.0I2n/

UX .B.xI 2// . UX .B.0I 2nC1// 6 2n.1Co.1//˛c;

as n ! 1. Therefore, the Chebyshev inequality implies that

1X

nD1
P
˚ˇ
ˇpix

�
RX

� \ B.0I 2n/
ˇ
ˇ > 2n�

�
< 1 for all � > ˛c:

An application of the Borel–Cantelli lemma yields DimM.RX / 6 ˛c a.s., which
implies a part of the assertion of the theorem.

For the next part, let us begin with the following consequence of Lemma 3.7:

E
ˇ
ˇpix

�
RX

� \ B.0I 2n/
ˇ
ˇ &

X

x2B.0I2n/

UX .Q.x// � UX .B.0I 2n//: (13)

Next, we estimate the second moment of the same random variable as follows:

E
�ˇ
ˇpix

�RX

� \ B.0I 2n/
ˇ
ˇ2
�

6
X

x;y2B.0I2n/

P
˚RX \ B.xI 1/ ¤ ¿ ;RX \ B.yI 1/ ¤ ¿

�

6
X

x;y2B.0I2n/

UX .B.xI 2//
UX .B.0I 1//

� UX .B.y � xI 4//
UX .B.0I 2//

C
X

x;y2B.0I2n/

UX .B.yI 2//
UX .B.0I 1//

� UX .B.x � yI 4//
UX .B.0I 2//

I
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see Lemma 3.8 for the final inequality. Since for all x; y 2 B.0I 2n/, we have
x � y; y � x 2 B.0 ; 2nC1/, it follows that

E
�ˇ
ˇpix

�
RX

� \ B.0I 2n/
ˇ
ˇ2
�

6 2
X

x2B.0I2n/

UX .B.xI 2//
UX .B.0I 1//

�
X

w2B.0I2nC1/

UX .B.wI 4//
UX .B.0I 2//

6 KUX .B.0I 2nC1// � UX .B.0I 2nC2/

6 43dKŒUX .B.0I 2n//�2;

where K WD 2ŒUX .B.0I 1//UX.B.0I 2//��1 and the last line follows from (10).
Therefore, the Paley–Zygmund inequality and (13) together imply that

P



ˇ
ˇpix

�
RX

� \ B.0I 2n/
ˇ
ˇ >

1

2
UX .B.0I 2n//



>
�
E
ˇ
ˇpix

�
RX

� \ B.0I 2n/
ˇ
ˇ
�2

4E
�ˇ
ˇpix

�
RX

� \ B.0I 2n/
ˇ
ˇ2
�

& 1;

uniformly in n. The preceding and (12) together imply that PfDimM.RX / > ˛cg > 0
and hence PfDimM.RX / > ˛cg > 0 thanks to Lemma 2.4. Since the event
fDimM.RX / > ˛cg is a tail event for the Lévy process X, the Kolmogorov 0–1 law
implies that DimM.RX / > ˛c a.s. This verifies the theorem since the other bound
was verified earlier in the proof. �

3.2 Fourier Analysis

It is well-known that the law of X is determined by a socalled characteristic
exponent ‰X W Rd ! C, which can be defined via E exp.iz � Xt/ D exp.�t‰X .z//
for all t > 0 and z 2 R

d. In particular, one can prove from this that ‰X .z/ ¤ 0 for
almost all z 2 R

d. This fact is used tacitly in the sequel.
We frequently use the well-known fact that Re‰X .z/ > 0 for all z 2 R

d. To see
this fact, let X0 be an independent copy of X and note that t 7! Xt � X0

t is a Lévy
process with characteristic exponent 2Re‰X . Since X1 � X0

1 is a symmetric random
variable, one can conclude the mentioned fact that Re‰X > 0.

Port and Stone [19] have proved, among other things, that the transience of X is
equivalent to the convergence of the integral

I.‰X / WD
Z

kzk61
Re

�
1

‰X.z/

�

dzI

see also [3]. The following shows that the macroscopic dimension of the range of X
is determined by the strength by which the Port–Stone integral I.‰X / converges.
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Theorem 3.9 With probability one,

DimM.RX / D inf




˛ > 0 W
Z

kzk61
Re

�
1

‰X .z/

�
dz

kzkd�˛ < 1


:

The proof of Theorem 3.9 hinges on a calculation from classical Fourier analysis.
From now on,bh denotes the Fourier transform of a locally integrable function h W
R

d ! R, normalized so that

bh.z/ D
Z

Rd
eiz�xh.x/ dx for all z 2 R

d and h 2 L1.Rd/:

As is done customarily, we let K denote the modified Bessel function [Macdonald
function] of the second kind.

Lemma 3.10 Choose and fix ˛ > 0 and define f .x/ WD .1 C kxk2/�˛=2 for all
x 2 R

d. Then, the Fourier transform of f is

bf .z/ D cd;˛ � K.d�˛/=2.kzk/
kzk.d�˛/=2 Œz 2 R

d�;

where 0 < cd;˛ < 1 depends only on .d ; ˛/.

Proof This is undoubtedly well known; the proof hinges on a simple abelian trick
that can be included with little added effort.

For all x 2 R
d and � > 0,

Z 1

0

e�t.1Ckxk2/t��1 dt D �.�/

.1C kxk2/� :

Therefore, for every rapidly decreasing test function ' W Rd ! R,

Z

Rd

'.x/

.1C kxk2/� dx D 1

�.�/

Z

Rd
'.x/ dx

Z 1

0

dt e�t.1Ckxk2/t��1

D 1

�.�/

Z 1

0

e�tt��1 dt
Z

Rd
'.x/e�tkxk2 dx:

Since

Z

Rd
'.x/e�tkxk2 dx D .4�t/�d=2

Z

Rd
b'.z/ exp

�

�kzk2
4t

�

dz;
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it follows that

Z

Rd

'.x/

.1C kxk2/� dx D 1

b

Z

Rd
b'.z/ dz

Z 1

0

dt

t.d=2/��C1 exp

�

�t � kzk2
4t

�

dz

D 1

c

Z

Rd
b'.z/

K.d=2/�� .kzk/
kzk.d=2/�� dz;

where b WD .4�/d=2�.�/ and c WD .4�/d=2�.�/2�1�.d=2/C� . This proves the result,
after we set � WD ˛=2. �

Proof of Theorem 3.9 It is not hard to check (see, for example, Port and Stone
[19]) that bUX .z/ D 1=‰X.z/ for almost all z 2 R

d. Because Re.1=‰X.z// D
Re‰X .z/=j‰X.z/j2 > 0 a.e., Lemma 3.10 and a suitable form of the Plancherel’s
theorem together imply that

Z

Rd

UX .dx/

1C jxj˛ �
Z

Rd

UX .dx/

.1C jxj2/˛=2 /
Z

Rd
Re

�
1

‰X .z/

�
K.d�˛/=2.kzk/

kzk.d�˛/=2 dz WD T1CT2;

where T1 denotes the preceding integral with domain of integration restricted to
fz 2 R

d W j‰X .z/j < 1g and T2 is the same integral over fz 2 R
d W j‰X .z/j > 1g.

A standard application of Laplace’s method shows that for all R > 0 there exists
a finite A > 1 such that

e�w

A
p

w
6 K.w/ 6 Ae�w

p
w
;

whenever w > R. And one can check directly that for all R > 0 we can find a finite
B > 1 such that

B�1w� 6 K.w/ 6 Bw� whenever 0 < w < R:

Since ‰X W Rd ! C is a continuous function that vanishes at the origin, fz 2 R
d W

j‰X.z/j > 1g does not intersect a certain ball about the origin of Rd. Therefore, the
inequality Re.1=‰X.z// 6 j‰X .z/j�1, valid for all z 2 R

d, implies that

T1 �
Z

j‰X .z/j<1
Re

�
1

‰X .z/

�
dz

kzkd�˛ ;

and

T2 �
Z

j‰X .z/j>1
Re

�
1

‰X .z/

�
e�kzk

kzk.d�˛C1/=2 dz 6
Z

j‰X .z/j>1
e�kzk

kzk.d�˛C1/=2 dz < 1:
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This verifies that
Z

Rd

UX .dx/

1C jxj˛ < 1 ” T1 < 1;

which completes the theorem in light of Theorem 3.1 and a real-variable argument
that implies that T1 < 1 iff

R
kzk61 Re.1=‰X.z//kzk�dC˛ dz < 1. �

3.3 The Graph of a Lévy Process

Let X WD fXtgt>0 denote an arbitrary Lévy process on R
d, not necessarily transient.

It is easy to check that

Yt WD .t ;Xt/ Œt > 0�

is a transient Lévy process in R
dC1. Moreover,

GX WD RY

is the graph of the original Lévy process X. The literature on Lévy processes contains
several results about the microscopic structure of GX . Perhaps the most noteworthy
result of this type is the fact that

dimH.GX / D 3=2 a.s., (14)

when X denotes a one-dimensional Brownian motion. In this section we compute
the macroscopic Minkowski dimension of the same random set; in fact, we plan
to compute the macroscopic Minkowski dimension of the graph of a large class of
Lévy processes X.

The potential measure of the space-time process Y is, in general,

UY .A � B/ WD E

�Z 1

0

1A�B.s ;Xs/ ds

�

D
Z

A
Ps.B/ ds;

for all Borel sets A � RC and B � R
d, where

Ps.B/ WD PfXs 2 Bg:

Therefore, Theorem 3.1 implies that

DimMGX D inf




˛ > 0 W
Z 1

0

ds
Z

Rd

Ps.dx/

1C s˛ C jxj˛ < 1


a.s.

In order to understand what this formula says, let us first prove the following result.
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Lemma 3.11 If X is an arbitrary Lévy process on R
d, then

0 6 DimM.GX / 6 1 a.s.

Proof Since

Z 1

0

ds
Z

Rd

Ps.dx/

1C s˛ C jxj˛ 6
Z 1

0

ds
Z

Rd
Ps.dx/ D 1;

it follows that

DimMGX D inf




˛ > 0 W
Z 1

1

ds
Z

Rd

Ps.dx/

s˛ C jxj˛ < 1


a.s.

The proposition follows because

Z 1

1

ds
Z

Rd

Ps.dx/

s˛ C jxj˛ 6
Z 1

1

ds

s˛
< 1;

whenever ˛ > 1. �
It is possible to also show that, in a large number of cases, the graph of a Lévy

process has macroscopic Minkowski dimension one, viz.,

Proposition 3.12 Let X be a Lévy process on R
d such that X1 2 L1.P/ and

E.X1/ D 0. Then, DimM.GX / D 1 a.s.
Therefore, we can see from Lemma 3.12 that the graph of one-dimensional
Brownian motion has macroscopic Minkowski dimension 1, yet it has microscopic
Hausdorff dimension 3=2; compare with (14).

Proof Lemma 3.11 implies that

DimM.GX / D inf




0 < ˛ 6 1 W
Z 1

1

ds
Z

Rd

Ps.dx/

s˛ C jxj˛ < 1


a.s., (15)

where inf ¿ WD 1. If 0 < ˛ < 1, then

Z 1

1

ds
Z

Rd

Ps.dx/

s˛ C jxj˛ >
Z 1

1

ds
Z

jxj6s

Ps.dx/

s˛ C jxj˛ > 2�˛
Z 1

1

PfjXsj 6 sg ds

s˛
:

Because E.X1/ D 0, the law of large numbers for Lévy processes (see, for example,
Bertoin [3, pp. 40–41]) implies that PfjXsj 6 sg ! 1 as s ! 1. This shows that

Z 1

1

PfjXsj 6 sg ds

s˛
D 1 for every ˛ 2 .0 ; 1/;

and proves the lemma. �
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Remark 3.13 The assumption X1 2 L1.P/ in Proposition 3.12 can be weakened.
From the last part of the proof, we see that the conclusion of Proposition 3.12 still
holds if there is a constant c > 0 such that PfjXsj 6 sg > c for all s > 1. This is the
case, for example, when X is a symmetric Cauchy process.

Finally, let us prove that the preceding result is unimprovable in the following
sense: For every number q 2 .0 ; 1/, there exist a Lévy process X on R

d the
macroscopic dimension of whose graph is q.

Theorem 3.14 If X be a symmetric ˇ-stable Lévy process on R
d for some

0 < ˇ 6 2, then

DimM.GX / D ˇ ^ 1 a.s.

The preceding is a large-scale analogue of a result due to McKean [15].
McKean’s theorem asserts that with probability one, the (microscopic) Hausdorff
dimension of the range (not graph!) of a real-valued, symmetric ˇ-stable Lévy
process is ˇ ^ 1.

Proof If ˇ > 1, then the result follows from Proposition 3.12. When ˇ D 1, the
process X is a symmetric Cauchy process and the result follows from Remark 3.13.
In the remainder of the proof we assume that 0 < ˇ < 1.

Let us observe the elementary estimate,

Z 1

1

ds
Z

Rd

Ps.dx/

s˛ C jxj˛ �
Z 1

1

ds
Z

jxj<s

Ps.dx/

s˛
C
Z 1

1

ds
Z

jxj>s

Ps.dx/

jxj˛
DW T1 C T2:

(16)

For all 0 < ˛ < 1,

T1 D
Z 1

1

PfjXsj < sg ds

s˛
D
Z 1

1

P
˚jX1j < s�.1�ˇ/=ˇ� ds

s˛
;

by scaling. It is well known that X1 has a bounded, continuous, and strictly positive
density function on R

d. This shows that PfjX1j < s�.1�ˇ/=ˇg is bounded above and
below by constant multiples of s�.1�ˇ/=ˇ , uniformly for all s > 1. In particular,

T1 < 1 iff 1 > ˛ > 2 � ˇ�1: (17)

Next we note that if 0 < ˛ < 1, then

T2 D
Z 1

1

E
�jX1j�˛I jX1j > s1�.1=ˇ/

� ds

s˛=ˇ
;
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by scaling. Because X1 has a strictly positive and bounded density in R
d, the

inequalities

E .jX1j�˛I jX1j > 1/ 6 E
�jX1j�˛I jX1j > s1�.1=ˇ/

�
6 E .jX1j�˛/

imply that

T2 < 1 iff ˇ < ˛: (18)

Hence, we have shown that T1 C T2 < 1 iff ˇ < ˛. The theorem follows from (15)
to (18). �

3.4 Application to Subordinators

Let us now consider the special case that the Lévy process X is a subordinator. To
be concrete, by the latter we mean that X is a Lévy process on R such that X0 D 0

and the sample function t 7! Xt is a.s. nondecreasing. If we assume further that
PfX1 > 0g > 0, then it follows readily that limt!1 Xt D 1 a.s. and hence X
is transient. As is customary, one prefers to study subordinators via their Laplace
exponent ˆX W RC ! RC. The Laplace exponent of X is defined via the identity

E exp.��Xt/ D exp.�tˆX .�//;

valid for all t; � > 0. It is easy to see that ˆX .�/ D ‰X .i�/, where ‰X now denotes
[the analytic continuation, from R to iR, of] the characteristic exponent of X.

Theorem 3.15 If ˆX W RC ! RC denote the Laplace exponent of a subordinator
X on RC, then

DimM.RX / D inf




0 < ˛ < 1 W
Z 1

0

dy

y1�˛ ˆX .y/
< 1



a.s.;

where inf ¿ WD 1.
Theorem 3.15 is the macroscopic analogue of a theorem of Horowitz [9] (see also

[4] for more results) which gave a formula for the microscopic Hausdorff dimension
of the range of a subordinator. The following highlights a standard application of
subordinators to the study of level sets of Markov process; see Bertoin [4] for much
more on this connection.

Example 3.16 Let X be a symmetric, ˇ-stable process on R where 1 < ˇ 6 2. It is
well known that X�1f0g WD fs > 0 W Xs D 0g is a.s. nonempty, and coincides with
the closure of the range of a stable subordinator T WD fTtgt>0 of index 1 � ˇ�1.
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It follows from Lemma 2.4 and Theorem 3.15 that

DimM

�
X�1f0g� D inf




0 < ˛ < 1 W
Z 1

0

dt

y1�˛C1�.1=ˇ/ < 1


D 1 � 1

ˇ
a.s.

(19)
Notice that (19) is analogous to the microscopic fractal dimension result for the zero
set X�1f0g. This is due to the fact that the Laplace exponent of the corresponding
stable subordinator is a homogeneous function, which has the same asymptotic
behavior at the origin and the infinity. For a Lévy process whose characteristic
exponent has different asymptotic behaviors at the origin and the infinity, the
macroscopic and microscopic fractal dimensions of the zero set may be different.

Proof of Theorem 3.15 The proof uses as its basis an old idea which is basically
a “change of variables for subordinators,” and is loosely connected to Bochner’s
method of subordination [5]. Before we get to that, let us observe first that
Theorem 3.1 readily implies that

DimM.RX / D inf




0 < ˛ < 1 W
Z 1

0

x�˛UX .dx/ < 1


a.s.

Now let us choose and fix some ˛ 2 .0 ; 1/, and let Y WD fYsgs>0 be an
independent ˛-stable subordinator, normalized to satisfy ˆY .x/ D x˛ for every
x > 0. Since x�˛ D R1

0 exp.�sx˛/ ds D R1
0 E exp.�xYs/ ds, a few back-to-back

appeals to the Tonelli theorem yield the following probabilistic change-of-variables
formula1:
Z

1

0

x�˛UX .dx/ D E

�Z
1

0

UX .dx/
Z

1

0

ds e�xYs

�

D E

�Z
1

0

dt
Z

1

0

ds e�XtYs

�

D
Z

1

0

dt
Z

1

0

ds E
�
e�tˆX .Ys/

	 D E

�Z
1

0

ds

ˆX .Ys/

�

D
Z

1

0

UY .dy/

ˆX .y/
:

It is well-known that UY .dy/ � dy (or one can verify this directly using transition
density or characteristic function of Y), and the Radon–Nikodym density uY .y/ WD
UY .dy/=dy—this is the socalled potential density of Y—is given by uY .y/ D cy�1C˛
for all y > 0, where c D c.˛/ is a positive and finite constant [this follows from the
scaling properties of Y]. Consequently, we see that

R1
0 x�˛ UX .dx/ < 1 for some

0 < ˛ < 1 if and only if
R1
0 y�1C˛ dy=ˆX .y/ < 1 for the same ˛. The theorem

follows from this. �

1The same argument shows that if X and Y are independent subordinators, then we have the change-
of-variables formula,

Z
1

0

UX .dx/

ˆY .x/
D
Z

1

0

UY .dy/

ˆX .y/
:
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4 Tall Peaks of Symmetric Stable Processes

Let B D fBtgt>0 be a standard Brownian motion. For every ˛ > 0, let us consider
the set

HB.˛/ WD
n
t > e W Bt > ˛

p
2 log log t

o
; (20)

where “log” denotes the natural logarithm. In the terminology of Khoshnevisan et
al. [14], the random set HB.˛/ denotes the collection of the tall peaks of B in length
scale ˛.

Theorem 4.1 below follows from the law of the iterated logarithm for Brownian
motion for ˛ ¤ 1. The critical case of ˛ D 1 follows from Motoo [16, Example 2].

Theorem 4.1 HB.˛/ is a.s. unbounded if 0 < ˛ 6 1 and is a.s. bounded if ˛ > 1.
Recently, Khoshnevisan et al. [14] showed that the macroscopic Hausdorff

dimension of HB.˛/ is 1 almost surely if ˛ 6 1. Since the macroscopic Hausdorff
dimension never exceeds the Minkowski dimension (see Barlow and Taylor [2])
Theorem 4.1 implies the following.

Theorem 4.2 DimM.HB.˛// D 1 a.s. for every 0 < ˛ 6 1.
Together, Theorems 4.1 and 4.2 imply that the tall peaks of Brownian motion
are macroscopic monofractals in the sense that either DimM.HB.˛// D 1 or
DimM.HB.˛// D 0. In this section we extend the above results to facts about all
symmetric stable Lévy processes. However, we are quick to point out that the proofs,
in the stable case, are substantially more delicate than those in the Brownian case.

Let X D fXtgt>0 be a real-valued, symmetric ˇ-stable Lévy process for some
ˇ 2 .0 ; 2/. We have ruled out the case ˇ D 2 since X is Brownian motion in that
case, and there is nothing new to be said about X in that case. To be concrete, the
process X will be scaled so that it satisfies

E exp.izXt/ D exp.�tjzjˇ/ for every t > 0 and z 2 R: (21)

In analogy with (20), for every ˛ > 0, let us consider the following set

HX .˛/ WD ˚
t > e W Xt > t1=ˇ.log t/˛

�

of tall peaks of X, parametrized by a “scale factor” ˛ > 0. The following is a re-
interpretation of a classical result of Khintchine [10].

Theorem 4.3 HX .˛/ is a.s. unbounded if 0 < ˛ 6 1=ˇ, and it is a.s. bounded if
˛ > 1=ˇ.

We include a proof for the sake of completeness.
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Proof It suffices to study only the case that ˛ > 1=ˇ. The other case follows from
the stronger Theorem 4.4 below.

Recall from [3, p. 221] that

% WD lim
�!1�ˇPfX1 > �g (22)

exists and is in .0 ;1/. Consequently,

PfXt > t1=ˇ�g � ��ˇ for all � > 1 and t > 0: (23)

Let

X�
t WD sup

06s6t
Xs for all t > 0:

The standard argument that yields the classical reflection principle also yields

P
˚
X�

t > �
�

6 2P fXt > �g for all t; � > 0:

Therefore, (23) implies that

P
˚
X�

t > "t1=ˇ.log t/˛
�

6 2P
˚
Xt > "t1=ˇ.log t/˛

� � .log t/�˛ˇ;

for all t > e and " > 0. This and the Borel–Cantelli lemma together show that, if
˛ > 1=ˇ, then Xt D o.t1=ˇ.log t/˛/ as t ! 1, a.s. In other words, HX .˛/ is a.s.
bounded if ˛ > 1=ˇ. This completes the proof. �

Theorem 4.3 reduces the analysis of the peaks of X to the case where ˛ 2
.0 ; 1=ˇ�. That case is described by the following theorem, which is the promised
extension of Theorem 4.2 to the stable case.

Theorem 4.4 If 0 < ˛ 6 1=ˇ, then DimM.HX .˛// D 1 a.s.

Proof It suffices to prove that

DimM.HX .˛// > 1 a.s. (24)

Throughout the proof, we choose and fix a constant � 2 .0 ; 1/: Let us define an
increasing sequence T1;T2; : : : ; where

Tj WD 22ˇj� =� D exp

�
ˇ log.4/j�

�

�

:

Let us also introduce a collection of intervals I.1/; I.2/; : : : ; defined as follows:

I. j/ WD
h
T1=ˇj .log Tj/

˛ ; 2T1=ˇj .log Tj/
˛
�
:
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Finally, let us introduce events E1;E2; : : :, where

Ej WD ˚
! 2 � W XTj.!/ 2 I. j/

�
:

According to (22),

P.Ej/ D P
n
XTj > T1=ˇj .log Tj/

˛
o

� P
n
XTj > 2T1=ˇj .log Tj/

˛
o

 %
�
1 � 2�ˇ�

.log Tj/˛ˇ
Œas j ! 1�

D %
�
1 � 2�ˇ�

j˛�ˇ
:

For every integer n > 1, let us define

Wn WD
2n�1X

jD2n�1

1Ej :

It follows from the preceding that there exists an integer n0 > 1 such that

E.Wn/ & 2n.1�˛ˇ�/ uniformly for all n > n0: (25)

Next, we estimate E.W2
n /, which may be written in the following form:

E.W2
n / D E.Wn/C 2

XX

2n�16j<k<2n

P.Ej \ Ek/: (26)

Henceforth, suppose k > j are two integers between 2n�1 and 2n � 1.
Because X has stationary independent increments,

P.Ej \ Ek/ 6 Pj � Pj;k; (27)

where

Pj D P
n
XTj > T1=ˇj .log Tj/

˛
o
;

Pj;k D P
n
XTk�Tj > T1=ˇk .log Tk/

˛ � 2T1=ˇj .log Tj/
˛
o
:

In accord with (23),

Pj D P.Ej/ � j�˛ˇ� : (28)
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The analysis of Pj;k is somewhat mode complicated.
First, one might observe that

Pj;k D P
n
XTk�Tj > .log Tk/

˛
�
T1=ˇk � 2T1=ˇj

	o

D P

(

X1 > k˛�
T1=ˇk � 2T1=ˇj

.Tk � Tj/1=ˇ

)

Œby scaling�

6 P

(

X1 > k˛�
�

1 � 2

�
Tj

Tk

�1=ˇ �
)

:

(29)

[The final inequality holds simply because .Tk � Tj/
1=ˇ 6 T1=ˇk .]

If j and k are integers in Œ2n�1 ; 2n/ that satisfy j 6 k � k1�� , then

k� � j� D k�
�

1 �
�

j

k

���

> k�
�
1 � .1 � k�� /�

	
> �:

The preceding is justified by the following elementary inequality: .1� x/� 6 1��x
for all x 2 .0; 1/. As a result, we are led to the following bound:

1 � 2
�

Tj

Tk

�1=ˇ
D 1 � 2 exp

�

�2 log 2

�
Œk� � j� �

�

> 1

2
;

valid uniformly for all integers j and k that satisfy k > j > k � k1�� and are between
2n�1 and 2n � 1. Therefore, (23) and (29) together imply that

Pj;k 6 P fX1 > k˛� g . k�˛ˇ� ;

uniformly for all integers k > j that are in Œ2n�1 ; 2n � 1/ and satisfy j 6 k � k1�� ,
and uniformly for every integer n > n0. It follows from this bound, (27), and (28)
that

XX

2n�16j<k<2n

j6k�k1��

P.Ej \ Ek/ .
XX

2n�16j<k<2n

j6k�k1��

. jk/�˛ˇ� . 4n.1�˛ˇ�/; (30)

uniformly for all integers n > n0.
On the other hand,

XX

2n�16j<k<2n

j>k�k1��

P.Ej \ Ek/ 6
XX

2n�16j<k<2n

j>k�k1��

P.Ek/ .
XX

2n�16j<k<2n

j>k�k1��

k�˛ˇ� [by (28)]
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.
2n�1X

kD2n�1

k1���˛ˇ� . 2n.2���˛ˇ�/

6 4n.1�˛ˇ�/;

since ˛ˇ 6 1. Therefore, (30) implies that

XX

2n�16j<k<2n

P.Ej \ Ek/ . 4n.1�˛ˇ�/:

This and (26) together imply that

E.W2
n / 6 E.Wn/C .EŒWn�/

2 ; (31)

uniformly for all n > n0. Because of (25) and the condition ˛ˇ 6 1, it follows that
E.Wn/ & 1, uniformly for all n > 1. Therefore, there exists a finite and positive
constant c such that

E.W2
n / 6 c .EŒWn�/

2 for all n > n0:

An appeal to the Paley–Zygmund inequality then yields the following: Uniformly
for all integers n > n0,

inf
n>n0

P
˚
Wn >

1
2
E.Wn/

�
> .4c/�1:

From this and (25) it immediately follows that

P




lim sup
n!1

n�1Log CWn > 1 � ˛ˇ�


> .4c/�1 > 0:

The event in the preceding event is a tail event for the Lévy process X. Therefore,
the Kolmogorov 0–1 law implies that

lim sup
n!1

n�1Log CWn > 1 � ˛ˇ� a.s.

Because � 2 .0 ; 1/ was arbitrary, this proves that lim supn!1 n�1Log C
Wn > 1 a.s., and (24) follows since DimM.HX .˛// > lim supn!1 n�1Log CWn.
This completes the proof of the theorem. �
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Critical Behavior of Mean-Field XY and Related
Models

Kay Kirkpatrick and Tayyab Nawaz

Abstract We discuss spin models on complete graphs in the mean-field (infinite-
vertex) limit, especially the classical XY model, the Toy model of the Higgs sector,
and related generalizations. We present a number of results coming from the theory
of large deviations and Stein’s method, in particular, Cramér and Sanov-type results,
limit theorems with rates of convergence, and phase transition behavior for these
models.

Keywords Mean-field • Free energy • Density function • Gibbs measure

1 Introduction

We use mean-field theory to approximate a challenging problem and to study a
many-body problem by converting it into a one-body problem. We survey a number
of results obtained recently using the theory of large deviations along with Stein’s
method-type limit theorems to describe the asymptotic behavior of the O.N/ spin
models such as the N D 1 Curie-Weiss model, the N D 2 model called the XY
model, the N D 3 Heisenberg model, and the N D 4 Toy model of the Higgs
sector [5, 12, 13]. We present these results mostly without proofs. In this section,
we describe the mean-field XY model and the history, including the 2D XY model
(which is currently intractable). In the next section we describe the asymptotic
behavior of the XY model; in the last section, the behavior of its generalizations
to N-dimensional spins.

The XY model on a complete graph Kn with n vertices in the absence of an
external field is defined as follows: there is a circular spin �i 2 S

1 at each site
i 2 1; 2; : : : ; n. The configuration space of the XY model is�n D .S1/n where each
microstate is � D .�1; �2; : : : ; �n/. For the higher O.N/ spin models, we simply
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replace S1 by S
N�1, and in all cases the Hamiltonian energy is defined by

Hn.�/ D �
X

i;j

Ji;j
˝
�i; �j

˛
:

The mean-field interaction for the XY and O.N/ models on the complete graph is
defined by Ji;j D 1

2n for all i; j.
The simplest spin model is the Ising model, with one-dimensional ˙1 spins,

a model that is used extensively in statistical mechanics, invented by Ernest Ising
while working with his advisor Wilhelm Lenz [4, 11]. The one-dimensional Ising
model has no phase transition, but there is a phase transition on an infinite two-
dimensional lattice. The mean-field Ising model, or Curie-Weiss model, describes
the Ising model well for higher dimensions, and the magnetization (average spin)
in this model has a Gaussian law away from the critical temperature and a non-
Gaussian law at the critical temperature [7]. Recently, Chatterjee and Shao [5]
proved that the total spin in the Curie-Weiss model at the critical temperature
satisfies a Berry–Esseen type error bound in this non-Gaussian limit.

The XY model, with two-dimensional circular spins, models superconductors
and is interesting but challenging to study its phase transition rigorously [3]. On
a lattice of two spatial dimensions, such a continuous circular symmetry cannot be
broken at any finite temperature [16]. Thus the 2D XY model cannot have an ordered
phase at low temperature quite like the Ising model, and it has a phase transition that
is quite different from the Ising model [17, 18]. Instead, the 2D XY model exhibits
the peculiar Kosterlitz-Thouless (KT) transition, a phase transition of infinite order
and the subject of a Nobel prize. Above the transition temperature TKT correlations
between spins decay exponentially. At low temperatures, the system does not have
any long-range order as the ground state is unstable, but there is a low-temperature
quasi-ordered phase with a correlation function that decreases with the distance like
a power, which depends on the temperature [14].

Because the 2D XY model is so challenging, we study the mean-field classical
XY model instead, which can be viewed as the large-dimensional (d ! 1) limit
of the nearest-neighbor model on Z

d, with spins in S
1, and with critical inverse

temperature ˇc D 2 [1]. Furthermore, the large-dimensional limit approximates
high-dimensional models nicely since below the critical temperature, the average
spin goes to zero for all d, and above the critical temperature, the total spin has a
non-zero limit as d ! 1.

In the next section we will examine the XY model in detail, while Sect. 3 deals
with extensions to higher spin dimensions.

2 The Mean-Field XY Model and Asymptotic Results

We consider the isotropic mean-field classical XY model on a finite complete graph
Kn with n vertices. That is, at each site i 2 Kn of the graph is a spin living in
� D S

1, so the state space is �n D .S1/n. See Fig. 1 for a picture of the XY model
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σ1

σ2

σ3

σ4

σ5

σ2

σ1σ3

σ4
σ5

Fig. 1 Left: The classical mean-field XY Model on the complete graph K5 with five sample spin
vectors. Right: The projection of the same spin vectors from K5 onto S

1

on 5 vertices. The corresponding mean-field Hamiltonian energy Hn W �n ! R is
given by:

Hn.�/ WD � 1

2n

nX

i; jD1

˝
�i; �j

˛ D � 1

2n

X

i; j

cos.�i � �j/;

where �i is the angle that the i-th spin makes with respect to some axis. The
corresponding Gibbs measure is the probability measure Pn;ˇ on �n with density
function:

f .�/ WD 1

Z.ˇ/
e�ˇHn.�/: (1)

where Z is the normalizing constant, also known as the partition function, which
encodes the statistical properties of the model such as free energy and magnetiza-
tion. Note that Gibbs measure here is a normalization of the Boltzmann distribution,
and that the inverse temperature ˇ is equal to .kBT/�1, where kB is the Boltzmann
constant and T is the temperature of the system. We can understand the structural
behavior of the spin vectors’ distribution by studying extreme cases for the inverse
temperature ˇ as follows:

• At high temperature, from Eq. (1) we can predict that the Gibbs measure is
uniform.

• At low temperature, again from Eq. (1) we can predict that the Gibbs measure
decays quickly, and the spin vector distribution prefers the lowest-energy ground
state.

The most likely physical system states corresponding to the Gibbs measure are
called the canonical macrostates. We will consider the random measure of the spins
f�ig; defined by 
n;� WD 1

n

Pn
iD1 ı�i on S

1 and study the total empirical spin,
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defined by

Sn.�/ WD
nX

iD1
�i:

The relative entropy of a probability measure  on S
1, with respect to the uniform

probability measure 
 is defined by

H. j 
/ WD
( R

S1
f log. f /d
 if f WD d

d
 existsI
1 otherwise:

(2)

2.1 LDPs, Free Energy, and Macrostates for the XY Model

Let M1.S
1/ represent the probability measures on S

1 with the weak-� topology.
We are interested in analyzing the total spin, Sn WD Pn

iD1 �i, as a function of
the inverse temperature ˇ in the Gibbs measures. This leads us to consider large
deviation principles (LDPs) for the 
n;� , and then we can rewrite the free energy
more explicitly to describe the phase transition at ˇ D 2. Part of Theorem 1 (ˇ D 0)
is a special case of Sanov’s theorem, while the other cases (ˇ > 0) follow from an
abstract result of Ellis, Haven, and Turkington [10, Theorem 2.5].

Theorem 1 If Pn is the n-fold product of uniform measure on S
1 and 
n;� is the

random measure as defined above. For � � M1.S
1/, the 
n;� satisfy an LDP with

rate function

Iˇ./ WD H. j 
/ � ˇ

2

ˇ
ˇ
ˇ
ˇ

Z

S1

xd.x/

ˇ
ˇ
ˇ
ˇ

2

� '.ˇ/; (3)

where the free energy is given by

'.ˇ/ D inf
2M1.S1/

"

H. j 
/ � ˇ

2

ˇ
ˇ
ˇ
ˇ

Z

S1

xd.x/

ˇ
ˇ
ˇ
ˇ

2
#

: (4)

For fixed ˇ 	 0, every subsequence of Pn;ˇ Œ
n;� 2 �� converges weakly to a
probability measure on M1.S

1/ concentrated on the canonical macrostates Eˇ WD
f W Iˇ./ D 0g, i.e., the zeros of the rate function.

For ˇ D 0, the relative entropy H.� j 
/ achieves its minima of 0 only for the
uniform measure
, implying that the canonical macrostate is disordered. For ˇ>0;
canonical macrostates are defined abstractly through zeros of the rate function (3),
and later Theorem 5 will describe the macrostates explicitly.

The free energy given by (4) can be transformed into the following more explicit
form.
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Theorem 2 (Kirkpatrick-Nawaz [13]) The free energy ' has the formula:

'.ˇ/ D
(
0; if ˇ < 2;

ˆˇ.g�1.ˇ//; if ˇ 	 2;

where Ii below are modified Bessel functions of first kind and ˆˇ is the functional
defined by:

ˆˇ.r/ WD r
I1.r/

I0.r/
� log ŒI0.r/� � ˇ

2

�
I1.r/

I0.r/

�2
; (5)

and

g.r/ WD r
I0.r/

I1.r/
:

Here the phase transition is continuous as the function ' and its derivative ' 0 are
continuous at the critical threshold ˇ D ˇc D 2.

The magnetization for the classical XY model can be obtained by differentiating
the partition function:

jmj D
ˇ
ˇ
ˇ
ˇ
ˇ
E

"
1

n

X

i

�i

#ˇ
ˇ
ˇ
ˇ
ˇ

D
ˇ
ˇ
ˇ
ˇE

�
1

n
Sn

�ˇ
ˇ
ˇ
ˇ D I1.r/

I0.r/

From the free energy we can precisely explain the phase transition at ˇ D 2. For
0 � ˇ � 2, we have a unique global minimum for the free energy at the origin with
a zero magnetization. For ˇ 	 2, we have a unique global minimum for a positive
radius.

Let f�ign
iD1 be i.i.d. uniform random points on S

1 � R
2. We have the following

Cramér-type LDP for the average spin.

Theorem 3 (Kirkpatrick-Nawaz [13]) Let Pn;ˇ be the Gibbs measure defined
above (1). Then for ˇ 	 0, the average spin Mn D Mn.�/ WD 1

n

Pn
iD1 �i satisfies an

LDP with rate function Iˇ.x/ D ˆˇ.r/:

Pn;ˇ .Mn ' x/ ' e�nˆˇ.r/;

where ˆˇ is given by (5) and r D jxj.
For an explicit representation of Eˇ, we note from (2) that the relative entropy

depends only on the distribution of f . By Fubini’s theorem

Z

f log. f /d
 D
Z 1

0



�

f log. f / > t
	
dt �

Z 1

0



�

f log. f / < �t
	
dt:

This implies that for a fixed f , the quantity
ˇ
ˇ
R

xd.x/
ˇ
ˇ is maximized for correspond-

ing densities which are symmetric about a fixed pole and decreasing as the distance
from the pole increases. Using this reasoning, consider a density f that is symmetric
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about the north pole and decreasing away from the pole i.e., f is the measure with
density f .x; y/ D f .y/ which is increasing in y. Then

H.f j 
/ D 1

2�

Z

S1

f .x; y/ logŒ f .x; y/�dxdy

D 1

�

Z 2�

0

Z �

0

f .cos.�// logŒ f .cos.�//�d�d'

D 1

�

Z 1

�1
f .y/ logŒ f .y/�
p
1 � y2

dy:

Similarly,

Z

S1

xdf .x/ D 1

�

�
0

1

� Z 1

�1
yf .y/
p
1 � y2

dy:

Therefore, our minimization problem is reduced to minimizing the following
functional

1

�

Z 1

�1
f .y/ logŒ f .y/�
p
1� y2

dy � ˇ

2

 
1

�

Z 1

�1
yf .y/

p
1 � y2

dy

!2

over f W Œ�1; 1� ! RC such that f is increasing and 1
�

R 1
�1

f .y/p
1�y2

dy D 1. We can

rewrite the first term of the last expression to see that it involves the usual entropy
S. f / D R

f log. f /:

1

�

Z 1

�1
f .y/ logŒ f .y/�
p
1 � y2

dy D 1

�

Z 1

�1
f .y/

p
1 � y2

log

�
f .y/

�

�

dy C log.�/ D �S

�
f

�

�

C log.�/:

Now for
ˇ
ˇ
R

xd.x/
ˇ
ˇ D c 2 Œ0; 1�, using constrained entropy maximization (see

Theorem 12.1.1 from [6]), we will minimize 1
�

R 1
�1

yf .y/p
1�y2

dy, that is, maximize

S. f=�/, over the  2 M1.S
1/ corresponding to this c.

Proposition 4 (Kirkpatrick-Nawaz [13]) Consider a set of functions f W
Œ�1; 1� ! RC, with weight function w.y/ D 1p

1�y2
, such that

R 1
�1 f .y/w.y/dy D 1,

and
ˇ
ˇ
ˇ
R 1

�1 yf .y/w.y/dy
ˇ
ˇ
ˇ D c: i.e., weighted integral of f is 1 while first weighted

moment is bounded. Then the exponential function f �.y/ D �aeby uniquely
maximizes S. f=�/ over the densities satisfying these conditions.
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For c 2 Œ0; 1�, observe that f � increasing gives all b 2 Œ0;1/. Now for
b 2 Œ0;1/, our functional minimization reduces to the following one dimensional
function:

1

�

Z 1

�1
f .y/ logŒ f .y/�
p
1 � y2

dy � ˇ

2
c2 D b

I1.b/

I0.b/
� log ŒI0.b/� � ˇ

2

�
I1.b/

I0.b/

�2

DW ˆˇ.b/: (6)

The following theorem, a special case proved using the calculus of variations in
[13], describes the canonical macrostates:

Theorem 5 (Kirkpatrick-Nawaz [13])

(a) For ˇ � 2, infb�0
˚
ˆˇ.b/

� D 0 is achieved for b D 0 and the corresponding
a D 1, so that the minimizing function f � D 1 and therefore the only canonical
macrostate is the uniform distribution 
.

(b) For ˇ > 2, infb�0
˚
ˆˇ.b/

� D ˆˇ.g�1.ˇ//, where b D g�1.ˇ/ is the unique
strictly positive solution to g.b/ D ˇ where

g.b/ D b
I0.b/

I1.b/
;

a D 1
�I0.b/

and limˇ#2 infb�0
˚
ˆˇ.b/

� D 0. In this case, the canonical
macrostates are given by Eˇ D ff ;xgx2S1 ; where f ;x is the measure that is
the rotation of f from north pole to x-direction, which is symmetric about the
north pole with density f W Œ�1; 1� ! R given by f .y/ D �aeby with a and b as
above.

We can also visualize the Gibbs measure corresponding to subcritical or super-
critical cases as shown in Fig. 2.

2.2 Limit Theorems for the Total Spin in the XY Model

Next we understand the asymptotics for the total spin of the mean-field XY model, in
different regimes across the phase transition, describing the central and non-central
limit theorems for each phase.

In the high temperature regime .0 � ˇ < 2/, the average spin (magnetization)
of the system goes to zero with increasing number of spins n ! 1, and we have
a multivariate central limit theorem with a rate of convergence in Theorem 6. The
main idea is to use Stein’s method [12, 15, 19] with the exchangeable pair .Wn;W 0

n/

from the Gibbs sampling approach: our random variable representing the rescaled
total spin of the original configuration is

Wn WD
r
2 � ˇ

n

nX

iD1
�i;
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Fig. 2 Cross-sections of two canonical macrostates: For ˇ � 2 (the disordered regime), we have
the uniform distribution f .y/ D 1 as the dotted line; for ˇ D 5 > ˇc D 2 (the ordered regime), we
have plotted the cross-section of the distribution f , given by f .x; y/ D f .y/ D eby

I0.y/
, showing that

the spins point predominantly near the north-pole direction

while the random variable representing the rescaled total spin of the new configura-
tion, with I 2 f1; : : : ; ng chosen uniformly at random, is

W 0
n WD Wn.�

0/ D Wn �
r
2 � ˇ

n
�I C

r
2� ˇ

n
� 0

I :

Theorem 6 (Kirkpatrick-Nawaz [13]) In the high temperature regime 0 < ˇ<2,
if Wn is defined as above, Z is a standard normal random variable in R

2, cˇ is a
function depending on ˇ only, L.g/ is the modulus of uniform continuity of g, and
M.g/ is the maximum operator norm of the Hessian of g, then we have:

sup
gWL.g/;M.g/�1

jEg.Wn/ � Eg.Z/j � cˇp
n

The proof of Theorem 6 proceeds in several steps, as a special case of [13]:
first we use the fact that the density of the Gibbs measure is rotationally invariant to
conclude that each spin has a uniform marginal distribution. We obtain the complete
asymptotic behavior of the total spin using the rotational invariance of the total
spin, a strategy adapted from [12]. We calculate the variance of the total spin to
arrive at the proper scaling for defining the exchangeable pair and use the pair to
derive expressions and bounds for the linear factor ƒ appearing in the conditional
expectation and the remainder terms R and R0 [12, 13, 15]. The rest follows from a
theorem of Meckes [15].
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As the temperature decreases to zero, the spins start aligning. For smaller values
of ˇ > 2, the spins vectors are aligned weakly, while for larger ˇ, this alignment
is strong. For any ˇ > 2, because of the large deviation principle in Theorem 3,
we have that jP�jj is close to bn=ˇ with high probability, if b is the minimizer
in ˆˇ. And due to the circular symmetry, all points on the circle of radius bn=ˇ
are equally likely. With this reasoning, similar to [12], it is natural to consider the
random variable representing the fluctuations of squared-length of total spin, i.e.,

Wn WD p
n

2

6
4
ˇ2

n2b2

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

nX

jD1
�j

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

2

� 1

3

7
5 : (7)

Our multivariate central limit theorem in the low temperature (ordered) regime is as
follows:

Theorem 7 (Kirkpatrick-Nawaz [13]) If ˇ > 2 and b is the solution of b D
ˇf .b/ WD ˇ

I1.b/
I0.b/

; and Wn is as defined above in (7), and if Z is a centered normal
random variable with variance V, where

V D 4ˇ2

.1 � ˇf 0.b// b2

"

1 � 1

b

I1.b/

I0.b/
�
�

I1.b/

I0.b/

�2
#

;

then there exists cˇ , depending only on ˇ, such that then

dBL.Wn;Z/ � cˇ

�
log.n/

n

�1=4
:

where dBL.X;Y/ is the bounded Lipschitz distance between random variables X
and Y.
Again the proof of Theorem 7 follows from a univariate analogue of the abstract
normal approximation of Stein [19], and relies on conditional moment bounds.
The fact that the variance is positive was proved by Amos [2] while deriving the
improved bounds on the ratio of Bessel functions.

At the critical temperature ˇc D 2, we will consider the random variable

Wn WD c

n3=2

nX

i;jD1

˝
�i; �j

˛
; (8)

and make an exchangeable pair .Wn;W 0
n/ using Glauber dynamics. Using symmetry

of the total spin and Stein’s method similar to [5, 12], we will obtain critical limiting
density function p as defined below.
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Theorem 8 (Kirkpatrick-Nawaz [13]) For the critical inverse temperature ˇ D
2, if Wn is as defined above in (8), and X is the random variable with the density

p.t/ D
(
1
Z e�t2=64 t 	 0;

0 t < 0;

where Z is normalizing constant, then there exists a universal constant C such that

sup
khk

1

�1; kh0k
1

�1
kh00k

1

�1

ˇ
ˇEh.Wn/� Eh.X/

ˇ
ˇ � C log.n/p

n
:

The proof of the limit theorem for the critical temperature is essentially via the
“density approach” to Stein’s method introduced by Stein, Diaconis, Holmes, and
Reinert [20]. Recently, also Chatterjee and Shao [5] have applied this approach to
the total spin of the mean-field Ising model, i.e., the Curie-Weiss model.

We note that these limit theorems with explicit rates of convergence can be
generalized to high-dimensional spins, but we will omit those technicalities in the
following section.

3 High-Dimensional Spin O.N/ Models

We can use similar methods to extend our results for two-dimensional spin classical
XY model to classical O.N/ models, or N-vector models. In this general case, with
spins in S

N�1 � R
N , the critical inverse temperature is ˇc D N [1, 13]. The N-vector

models on a complete graph Kn have the Hamiltonian:

Hn.�/ WD � 1

2n

nX

i;jD1

˝
�i; �j

˛
: (9)

We present results about the magnetization, free energy, and critical behavior in the
O.N/ models. It is important to note that we divide our asymptotic analysis into
two cases: if N an even positive integer, we have modified Bessel functions of first
kind with order  D N=2 and  � 1, while for N odd, we have hyperbolic functions
arising from the half-integer order Bessel functions.

3.1 The Magnetization in O.N/ Models

Similar to the classical XY model, we can calculate the magnetization of the
classical N-vector unit hyperspherical model using the conditional density, from the
conditional expectations, and it turns out to be a ratio of modified Bessel function
of first kind:
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Fig. 3 Graph of magnetization limits jMN j for N-vector models, 1 � N � 4: For the mean-
field Ising model, M1 D tanh.x/, for the mean-field XY model jM2j D I1.r/

I0.r/
, for the mean-field

Heisenberg model jM3j D coth.r/ � 1
r , and for the mean-field Toy model of the Higgs sector,

jM4j D I2.r/
I1.r/

. Here r and ˇ are related by the formula gN .r/ WD r
I N
2 �1

.r/

I N
2
.r/ D ˇ

Theorem 9 (Kirkpatrick-Nawaz [13]) Consider the O.N/ model with the above
Hamiltonian (9), with N representing the dimension of the spin �i 2 S

N�1. Then on
the complete graph Kn the O.N/ magnetization MN;n D Pn

iD1 �i has the following
mean-field limit:

jMN j D
I N
2
.r/

I N
2 �1.r/

From Fig. 3, we can observe that low-dimensional spin models can be magne-
tized easier in some sense, and as the spin gets higher dimensional, it takes more
energy to magnetize the physical system.

3.2 The Rate Function and Free Energy in O.N/ Models

Next we will present rate functions for large deviation principles similar to
Theorems 1 and 3, the first of which is the relative entropy for the N-vector model
given by an abstract formula similar to before:

Iˇ;N./ WD H. j 
/ � ˇ

2

ˇ
ˇ
ˇ
ˇ

Z

SN�1

xd.x/

ˇ
ˇ
ˇ
ˇ

2

� '.ˇ/
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Fig. 4 Graph of the rate function Iˇ;N.x/ D ˆˇ;N.r/ in the supercritical regime (ˇ D N C 1) for
2 � N � 4, which has minimum at radius g�1

N .ˇ/ D r

where H. j 
/ is the relative entropy (2) and 'N is the free energy defined
abstractly as before:

'N.ˇ/ D inf
2M1.SN�1/

"

H. j 
/ � ˇ

2

ˇ
ˇ
ˇ
ˇ

Z

SN�1

xd.x/

ˇ
ˇ
ˇ
ˇ

2
#

: (10)

We can calculate the minima in the expression of this rate function and verify that in
the subcritical regime (ˇ < N) there is a unique minimum, while in the supercritical
regime there is a family of minima parametrized by S

N�1. The free energy given by
(10) can be written in the following more explicit form using a method like the one
in the previous section. In particular, we have a Cramér-type LDP for the average
spin Mn WD 1

n

Pn
iD1 �i 2 R

N , with rate function Iˇ;N.x/ D ˆˇ;N.r/, defined below
for ˇ 	 0 and r D jxj (Fig. 4).

Theorem 10 (Kirkpatrick-Nawaz [13]) For dimension N, the free energy ' has
the formula:

'N.ˇ/ D
(
0; if ˇ < N;

ˆˇ;N.g�1.ˇ//; if ˇ 	 N;

where g�1.ˇ/ D r with

g.r/ D gN.r/ WD r
I N
2 �1.r/
I N
2
.r/

;
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and

ˆˇ;N.r/ D r
I N
2
.r/

I N
2 �1.r/

C log

"
AN

AN�1
r

N
2 �1

BN�I N
2 �1.r/

#

� ˇ

2

 
I N
2
.r/

I N
2 �1.r/

!2

;

with

AN WD 2�
N
2

�
�

N
2

�

and

BN D

8
ˆ̂
<̂

ˆ̂
:̂

Q N
2 �1

kD0 j2k � 1j; if N even;

2
N
2 �1�. N�1

2 /p
�

; if N odd:

In particular, ' and ' 0 are continuous at the critical threshold ˇ D N, implying that
the phase transition is second-order or continuous.

3.3 The Critical Density Function in O.N/ Models

The limiting density for the critical case uses the (hyper-)spherical symmetry of the
total spin for O.N/ models, giving the following non-normal limit theorem (Fig. 5).

Theorem 11 (Kirkpatrick-Nawaz [13]) At the critical temperature ˇ D N, the

random variable Wn D cN jSnj2
n3=2

has as its limit as n ! 1 the random variable X
with density

pN.t/ D
(
1
Z t

N�2
2 e�kt2 ; if t 	 0;

0; if t < 0;

where k D 1
N2.4NC8/ and Z is the normalizing constant. To be precise about the rate

of convergence, there exists a universal constant C such that

sup
khk

1

�1; kh0k
1

�1
kh00k

1

�1

ˇ
ˇEh.Wn/� Eh.X/

ˇ
ˇ � C log.n/p

n
:

The proof of this theorem is in [13] and includes methods from [8, 9, 12].
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Fig. 5 Mean-field critical density functions pN for 2 � N � 4 and t � 0. For the XY model

p2.t/ D e�t2=64

4
p

�
, for the Heisenberg model p3.t/ D

p

te�t2=180

53=4
p

54�Œ3=4�
, and for the Toy model of the

Higgs sector, p4.t/ D te�t2=384
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