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Preface

Natural language processing, as a field of artificial intelligence, plays a crucial role in
the way machines and humans interact. In the current digital era where a lot of text
produced by humans is readable by machines, natural language processing aims to
bridge the gap between human communication and digital representation. During the
past few years, much attention has been given to natural language processing feeding
on recent developments in machine learning (e.g., deep learning) or contributing to the
emergence of new machine learning techniques (e.g., word embedding). The appli-
cations of natural processing techniques are numerous: machine translation, sentiment
analysis, text classification, question answering, argumentation mining, etc., each
contributing to the success of various businesses.

This volume contains the long papers, short papers, posters/demonstrations, and
extended abstracts for the keynotes of the 22nd International Conference on Appli-
cations of Natural Language to Information Systems (NLDB 2017), held from June
21st to 23rd, 2017, in Liège, Belgium.

NLDB is the flagship conference for multidisciplinary research combining the fields
of natural language processing and information systems. Previous editions of NLDB
took place at Versailles, France (1995), Amsterdam, The Netherlands (1996),
Vancouver, Canada (1997), Klagenfurt, Austria (1999), Versailles, France (2000),
Madrid, Spain (2001), Stockholm, Sweden (2002), Burg, Germany (2003), Salford,
UK (2004), Alicante, Spain (2005), Klagenfurt, Austria (2006), Paris, France (2007),
London, UK (2008), Saarbrücken, Germany (2009), Cardiff, UK (2010), Alicante,
Spain (2011), Groningen, The Netherlands (2012), Salford, UK (2013), Montpellier,
France (2014), Passau, Germany (2015), and Salford, UK (2016). It is estimated that
80% of Big Data is unstructured, which highlights the deep impact that natural lan-
guage processing has on processing large amounts of data and extracting signals that
can be utilized in information systems. As such, the NLDB conference series helps
advance research by pioneering new natural language processing techniques and their
emerging applications in information systems.

The NLDB 2017 edition received 125 submissions, out of which the Program
Committee selected 22 full research papers (18% acceptance rate), 19 short papers
(33% acceptance rate), and 16 posters/demonstrations (46% acceptance rate). The
accepted papers have been grouped into the following nine topics: Feature Engineering,
Information Extraction, Information Extraction from Resource-Scarce Languages,
Natural Language Processing Applications, Neural Language Models and Applica-
tions, Opinion Mining and Sentiment Analysis, Question Answering Systems and
Applications, Semantics-Based Models and Applications, and Text Summarization.

The excellent program would not have been possible without the support of the
many people who helped with the organization of this event. We would like to thank
Satoshi Tojo (Japan Advanced Institute of Science and Technology, Japan) and Mihai
Surdeanu (University of Arizona, USA), who accepted to be our keynote speakers.



We also would like to thank Manon Crélot and Kim Schouten for building and
maintaining the website. We are grateful to Truong Son Nguyen and Duc Vu Tran for
their help and assistance in producing the proceedings. Special thanks to Gosse Bouma,
Pierre Dupont, Pierre Geurts, Farid Meziane, Michael Schyns, and Antal van den
Bosch for their advice and help with the organization. In addition, we thank the reviewers
for their hard work that allowed us to select the best papers to be presented at NLDB 2017.
Last, but not least, we would like to thank the authors who submitted their work to this
conference and all the participants who contributed to the success of this event.

June 2017 Flavius Frasincar
Ashwin Ittoo

Le Minh Nguyen
Elisabeth Métais
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Linguistic Musicology

Satoshi Tojo

Japan Advanced Institute of Science and Technology, 1-1 Asahidai,
Nomi, Ishikawa 923-1292, Japan

tojo@jaist.ac.jp

Abstract. Music and language are considered to share the common biological
origin. Although the meaningful part became independent as language, why do
we human beings still retain music? In this talk, we illustrate our recognition of
music, where we show some examples concerning long-distance dependency in
chord sequence, and we contend that there exists a tree structure in music that is
realized by Chomskian context-free grammar. Referring to the issue on what is
the communication, as well as our experiments on how infants acquire language,
we offer an open discussion on the contents of music.

Charles Darwin said

“As neither the enjoyment nor the capacity of producing musical notes are faculties of the least
use to man in reference to his daily habits of life, they must be ranked amongst the most
mysterious with which he is endowed. They are present, though in a very rude condition, in
men of all races, even the most savage;” [2]

Is there any meaning in music? In the primordial era, music and language were one and
the same [6]. Thereafter, its meaningful part has been extracted and became inde-
pendent as languages, and the remaining part is the one now called music. If music
carries some senses, are they only emotion and feeling, e.g., pleasure, sorrow, anger,
and so on?

Regarding this biological history, we conceive that the music seems to stay in a
subordinate position to language. In the medieval ages, music had served for sacred
chants in church. Then, music had often been employed to compensate the dramatic
effect, lacking in the verbal sermon. In classical ages, some concrete titles were often
given to music, e.g., Vivaldi’s Four Seasons, Beethoven’s Pastrale symphony, and so
on. Later, Liszt invented the term called Programmusik whose objective is to depict the
scenary or our mental images and Wagner’s Musikdrama became the target of criticism
by Eduard Hanslick. Still later, Richard Strauss said “there is nothing which cannot be
described in music.” Nowadays, popular music serves for their lyrics.

We are still using the diatonic scale of C-D-E-F-G-A-B, and triad/tetrad chords like
Cm, F#, G7, and so on, which were established in 17th century. Nowadays, the evo-
lution of music seems stopped. Music as the advanced fine arts is far less popular. The
current popular music itself is in a simplified style of classical music in structure,
though it has now strongly connected to visual media, as idol singers and movies, and
has developed as a multi-modal art. Is there any future evolution in music itself?

Digression 1: if music carries some meaning, then it implies that there should be a
notion of communication. But, what is transferred? If you are alone in the universe,



have you acquired a language? Most scientists agree to that the origin of language is for
communication, but others argue that language has existed for thinking even though we
are alone.

Digression 2: what is the evolution? We have experimented the music acquisition
by the Iterated Learning Model [4], to investigate if we can obtain the framework to
understand musical structure autonomously. In this work, we also discussed what is the
referent of music (‘Gavagai’ problem of W.V. Quine) and if there are such cognitive
biases that accelerate the vocabulary acquisition of infants only between 18 months and
three years old.

Now, let us get back to our original interest. Heinrich Schenker [5] claimed that
there were structurally important notes in music, and every music can be reduced to an
Ursatz (basic form): tonic-dominant-tonic that supports the linear melody. In order to
retrieve such basic forms, we need to hypothesize that there is a hierarchy called
vordergrund, mittelgrund, and hintergrund, in each music piece. The Generative
Theory of Tonal Music [3] is more polished and sophisticated version of Schenkerian
theory, since it strongly relies on Chomskian context-free grammar. The theory consists
of four parts; Grouping Analysis, Metrical Analysis, Time-span Tree, and Prolonga-
tional Tree. In this talk, we show our experience with a computer implementation of
this theory, where we expound how we can retrieve tree structures, and how we should
compensate the information on latent long-distance dependancy.

Finally, we close the talk by an open discussion including the questions posed by
Cope [1]: “Can computers compose good music?”, “Will computer composing pro-
grams replace human composers?”, “Can we tell which of these works was composed
by computer?”, and “Does music have meaning?”

References

1. Cope, D.: Computer Models of Music Creativity. The MIT Press (2017)
2. Darwin, C.: The Descent of Men, and Selection in Relation to Sex. John Murray (1871)
3. Jackendoff, R., Lehrdahl, F.: The Generative Theory of Tonal Music. The MIT Press (1983)
4. Kirby, S.: Learning, bottlenecks and the evolution of recursive syntax. In: Linguistic Evo-

lution Through Language Acquisition. Formal and Computational Models, pp. 173–203
(2002)

5. Schenker, H.: Harmonielehre. Neue Musikalische Theorien und Phantasien part 1. Vienna:
Universal Edition (1906)
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Using Machine Reading to Aid Cancer
Understanding and Treatment

Mihai Surdeanu

University of Arizona, Tucson, Arizona, USA
msurdeanu@arizona.edu

Abstract. PubMed, a repository and search engine for biomedical literature,
now indexes more than 1 million articles each year. This is clearly beyond the
processing capacity of human domain experts, which hinders our capacity to
truly understand many diseases. In this talk, I will introduce an effort that
teaches computers to “read” millions of cancer-research publications to have a
holistic understanding of the disease. Our approach extracts and assembles
protein signaling pathways, which are partly responsible for causing cancer, into
a large model, which allows researchers to come up with new hypotheses for
understanding and treating the disease. I will show that, not only does our
automated approach perform comparably with human experts at the task of
reading papers, but also that the generated knowledge is able to produce new
explanations for several types of cancer.

PubMed, a repository and search engine for biomedical literature1, now indexes more
than 1 million articles each year. At the same time, a typical large-scale patient profiling
effort produces petabytes of data – and is expected to reach exabytes within the near
future [3]. Combining these large profiling data sets with the mechanistic biological
information covered by the literature is an exciting opportunity that can yield causal,
predictive understanding of cellular processes. Such understanding can unlock
important downstream applications in medicine and biology. Unfortunately, most
of the mechanistic knowledge in the literature is not in a computable form and remains
mostly hidden.

In the first part of the talk I will describe a natural language processing
(NLP) approach that captures a system-scale, mechanistic understanding of cellular
processes through automated, large-scale reading of scientific literature [2, 5, 4]. At the
core of this approach are compact semantic grammars [6, 7] that capture mentions of
biological entities (e.g., genes, proteins, protein families, simple chemicals), events that
operate over these biochemical entities (e.g., biochemical reactions), and nested events
that operate over other events (e.g., catalyses). This grammar-based approach is a
departure from recent trends in NLP such as deep learning, but I will argue that this is a
better direction for cross-disciplinary projects such as this. Grammar-based approaches
are modular (i.e., errors can be attributed to a specific rule) and are easier to understand
by non-NLP users. This means that biologists can actively participate in the debugging
and maintenance of the overall system. Additionally, the proposed approach captures

1 https://www.ncbi.nlm.nih.gov/pubmed.

https://www.ncbi.nlm.nih.gov/pubmed


other complex language phenomena such as hedging and coreference resolution [1].
I will highlight how these phenomena are different in biomedical texts versus
open-domain language.

I will show that the proposed approach performs machine reading at accuracy
comparable with human domain experts, but at much higher throughput, and, more
importantly, that this automatically-derived knowledge substantially improves the
inference capacity of existing biological data analysis algorithms. Using this knowl-
edge we were able to identify a large number of previously unidentified, but highly
statistically significant mutually exclusively altered signaling modules in several can-
cers [4], which led to novel biological hypotheses within the corresponding cancer
context.

Towards the end of the talk, I will briefly review other important efforts at the
intersection of biology and computer science. I will close by discussing future direc-
tions in machine reading, in particular how we can take advantage of recent devel-
opments in machine learning for natural language processing, e.g., word embeddings,
while maintaining the interpretability of the models generated.

References
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Abstract. Existing approaches for opinion mining mainly focus on
reviews from Amazon, domain-specific review websites or social media.
Little efforts have been spent on fine-grained analysis of opinions in
review texts from mobile smart phone applications. In this paper, we
propose an aspect and subjective phrase extraction model for German
reviews from the Google Play store. We analyze the impact of different
features, including domain-specific word embeddings. Our best model
configuration shows a performance of 0.63 F1 for aspects and 0.62 F1

for subjective phrases. Further, we perform cross-domain experiments:
A model trained on Amazon reviews and tested on app reviews achieves
lower performance (drop by 27% points for aspects and 15% points for
subjective phrases). The results indicate that there are strong differences
in the way personal opinions on product aspects are expressed in the par-
ticular domains.

Keywords: Sentiment analysis · Reviews · German · App reviews ·
Opinion mining

1 Introduction

The analysis of sentiment expressions and opinions in text gained a lot of atten-
tion within the last decade [23]. Studied types of texts include product reviews,
Twitter messages or blog posts [36]. The analysis of mobile applications (also
known as apps) and their user reviews in app stores, such as the Apple App
Store1, Google Play Store2, BlackBerry World3 or Windows Store4, has only
gained very limited attention so far. However, app reviews offer interesting char-
acteristics which deserve special investigation: On the one side, they share prop-
erties with Tweets and other social media texts, e.g., comparably short and
1 https://itunes.apple.com/us/genre/ios/id36?mt=8.
2 https://play.google.com/store/.
3 https://appworld.blackberry.com/webstore/.
4 https://www.microsoft.com/en-us/windows/apps-and-games.

c© Springer International Publishing AG 2017
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informal language [6]. On the other side they are similar to product reviews
from other domains or platforms, e.g., reviews about household appliances, con-
sumer electronics or books on Amazon, as they typically describe the user’s
opinion about specific aspects. In the example user review in Fig. 1, the task
would be to detect for instance the aspects “game” with the evaluation “great”
and “fun”. It also highlights that the aspect “battery consumption” is evaluated
negatively, as the word “enormous” indicates.

Fig. 1. Example of a user review for a mobile application. The review contains useful
information and feedback for app developers, e.g. that game in general is just fun. How-
ever, the battery consumption, which is an aspect of the application, is really enormous.

The analysis of app reviews is also interesting from a commercial point of
view. The reviews form a rich resource of information, since they hold the user’s
opinions about the application. Moreover the reviews often contain complaints
about problems and errors of the app as well as mentions of desired features.
Incorporating this feedback into the development process can have a huge influ-
ence on the success of the application [22]. However, the overwhelming amount
of user reviews challenges app developers. An application can get hundreds or
thousands of reviews each day, which make a manual inspection and analysis very
time consuming and impractical. An automated analysis of the reviews would
be beneficial for app users as well since this would enable them to analyze the
advantages and disadvantages of one or multiple applications more easily. For
example, they could compare two fitness trackers according to specific aspects
like the accuracy of the tracked route or the visualization of the training progress.

With this paper, we present an evaluation of different features in a linear-
chain conditional random field to detect aspect phrases and subjective phrases
in German user reviewers from the Google Play Store. Specifically we investi-
gate the following research questions: (1) Which performance can be achieved
on German app reviews with a model which only takes textual features into
account? (2) How does the performance change if training is performed on Ama-
zon product reviews (still testing on app reviews)? (3) Under the assumption
that performance in such cross-domain model application setting drops: Can the
use of word embedding based features dampen the negative effect?

The rest of the paper is structured as follows: Sect. 2 highlights related work in
app mining research. We present our model in Sect. 3, followed by the description
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of the word embedding features (Sect. 4). The evaluation of the approach is given
in Sect. 5. We conclude with Sect. 6 and mention promising future steps and
investigations.

2 Related Work

Recent year’s work in opinion mining produced a vast number of approaches [16,
31,34]. The majority of approaches focuses on the study of product reviews [5],
Twitter messages [32] and blog posts [18]. Only very few approaches investigate
mobile applications and user reviews in app stores.

A early approach is done by Harman et al. [14]. They analyze the price,
customer rating and the rank of app downloads of apps in the BlackBerry App
Store. Evaluation results show a strong correlation between the customer rating
and the rank of app downloads. In contrast, Iacob and Harrison [17] automati-
cally detect feature requests in app reviews. They use a corpus of 3,279 reviews
from different applications in the BlackBerry App Store and manually create a
set of 237 linguistic patterns (e.g. “Adding <request> would be <POSITIVE-
ADJECTIVE>”). Fu et al. [8] focus on negative reviews and the identification of
reasons which lead to poor ratings. For this purpose the utilize Latent Dirichlet
allocation (LDA) [2] to extract topics from negative reviews and compare the
main reasons for poor reviews of applications from different categories. Chen
et al. [3] employ different topic models in a semi-supervised classifier to dis-
tinguish informative and non-informative reviews. A different approach to the
analysis of app reviews is followed in [13]. They extract application features
based on noun, verb and adjective collocations. They use SentiStrength [33], a
sentence based opinion mining method, to determine the user opinions about
the extracted features. Moreover, the recognized features will be combined to
more general topics using LDA.

Other approaches in this area include fraud detection [9], classification of app
reviews to identify bug reports and feature requests [24], and coarse-grained sen-
timent analysis [11,13]. Further research investigates topic and keyword identifi-
cation methods [10,37] as well as review impact analysis [28]. Table 1 summarizes
work in this area. The majority of the approaches is based on manually created
English corpora which aren’t available to the research community. For other lan-
guages only a few data sets exist, e.g. for German Maalej and Nabil [24] make
their review data available but only provide document level annotations. Sänger
et al. [30] recently published a corpus of German app reviews annotated with
aspects, subjective phrases and polarity. However, they only provide results for a
baseline model. In this paper, we perform further experiments on this resource.
To the best of our knowledge, this is the only corpus available which contains
such fine-grained annotations from the domain.

The use of word embedding based features has shown considerable impact on
the performance on a variety of NLP tasks, for instance chunking [4] or named
entity recognition [35]. Existing approaches either use word embeddings directly
[32] or derive discrete features [7] from them. For example, Guo et al. [12] perform
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k-means clustering to get binary feature vectors. In contrast, Turian et al. [35]
utilize the intervals in which the values of the vector components lie to generate
discrete features. We are not aware of any previous work that has investigated
word embeddings and features based on word embeddings in the context of app
reviews, especially in a cross-domain setting.

Table 1. Overview of existing work on app store review mining and analysis. For each
approach the overall objective, the number of applications and reviews used as well as
the app store (Apple App Store (A), Google Play Store (G) or BlackBerry World (B))
they originate from are given. All approaches use English language reviews.

Authors Objective Store #Apps #Reviews

Harman et al. [14] Identification of
correlations between price,
rating and download rank

B 32,108 —

Iacob and Harrison [17] Pattern-based detection of
feature requests

B 270 137,000

Galvis et al. [10] Identification of topics
and keywords using LDA

G 3 327

Fu et al. [8] Analysis of negative
reviews and their reasons

G 171,493 13,286,706

Pagano and Maalej [28] Analysis of the impact of
app user reviews

A 1,100 1,100,000

Guzman and Maalej [13] Extraction of application
features/characteristics

A, G 7 32,210

Chen et al. [3] Identification of
informative and
non-informative reviews

G 4 241,656

Vu et al. [37] Identification of topic and
keywords using topic
modeling techniques

G 95 2,106,605

Maalej and Nabil [24] Classification of app
review into bugs, feature
requests and simple
appraisals

A, G 1,140 1,303,182

3 Baseline Model

We model the recognition of subjective phrases and application aspects as
sequence labeling task, i.e., every word of a review text is assigned a category
label from the set L = {O,B-Subj, I-Subj,B-Asp, I-Asp}. We use a linear-chain
conditional random field [21] and the MALLET toolkit [25] to implement the
model. To learn the parameters of the model, the maximum likelihood method
is applied. Inference is performed using the Viterbi algorithm [29].
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Our baseline model takes lexical, morphological and grammatical fea-
tures from each word (e.g. the token itself, part-of-speech tag, capitalization,
3-character pre- and suffix) into account to capture the characteristics of appli-
cation aspects and evaluative phrases. The features are inspired by [19]. We
further integrate negation word detection as well as smiley and emoticon recog-
nition. For negation word detection we manually compiled a list of German
terms, which imply the absence of certain matters or carry out a negation of an
actual situation, and match them with the review text. We use a manually assem-
bled list of smileys and emoticons for recognition based on the lists GreenSmi-
lies (http://www.greensmilies.com/smilie-lexikon/) and Smiley lexicon (http://
home.allgaeu.org/cwalter/smileys.html).

In addition to the textual features of the currently considered token, the
characteristics of the context words are taken into account. For this purpose,
all features of the words with a distance of two positions before and after the
current token are added to the feature vectors. Each feature will be marked with
the distance to the currently considered token. All features of our model are
represented as boolean values.

4 Word Embedding Model

We generate features from word embeddings to enrich our model. We opt for
derivation of discrete features to be able to gain insights about the impact and
effectiveness of such features. The features are inspired by previous work [15,38].

4.1 Synonym Expansion

The first feature category that is based on embeddings represents the use of
synonyms and semantically related words. More formally, for a word w up to
10 other words w′ from the vocabulary V with a cosine-similarity greater than
a threshold t (according to their embeddings v(w) and v(w′)) are added as
synonym features.

syn(w) = {w′|w′ ∈ V \{w} ∧ sim(vw, vw′) ≥ t}.

We set t = 0.8 empirically based on a hold out set. Similar words are likely to
represent the same or similar concepts and should therefore get the same label.
For instance, if the term app is recognized as an indicator of an aspect, it is
likely that terms such as application, program or tool should also be considered
as aspects since they describe similar concepts.

4.2 Clustering

Synonym features only model relationships implicitly between groups of similar
words. To make this explicit, we perform hierarchical clustering of the word
embeddings and add the index of the most similar cluster center to the current

http://www.greensmilies.com/smilie-lexikon/
http://home.allgaeu.org/cwalter/smileys.html
http://home.allgaeu.org/cwalter/smileys.html
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word as well as the full path and all path prefixes in the cluster hierarchy. Using
the path prefixes enables the model to take varying levels of granularity into
account and thus test different abstraction layers and cluster sizes.

Figure 2 shows the procedure exemplarily. As with the synonym expansion,
the aim of the clustering is to check the presence of groups of words rather
than individual words and thus achieve a higher recall. For example, subjective
expressions like exciting, fascinating or wonderful, potentially used to describe
the user interface of an app, should be treated equivalently and therefore should
get the same label. To build the cluster tree we apply a recursive top-down
approach. At the beginning all word embeddings form one cluster, which is
divided into two sub-clusters using the k -means clustering algorithm and cosine
similarity. Each sub-cluster is then recursively divided into two sub-clusters until
a depth of 10 layers is reached.

Fig. 2. Example for clustering-based feature extraction. The grey leave corresponds
to the closest cluster to a considered word. Features for the path from the root are
therefore left, left-right, left-right-left, and cluster-id = 3.

5 Experiments and Results

We perform two experiments to evaluate the performance of our approach.
Firstly, we conduct an in-domain experiment for app reviews. Secondly, we train
on Amazon product reviews and test on the same set of app reviews. With this
experiment we are able to determine the impact of the training domain on the
performance of our model.

5.1 Data

As a dataset, we use the Sentiment Corpus of App Reviews (SCARE, [30])
to perform the in-domain experiment. This corpus consists of 1,760 annotated
German application reviews from the Google Play Store with 2,487 aspects and
3,959 subjective phrases in total. The reviews belong to popular apps from 11
categories (e.g. fitness trackers, instant messengers, games and newspaper apps)



Fine-Grained Opinion Mining from Mobile App Reviews 9

and represent a variety of use-cases of mobile applications. For the cross-domain
experiment, we utilize the Bielefeld University Sentiment Analysis Corpus for
German and English (USAGE, [20]). The corpus contains 611 German Amazon
reviews about products from eight different categories (e.g. coffee machines,
microwaves and dishwashers) with overall 6,340 annotated product aspects and
5,086 subjective phrases. Table 2 compares the two data sets according to basic
statistics. The figures especially highlight the different review text lengths (19
vs. 90 token) of the two corpora.

5.2 Experimental Setup

We first examine the baseline version of our model. Subsequently the features
described in Sect. 4 and combinations of them are added. In the in-domain exper-
iment we split the SCARE corpus by randomly sampling 1,408 reviews (80% of
the corpus) as training set. The remaining reviews are used to test our model. For
the cross-domain experiment we train our model on the complete USAGE corpus
and evaluate on the same SCARE reviews as in the in-domain experiment. For
each experiment, we report F1 scores regarding exact and partial matches. An
exact match requires that the text boundaries of a predicted subjective phrase
or aspect must exactly match those of the goldstandard. When considering par-
tial matches only an overlap of at least one token between a predicted and a
goldstandard text span must exist.

As part of the evaluation of the word embedding features we make use of
two different text corpora to learn the embeddings. To build general-purpose
embeddings we utilize a German Wikipedia dump [1]. Moreover, we use a cor-
pus of 800,000 app reviews we collected in [30] to learn domain-specific word
embeddings. We apply the CBOW Model [26,27] with a vector size of 50. All
other hyperparameters of the method are left on their default.

Table 2. Comparison of the SCARE [30] and the USAGE [20] review corpus. The
SCARE corpus consists of German app reviews from the Google Play Store. In contrast,
the USAGE corpus comprises Amazon product reviews about household appliances
(e.g. dishwashers or coffee machines).

SCARE (App reviews) USAGE (Amazon reviews)

Documents 1,760 611

ø Sentences/Doc. 1.87 4.82

ø Tokens/Doc. 19.02 89.90

Subj. Phrases 3,959 5,086

ø Subj. Phrases/Doc. 2.50 8.32

Aspects 2,487 6,340

ø Aspects/Doc. 1.41 10.38
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5.3 Evaluation Results

The results of our in- and cross domain experiments are given in Table 3 resp. 4.

Table 3. Evaluation results as F1 measure of the in-domain experiment. We distinguish
aspect and subjective phrase detection as well as exact and partial matches for each
experiment. Furthermore, the impact of each feature according to the baseline model
is given in parentheses. Bold figures mark the highest result of a column.

Subj. Phrases Aspects

Exact Partial Exact Partial

Baseline model 0.605 0.769 0.620 0.685

App review

embeddings

+ Synonym

expansion

0.610 (+0.8%) 0.777 (+1.0%) 0.628 (+1.3%) 0.702 (+2.5%)

+ Clustering

features

0.615 (+1.7%) 0.783 (+1.8%) 0.616 (–0.6%) 0.691 (+0.9%)

+ All 0.615 (+1.7%) 0.782 (+1.7%) 0.634 (+2.2%) 0.698 (+1.9%)

Wikipedia

embeddings

+ Synonym

expansion

0.606 (+0.2%) 0.767 (–0.2%) 0.626 (+0.9%) 0.685 (+/–0%)

+ Clustering

features

0.618 (+2.1%) 0.781 (+1.6%) 0.623 (–0.5%) 0.688 (+0.4%)

+ All 0.618 (+2.1%) 0.782 (+1.7%) 0.620 (+/–0%) 0.683 (–0.3%)

Our baseline model reaches an F1 score of 0.62 for aspect detection and 0.61
for recognition of subjective phrases. Taking partial matches into account the
recognition of subjective phrases achieves clearly better values (0.77 vs. 0.69).
In general, the figures are comparable to validations results of other models in
product domains [20], which proves the suitability of our approach.

To test cross-domain, we train our model on Amazon product reviews and
test on app reviews. This decreases performance considerably. The model reaches
0.46F1 for subjective phrase recognition and 0.35F1 for aspect detection. This
is a performance decrease of 24% resp. 44% in comparison to the in-domain
experiment. Considering also partial matches as true positives lowers these values
to 8% resp. 27%. The results indicate that there are strong differences in the way
personal opinions on product aspects are expressed in the particular domains.

Performance improvements can be observed with the inclusion of word embed-
ding based features. We accomplish the best overall performance by using both
features, synonym expansion and clustering, based on domain-specific word
embeddings in the in-domain setting. The model achieves an F1 score of 0.62
(+1.7%) for recognition of subjective phrases and 0.63 (+2.2%) for aspects.

In the cross-domain experiment the recognition of subjective phrases can ben-
efit from embedding features. Here, improvements up to 7.0% regarding exact
matches resp. 5.5% for partial matches are reached. However, the detection of
application aspects suffers from embedding features: Using the complete fea-
ture set in conjunction with the domain-specific embeddings, the performance
decreases by 11.9%. That is remarkable because in the in-domain setting these
embeddings show better results than the Wikipedia-based embeddings.
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Table 4. Evaluation results as F1 measure of the cross-domain experiment. We dis-
tinguish aspect and subjective phrase detection as well as exact and partial matches
for each experiment. Furthermore, the impact of each feature according to the baseline
model is given in parentheses. Bold figures mark the highest result of a column.

Subj. Phrases Aspects

Exact Partial Exact Partial

Baseline model 0.457 0.707 0.350 0.504

App review

embeddings

+ Synonym

expansion

0.456 (–0.2%) 0.713 (+0.8%) 0.355 (+1.4%) 0.497 (–1.4%)

+ Clustering

features

0.444 (–2.8%) 0.703 (–0.6%) 0.345 (–1.1%) 0.463 (–8.1%)

+ All 0.445 (–0.7%) 0.746 (+5.5%) 0.316 (–9.7%) 0.444 (–11.9%)

Wikipedia

embeddings

+ Synonym

expansion

0.463 (+1.3%) 0.707 (+/–0%) 0.350 (+/–0%) 0.489 (–3.6%)

+ Clustering

features

0.489 (+7.0%) 0.718 (+1.6%) 0.337 (–3.7%) 0.485 (–3.8%)

+ All 0.483 (+5.7%) 0.721 (+2.0%) 0.353 (+0.9%) 0.496 (–1.6%)

6 Conclusion

In this paper, we presented a fine-grained sentiment analysis model for Ger-
man for app reviews from the Google play store. The model is based on condi-
tional random fields and takes lexical, morphological and grammatical features as
well as domain-specific characteristics into account to extract subjective expres-
sion and application aspects from the user review texts. To model relationships
between words and groups of words we enrich our approach with discrete features
based on word embeddings.

The evaluation of the model shows competitive figures according to results of
similar extraction approaches developed on other product domains. Furthermore,
we illustrate that the performance of our model can be improved by 2% with
features based on domain-specific word embeddings. A cross-domain experiment
revealed that there are clear differences in the way personal opinions and product
aspects are expressed in app reviews in contrast to Amazon product reviews. This
proves the necessity of domain specific models for fine-grained app review mining
which take the linguisitic peculiarities of the short and informal review texts into
account. Our approach represents a first step towards more detailed analysis of
reviews which will support application developers as well as app customers to
analyze and compare the advantages and drawbacks of one or multiple apps.

Future work will include the evaluation of the model on other sentiment
data sets (e.g. Tweets or blog posts) as well as reviews from other languages.
Moreover, we will compare the discretization of the word embeddings as done
in this work with directly integrating them in our model. Another interesting
research direction will be to take into account domain adaptation methods to
improve the generalization of our model as well as to investigate other analysis
methods (e.g. neural network based approaches which learn embeddings in a
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task specific manner). Beyond the optimization of our proposed approach the
integration of further information extraction methods can improve the usefulness
of the model. For example, our current model is not designed to automatically
infer the polarity (positive, negative or neutral) of an subjective expression.
The extraction of relations between subjective expressions and the application
aspects they are actually targeting would be beneficial, too. Furthermore, the
assignment of the extracted application aspects to a particular feature (group)
or topic will enable further analysis of the extracted results.

Acknowledgments. We thank Christian Scheible, Peter Adolphs and Steffen
Kemmerer for their valuable feedback and fruitful discussions.
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Abstract. In this paper, we propose a system for aspect-based senti-
ment analysis (ABSA) by incorporating the concepts of multi-objective
optimization (MOO), distributional thesaurus (DT) and unsupervised
lexical induction. The task can be thought of as a sequence of processes
such as aspect term extraction, opinion target expression identification
and sentiment classification. We use MOO for selecting the most rele-
vant features, and demonstrate that classification with the resulting fea-
ture set can improve classification accuracy on many datasets. As base
learning algorithms we make use of Support Vector Machines (SVM)
for sentiment classification and Conditional Random Fields (CRF) for
aspect term and opinion target expression extraction tasks. Distri-
butional thesaurus and unsupervised DT prove to be effective with
enhanced performance. Experiments on benchmark setups of SemEval-
2014 and SemEval-2016 shared tasks show that we achieve the state of
the art on aspect-based sentiment analysis for several languages.

Keywords: Sentiment analysis · Aspect based sentiment analysis ·
MOO

1 Introduction

The number of internet users in social media platforms has increased exponen-
tially during the last few years and so does the amount of user written reviews
about a product or service. Feedback available through reviews is useful to man-
ufactures for upgrading or enhancing the quality of their products as well as for
the users to take informed decisions. However, due to a large number of user
reviews, it is quite in-feasible to scroll through all the reviews.

Sentiment analysis is the area of study that target to identify the sentiments
(positive, negative or neutral) of the users based on the opinions and emotions
expressed in the reviews written either for a particular product or service or any
of its aspects (or feature/attribute). Classification of sentiment at document or
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 15–27, 2017.
DOI: 10.1007/978-3-319-59569-6 2



16 M.S. Akhtar et al.

sentence level may not always satisfy the need of user’s requirement. They might
need more precise information i.e. sentiment related to a particular aspect (or
feature) of any product or service. Aspect-level analysis [15] is concerned with
finding sentiment on fine-grained levels: aspects are features of the product or
service that has been discussed in any user review. A common benchmark set
up for ABSA was introduced in SemEval 2014 shared task 4 [24], and then
subsequently extended in SemEval 2016 shared task 5 [23].

SemEval-2014 ABSA: The two tasks of SemEval-2014 of our interest in the
work are (a) aspect term extraction and (b) sentiment with respect to aspect
terms. The first task deals with the identification of all the aspect terms present
in the review, while the second task predicts sentiment polarity for aspects.
For example, in the review below there are two aspect terms (or opinion tar-
get expression, OTE), Pasta and waiter. Sentiment towards these two aspect
terms are contrasting in nature. For the first aspect term (Pasta) it has positive
sentiment while the second aspect term (waiter) conveys negative sentiment.

“Pasta was good but the waiter was rude.”

SemEval-2016 ABSA: In 2016, the task was modified and extended to three
subtasks i.e. (a) aspect category detection, (b) opinion target expression (OTE)
identification and (c) sentiment towards aspect category and OTE tuple. Aspect
category can be seen as the generalization of the aspect terms. The goal of aspect
category detection task is to find the pre-defined set of entity#attribute pairs
towards which the opinion is expressed in a review. The second task i.e. OTE
is same as aspect term extraction of SemEval-2014. The sentiment classification
task (third task) tries to predict the polarity for each aspect category and OTE
tuple. As an example, in the following review category (i.e. entity#attribute
pair) is FOOD#QUALITY while the OTE is Food. The opinion towards the
<entity#attribute, OTE> tuple is negative.

“Food was okay, nothing great.”

In our current work, we target to solve both the tasks of SemEval-2014 and
the last two tasks (i.e. OTE and sentiment classification) of SemEval-2016 for
ABSA.

Literature shows that most of the existing works in sentiment analysis focused
primarily on document [27] and sentence [12] level. Some of the earlier approaches
for aspect term extraction are based on frequently used noun and noun phrases
[4,11,25]. In [11], the authors proposed the method which identifies frequently
present noun phrases from the text based on association rule mining. This type of
approach works well when frequently occurring terms are strongly co-related with
certain types (e.g. noun), but many times fail when frequency of terms, which
used as the aspects are very low. Supervised machine learning techniques [21,31]
are being widely used with the emergence of various labeled datasets. Some
other techniques for extracting aspect terms include manually specified subset
of the Wikipedia category [9] hierarchy, semantically motivated technique [27]
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and unsupervised clustering technique [25]. Phrase dependency tree [29] is also
helpful in aspect term extraction. Recently, a detailed survey on the aspect based
sentiment analysis has been presented in [26].

The performance of any classifier is influenced by the feature set used to
represent the train and test dataset. Feature selection [16,17] is the technique of
automatically selecting a subset of relevant features for a classifier. By removing
the irrelevant and redundant set of features, we can construct a classifier with
reduced computational costs. In the present work we pose the problem of fea-
ture selection in machine learning model with respect to optimization framework.
In particular we use evolutionary optimization based algorithms for finding the
most optimized features set. Some of the prior works that made use of evolution-
ary optimization techniques can be found in [7,8], in which the authors focused
on named entity recognition task in multiple languages.

One of the novel contributions of the proposed technique is to study the
effectiveness of unsupervised pre-processing steps to the target task. The major
problems in applying machine learning algorithms for solving different problems
is the non-availability of large annotated corpus, which results in issues with
vocabulary coverage.

We explore possibilities arising from the use of unsupervised part-of-speech
(PoS) induction [1] and lexical expansion [19]. Unsupervised PoS induction [1]
is a technique that induces lexical-syntactic categories through the statistical
analysis of large, raw text corpora. As compared to linguistically motivated
PoS-tags, the categories are usually more fine-grained, i.e. the linguistic class
of nouns is split into several induced classes that also carry semantic informa-
tion, such as days of the week, professions, mass nouns etc. As shown in [2],
these induced categories as features results in improved accuracies for a variety
of NLP tasks. Since the induction of PoS is entirely language independent and
sensitive to domain vocabulary as shown in [1], we expect further improvements
when combining these features with MOO.

While unsupervised PoS tagging primarily targets syntactic categories, we
utilize lexical expansion [19] to explore semantic characteristics. Lexical expan-
sion is also an unsupervised technique that needs a large corpus for the induction,
and is based on the computation of a distributional thesaurus (DT) [14].

2 Method

In this section at first, we briefly introduce multi-objective optimization (MOO),
and then discuss the approach of feature selection for the tasks. Finally, we
discuss the feature sets which we use for the different tasks.

2.1 Brief Overview of MOO

In our daily life we have to face the situations where we have to deal with
more than one objectives. MOO focuses on optimization of more than one objec-
tives simultaneously in contrast to single objective optimization where algorithm
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focuses on only one objective. Many decision problems have been solved using
the concept of MOO. Mathematically, a general MOO [5] can be defined as
follows:

Minimize/Maximize fm(x),m = 1, ...,M
subject to gj(x) ≥ 0, j = 1, ..., J ;

hk(x) = 0, k = 1, ...,K;

xL
i ≤ xi ≤ xU

i , i = 1, ..., N

The solution of above general equation is x, a vector (x1, x2...., xN )T of size
N , where xi; i = 1, ..., N represents the decision variables. The above specified
optimization problem has J number of inequality constraints and K number of
equality constraints. gi(x) and hk(x) represent the constraint functions.

2.2 Non-dominated Sorting Genetic Algorithm-II (NSGA-II)

We use the non-dominated sorting genetic algorithm (NSGA-II) [5] as the opti-
mization technique to develop our models. This algorithm uses the search capa-
bility of GA and tries to minimize the fitness functions (i.e. objective functions).
It starts with creating the parent population P0 of size N . Each of the candidates
in the population is called chromosome. For each of the chromosome, the fitness
function is computed. By applying binary tournament selection, crossover and
mutation operators on parent population P0, a child population Q0 of size N
is created. In tth iteration, a combined population of parent and child popula-
tion Rt = Pt + Qt is formed. All the candidates of Rt are sorted according to
non-dominated sorting algorithm thus producing non-dominated sets F1, F2, ..
Fn with decreasing fitness values. We then select N chromosomes from these
sets. In case of selecting a subset of chromosomes of equal fitness value we apply
crowding distance operator as in NSGA-II [5] to break the deadlock. Crowding
distance prefers chromosomes that lies in the less dense regions. Above sequence
of steps runs until either the specified number of generation or the stopping
criteria is met.

We use NSGA-II due its following positive points: (i) Low computation cost
O(MN2), where no. of objective functions = M and Population size = N ;
(ii) High elitism property, where in each iteration best individuals from the
parent and child populations are preserved; (iii) Diversity in population without
having to specify any parameter manually; and (iv) Easy to use.

2.3 Problem Formulation

Performance of any classifier highly depends on the feature set what we use.
Generally, we use heuristics based approach to select a subset that optimized
the fitness function. This process is very time consuming. On the other hand,
an automated method of feature selection might be able to identify the most
relevant features.

For a given set of features F and classification quality measures, we aim
to determine the feature subset f of F i.e. f ⊆ F , which optimize all of the
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fitness functions. In our case we use precision, recall, F1-measure, accuracy and
number of features as the objective functions. For each of the tasks we build two
frameworks as follows:

– Framework 1: In this framework we optimize two objective functions i.e.
number of features (minimize) and F-measure (maximize) for aspect term
extraction or OTE. For sentiment classification objective function are number
of features and accuracy.

– Framework 2: Here for aspect term and OTE extraction tasks, we use two
objective functions: precision and recall. For sentiment classification, we opti-
mize accuracy of each class as the fitness function. We maximize all of the
fitness values.

2.4 Problem Encoding

If total number of features are N, then the length of chromosome will be N. All
bits are randomly initialized to 0 or 1 and each represents one features. If the
ith bit of a chromosome is 1 then the ith feature participates in constructing the
framework otherwise not. Each chromosomes in the population (P) are initialized
in the same way.

2.5 Fitness Computation

To determine the fitness value of a chromosome, following procedures are exe-
cuted. Let F is the number of 1’s present in the chromosome. We develop the
model by training CRF for aspect and opinion term expression extraction and
SVM for sentiment classification on selected features i.e. F . The motive is to
optimize the values of objective functions using the search capability of NSGA-
II. To evaluate the objective functions we perform 5-fold cross validation.

2.6 Features

We identify and implement a variety of features for aspect term and opinion
target expression (OTE) extraction tasks. The set of features that we use in
this work along with their descriptions are presented in Table 2. For sentiment
classification, Table 1 lists set of features we use for the datasets of SemEval-
2014 shared task. For SemEval-2016 shared task we use unigram, bigram and
expansion scores based on the prior works reported in [13] as features for English.
For Dutch language we use unigram, bigram and expansion score as features.

3 Experiments and Analysis

3.1 Datasets

For experiments we use the benchmark datasets of SemEval-2014 [24] and
SemEval-2016 [23] shared tasks on ABSA. SemEval-2014 datasets belongs
to English only covering laptop and restaurant domains while SemEval-2016
datasets contains reviews from different languages i.e. English, Spanish, Dutch
and French.
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Table 1. Feature set for sentiment classification for SemEval-2014 dataset.

3.2 Results and Analysis

We perform various experiments with different feature combinations for all the
languages and domains. We divide our feature sets in two category: Standard
features (Std.Fea) and Non-standard features (i.e. DT based features). Standard
features correspond to the features as mentioned above except DT, Unsupervised
POS tag and expansion score in case of aspect term and OTE extraction. For
sentiment classification standard features denote the features mentioned above
except the expansion scores. Results of aspect term and OTE extraction are
reported in Table 3a. This shows how DT based features help in improving the
performance. Feature selection based on MOO aids in achieving better perfor-
mance. This shows how effectively MOO selects the most relevant sets of features
for each domain and language. The system attains better performance with a
smaller set of features compared to the scenario where the exhaustive feature
set is used. Results for sentiment classification on SemEval 2014 and SemEval
2016 datasets are reported in Table 3b and c, respectively. We perform several
experiments and observe that by adding the expansion score, we do not get
much increment in English, but for Dutch this feature is very effective. It is also
observed that after applying MOO, performance of the system improves sig-
nificantly. With a much smaller number of features we obtain the increments of
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Table 2. Feature set for aspect term and OTE extraction

4.76% and 3.66% in restaurant (38 vs. 20) and laptop (38 vs. 12) domain, respec-
tively. For SemEval-2016 data, we perform sentiment classification for English
and Dutch. Since the number of features for this task is too little, we do not
apply MOO.
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Table 3. Results: (a) aspect term and OTE extraction. (b) sentiment classification
SemEval-2014, (c) sentiment classification SemEval-2016. M1 and M2 corresponds to
framework 1 and framework 2 of Sect. 2.3. Std.Fea refers to feature set of Sect. 2.6
except DT, Unsupervised PoS and expansion score.

3.3 Comparisons

As explained in previous section, we perform experiments on SemEval-2014 and
SemEval-2016 datasets. We compare the performance of our proposed systems
with those submitted in the shared tasks. Results are shown in Table 4. In non-
English languages we are at first position among all the teams. In these languages
for aspect terms extraction, we are 3.18%, 4.87% and 13.24% ahead in Spanish,
French and Dutch respectively compared to the other top teams who participated
in the challenge. The performance that we achieve for sentiment classification is
also satisfactory.

3.4 Feature Selection: Analysis

Performance of any classification problem fully depends on the features used for
solving the problem. Here we show the set of features selected for each of the
languages English, French, Spanish and Dutch. Results are reported in Tables 5,
6 and 7 for aspect term extraction, OTE and sentiment classification respectively.
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Table 4. Comparisons with other teams

Datasets Task Rank Diff. from top team

Restaurant (SemEval-2014) Aspect Ext 3/28 3.78

Laptop (SemEval-2014) Aspect Ext 3/27 1.56

English (SemEval-2016) OTE 3/19 3.89

Spanish (SemEval-2016) OTE 1/4 -

French (SemEval-2016) OTE 1/2 -

Dutch (SemEval-2016) OTE 1/2 -

Restaurant (SemEval-2014) Senti 5/31 4.06

Laptop (SemEval-2014) Senti 6/31 5.04

English (SemEval-2016) Senti 8/27 6.28

Dutch (SemEval-2016) Senti 4/4 2.94

Table 5. Features selected for aspect term extraction: SemEval-2014. M1 and M2
corresponds to framework 1 and framework 2 of Sect. 2.3. Here � represents that
feature has been selected. Number denotes the context of current token. Example:-
(-3..1) represents that context token from previous 3 upto next 1 have been selected.

Table 6. Features selected for OTE: SemEval 2016.
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Table 7. Feature selection of sentiment classification - 2014

4 Error Analysis

In subsequent subsections, we present analysis of error encountered by the pro-
posed method. Due to space constraints we only show analysis for SemEval-2016
datasets.

4.1 OTE

1. Long OTEs (more than two tokens) are often not correctly identified by
our system. For instance, the 4-token aspect term in the below example is
completely ignored by the proposed method.

...with delectable creamed Washington russet potatoes and crisp...

2. Many times our system identifies the two OTEs which is associated with ‘and’
as single OTE. For example, server and food are the two aspect terms in
the following review but our system predict server and food as an aspect
term due to the presence of ‘and’ in between the two.

...our wonderful server and food made the experience a very positive one...

3. The proposed method faced difficulties in identifying opinion target which
contains special characters (e.g. ’, -). For example

The pizza’s are light and scrumptious.

4. Some instances of the OTE that form the last token in the text are not
classified by our system. For e.g. opinion target term pepperoni appears at
the end of the review, which is not identified by the proposed system.

...big thick pepperoni .
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4.2 Sentiment Classification

1. Presence of negative term like n’t, never, but etc. always change the polarity
orientation in the text but our system fails to capture such orientation on few
instances specially with smaller sentences. For e.g. “Not good !”. It should be
classified as negative but our system classifies it as positive.

2. In many cases our system is biased to a particular review. It means if a review
has more than one OTE, our system assigns same class to all of them, even
it is different.

...the fish is unquestionably fresh, rolls tend to be inexplicably bland.

Here for fish and rolls, we have positive and negative review respectively. But,
our system classifies positive in both cases.

5 Conclusion

In this paper, we reported on experiments for improving the quality of aspect-
based sentiment analysis (ABSA) and its subtasks. We have discussed two con-
tributions in detail: (1) the use of features from unsupervised lexical acquisition
and (2) the use of multi-objective optimization (MOO) for feature selection.
Experimental results on three subtasks of ABSA for six languages and several
domains show consistent improvements in all experiments for unsupervised lex-
ical acquisition features. MOO was able to improve the classification/extraction
accuracy in some cases, but always resulted in a much more compact model.

The strength of our approach is the combination of unsupervised features and
feature selection: Since unsupervised features do not require language-specific
processing, they apply to all natural languages where sufficient raw corpora
are available. However, unsupervised acquisition necessarily retains a certain
amount of noise. The MOO feature selection mechanism counterbalances this by
only retaining features (of any kind), which contribute to a good performance.
This, we are able to afford the experimentation with more features and feature
combinations since this setup allows us to over-generate features and have them
selected automatically.

In future work, we would like to further automatize the process by extending
our approach to several base classifiers, making their selection and their ensemble
also subject to automatic optimization techniques.
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Abstract. In this paper we present an efficient method for event extrac-
tion in bio-medical text. Event extraction deals with finding more
detailed biological phenomenon, which is more challenging compared to
simple binary relation extraction like protein-protein interaction (PPI).
The task can be thought of as comprising of the following sub-problems,
viz., trigger detection, classification and argument extraction. Event trig-
ger detection and classification deal with identification of event expres-
sions from text and classification of them into nine different categories.
We use Support Vector Machine (SVM) as the base learning algorithm,
which is trained with a diverse set of features that cover both statistical
and linguistic characteristics. We develop a feature selection algorithm
using Genetic Algorithm (GA) for determining the most relevant set of
features. Experiments on benchmark datasets of BioNLP-2011 shared
task datasets show the recall, precision and F-measure values of 48.17%,
65.86% and 55.64% respectively.

Keywords: Event extraction · Trigger detection · Edge detection ·
Dependency graph · Support Vector Machine (SVM) · Class-weight
tuning

1 Introduction

Huge amount of electronic biomedical documents, such as molecular biology
reports, genomic papers or patient records are generated daily. These contents
need to be organized in a more principled way so as to enable advanced search
and efficient information retrieval. Success of text mining (TM) is evident from
the organization of different shared-task evaluation campaigns, such as those
organized in the MUC [1], TREC [2], ACE1 etc. The bulk of research in the
field of biomedical natural language processing (BioNLP) have mainly focused
1 http://www.itl.nist.gov/iad/mig/tests/ace/.
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on the extraction of simple binary relations. Some of the very popular bio-text
mining evaluation challenges include the TREC Genomics track [2], JNLPBA2,
LLL [3] and BioCreative [4]. There is a recent trend for fine-grained information
extraction from text [5]. This was addressed in three consecutive text min-
ing challenges such BioNLP-2009 [6], BioNLP-2011 [7] and BioNLP-2013 [8]. In
this paper we propose an interesting technique for information extraction (more
specifically, event extraction) at the more finer level. This is known as event
extraction where the focus is to extract events and their different properties
that denote detailed biological phenomenon. This can be thought of as compris-
ing of three steps, viz. event trigger detection, trigger classification and argument
extraction.

2 Major Steps for Event Extraction

In this section we describe our major steps for event extraction. For all the
tasks, i.e. trigger detection, trigger classification and argument extraction, we
use supervised classifier, namely Support Vector Machine (SVM) [9]. The output
of SVM is further improved by tuning the confidence score of each class using
the weight factor. We also propose a SVM based technique to find the correct
combination of arguments for an event. For our experiments we make use of some
modules from an existing bio-molecular event extraction system named TEES
[10–12] which was the best performing system in BioNLP-2009 [5].

2.1 Event Trigger Extraction

In this step we identify even trigger from text and classify them into nine prede-
fined event types. As a classification framework we use Support Vector Machine
(SVM) [9], which performs both identification and classification together. We
employ a Genetic Algorithm [13] based feature selection technique to determine
the most relevant features.

Class-Weight Tuning for Performance Improvement: For each instance of
the test data, SVM generates confidence score for each class. Confidence score of
each class is multiplied by a weight produced by a GA based approach. The class
which receives the highest score is considered as the final predicted class label
for the corresponding instance. The class label for an instance E is determined
based on the following Eq. 1 where C refers to the set of classes.

ĉE = argmaxci∈C{ConfidenceScoreEci ∗ WeightEci} (1)

Here, ConfidenceScoreEci represents confidence score of class label ci for the
instance E and WeightEci represents the weight value chosen for class label ci.
The problem is encoded in term of chromosome as shown in Fig. 1. In the figure,
C0 to CN−1 denote the n class labels. The value in each cell represents the weight
of the corresponding class label.
2 http://www.geniaproject.org/shared-tasks/bionlp-jnlpba-shared-task-2004.

http://www.geniaproject.org/shared-tasks/bionlp-jnlpba-shared-task-2004
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Fig. 1. Chromosome representation.

Fitness Computation: We combine the classifiers using these weight combi-
nations as represented by chromosome. The combined classifier is evaluated on
the development set3. We consider F-measure as the fitness of the respective
chromosome.

2.2 Argument Extraction by Edge Detection

In this step, we find the arguments of triggers as detected in the previous step
(i.e. trigger detection). An argument can be either a protein or another trigger.
The training instances of SVM are generated by considering all possible pairs of
trigger and trigger/protein.

Improvement in accuracy of edge detection by tuning class-weight:
This step is employed to improve the accuracy of edge detection. For each
instance of the test data, SVM generates confidence score for each class. Confi-
dence score is multiplied by a weight which is produced by GA. The class which
receives the highest score is considered as the final predicted class label for the
corresponding instance. The class label for an instance E is predicted using the
method as shown in Eq. 2 where C refers to the set of classes.

ĉE = argmaxci∈C{ConfidenceScoreEci ∗ WeightEci} (2)

Here, ConfidenceScoreEci represents confidence score of class label ci for the
instance E and WeightEci represents the weight value chosen for the class label ci.

In edge detection, we identify arguments of a trigger words detected in trigger
detection step. GA [13] has been used only for tuning the class-weight. As the
number of arguments is not fixed in case of binding and regulatory events we
need to apply post-processing to find out the correct combination of arguments.

3 Features

We use content, contextual and syntax features to find out event expressions
from text. The features which have been used in our experiment denote surface
wordforms, stem, PoS, chunk, Named Entity, Bag-of-Words (BOW), bi-gram,
tri-gram features along with other features as mentioned below.

1. Linear Features: Linear features are generated by marking token with
a tag that denotes their relative positions in the linear order. This feature is
defined with respect to a context window. If i is a position (i.e. index) of the
3 We optimize weights using development set.
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token under consideration, then the linear features are calculated from the words
with indices i − 3 to i + 3. In our experiments the word token itself along with
its PoS tag is used to generate the linear features.

2. Upper case start, upper case middle, has digits, has hyphen:
These features are defined based on the orthographic constructions: whether
the token starts with an uppercase character, or it has any uppercase character
in the middle, or has any digit(s) or hyphen inside it.

3. Dependency Path Features: Dependency features [14,15] are very use-
ful in extracting events from text. To generate dependency path features we use
Charniak-McCloskey parser [15] to find out the dependency graph from a sen-
tence. Edge labels in the shortest path between two nodes are used as feature
value.

4 Experimental Results and Analysis

In this experiment, we use the BioNLP-ST-2011 datasets and evaluation frame-
works4. We tune the system on the development set, and use the configu-
rations obtained for final evaluation. SVM is used as the training algorithm
for event trigger detection and classification. Here, we perform both detection
and classification at the same time. We determine the best fitting feature set
using a GA based feature selection technique. We set the following parame-
ter values for GA: Population size = 30, Number of generations = 40, Selection
strategy = tournament selection, Probability of mutation = 0.125, Probability of
crossover = 0.9. In Table 1, we show the evaluation results. For evaluation we use
event expression matching technique known as Approximate Span/Approximate
Recursive method5 as defined in the BioNLP-2011 Shared Task. Comparisons
show that we achieve significant performance improvement using the reduced set
of features as determined by the feature selection technique.

In order to gain more insights we analyze the outputs to find the errors
and their possible causes. We perform quantitative analysis in terms of confu-
sion matrix, and qualitative analysis by looking at the outputs produced by the
systems. For trigger detection and classification we can see that the system per-
forms satisfactorily for gene expression and phosphorylation types. However, the

Table 1. Experimental results. Here, FS indicates Feature Selection, CWT indicates
Class-Weight Tuning and Dev denotes the development set

Dataset Experiment Gold (match) Answer (match) Recall Precision F-measure

Dev Without FS and CWT 3243 (1561) 2392 (1560) 48.13 65.22 55.39

Dev With FS and CWT 3243 (1614) 2366 (1613) 49.77 68.17 57.54

Test Without FS and CWT 4457 (1966) 3003 (1966) 44.11 65.47 52.71

Test With FS and CWT 4457 (2147) 3260 (2147) 48.17 65.86 55.64

4 http://weaver.nlplab.org/∼bionlp-st/BioNLP-ST/downloads/downloads.shtml.
5 http://www.nactem.ac.uk/tsujii/GENIA/SharedTask/evaluation.shtml.

http://weaver.nlplab.org/~bionlp-st/BioNLP-ST/downloads/downloads.shtml
http://www.nactem.ac.uk/tsujii/GENIA/SharedTask/evaluation.shtml
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classifier does not show convincing results for regulation type events, which are
in general difficult to identify and classify. One of the reasons may be the less
number of training instances of regulatory events. Classifier finds it difficult to
disambiguate the cases when any particular instance belongs to more than one
types.

4.1 Comparison with Existing Systems

For bio-molecular event extraction, the state-of-the-art system is TEES [10],
which ranked first place in BioNLP-ST-2009. Our experimental results show
recall, precision and F-measure values of 49.77%, 68.17% and 57.54% respec-
tively on development dataset, whereas official scores attained by TEES [10] are
52.45%, 60.05% and 55.99%, respectively. As compared to the official scores of
TEES (recall: 49.56%, precision: 57.65% and F-measure: 53.30%), our system
achieves recall, precision and F-measure values of 48.17%, 65.86% and 55.64%,
respectively on the test dataset. Hence, our system performs better with more
than 2.34% points. The performance that we achieve is very close to the best per-
forming system, FAUST [16] (recall: 49.41%, precision: 64.75% and F-measure:
56.04%) and better than the second ranked system, UMass [17] (recall: 48.49,
precision: 64.08 and F-measure: 55.20) in BioNLP-2011 [7]. A recently devel-
oped system named as EventMine [18], which made use of co-reference reso-
lution obtains significant performance improvement with recall, precision and
F-measure of 51.25%, 64.92% and 57.28%, respectively. Our event extraction
process is different from the existing system as we make use of GA based feature
selection and class-weight tuning. Though our system demonstrates compara-
tively lower performance on the test data in comparison with the recently devel-
oped best system, we expect it to be more effective by incorporating co-reference
resolution.

5 Conclusion

In this paper we have proposed an efficient technique for event extraction that
concerns event trigger detection, event classification and argument extraction.
Experiments show that feature selection along with class-weight tuning improves
overall performance significantly (3% F-measure points). As a base learning algo-
rithm we used SVM that made use of a diverse set of features at each step.
Experiments on benchmark datasets of BioNLP 2011 shared tasks show recall,
precision and F-measure values of 48.17%, 65.86% and 55.64%, respectively.
Comparisons with the other existing techniques show that this is at par the
state-of-the-art performance. Overall evaluation results suggest that there are
many ways to further improve the performance. In our future work, we would
like to investigate distinct and more effective set of features for trigger detection
and edge detection. In our future work, in every stage we would like to generate
multiple classifiers using different set of features and apply class-weight tuning on
multiple classifiers. We would also like to apply co-reference resolution to check
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whether performance of system improves or not. Another interesting direction
of future work will be to investigate deep learning methods for the tasks.
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Abstract. Using electronic health records of children evaluated for Autism
Spectrum Disorders, we are developing a decision support system for automated
diagnostic criteria extraction and case classification. We manually created 92
lexicons which we tested as features for classification and compared with fea-
tures created automatically using word embedding. The expert annotations used
for manual lexicon creation provided seed terms that were expanded with the 15
most similar terms (Word2Vec). The resulting 2,200 terms were clustered in 92
clusters parallel to the manually created lexicons. We compared both sets of
features to classify case status with a FF\BP neural network (NN) and C5.0
decision tree. For manually created lexicons, classification accuracy was 76.92%
for the NN and 84.60% for C5.0. For the automatically created lexicons,
accuracy was 79.78% for the NN and 86.81% for C5.0. Automated lexicon
creation required a much shorter development time and brought similarly high
quality outcomes.

Keywords: Word embedding � Natural language processing � NLP � Electronic
health records � EHR � Autism spectrum disorders � Clustering � Classification

1 Introduction

Over the last decades, the prevalence of Autism Spectrum Disorders (ASD) has
increased. In the United States, the Centers for Disease Control and Prevention coor-
dinate national ASD surveillance, which entails review of thousands of electronic
health records (EHR). We are developing a system that can automatically extract the
individual diagnostic criteria (component 1: parser) and assign case status (component
2: classifier). As part of the parser development, we created lexicons containing
diagnostically relevant terms. We report here on the use of these lexicons as features for
case status classification. We compare them with automatically created features using
word embedding.

Word embedding, e.g., Word2Vec [1], is increasingly used in medicine to prepare
features for classification or for similarity measures and clustering. For example, for
classification at the document level, Zheng et al. [2] combined Word2Vec term features
with others, such as ICD-10 codes, to identify Type 2 Diabetes in EHR. At the
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predicate level, Wang et al. [3] used word embedding to provide features to their neural
network and classify 19 biomedical events. Their approach outperformed the baselines
without any manual feature encoding. Word embedding is also used because it pro-
vides similarity measures. Fergadiotis [4] successfully used it to recognize semantic
similarities and differences between terms to classify paraphasic errors. Minarro-
Gimenez [5] trained Word2Vec on PubMed and Wikipedia texts. They compared
similarity between terms with an established ontology with mixed results.

2 Manual and Automated Creation of Lexicons as Features

In this work, we evaluate the use of lexicons as features for ASD case status classi-
fication. As part of prior work, we created diagnostically relevant lexicons for a parser
by reviewing EHR containing clinical annotations that correspond to a diagnostic
criterion. Table 1 shows examples of diagnostic criteria and text snippets in the EHR.

Using 43 EHR (4,732 sentences), we grouped terms from the annotations according
to their meaning, e.g., body parts or nonverbal behaviors. We added synonyms,
hypernyms, hyponyms and spelling variants as well as related terms. For example, the
term ‘brother’, extracted in the context of “no social interaction between the patient and
his brother,” would be combined with brothers, sister, sisters, sibling, siblings,
step-brother, half-brother … The result of this process was the creation of 92 lexicons
containing a total of 1,787 terms. We test these lexicons as features for classification.

Because manually creating lexicons is labor intensive, we investigate automated
creation of lexicons. First, we collected all terms from the annotations in the 43 EHR.
There were 1,126 unique terms. Of these, 649 appeared more than once and these were
used as seed terms. Instead of dictionary lookup, these terms were automatically
expanded using a vocabulary created by training Word2Vec (using the Skip-Gram
Model, https://deeplearning4j.org/) on 4,480 EHR (9,387,476 tokens). We trained
Word2Vec using 200 embedding dimensions, a window size of 10 and a minimum
token frequency of 5. The outcome of training the model was a vocabulary containing
17,057 tokens. Then, we expanded each seed term with the 15 most similar terms. To
keep our process as automated as possible, we blindly accepted all expansion terms if
their Word2Vec cosine similarity with the seed term exceeded 0.55. To ensure max-
imum comparability with our manually created lexicons, we created 92 clusters using
k-means.

Table 1. Example annotations (Diagnostic Statistical Manual on Mental Disorders (DSM))

DSM diagnostic rule EHR sentence fragment

Marked impairment in the use of multiple nonverbal behaviors
such as eye-to-eye gaze, facial expression, body postures, and
gestures to regulate social interaction (Rule A1a)

Though he was noted to
not smile
Poor eye contact with
the examiner
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3 ASD Case Status Classification

Dataset: 4,480 EHR with ‘ASD’ (N = 2,303) or ‘Not ASD’ (N = 2,177). The majority
baseline is 51.4%. We used the lexicons as features for classification. Each EHR was
parsed and counts of terms that occurred in the lexicons were the input features.

Classifiers: We compare a feedforward backpropagation neural network (NN) and
decision trees (C5.0 with adaptive boosting) using R. The decision tree was chosen
because it provides visually understandable output, which may be preferred by clini-
cians using the final system. The NN was chosen as a baseline for later comparisons
with deep learning. For the NN, we tested different sizes for the hidden units and decay
variable. For C5.0, we tested different levels of boosting and with/without winnowing.

Results: All EHR (N = 4,480) were classified. We calculated accuracy using 10-fold
cross validation. Accuracy is well above the majority baseline (see Table 2). With
manually created lexicons, the NN achieved between 72% and 77% accuracy. The best
results were achieved with 10 hidden units and decay of 0.6, resulting in 76.92%
accuracy. C5.0 performed slightly better, with accuracy between 76% and 85%. The
best result was achieved with 12 trials of boosting and winnowing of variables,
resulting in 84.75% accuracy.

Table 2. Classification results

Model Parameters Accuracy (%)
Manual Lex Automated Lex

FF\BP NN Model = 2 Decay = 0.5 72.80 78.12
Model = 4 74.24 78.37
Model = 6 74.84 78.50
Model = 8 76.32 78.08
Model = 10 76.32 78.93
Model = 2 Decay = 0.6 76.32 77.25
Model = 4 72.14 78.92
Model = 6 74.89 78.01
Model = 8 76.14 79.78
Model = 10 76.92 79.58

C5.0 with boosting Trials = 1 No Winnowing 76.83 79.91
Trials = 5 82.79 85.29
Trials = 10 84.42 86.61
Trials = 12 84.75 86.81
Trials = 15 84.73 86.52
Trials = 1 With Winnowing 76.27 79.91
Trials = 5 82.28 84.29
Trials = 10 84.42 86.25
Trials = 12 84.60 86.65
Trials = 15 84.60 86.70
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Similar results were found with automatically created lexicons. The NN achieved
between 78% and 87% accuracy. The best performance of 79.78% accuracy was
achieved with 8 hidden units and a decay of 0.6. The decision tree algorithm again
achieved slightly better results, with accuracy between 79% and 87%. The best result
was 86.81% accuracy without winnowing and 12 trials of boosting.

4 Conclusion

We set out to evaluate whether manually created lexicons could be replaced with
automatically created lexicons for use as features in a clinical text classification task.
EHR classification accuracy was high with both the manual and automated approaches.
The decision tree algorithm consistently performed better than the neural network. The
classification results were better with the automatically created lexicons. When looking
at the accuracy results, winnowing variables resulted in better performance for the
manually created lexicons. In our applications, this means that some of the lexicons
were excluded from the decision tree. This was not the case with the automatically
created lexicons, where the best results were found without winnowing.
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Prevention Autism and Developmental Disabilities Monitoring (ADDM) Network. Pettygrove
and Kurzius-Spencer received support from CDC Cooperative Agreement Number 5UR3/
DD000680. The conclusions presented here are those of the authors and do not represent the
official position of the Centers for Disease Control and Prevention.

References

1. Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient Estimation of Word Representations in
Vector Space. CoRR, vol. abs/1301.3781 (2013)

2. Zheng, T., Xie, W., Xu, L., He, X., Zhang, Y., You, M., Yang, G., Chen, Y.: A machine
learning-based framework to identify type 2 diabetes through electronic health records. Int.
J. Med. Inform. 97, 120–127 (2017)

3. Wang, J., Zhang, J., An, Y., Lin, H., Yang, Z., Zhang, Y., Sun, Y.: Biomedical event trigger
detection by dependency-based word embedding. BMC Med. Genomics 9, 123–133 (2016)

4. Fergadiotis, G., Gorman, K., Bedrick, S.: Algorithmic classification of five characteristic types
of paraphasias. Am. J. Speech Lang. Pathol. 25, S776–S787 (2016)

5. Minarro-Gimenez, J.A., Marín-Alonso, O., Samwal, M.: Exploring the application of deep
learning techniques on medical text corpora. Stud. Health. Technol. Inform. 205, 584–588
(2014)

Automated Lexicon and Feature Construction 37



Multi-objective Optimisation-Based Feature
Selection for Multi-label Classification

Mohammed Arif Khan1(B), Asif Ekbal1, Eneldo Loza Menćıa2,
and Johannes Fürnkranz2

1 Department of Computer Science,
Indian Institute of Technology Patna, Patna, India

{arif.mtmc13,asif}@iitp.ac.in
2 Knowledge Engineering Group,

Technische Universität Darmstadt, Darmstadt, Germany
{eneldo,juffi}@ke.tu-darmstadt.de

Abstract. In this short note we introduce multi-objective optimisation
for feature subset selection in multi-label classification. We aim at opti-
mise multiple multi-label loss functions simultaneously, using label pow-
erset, binary relevance, classifier chains and calibrated label ranking as
the multi-label learning methods, and decision trees and SVMs as base
learners. Experiments on multi-label benchmark datasets show that the
feature subset obtained through MOO performs reasonably better than
the systems that make use of exhaustive feature sets.

Keywords: Multi-label classification · Multi-objective optimisation ·
Feature subset selection

1 Introduction

Multi-label classification [5] is concerned with categorising instances into mul-
tiple classes (labels), while the associated classes are not exclusive. Each asso-
ciated class of an instance is called a label. There are two types of approaches
for multi-label classification, algorithm adaptation methods and problem trans-
formation methods [6]. Algorithm adaptation methods tackle the problem by
adapting popular learning techniques to deal with multi-label data directly. A
problem transformation method transforms a multi-label classification problem
into one or more single-label problems.

Unlike in conventional classification, multi-label classification problems can
be evaluated with a multitude of quality measures, often conflicting in nature.
Multi-objective optimisation (MOO) aims at handling such problems by allowing
to optimise more than one objective function simultaneously.

Feature selection techniques allow to determine the most relevant subset
of features in order to reduce the dimensionality of the problem, and thereby
reducing the complexity of the model. Moreover, feature selection often increases
prediction accuracy because a reduction in the number of features helps to avoid
c© Springer International Publishing AG 2017
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overfitting. However, most feature subset selection techniques aim at mimimizing
a single objective, whereas our work uses multi-objective optimization in order
to find a balanced feature subset. In the following, we briefly summarize our
work, a detailed version of this paper is available as [3].

2 Multiobjective Feature Subset Selection

The goal of multi-objective optimisation (MOO) [2] is to find the vectors

x∗ = [x∗
1, x

∗
2, ....., x

∗
N ]T (1)

of decision variables that simultaneously optimise a set of M ≤ N objective
functions

{f1(x), f2(x), ...., fM (x)} (2)

while satisfying additional constraints, if any.
In our case, we look at the problem of finding a subet F of available features,

which optimizes a pair of multi-label loss functions. Such measures include Ham-
ming loss, subset accuracy, and micro-averaged F1-measure [5].

We solve this MOO problem using genetic algorithms. Chromosomes are
binary strings, where 1(0) denotes the presence (absence) of the corresponding
feature for constructing the classifier. We perform fitness computation (using
5-fold cross validation), binary tournament selection [2], crossover and mutation
operations.

3 Experimental Setup

We use two datasets for conducting experiments with multi-label sentiment clas-
sification. The data sets were obtained from Mulan’s dataset collection.1 The
Emotion dataset contains a total of 593 instances, 72 features and 6 labels.
CAL500 has a total of 502 instances, 174 labels and 68 features.

As base classifiers, we use the LibSVM [1] implementation for SVM and the
J48 implementation for decision trees [4]. Along with these base learners, label
powerset (LP), binary relevance (BR), classifier chains (CC), and calibrated
label ranking (CLR) are used as multi-label classifiers. Model evaluation using
cross validation provides the objectives (Hamming loss, subset accuracy, micro-
averaged F-measure etc.), which are supplied to NSGA-II, where NSGA-II’s
operations viz. tournament selection, mutation, population decoding, population
evaluation and non-dominated sorting [2] are used. We use grid search to tune
the parameters of LibSVM and J48.

1 http://mulan.sourceforge.net/datasets-mlc.html.

http://mulan.sourceforge.net/datasets-mlc.html
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4 Results

Figure 1 shows the best obtained solutions. Here, CLR provides minimum Ham-
ming loss while the best value of subset accuracy is obtained for LP for both
the base learner. We select the two best solutions from the best population, one
corresponding to Hamming loss and another corresponding to subset accuracy
for each multi-label learner. Table 1 shows that if we require the solution with
minimum Hamming loss then (21.12, 25.25, 38) is the best (near) optimal value
for (Hamming loss, subset accuracy, number of features) obtained by CLR with
SVM.

Fig. 1. Best population representation for different pairs of objective functions for
Emotion (J48), Emotion (SVM), CAL500 (SVM), CAL500 (J48) (left to right clock-
wise)

Table 1. Results on emotion (top) and CAL500 (bottom) data

Base
Classifier

ML
learner

Best Solution 1
(HL, SA, NoF)

Best Solution 2
(HL, SA, NoF)

Solution S72
(HL, SA, NoF)

% Improvement
HL SA

Decision tree

LP (25.08, 25.74, 37) (27.39, 28.22, 39 ) (30.20, 22.28, 72) 05.12 05.94
BR (23.10, 24.26, 38 (23.84, 24.75, 32) (25.99, 12.87, 72) 02.89 11.88
CC (23.10, 27.72, 32) (28.96, 16.34, 72) 05.86 11.38
CLR (22.44, 22.77, 34) (25.33, 25.25, 38) (26.32, 12.87, 72) 03.88 12.38

SVM

LP (23.35, 31.19, 39) (31.35, 23.27, 72) 08.00 07.92
BR (21.86, 23.27, 39) (23.02, 24.75, 34) (26.49, 14.36, 72) 04.63 10.39
CC (21.86, 27.23, 39) (22.94, 29.70, 38) (26.49, 14.36, 72) 04.63 15.34
CLR (21.12, 25.25, 38) (26.57, 15.84, 72) 05.45 09.41

Base
Classifier

Multi-label
learner

Best Solution 1
(HL, MAF, NoF)

Best Solution 2
(HL, MAF, NoF)

Solution S68
(HL, MAF, NoF)

% Improvement
HL MAF

Decision tree

LP (19.79, 33.91, 35) (19.94, 32.69, 68) 00.15 01.22
BR (14.48, 35.28, 26) (14.73, 35.62, 30) (16.15, 33.96, 68) 01.67 01.66
CC (16.93, 37.22, 25) (16.96, 37.34, 26) (17.60, 36.68, 68) 00.67 00.66
CLR (13.67, 31.73, 26) (13.68, 31.95, 24) (13.85, 28.69, 68) 00.18 03.26

SVM
LP (19.29, 35.40, 27) (19.32, 35.41, 28) (19.59,35.05, 68) 00.30 00.36
BR (13.61, 32.63, 26) (13.66, 33.35, 29) (13.66, 33.09, 68) 00.05 00.26
CC (13.70, 32.03, 37) (13.74, 33.10, 36) (13.76, 32.69, 68) 00.06 00.41

LP = Label Powerset, BR = Binary Relevance, CC = Classifier Chains, CLR = Calibrated Label Ranking,
HL = Hamming Loss, MAF = Micro-averaged F-measure, NoF = Number of Features
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Here ‘Solution S72’ represents the performance of classifiers on a exhaustive
feature set of 72 features. In all experiments, we obtain better accuracies com-
pared to the accuracies that we obtain for ‘Solution S72’. Maximum improvement
of 8% in Hamming loss is obtained for LP with SVM and maximum improve-
ment of 15.34% in subset accuracy is obtained for CC with SVM. Results show
that our proposed feature selection technique finally determines only 39 features
(obtained by LP with SVM) and 38 features (obtained by CLR with SVM),
which are very less compared to the exhaustive feature sets.

After getting convincing results on Emotion data set, we use the same MOO
framework on another data set (CAL500). Results are also presented in Table 1.

If we closely analyse the behaviours of the algorithms, we observe that with
the change of domain and learner, different objective functions were shown to be
effective. For both the base learners in emotion data set, minimum Hamming loss
is achieved by CLR while maximum subset accuracy is achieved in LP. While
in CAL500 data set, minimum Hamming loss is achieved by CLR and BR; and
maximum micro-averaged F-measure is achieved by CC and LP for decision tree
and SVM, respectively. This shows that different algorithms optimise different
objectives while using the same MOO algorithm.

5 Conclusion

In this work, we have proposed an effective technique that introduces the con-
cept of multi-objective optimization to multi-label classification. We developed a
feature selection technique based on MOO that reduces the features significantly,
and showed the efficacy of our proposed algorithms. In future work, we would
like to optimise the parameters of base learners along with the feature selection
as MOO problem for multi-label sentiment analysis.
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Abstract. WikiTrends is a new analytics framework for Wikipedia arti-
cles. It adds the temporal/spatial dimensions to Wikipedia to visualize
the extracted information converting the big static encyclopedia to a
vibrant one by enabling the generation of aggregated views in timelines
or heat maps for any user-defined collection from unstructured text. Data
mining techniques were applied to detect the location, start and end year
of existence, gender, and entity class for 4.85 million pages. We evaluated
our extractors over a small manually tagged random set of articles. Heat
maps of notable football players’ counts over history or dominant occu-
pations in some specific era are samples of WikiTrends maps while time-
lines can easily illustrate interesting fame battles over history between
male and female actors, music genres, or even between American,
Italian, and Indian films. Through information visualization and simple
configurations, WikiTrends starts a new experience in answering ques-
tions through a figure.

Keywords: Data mining · Entity analytics · Entity classification · Fine-
grained classification · Text analytics · Text classification · Text under-
standing · Wikipedia

1 Introduction

Steve Jobs once said: “You cannot connect the dots looking forward; you can only
connect them looking backwards”. Recently, digital humanities is gaining more
attention to modeling and summarizing history. Michel et al. [18] introduced
Culturomics. They conducted quantitative analysis on Google Books to study
changes over around 200 years. An interesting observation raised our concerns,
that people rise to fame only to be forgotten. They highlighted the increasing
tendency to forget the old. We believe that history is an experienced instructor
that everyone should learn from. Sometimes you may need to look thoroughly
at the history in order to be able to understand the present and even to predict
the future.

Au Yeung and Jatowt [4] conveyed the same message through Google news
archive. Past time references were collected in country-centric views to define
c© Springer International Publishing AG 2017
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automatically why the past was remembered. Also, Huet et al. [10] analyzed
Le Monde archive and Hoffart et al. [9] mined news sources in real time. Both
approaches leveraged the power of linking entity mentions to a knowledge base,
YAGO. To the best of our knowledge, WikiTrends is the first framework to tar-
get text analytics from Wikipedia unstructured content. WikiTrends implicitly
assumes that any entity is famous/important if it finds its way to Wikipedia in
one or more languages. Consequently, the most famous ones are the ones that
are found in all Wikipedia languages.

WikiTrends plugged in a set of extractors to add meta tags for every
Wikipedia article. Consequently, every entity page was tagged with a start and
end year of existence, and a location/nationality whenever possible. The time
and location references act as the basic information units in WikiTrends to start
building timelines and heat maps. Then, two more extractors were added to
complete our story in which we can visualize, using heat maps and timelines,
any type of extracted information. A gender tag was added to every person page
or neutral if not applicable. Also, a types extractor adds several fine and coarse
grained types, entity classes, to each page. The combined view of this informa-
tion could be used to generate lots of reports based on simple configurations to
align with the users’ interest.

We define the novelty of WikiTrends in combining lots of different simple
methods mentioned in various previous tasks in Wikipedia to build such a frame-
work to visualize the extracted information from the unstructured content. We
believe that the main extractors which add the temporal/spatial dimensions to
every article are now in place to convert Wikipedia to a vibrant encyclopedia.
The framework is designed to be easily extended. More extractors could be easily
integrated in order to scale to new information types not only gender and entity
types. Hence, the same experience of information visualization, using timelines
and heat maps, could be leveraged. Now, in a simple figure, without any descrip-
tion, you can answer complicated questions like what was the leading country
in producing movies in the nineties? Or what was the distribution of memorable
people in the world before and after the world war? And many more.

We can summarize our main contributions as follows: (1) WikiTrends, a
generic Wikipedia-based analytics framework that can be easily configured and
extended and (2) Hybrid systems for time, location, gender, and entity type
extraction from Wikipedia articles. WikiTrend’s implementation and the data set
are made available for the research community upon request. The paper is orga-
nized as follows: In Sect. 2, we summarize previous efforts. The main WikiTrends
modules are discussed in Sect. 3. Section 4 presents our evaluation and results.
Finally, we conclude and we discuss some future work in Sect. 5.

2 Related Work

There is a huge amount of previous efforts in text/news analytics that inspired us.
Previous work could be classified into two categories: static and real time. Sta-
tic analytics is based on some corpora like Google Books or any news archive.
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WikiTrends relies on Wikipedia so, it can be classified in the static analytics group.
Real time analytics encompasses all approaches that tackles a vibrant environ-
ment like news RSS feeds or Twitter streams. Another possible classification is that
someeffortswere timeline-centric,whereas othersweremap-centric. Some systems,
including WikiTrends, combined both flavors [5]. One can also, classify analytics
based on the adopted extraction techniques.

N-grams frequency is a widely used technique to address analytics, which
requires a further step to select out of the huge database of n-grams what to
preview. Due to the simplicity of n-grams frequency technique, it was considered
in many languages [21] and also many specific studies like tracking universities’
rankings [26], individualistic words and phrases [31], emotion words [1], changes
in beliefs about old people [19], marketing evolution [14], and changes in topics in
ACM articles [24]. Using language modeling techniques in a predefined timeline,
Kestemont et al. [13] automatically extracted the spikes. N-grams frequency
technique relies on collecting data first and then, searching, whereas language
modeling techniques typically relies on specifying the needed information first
to learn instantaneously. Both flavors are supported in WikiTrends.

Twitter and RSS feeds also, attracted a good traffic of efforts due to their
vibrant environment like tracking the public adoption of scientific terms [32],
summarizing Wold Cup matches [2]. Using a microblogging environment like
Twitter could enable such systems to collect more scattered data acting as a
random set of the whole world’s opinion. Chen et al. [6] aggregated RSS feeds
after extracting spatial and temporal mentions to add a new exploring experience
based of two dimensions. Using simple text mining methods, Martins et al. [17]
displayed extracted information out of RSS feeds on timelines and maps. No
language barriers there [22] except if one view representing the whole world is
targeted. Methods of translation could help achieving this. Unfortunately, both
systems did not produce real time analytics. WikiTrends lacks the real time
flavor due to relying on an encyclopedia. Real representation of the whole world
could be achieved through Wikipedia language versions.

More advanced techniques entered the game. Named entity extraction and
entity linking were also introduced in the analytics task rather than using n-
grams counts [9]. However, the scalability of such systems to any type or even
any language is limited by the availability of corresponding entity extractors. A
reasonable compromise was made possible by collecting entities from a knowl-
edge base then, matching in the text [10]. Sentiment/Opinion mining [15] and
also, topic modeling [4] had a share in some analytics methods. WikiTrends tack-
led analytics out of entity classes and gender after stamping time and location
references for the whole Wikipedia.

Takahashi et al. [29], Hoffart et al. [8], and Strötgen and Gertz [27] share the
same playground, Wikipedia, with us. Takahashi et al. evaluated the significance
of each entity based on its spatio-temporal effect. The more the entity can influ-
ence others far temporally and spatially, the more it can be considered significant.
WikiTrends is more about groups significance rather than individuals. Hoffart
et al. introduced YAGO2 in which they added temporal and spatial dimensions
to Wikipedia articles in YAGO. Strötgen and Gertz used spatial and temporal
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dimensions to build document profiles. They built the document profiles out of
the time and location mentions in the sentences not summarizing the whole doc-
ument to one location and one or two points in the timeline like WikiTrends.

3 The WikiTrends Framework

This section presents the main building blocks of WikiTrends (Fig. 1). WikiTrends
consists of three main modules: a parser, a bunch of extractors, and the analytics
generator.

3.1 WikiTrends Parser

Fig. 1. WikiTrends block diagram.

The main objective of WikiTrends
parser is to convert the raw form
of Wikipedia XML dump to a clean
one. The parser also cleans HTML
tags and irrelevant specific markups
like files, images, media references,
tables, comments, and many more.
Moreover, it resolves hyperlinks, cat-
egories, headings and some tem-
plates. Also, the parser runs through
a pipeline of NLP components, sen-
tence breaker, tokenizer, stemmer,
and a part-of-speech tagger in order
to prepare the articles content for
WikiTrends extractors.

3.2 WikiTrends Extractors

The extractors are the core WikiTrends components. Currently, WikiTrends con-
sists of four extractors. Lots of extractors could be easily integrated to increase
WikiTrends usability. The Gender extractor assigns each page a gender, male,
female, or neutral. The location extractor aims to pinpoint each page on a map
by extracting its origin. The origin could be the nationality for person pages or
the location of some entity types like universities, rivers, villages, and stadiums.
Other types like novels, paintings, or albums could leverage the nationality of
the artist/band released them. The third extractor is the time extractor which
tries to map the existence of each page on a timeline by pinpointing the start
and end year of existence. Some entity types have start and end like persons and
events while others can have only one point on the timeline like poems, games,
or books. Finally, the types extractor assigns as much tags, entity classes, as
possible. Tags could be song, guitarist, rock album, or horror film. WikiTrends
is an easily extended framework in the way that new data types could be inte-
grated through new extractors from unstructured data or adjusting the schema
of some structured resources.
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Gender Extractor. To assign the gender for each Wikipedia article, we experi-
mented with four different techniques. Finally, we built a hybrid layer to leverage
them all to increase the coverage.

1. From Categories: A short precise list of keywords was collected to detect
male and female pages out of their categories. The unique list of Wikipedia
categories then presented to these two matchers to assign a male or female tag.
The matching process resulted in 7,686 male and 7,635 female categories out of
931,719 unique ones. Only 5 categories matched both tags so we ignored them
favoring the precision. Finally, we propagated the tag to each article in the
category. This propagation resulted in multiple tags per article as each article
in Wikipedia potentially has more than one category. Majority voting was used
to decide the final tag.

2. From List Pages: The same method using the previous keywords applied
for a unique collection of Wikipedia list pages. The list page simply collects
similar pages like “List of universities in South Sudan” or “List of Spanish films of
1950”. List pages can be easily fetched using the “List of” marker. The matching
process resulted in 269 male and 412 female list pages out of 70,062 unique ones.
Also, majority voting was used after propagating the tag from list pages.

3. From Page Text: Pronouns were used to detect the gender of any
Wikipedia article [20,33]. We built three lists for male, female, and neutral.
Male list consists of he, him, his, and himself while the female one contains she,
her, hers, and herself. The neutral list has it, its, and itself. The extractor counts
the occurrences of any matching using the three lists within the whole article.
The largest count determines the tag.

4. From First Paragraph: Using the same technique and keywords’ lists,
we reduced the search space to the first paragraph only. Relying that the first
Wikipedia paragraph is the abstract of the whole article which should lead to
precise extraction.

5. Hybrid System: We implemented a hybrid layer after reviewing the
accuracy and coverage of each one of the extractors (Sect. 4.2). The hybrid sys-
tem is based on majority voting.

Location Extractor. In order to tackle the location extractor, we collected a
list of nationalities from Wikipedia categories. The list contains 265 nationalities
which covers countries as well as colonies and other territories. We experimented
with three different approaches and a hybrid layer on top of them.

1. From Categories: The same keywords matching technique was adopted
using the nationalities list. Each category was assigned a nationality or more,
if possible. The matching process assigned 166,488 categories some nationalities
(18%). Then, the tags were propagated to the articles.

2. From List Pages: Using the same nationalities list, we matched against
the list pages to propagate the labels to corresponding pages. 9,672 list pages
were classified (14%).

3. From Definition Sentences: Kazama and Torisawa [12] previously
defined the Wikipedia definition sentence to be the noun phrase after a cop-
ula in the first sentence. The definition sentence for Viktor Simov is: “was a
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Russian painter and scenographer”. We extracted the definition sentence and
then matched it against the list.

4. Hybrid System: The location extractor extracts as much nationalities as
possible mentioned in the definition sentence, list pages and categories. So, the
resultant unique list could be a long list of four or five ones. We set a limit to only
two to favor the precision. As a result, if our extractors produced more than two
nationalities for any article, we would deem them buggy extractions and ignore
them all. After we evaluated each of the three extractors (Sect. 4.3), we decided
on how to implement the hybrid layer. The hybrid layer here is simply collecting
the nationalities from each extractor ranking them by frequency. Also, we set
the maximum number of possible extractions to two in the hybrid layer to favor
the precision.

Time Extractor. The time extraction module aims to add the temporal dimen-
sion to our framework. Mapping the existence of entities is a tricky task. Some
entity classes could be mapped using 2 points in the timeline, a starting point
and an ending one, like persons through birth and death dates. One point could
be sufficient to map other entity classes like films, novels, and songs through
the release date. We propose a simplification to this task in which we define the
start date and the end date by years only. As lots of Wikipedia categories have
time mentions, we decided to rely on Years categories [29].

First, we collected all categories with a sequence of digits and analyzed the
top frequent 2,000. We encountered some cases in which there is a potential men-
tion but it is not specified by a year like 1920s short films and 4th-century Chris-
tian saints. We decided to ignore non concisely specified years. Then, we replaced
every digit sequence by a marker to cluster the similar categories together order-
ing them by frequency. Category “2007 Copa America players” after normaliza-
tion becomes “NUM Copa America players”. All patterns with frequency greater
than 200 were analyzed. Finally, we concluded a list of patterns to extract the
start/end years. Samples of the start year patterns are: “NUM establishments”,
“NUM births”, and “opened in NUM”. “NUM disestablishments” and “NUM .+
endings” are samples of end year patterns. Another group could be used in both
sides like: “NUM elections”, “NUM .+ films”, and “NUM .+ singles”. Those
patterns mainly target single point entities on the timeline. The patterns suc-
ceeded in extracting start years from 71,530 categories (8%) and end years from
29,764 categories (3%). After propagating the years to articles, we ignored the
extractions if the same article has more than one start or end year. Evaluation
process detailed in Sect. 4.4.

Types Extractor. The role of the types extractor is defined as: collect as
much entity classes as possible. Wikipedia has lots of potential resources, semi-
structured or unstructured, for the types whether to be fine or coarse grained.
The extractor adds every tag with a specific marker to distinguish the source it
comes from. The resources we used as types are: (1) Page category, (2) Category
head noun stemmed [12], (3) List page names after trimming “list of” marker, (4)
List page head noun stemmed, (5) Definition sentence, (6) Definition sentence
head noun [28], and (7) Infobox title.
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3.3 WikiTrends Analysis Layer

After extracting all of the needed pieces of information, WikiTrends analysis
layer can start generating lots of aggregated views through timelines or heat
maps. One key aspect is that the reports leverage head entities, entities which
anyone could think of searching for. A heat map of the number of football players
per country, a timeline comparing famous males and females across the history of
humanity, the dominance of occupations over history, aggregated view of people
representing each country and many more could be generated in WikiTrends.
We claim that WikiTrends is an easily configured framework and this claim is
tightly coupled with its analytics layer. By configurations, we mean: (1) whether
to use timelines or heatmaps? (2) whether to include gender or not? (3) whether
to specify a period of time, leave it open at one side or both sides, or to ignore
the time? (4) whether to use some selected locations, all possible ones, or disable
location? (5) whether to specify entity types to be fine grained or coarse grained
or to ignore them? The following subsections will present just samples of what
the analysis layer can generate.

Fig. 2. Count of musicians per instrument
over years.

Types Tracking Timelines. By
combining the data from the time
extractor and the types one, Wik-
iTrends can generate lots of reports to
illustrate trending types on a timeline.
The module accepts as inputs: (1) a
start year, (2) an end year, and (3) a
set of entity types to track, each repre-
sented by a positive keywords list for
structured search. If the start or the
end years or both were not specified,
the module collects all the data without boundaries in time.

Trending Musical Instrument. We tracked musical instruments by tracking musi-
cians relying on WikiTrends fine-grained entity classes. Figure 2 summarizes the
musical instruments’ battle. Recently, guitar seems to be the most trending instru-
ment while piano proved to be the classic one. Drums gained more interest in mid
1940s while the violin positioned as the instrument with the least adopters.

Fig. 3. Count of films released per genre
over years.

Trending Film Genre. Wethen, tracked
a set of film genres (Fig. 3). The two
competitors are drama and comedy
films while drama won most of the
rounds. Romance films scored their
peak in 2013. Science fiction could be
considered a recent genre as it first
appeared in mid 1950s. Horror films
gained more interest in the 21st cen-
tury.Agooddeal of correlation is found
between our timeline and the stream-
graph of the most popular IMDB [11] keywords attached with movies [25].
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Types Tracking Heat Maps. Like we tracked the entity types with timelines,
we adjusted the data to be country-centric through the location pin points we
extracted. Bing maps were adopted to plot our heat maps while circle nota-
tions were preferred over color gradients for readability. The configuration of the
tracking heat maps is an easy task. The module accepts: (1) a set of locations
to work on and (2) one entity type that can be represented by a list of positive
matching keywords and another negative one. If the first input, the locations,
was not set, the module assumes that its scope is open for all countries. We just
represent a sample of the heat maps that could be generated out of the module.

Fig. 4. Count of footballers over countries.

Footballers Heat Map.
Across humanities, what
are the top countries pre-
sented famous footballers?
Figure 4 summarizes a
world view of the foot-
ballers’ count in Wikipedia
over the history per coun-
try. We plotted all coun-
tries with 350 or more
footballer in Wikipedia
after sorting the counts
descendingly. Europe and
South American countries are well represented. Few African countries are there
like Nigeria, Cameroon, Egypt, and Ghana correlating with the real ranking.
Two glitches appeared in the United States and Australia because of American
and Australian football.

Table 1. Sample of unforgettable additions
to humanity per country.

Country Type Country Type

England Albums Hong Kong Companies

Egypt Saints Austria Composers

Ethiopia Runners South Africa Cricketers

Italy Painters Mongolia Wrestlers

France Writers Luxembourg Cyclists

China Games Cook island Birds

Ireland Hurlers Venezuela Telenovelas

Country-Centric Unforgettable
Additions To Humanity. We
were interested to find out the unfor-
gettable additions for each country
to the humanity. First, we combined
the data from the location and types
extractors. Then, we divided the set
to be country-centric so that each
country would have a collection of
pages stamped with types. Finally,
we searched for the dominant types
across the whole set per country to
define the top entity types this country is distinguished for. A last filtration
step was applied to clean entity types with low information gain, entities that
were repeated across all countries like footballers, politicians, and films, to select
the top one. Table 1 presents a sample of WikiTrends findings for assigning the
dominant type for each country.
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4 Evaluation

In this section, we present our efforts to evaluate each one of the extractors.
Ultimately, we aim precise extractors with good coverage.

4.1 Test Set

A random collection of 100 Wikipedia articles were sampled and tagged manually.

Table 2. WikiTrends extractors evaluation.

Technique P R F1
Gender: Categories 100% 40% 57%
Gender: List Pages 100% 4% 8%
Gender: Page Text 73% 96% 83%
Gender: First Parag 82% 56% 67%
Gender: Hybrid 73% 96% 83%
Location: Categories 93% 95% 94%
Location: List Pages 99% 99% 99%
Location: Def. Sent 99% 99% 99%
Location: Hybrid 92% 94% 93%
Time: Start Year 97% 74% 84%
Time: End Year 95% 69% 80%

We tagged the gender (male,
female, or neutral). Zero or more
locations or nationalities were added
when applicable. We had to accept
that a single page could have mul-
tiple origins to address persons
with more than one nationality or
birds originated in many countries.
Finally, we tagged the start/end
years of existence. In some cases,
only the start or the end year was
available. In other cases, the year
was not stated concisely (e.g., 1940s
or 19th century) so we tagged it as
None. Entity types were out of the
evaluation scope as we adopted a
search technique. For the dominance
of each tag in our test set, we have managed to tag 83% of the test set with
locations, 25% with genders, 43% with start dates, and 29% with end dates.

4.2 Gender Extractor Evaluation

Table 3. Gender extraction coverage.

Technique Male Female
Categories 0.15M (3.1%) 0.12M (2.5%)
List Pages 0.01M (0.1%) 0.02M (0.4%)
Page Text 1.39M (28.5%) 0.30M (6.3%)
First Parag 0.70M (14.4%) 0.17M (3.5%)
Hybrid 1.42M (29.3%) 0.34M (6.9%)

We implemented four extractors
to tackle the gender extraction
problem. Although Nguyen et al.
[20] and Wu and Weld [33]
reported using pronouns to
anchor the primary entity in
any Wikipedia article, no formal
evaluation for the heuristic was
reported. We evaluated our four
gender extractors and the hybrid
one over the labeled test set.
Table 2 reports the precision, recall, and f1-score for each extractor. After run-
ning the gender extractors over the whole English dump, we report the success
rate of each extractor separately and also the hybrid one (Table 3). Although
the precision and recall numbers of the hybrid system are the same as the page
text gender extractor, the coverage of the hybrid is somehow better.
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4.3 Location Extractor Evaluation

Hoffart et al. tackled the same problem by adding a spatial dimension to
Wikipedia in YAGO2. They used the co-ordinate template, available as a struc-
tured data in some articles. We implemented a quick extractor to identify the
number of articles with coord template to find only 14.4% out of the whole
English dump. We relied on three approaches to extract WikiTrends’s spa-
tial dimension which successfully tagged 44% of the articles with locations.
YAGO2 reported 95% accuracy by manually judging a random sample out of
the extracted information.

Table 4. Location extraction coverage.

Technique 1 Location 1 or more
Categories 1.44M (29.7%) 1.80M (37.2%)
List Pages 0.37M (7.7%) 0.44M (9.1%)
Def. Sent 1.02M (21.0%) 1.06M (21.9%)
Hybrid 1.76M (36.3%) 2.14M (44.0%)

As the evaluation was per-
formed on a selected sample of
the output, there is a limitation
on calculating the recall. Dbpe-
dia [7] also, attaches spatial data
to their KB but no evaluation
numbers were reported due to
the human intervention in the
tagging process. Table 2 summa-
rizes our evaluation of the loca-
tion extractors. Also, the coverage of each extractor over the entire English
dump is presented in Table 4. We decided not to eliminate the categories-based
extractor in the hybrid system for more coverage while preserving an acceptable
precision level.

4.4 Time Extractor Evaluation

Table 5. Time extraction coverage.

Technique 1 time mention More than 1
Start Year 1.93M (39.9%) 0.07M (1.4%)
End Year 1.01M (20.8%) 0.02M (0.5%)

YAGO2 and Dbpedia shared the
same task in adding temporal
dimension for Wikipedia entities.
YAGO2 relied on infoboxes and
categories. Random selection was
used to evaluate the accuracy.
For Dbpedia, no results were
reported, to the best of our knowl-
edge. We evaluated separately the start extractor and the end one (Table 2). The
propagation of the tagged categories with time mentions to Wikipedia articles
resulted in around 1 million articles stamped with both tags. The numbers of
articles stamped with only one and more than one start/end markers are sum-
marized in Table 5. Although the ratios of more than one time mention are
ignorable, those articles could be considered for revision. In many cases, we
found a mismatch between categories’ and definition sentence’s time mention.
So we decided to reject every article that contains more than one start or end
year.
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5 Conclusion and Future Work

WikiTrends created a new analytics layer out of a source of semi-structured and
unstructured data. WikiTrends can generate any mix of data to present a new
understating of the world through timelines and heat maps. More and more
information types could be easily added. Simply to add new ingredients, we just
need to implement a new extractor, give it a run over Wikipedia, register the data
in the loading phase, and provide a new API for the new view. In order for the
analysis layer to be faster, we used a batch processing mode in mining the data
rather than extracting on the fly. Presented analytics reports seem to be similar
to lots of previous efforts, but WikiTrends presents a tool for anyone to simply
configure and use anytime. Although lots of projects started to build analytics
out of Dbpedia [23], each one is an independent project in which data is fetched
from KB, prepared, and then presented while WikiTrends can be configured to
produce same reports in only one generic framework.

For the extension of this effort, lots of information types could enrich Wik-
iTrends by either implementing new extractors from scratch or relying on struc-
tured or semi-structured sources like DBpedia. Our concern is that, it provides
the information using lots of relations that need to be unified based on our
definition. Not only entities but also, relations could be a potential extension
to apply analytics on. We need to experiment with semi-structured data from
Wikipedia Infoboxes. The infoboxes were potential sources but we found that
only 51% of the articles have infoboxes so we did not want to lose half of the
data power. Another issue is that there is no unified schema for the infoboxes
because any author can create, edit, or change the templates so we preferred the
reported techniques. WikiTrends visualized lots of data only in aggregated views.
Extending the experience for individual articles could be of great value [3,30].
Holistic view of the world could be achieved by leveraging Wikipedia in multi-
ple languages to address local entities and language/country specific uniqueness
values [16]. Also, the world could be compared from different perspectives.
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Abstract. The boost of short texts is increasing demands for short text
classification. Feature extraction based on topic models, especially those
utilizing label information, such as Partially Labeled Dirichlet Allocation
(PLDA), has been widely employed in normal text classification. How-
ever, the application of topic models in short text classification is still
an open challenge due to the shortness and sparse nature of short texts.
In this paper, we propose a topic model called Short Text PLDA (ST-
PLDA) based on PLDA for short text classification. In ST-PLDA, each
short text is restricted to one label and assumed to be generated from a
single topic associated with its label and a background topic shared by
all texts. Thus, ST-PLDA is expected to discover more compact and dis-
criminative topic representations. Extensive experiments are conducted
on real-world short text collections and the promising results demon-
strate the superiority of ST-PLDA compared with other state-of-the-art
methods.

Keywords: Topic model · Short text classification

1 Introduction

With the rapid development of e-commerce, online publishing, instant messag-
ing and social media, short texts including tweets, search snippet, blog posts
and product reviews are now everywhere in our daily life. As a result, there
is an increasing demand for short text classification, such as sentiment analy-
sis in tweets, offensive content detection in comments and news categorization.
However, because of word sparseness, lack of context information and informal
sentence expression in short texts, traditional text mining methods have limita-
tions in automatic classification for short texts.

Latent topic models [2,5,6,12] have been widely used in text mining to dis-
cover the thematic contents of documents. The basic idea of topic models is to
learn the topics from document collections under the assumption that each doc-
ument is generated from a multinomial distribution over topics, where a topic
is a multinomial distribution over words. Compared with traditional text fea-
tures such as TF-IDF word features, the features induced by topic models can
alleviate the problem of sparsity and provide more semantic information, which
improves the performance of text classification. Several topic models have been
proposed to make use of label information for text classification, such as labeled
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 58–70, 2017.
DOI: 10.1007/978-3-319-59569-6 7
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LDA [9] and PLDA [10]. Specifically, for texts annotated with labels, PLDA can
discover the hidden topics within each label, as well as background topics not
associated with any label, which further enhances classification performance.

Although topic models have gained success in normal text classification, topic
models for short text classification are still a challenging problem. In real appli-
cations, a short text may be bound up with a small number of topics that often
have no relation to others due to its length restriction. Therefore, the direct appli-
cation of conventional topic models like PLDA in short texts may not work well.
Given that a tweet usually involves one single topic, Twitter-LDA [14] assumes
that a tweet can be generated from only one topic chosen from the user’s topic
distribution and one background topic shared by all tweets. Although Twitter-
LDA is suitable for short texts, it does not make use of label information, and
therefore is less competitive in solving the problems of short text classification.

Motivated by the researches on probabilistic topic models above, we propose
a new model, Short Text PLDA (ST-PLDA) based on PLDA and Twitter-LDA,
which makes use of label information and topic restriction in short texts. Similar
to PLDA, we assume the existence of latent topics within each label as well as
background topic class shared by all texts. In most case, short texts contain
little semantic information, and as a result, they do not cover many labels and
topics. So we assume that each short text has only one label and restrict it to be
generated from only two topics, one from the topic class associated with its label,
and the other from background topic class shared by all texts. Such a restriction
is consistent with the nature of short texts, and it improves the compactness
of the derived topics, which further contributes to classification performance.
Extensive experiments on three real-world short text datasets demonstrate that
the proposed model is superior to some state-of-the-art baseline models.

The contribution of this paper lies in that we propose a model that not only
exploits label information to discover latent topics within each label, but also
restricts the number of topics in each text to adapt to the nature of short text, so
that discriminative topic features can be produced for short text classification.

The remainder of this paper is organized as follows: Sect. 2 discusses related
works. Section 3 introduces the proposed topic model and elaborates the infer-
ence and classification methods. Section 4 presents the experiment results and
analysis, and we conclude this paper in Sect. 5.

2 Related Works

One of the main challenges for text classification is the high dimensionality of
feature space which not only results in high computational complexity but also
is prone to overfitting problems. In recent years, feature extraction based on
topic models has been widely employed in text classification. In general, topic
models assume that a document is presented as a mixture of topics, where a
topic is a multinomial distribution over words [2]. Then each document can
be represented using topic distribution inferred by topic models, which can be
combined with traditional classifier such as Support Vector Machine to achieve
document classification [2,7].
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Recently, several topic models, namely, sLDA [1], Labeled LDA [9] and PLDA
[10], have been proposed to extract more discriminative topics for text classifi-
cation, by taking advantage of document tags or labels. Labeled LDA assumes
that each document is annotated with a set of observed labels, and that these
labels play a direct role in generating the document’s words from per-label dis-
tributions over words. However, Labeled LDA does not assume the existence of
any latent topics (neither global nor within a label) [10]. Unlike Labeled LDA,
PLDA assumes that each document contains several latent topics of the same
class, and each is associated with one or more of the document’s labels. In par-
ticular, PLDA introduces one class (consisting of multiple topics) for each label
in the label set, as well as one latent class optionally applied to all documents.
Obviously, PLDA is more flexible, and it can extract more semantic topics within
each label for text classification.

Although topic model is suitable for normal text representative learning, it
may not work well for short texts due to the sparsity of words. Some previous
studies have tried to enrich the short texts with external repository to get more
features. Phan et al. [8] use implicit topics derived from an external corpus to
expand text features. Chen et al. [3] propose a multi-granularity topic model to
generate multi-granularity topics features for short texts.

However, an appropriate external corpus is not always available or just too
costly to collect. Thus, in recent years more efforts have been put on designing
customized topic models for short texts. Biterm topic model (BTM) [13] is among
the earliest works, which directly models word pairs (i.e. biterms) extracted
from short texts. By switching from sparse document-word space to dense word-
word space, BTM can learn more coherent topics than LDA. According to the
observation that a single tweet is usually related to a single topic, Twitter-LDA
[14] assumes that each tweet is associated with only one topic based on the user’s
topic distribution, and each word in a tweet is generated either from the chosen
topic or a background topic shared by all tweets. Based on these prior works,
we propose ST-PLDA, which combines PLDA and Twitter-LDA to make use of
the label information and adapt to the nature of short texts, so as to produce
more discriminative topic features for short text classification.

3 Model and Algorithms

3.1 Notation

Similar to PLDA, we formally define the following terms. Consider a collection
of labeled short texts D = {(w1, l1), . . . , (wD, lD)}, each containing a multi-set
of words wd from a vocabulary V of size V and an observed single label ld from
a set of labels L of size L. In this work, we try to find a topic model for corpus
D that can discover a set of discriminative topics by using label information, so
that we can classify the short texts with their topic distribution representations
in an effective manner.
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3.2 ST-PLDA Model

A good topic representation is crucial to achieve high classification performance
by topic models. Models such as sLDA, Labeled LDA and PLDA show the great
enhancement of topic quality by utilizing label information in topic learning.
Specifically, PLDA is more flexible and promising, since it can learn the structure
of latent topics within the scope of labels. By introducing high-level constraints
on latent topics to make them align with the provided labels, PLDA improves
interpretability of the resulting topics and correlation with similarity judgments,
and reduces running time [10]. However, PLDA is designed for normal texts and
will suffer from word sparsity problem in short texts.

To overcome this problem, we borrow the idea from Twitter-LDA. In the
context of short texts, e.g., Twitter, a single tweet usually involves only one topic
due to its length restriction [14]. So based on PLDA, we further assume that each
short text only contains one label and one topic associated with the label. This
constraint is consistent with the length restriction of short texts and improves
the compactness of the derived topics, which helps produce more discriminative
topic representation for classification. In addition to label topics, we also need to
cover the common semantics. Actually not all words in a short text are closely
related to its label, and some are background words commonly used in a corpus.
For example, time-related words like “Monday” and “Tuesday”, which express
common semantic meaning in news texts, might occur in most documents. These
common words are less discriminative, so classification will be disturbed if they
are assigned to a label topic. Therefore, we introduce a background topic class
shared by all texts just like PLDA does, but we restrict each short text to only
one background topic. As a result, each short text in ST-PLDA model is assumed
to involve only one label, one topic associated with its label and one background
topic.

Fig. 1. Graphical model for ST-PLDA model. (Because each document’s label ld is
observed, the multinomial distribution π and its prior η are unused)

Formally, ST-PLDA assumes the existence of a set of L labels in the short
texts collection, as well as a background topic class. In particular, we assume that
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each topic takes part in exactly one label, and the total number of label topics and
background topics are T and TB , respectively. Label topic-word distributions φ
and background topic-word distributions φB are both drawn from a symmetric
Dirichlet prior β for simplicity. Label-topic distributions θ and background-topic
distributions θB are both drawn from a symmetric Dirichlet prior α. Let z denote
the label topic assignment for each short text, b denote the background topic
assignment for each short text, and y denote the indicator variable for each word.
The graphical model for ST-PLDA is illustrated in Fig. 1. Each short text d is
generated by first picking a label ld from corpus-wide label distribution π. Then
a label topic zd and a background topic bd for this document are drawn from the
corresponding label-topic distribution θld and background-topic distribution θB ,
respectively. A Bernoulli distribution λd that governs the choice between label
words and background words is also drawn from a Beta prior γ. Each word w
in document d is generated by first drawing an binary indicator variable y from
λd, and then a word w from φld,zd if y = 1 or a word w from φB

bd
if y = 0. The

generative process for ST-PLDA is summarized as follows:

1. For each label l ∈ {1, . . . , L}, draw θl ∼ Dir(αl), where αl is a Tl dimensional
prior vector of θl.

2. Draw θB ∼ Dir(αB), where αB is a TB dimensional prior vector of θB .
3. For each topic t ∈ {1, . . . , T}, draw φt ∼ Dir(β), where β is a V dimensional

prior vector of φt.
4. For each topic t ∈ {1, . . . , TB}, draw φB

t ∼ Dir(β).
5. For each document d ∈ {1, . . . , D}:

(a) Draw zd ∼ Mult(θld).
(b) Draw bd ∼ Mult(θB)
(c) Draw λd ∼ Beta(γ), where γ is a scalar prior for λd.
(d) For each word i ∈ {1, . . . , Nd}:

(i) Draw yi ∼ Bern(λd).
(ii) Draw wi ∼ Mult(φld,zd) if yi = 1 and wi ∼ Mult(φB

bd
) if yi = 0.

where Beta(·), Dir(·), Mult(·) and Bern(·) denote a Beta distribution, Dirichlet
distribution, multinomial distribution and Bernoulli distribution respectively.

3.3 Model Inference

Similar to LDA, exact inference is also difficult in ST-PLDA. Hence, we adopt
Gibbs sampling to perform approximate inference. Its basic idea is to alterna-
tively estimate the parameters, by replacing the value of one variable with a
value drawn from the distribution of that variable conditioned on the values of
the remaining variables. In ST-PLDA, we need to sample all the eight types
of latent variables z, b, y, φ, φB , θ, θB and λ. However, with the technique of
collapsed Gibbs sampling [5], φ, φB, θ, θB and λ can be integrated out because
of the conjugate priors α, β and γ. Therefore, we just need to sample the label
topic assignment z and background topic assignment b for each document and
also the indicator variable y for each word from their conditional distribution
given the remaining variables.
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We use w to denote all words observed in the corpora, l to denote all label
observed in each document, and y, b and z to denote all hidden variables. To
perform Gibbs sampling, we first randomly choose initial states for the Markov
chain. Then we calculate the conditional distribution P (zd|z¬d, b,y,w, l) and
P (bd|z, b¬d,y,w, l) for each document d and P (yd,i|z, b,y¬d,i,w) for each word
wd,i in document d, where z¬d and b¬d denote the label topic assignments and
background topic assignments for all documents except document d, respectively,
and y¬d,i denotes the indicator variable assignments for all words except word
wd,i. By applying the chain rule to the joint probability of the whole data, we
can easily obtain the conditional probability for zd and bd:

P (zd = t|z¬d, b,y,w, l)

∝I[t ∈ {1, . . . , Tld}]
c
Dld
t + α

cDld + Tldα

(
Γ (ct + V β)

Γ (ct + nt + V β)

V∏
v=1

Γ (ctv + nt
v + β)

Γ (ctv + β)

)
(1)

P (bd = t|z, b¬d,y,w, l)

∝I[t ∈ {1, . . . , TB}]
cBt + α

cB + TBα

(
Γ (ct + V β)

Γ (ct + nt + V β)

V∏
v=1

Γ (ctv + nt
v + β)

Γ (ctv + β)

)
(2)

Here c
Dld
t is the number of documents with observed label ld assigned to label

topic t, and cDld is the total number of documents with observed label ld and
Tld is the number of topics in label ld. cBt is the number of documents assigned
to background topic t, while cB is the total number of documents and TB is the
number of background topics. ctv is the number of times that word v is assigned
to topic t, and ct is the number of times that any word is assigned to topic t. All
the counts above exclude the current document d. nt

v is the number of times that
word v is assigned to topic t in document d, and nt is the number of times that
any word is assigned to topic t in document d. Specifically, I[t ∈ {1, . . . , Tld}]
denotes that only those topics in label ld may be sampled and I[t ∈ {1, . . . , TB}]
denotes that only background topics may be sampled. Then given the assignment
of zd and bd, the conditional probability for indicator variable yd,i is:

p(yd,i = 0|b,z,y¬d,i,w) ∝ cbdwd,i
+ β

cbd + V β
· cd0 + γ

cd + 2γ
(3)

p(yd,i = 1|b,z,y¬d,i,w) ∝ czdwd,i
+ β

czd + V β
· cd1 + γ

cd + 2γ
(4)

where cbdwd,i
is the number of times that word wd,i is assigned to background

topic bd, cbd is the number of times that any word is assigned to background
topic bd, czdwd,i

is the number of times that word wd,i is assigned to label topic zd,
czd is the number of times that any word is assigned to label topic zd, cd0 is the
number of words assigned as background words in document d, cd1 is the number
of words assigned as label words in document d and cd is the total number of
words in document d.



64 C. Chen and J. Ren

Finally, according to the counters of topic assignments of documents, indi-
cator variable assignments of words, and words occurrences, we can easily esti-
mate the label topic-word distribution φ, background topic-word distribution
φB, label-topic distribution θ and background-topic distribution θB as:

φv|t =
ctv + β

ct + V β
, θt|l =

cDl
t + α

cDl + Tlα
, φB

v|b =
cbv + β

cb + V β
, θBb =

cBb + α

cB + TBα
(5)

where ctv is the number of times that word v is assigned to label topic t, ct

is the number of times that any word is assigned to label topic t, cbv is the
number of times that word v is assigned to background topic b, cb is the number
of times that any word is assigned to background topic b, cDl

t is the number of
documents with observed label l assigned to label topic t, cDl is the total number
of documents with observed label l, Tl is the total number of topics in label l, cBt
is the number of documents whose background topic is assigned to topic b, cB

is the total number of documents. A summary of the Gibbs sampling procedure
is shown in Algorithm 1.

3.4 Classification

In ST-PLDA model, we first learn the topic-word distributions φ, φB, and the
topic distribution of training texts based on training data, and then infer the
topic distribution of testing data. After obtaining the topic distribution repre-
sentation of training and testing data, we can use traditional classification model
such as Support Vector Machine and Naive Bayes to train a classifier and test
its performance. In the following experiments, we use Random Forest Classifier.

Algorithm 1. Gibbs sampling algorithm for ST-PLDA
Input: a corpus including totally V unique words and L unique labels, the expected
number of topics Tl for each label l, the expected number of background topics TB and
hyperparameters α, β, γ.
Output:
label-topic distribution θ,
background-topic distribution θB ,
label topic-word distribution φ and
background topic-word distribution φB .

1: initialize label topic assignments z and background topic assignments b for all
documents and indicator variable y for all words randomly.

2: repeat
3: for document d = 1 : D do
4: draw zd and bd from Eq. (1) and Eq. (2), respectively.
5: for word i = 1 : Nd do
6: draw yd,i from Eqs. (3) and (4).
7: end for
8: end for
9: until convergence

10: compute the parameters φ, φB , θ and θB in Eq(5).
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4 Experiment Analysis

4.1 Data Sets

We perform experiments on three short text collections described as follows:
News. This dataset1 contains 32,604 pieces of English news extracted from RSS
feeds of three popular newspaper websites (nyt.com, usatoday.com, reuters.com).
Categories are: sport, business, U.S., health, sci&tech, world and entertainment.
All news descriptions are retained since they are typical short texts. Comments.
This dataset consists of 15,414 Chinese text comments from the Internet. They
are the posts responding to different kinds of hotspots, such as Gaming, Enter-
tainments, News, Sciences, Sports and so on. These comments are labeled by
either “offensive” or “normal”. Comments with “offensive” label refer to offensive
contents with profanities and abuse, sexual contents or advertisements. Tweets.
A large set of tweets are collected and labeled by Go et al. [4]. Each tweet is
labeled by its sentiment polarity (negative and positive). This dataset consists of
around 104k labeled tweets and total of 39,605 tweets are sampled in our exper-
iments. After pre-processing, the datasets of News, Comments and Tweets
contain 12774, 8143 and 6078 distinct words and the average number of words
in each text are 15.7, 12.6 and 6.1, respectively.

4.2 Classification Performance

The performance of ST-PLDA in short text classification is examined. In order
to make comparisons among the classification results of different models, for
each train-test partition, we first compute precision, recall and F1-score for each
class and then macro-average the results across all classes.

We take four typical topic models as baseline methods: LDA, Twitter-LDA,
BTM and PLDA. For LDA and PLDA, we use Stanford Topic Modeling Tool-
box2 for experiments. For BTM, we use its open-source implementation3. We
implement Twitter-LDA and ST-PLDA with Java.

On all datasets, we randomly divide the short texts into training set and
test set at the ratio of 4 : 1. For all methods, we use fixed hyperparameters of
α = 0.1 and β = 0.01, since LDA with weak priors performs better in short
texts. We also set γ = 20 for ST-PLDA and Twitter-LDA the same as [15]. In
all methods, Gibbs sampling is run for 1,000 iterations to guarantee convergence
and the final samples are used to estimate model parameters. With the topic-
word distributions acquired in training phrase, we infer the topic distribution of
each text by Gibbs sampling. Then, the short texts are classified using Random-
ForestClassifier module of scikit-learn package4. For each trained topic model,
we perform five-fold cross-validation on datasets. After several trials, the total
number of topics is set to 36, 14, 13 on News, Comments and Tweets dataset,
1 http://acube.di.unipi.it/tmn-dataset/.
2 http://nlp.stanford.edu/software/tmt/tmt-0.4/.
3 https://github.com/xiaohuiyan/BTM.
4 http://scikit-learn.org/stable/index.html.

http://acube.di.unipi.it/tmn-dataset/
http://nlp.stanford.edu/software/tmt/tmt-0.4/
https://github.com/xiaohuiyan/BTM
http://scikit-learn.org/stable/index.html
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Table 1. Classification results of short text corpora.

LDA Twitter-LDA BTM PLDA ST-PLDA

News Recall 70.1± 0.4 69.9± 1.0 71.9± 0.2 74.9± 0.7 76.2± 0.7

Precision 72.8± 0.5 72.9± 0.8 74.8± 0.2 77.3± 0.8 77.9± 0.6

F1-score 71.4± 0.4 71.4± 0.9 73.3± 0.2 76.0± 0.8 77.0± 0.7

Comments Recall 78.8± 0.8 81.2± 0.8 80.3± 1.1 85.2± 0.5 88.5± 0.3

Precision 78.8± 0.8 81.2± 0.8 80.3± 1.1 85.3± 0.5 88.5± 0.4

F1-score 78.9± 0.7 81.3± 0.7 80.4± 1.1 85.3± 0.5 88.5± 0.3

Tweets Recall 64.9± 0.5 64.1± 0.5 66.2± 0.3 70.0± 0.1 72.3± 0.4

Precision 65.0± 0.5 64.1± 0.5 66.3± 0.4 70.0± 0.1 72.3± 0.4

F1-score 64.9± 0.5 64.1± 0.5 66.3± 0.4 70.0± 0.1 72.3± 0.4

respectively. And the number of background topics is set to one, because we find
that one background topic is enough for these datasets. But for larger corpus,
it’s appropriate to set a larger value. In ST-PLDA and PLDA, the numbers of
topics in the same label class are also kept consistent.

We adopt macro precision, recall and F1-score as the evaluation criteria, and
list the experiment results in Table 1, with the best results highlighted in bold. As
can be seen in Table 1, the best results of the three datasets are all obtained by
ST-PLDA. This demonstrates the outstanding performance of ST-PLDA against
baselines in learning semantic topic features for short text classification. Specifi-
cally, the notable improvement of our methods over Twitter-LDA suggests that
label information contributes greatly to discovering more discriminative latent
topics within each label, which further enhances classification performance. ST-
PLDA also consistently outperforms PLDA on all datasets, which indicates the
assumption that short text is generated from only one topic associated with its
label and one background topic is feasible.

4.3 Evaluation of Topics

To further evaluate the topics learned by ST-PLDA, we analyze the latent topics
quantitatively and empirically. First, we use the coherence measure CV recom-
mended in [11] to evaluate the quality of discovered topics. Given a set of top
words (most probable words) in a topic, the measure averages the Normalized
Pointwise Mutual Information (NPMI) and cosine similarity for every pair of top
words within a sliding window of size 110 on an external corpus (i.e. Wikipedia).
A higher CV score implies a more coherent topic. We submit the top ten words
in each discovered topics to the online Palmetto5 topic quality measuring tool
provided by [11] and record the corresponding CV score. As Palmetto does not
support Chinese currently, we only evaluate the topics discovered in Tweets and

5 http://palmetto.aksw.org/palmetto-webapp/.

http://palmetto.aksw.org/palmetto-webapp/


An Improved PLDA Model for Short Text 67

Table 2. Average topic coherences in Tweets and News datasets.

LDA Twitter-LDA BTM PLDA ST-PLDA

Tweets 0.378± 0.008 0.386± 0.008 0.384± 0.014 0.380± 0.005 0.391± 0.005

News 0.419± 0.003 0.436± 0.003 0.428± 0.004 0.426± 0.005 0.438± 0.004

News datasets and summarize the results in Table 2. Obviously, our ST-PLDA
gives the highest CV scores in both Tweets and News datasets.

Another typical method to evaluate the quality of topic is to judge its top
words by experience. We examine the topics discovered by ST-PLDA in News
dataset. Table 3 shows three discovered topics under two labels (sport and world)
and background topic, with each topic represented by the 13 most probable
words. As we can see, in each topic, the probable words are semantically con-
sistent with each other. And the discovered topics within each label basically
describe some relevant topics, such as topics tennis, football and basketball in the
label sport, topics Death of Osama bin Laden, Libya conflict and Egypt conflict
in the label world, which is consistent with our understanding and expectations.
Moreover, the background topic captures shared structure in news, including
time-related words (e.g. Monday, Thursday) and number (e.g. one, two, first).

Table 3. Examples of topics discovered from News dataset by ST-PLDA.

Label Top words

Background said new wednesday tuesday year one two monday thursday friday
first last years

Sport open round world french masters final first championship nadal title
win victory

nfl players league team lockout sports world day football new season
soccer fifa

points game heat nba miami dallas scored mavericks season victory
bulls james win

World killed laden bin osama pakistan people al qaeda killing security
officials forces police

president forces libyan muammar government libya gaddafi leader
security city rebels

president government right bahrain egypt political police protests
state human former

We also compare the topics learned by different methods. Table 4 shows an
example of similar topics learned from News dataset by different methods. Obvi-
ously, this is a topic about Fukushima Daiichi nuclear disaster under the label
world. The red tags are the words considered to be less correlated to the topic.
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Table 4. An example of topics discovered from the News dataset by different methods.

Model Top words

ST-PLDA nuclear japan said radiation plant health food crippled earthquake
levels world power water tsunami experts radioactive around
fukushima

PLDA japan nuclear radiation plant said food health day mother crippled
tsunami around experts levels earthquake people power wednesday

BTM nuclear japan plant power earthquake said tsunami crisis radiation
japanese crippled fukushima tokyo friday tuesday disaster water
monday

Twitter-LDA nuclear japan plant power said radiation earthquake space crisis
japanese tsunami fukushima water crippled shuttle tokyo
government gas

LDA japan nuclear power earthquake plant said tsunami japanese crisis
safety radiation gas energy motor water production disaster natural

For example, “monday” is relevant to time, “shuttle” is relevant to aerospace
and “production” is relevant to industry. As we can see, the top words learned
by ST-PLDA model is more relevant to the event of Fukushima Daiichi nuclear
disaster than those learned by other methods. These results above demonstrate
that ST-PLDA can learn better semantic and coherence topics from short texts.

4.4 Sensitivity Analysis

The topic number plays an important role in different topic models. Due to space
limitation, we only demonstrate the experiment results of Tweets dataset with
varying topic number from 3 to 40 in Fig. 2. It is noticed that the classification
performance of all methods get better as the topic number grows and converge
when topic number is large. Specifically, ST-PLDA always dominates other meth-
ods regardless of the topic number. Due to the utilization of label information,
ST-PLDA and PLDA can obtain better classification performance when their
topic number is small, and they are less sensitive to the number of topics. These
all indicate the superiority and robustness of ST-PLDA.

In contrast to LDA and PLDA, in ST-PLDA there is one more important
parameter, the Beta prior γ, which controls the assignments between label topics
and background topics. To examine the impact of Beta prior γ on ST-PLDA, we
try different values of γ and evaluate the corresponding F1 score in classification
on the three datasets. The influence of different choices of γ is illustrated in
Fig. 3. As we can see, the performance increases as γ grows but becomes stable
when γ is large enough (γ > 10 in this experiment). This result also indicates
the robustness of our topic model with respect to the Beta prior γ.
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Fig. 2. Classification results of varying
topic numbers in Tweets dataset.

Fig. 3. Classification results of varying
Beta prior γ.

5 Conclusions

Short text classification has increasingly become an important task due to the
prevalence of short texts on the Internet. Although feature extraction based
on topic models has been widely employed in long text classification, it is still
an open problem in short text classification. In this paper, we propose a topic
model called ST-PLDA, which combines PLDA and Twitter-LDA to generate
good topic features for short texts. By leveraging the label information and
adapting to the length restriction of short texts, ST-PLDA can be applied to
discover more discriminative topic features for short text classification. Extensive
experiments on real-world short texts collections demonstrate the superiority of
ST-PLDA to some state-of-the-art methods, and sensitivity analysis also show
the robustness of the proposed topic model.
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Abstract. Requirements are designed to specify the features of systems.
Even for a simple system, several thousands of requirements produced
by different authors are often needed. It is then frequent to observe over-
lap and incoherence problems. In this paper, we propose a method to
construct a corpus of various types of incoherences and a categorization
that leads to the definition of patterns to mine incoherent requirements.
We focus in this contribution on incoherences (1) which can be detected
solely from linguistic factors and (2) which concern pairs of requirements.
These represent about 60% of the different types of incoherences; the
other types require extensive domain knowledge and reasoning.

Keywords: Linguistics of requirements · Incoherence analysis

1 Motivations and Objectives

Requirements (or business rules) form a specific class of documents with specific
functions: they are designed to describe a task, a regulation or any kind of sit-
uation in a sound way. A requirement may be composed of a conclusion alone
or be associated with one or more supports that justify it (these supports are
usually called the rationale’ of the requirement). In some specifications, warnings
describe the consequences of not following requirements, while advice describe
optional requirements that may improve e.g. the result of a task. Both warn-
ings and advice are specific forms of arguments [1]. Requirements state in a
declarative way e.g. the features a product should have, the way an organization
should be managed via rules, etc. Even for a small product, several thousands
of requirements are often necessary.

In spite of numerous authoring guidelines, unclear, ambiguous, incomplete or
poorly written requirements are relatively frequent. This results in a significant
waste of time to understand a specification, in difficulties to update, trace and
re-use these specifications, and, more importantly, in risks of misconceptions by
users or manufacturers leading to incorrect realizations or exposure to health
or ecological risks. Controlling how requirements are written, independently of
whether guidelines are followed or not, is a high and fast return-on-investment
activity. For example, in the maintenance sector, poorly written requirements
can entail extra costs up to 80% of the initial product development costs.
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 71–83, 2017.
DOI: 10.1007/978-3-319-59569-6 8



72 P. Saint-Dizier

The different protagonists involved in requirement production is a source of
mismatches, inconsistencies and redundancies: stakeholders, technical writers,
validators, users and manufacturers may all play different roles and have different
views on the requirements. This is developed in e.g. [4,13–15,17]. Most industrial
sectors have now defined authoring recommendations, methods and tools (e.g.
Doors), to elaborate, structure and write requirements of various kinds, e.g. for
easier traceability, control and update. However, our experience shows that those
recommendations, in spite of the existing tools, cannot strictly be observed in
particular for very large sets of requirements. Authoring tools have emerged two
decades ago, e.g. one of the first investigated at Boeing [16], then at IBM with
Acrolink and Doors, and, more recently, Attempto [2] that has some reasoning
capabilities. [3] among many others developed a number of useful methodological
elements for authoring technical documents. A synthesis of controlled language
principles and tools is presented in [7,8]. Most of these principles and tools have
been customized to requirement authoring, based on general purpose or domain-
dependent norms (e.g. INCOSE, IREB or ISO26262).

Several road-maps on requirement elicitation and writing (e.g. [17]) show
the importance of having consistent and complete sets of requirements, and
rank it as a priority. However, no concrete solution so far, to the best of our
knowledge, has been developed to characterize the coherence problem. Projects
such as [6] aim at finding contradictions between lexico-syntactic patterns in
Japanese, including spatial and causal relations. This is however quite different
from the problem that is addressed here, since inconsistencies may have very
diverse forms (Sect. 4). One of our main aim is indeed to characterize these forms
w.r.t. requirement authoring principles. In [9], the limits of textual entailment
as a method to detect inconsistencies is shown, corpora is developed from which
a typology of contradictions is constructed. The need of a very fine granularity
in the data is advocated to avoid errors.

Finding out incoherences in specifications is recognized by requirement
authors to be a crucial and a very hard problem. Of interest is the site: www.
semanticsimilarity.org that offers several tools for measuring similarities in texts.
The use of SAT solvers (satisfiability solvers, running efficiently and in a sound
way on very large sets of propositions) can be foreseen but this means trans-
lating requirements into propositional logic or into Horn clauses. Both of these
translations fail to capture several facets of requirements, in particular complex
VPs, modals and the discourse structure. Our goal is rather to develop specific
linguistic patterns that can identify incoherences between requirements. These
patterns could be viewed, possibly, as instantiated SAT templates.

In this article, we first show how a corpus of incoherent requirements can be
constructed and annotated. This corpus leads us to develop a categorization of
inconsistencies based on linguistic considerations. This contribution opens new
perspectives (1) on new forms of incoherence mining in texts and (2) on min-
ing incoherent requirements and arguments more generally. The construction of
this corpus is extremely challenging: large volumes of requirements are neces-
sary, that experts are not ready to share. Furthermore, incoherent requirements
are in general not adjacent in a text and involve various textual and discourse
structures.

www.semanticsimilarity.org
www.semanticsimilarity.org
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2 Construction of a Corpus of Incoherent Requirements

Constructing a corpus of incoherent requirements is very challenging, it is dif-
ficult (1) to get real and substantial specifications from companies and (2) to
extract pairs of incoherent requirements which are relatively sparse and may
appear in remote sections or chapters of a specification.

Incoherence between two requirements may be partial: they may include
divergences without being completely logically opposed. Next, incoherence may
be visible linguistically, or may require domain knowledge and inferences to be
detected and characterized. We focus in this research on incoherences which can
be detected from a linguistic and general semantic analysis: these incoherences
are domain and style independent and therefore mining them is simpler and
probably re-usable over domains. Finally, we focus on incoherences between pairs
of arguments, leaving aside incoherences which may arise from larger sets of
requirements. It would obviously be more interesting and useful to consider more
complex configurations: requirement compared to a sequence of requirements,
or chains of requirements, but this involves more language complexity, e.g. the
taking into account of discourse, co-text, titles, etc. A gradual approach to such
complex forms, based on use-cases will probably be developed in the future.

2.1 Corpus Compilation Method

Our analysis of requirement incoherences is based on a corpus of require-
ments coming from 5 companies in three different critical industrial sectors
(energy, transportation and telecommunications). Companies have requested to
be anonymous; named entities (e.g. equipment and process names) in these texts
have been replaced by meaningless constants. Specification documents need to be
relatively long (above 100 pages) to allow the detection of various forms of inco-
herences; short documents are easier to manually control and have much less
incoherence problems. Most specification documents, even for a simple equip-
ment can be very long, which motivates our project.

Our documents are in French or in English. Our corpus contains about 1200
pages extracted from 7 documents, where only the requirement parts of these
documents have been kept (leaving aside e.g. introductions, summaries, contexts
and definitions, but also diagrams and formula). The requirement part of each
document is between 150 and 200 pages long, i.e. between 3000 and 4000 require-
ments in each document. This is not very large, but seems to be sufficient to
carry out this first analysis. A total of about 26000 requirements are considered.
Most documents do not follow very accurately the norms for writing require-
ments, nor do they follow the guidelines imposed by their company. Reasons are
not investigated here.

The main features considered to validate our corpus are the following, where
diversity of form and contents captures the main linguistic features of require-
ments:
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– requirements correspond to various professional activities, and have been writ-
ten by different types of authors, over a relatively long time span (about a
year),

– requirements correspond to different conceptual levels, from abstract consid-
erations to technical specifications,

– requirements have been validated and are judged to be in a relatively ‘final’
state,

– requirements follow various kinds of authoring norms imposed by companies,
including predefined patterns (boilerplates).

2.2 Extraction of Incoherent Requirements

It is almost impossible to manually extract incoherent arguments over large texts
since this means memorizing with great precision several thousands of require-
ments. Specification authors can intuitively, via their knowledge of the domain,
identify a very limited number of incoherences when proofreading texts, but
they know that there are more incoherences, and that these may have important
consequences.

The hypothesis we consider to mine incoherent requirements is that they deal
with the same precise topic, but they differ on some significant element(s) which
leads to the incoherence. Since requirements should a priori follow strict author-
ing guidelines (no synonyms, limited syntactic forms), dealing with the same
precise topic means that two requirements which are potentially incoherent have
a relatively similar syntactic structure and a large number of similar words, but
differ on a few words. This can be illustrated by the two following requirements
found in two different chapters of a specification, concerning the same software:

REQ12-7 A minimum of 10 simultaneous requests must be allowed.
REQ34-5 At least 20 simultaneous requests must be allowed.
Our strategy to mine potentially incoherent arguments is the following:

(1) In a specification, identify requirements among other types of statements
such as definitions. Requirements are often labeled. If this is not the case,
a grammar is used that identifies requirements based on a few specific clues
such as the use of modals [5].

(2) Mine pairs of requirements which are potentially incoherent based on the
two metrics developed below.

(3) Process the discourse structure of mined requirements. This is realized via
the TextCoop discourse processing platform [11]. Of much interest are condi-
tionals, circumstances, goals, purposes, illustrations and restatements. These
structures are tagged in each requirement. For example: <circumstance>
when the temperature is below 2◦C, </circumstance> the engines must not
be switched off <purpose> to avoid any icing </purpose >.

(4) Finally, manually inspect the results to identify, for each requirement pair
that has been mined, if they are incoherent or not.
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Mining pairs of potentially incoherent requirements is based on two metrics:

(1) a similarity metrics, since incoherent requirements deal with the same precise
topic and therefore have very close linguistic contents, and

(2) a dissimilarity metrics to characterize differences.

Since, at this stage, the form of incoherent requirement pairs is unknown, we
developed two metrics with general purpose constraints in order to mine a large
diversity of situations, the noise being discarded manually in a later stage (step
4 above).

(a) The Similarity Metrics. Requirements follow style guidelines: require-
ments are short (in principle they must be smaller than 20 words, but in prac-
tice 30 words are frequently encountered), synonym terms are not allowed, the
syntactic structure is very regular (passives are not allowed), negation must be
avoided, adjectives and adverbs are limited to a few, fuzzy terms are not allowed,
etc. Therefore, a similar content can be characterized, in a first experiment, by a
large set of similar words shared by two requirements. Only the words that have
a topical content are included in the metrics, to form the content requirement
signature S. They are: nouns, proper nouns, numbers, verbs, symbol names, and
boolean or scalar adjectives. Their identification is based on WordNet resources.
The other terms, which mostly play a grammatical role, are not used in the
metrics, they include: prepositions, adverbs, determiners, modals, auxiliaries if
they are not the main verb, negation, connectors, coordination and pronouns.
They may play a role in the incoherence analysis, but do not convey the topic
of the requirement.

For example, in the maximum length of an imaging segment must be 300 km,
the words that are considered in the metrics are: maximum, length, imaging, seg-
ment, be, 300 km. These form the content requirement signature of that require-
ment, composed of 7 terms. The similarity metrics considers the content require-
ment signatures S1 and S2 of two requirements R1 and R2 and computes their
intersection I and union U , considering the noninflected forms of words. The
similarity rate is: I/U .

Requirements have in general between a total of 6 and 40 words, with an
average size of 22 words. In this initial experiment, after some tuning from
a small sample of requirements, it turns out that two requirements are in a
similarity relation, if:

– between a total of 6 and 12 words long, the similarity rate is greater or equal
to 80%,

– between a total of 13 and 22 words long, the similarity rate is greater or equal
to 70%,

– above a total of 22 words long, similarity rate is greater or equal to 65%.

Indeed longer requirements often include peripheral information which means
that the threshold for the similarity weighted rate should be lower. This 3 level
tuning can still be slightly improved, depending on the authoring style of the
requirements, the domain via its terminology and the conceptual complexity.
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(b) The Dissimilarity Metrics. The dissimilarity metrics considers those
terms which are different independently of the discourse structure. It parallels
the similarity metrics, searching for terms which introduce a clear difference.
Intuitively, differences may be characterized by the main following situations:

– use of different values for the same statement, with a difference of at least
10% to be significant,

– use of different arithmetical operators and constraints,
– use of different named entities,
– use of antonym prepositions or connectors, e.g.:before/after, neutral/after,

etc.
– use of contrasted modals: e.g.: must/recommended,
– presence of typical structures such as manner or temporal adverbs in a require-

ment and not in the other,
– presence of two main clauses (two events) in one requirement and a single

main clause in the other (single event),
– presence of a conditional or a circumstance structure in one the of the require-

ments and not in the other one.

Provided that two requirements have been ranked as similar by the similarity
metrics, the presence of at least one of these criteria in a pair of requirements
entails that they may be incoherent. More than one criteria reinforces the risk
of incoherence, however, there is no dissimilarity rate at this level.

These two metrics used jointly have been tested on our 7 texts separately
since they deal with different topics. A total of 204 pairs of requirements have
been mined as potentially incoherent. Then, from this corpus, via a manual
analysis, 83 requirement pairs (on average 41%) that have been mined indeed
show some form of incoherence. This is not a very high number of incoherent
arguments: this confirms expert intuitions that incoherences are relatively sparse,
but there are probably more incoherences. 18 pairs have been found in the same
text section (i.e. among between about 80 to 150 requirements), while 65 pairs
are more distant in the text and couldn’t have probably been identified without
a tool.

Even if it is small, this sample of 83 requirement pairs allows us to develop
an analysis of incoherence among requirements, and then to develop relatively
generic templates that go beyond these observations that should be able to mine
a higher number of incoherent requirement pairs. Finally, a side effect of this
analysis is to also mine coherent duplicates or very closely related requirements
which could be eliminated. Via the similarity metrics used alone, with a threshold
of 90%, our corpus contains at least 368 requirements which are very closely
related and could be analyzed as duplicates.

3 Annotating Incoherence in Requirements

The next stage of our analysis is to identify more precisely the various forms
incoherence takes in requirements. For that purpose, we defined a set of annota-
tions. The discourse processing used to mine requirement pairs provides a first
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level of annotations as illustrated in the previous section. Annotations are made
manually by the author, some confirmation were given by requirement authors,
but their availability is often very limited.

The annotations we add are those that characterize the string of words which
differ between the elements of a pair and the nature of the difference(s). This
task allows to categorize errors (Sect. 4) and to define templates to mine inco-
herent arguments in specifications. Incoherences are specified informally as an
attribute of the main tag <incoherence>. Here are a few examples that illustrate
the method and the difficulties. Examples 1 and 2 are relatively straightforward
whereas Examples 3 and 4 are much more complex to annotate and to char-
acterize. Differences are between <diff> tags, <req> identifies a requirement,
and <event> tags the events in requirements that contain two or more explicit
events.

Example 1. <incoherence type = “numerical variation” incoherence = “300 �=
100”>

<req> the maximum length of an imaging segment is <diff> 300 </diff> km. </req>

<req> the maximum length of an imaging segment is <diff> 100 </diff> km. </req>

</incoherence>

Example 2. <incoherence type = “arithmetical expression divergence” incoherence

= “(<30) �= 50”>

<req> In S, the probe X30 shall be preheated <diff> up to 30 </diff> degrees

<circumstance> <diff> before doing</diff> E. </circumstance> </req>

<req> the probe X30 in S shall be preheated <diff> to 50 </diff> degrees <purpose>

<diff> to realize </diff> E. </purpose></req> </incoherence>

In this example, while the arithmetical expression introduces the incoherence,
the distinction between circumstance and purpose must be made flexible so that
the synonymy between ‘doing’ and ‘to realize’ can be identified.

Example 3. English gloss of French example: at flight level 30 in normal flight
conditions, the maximal 20◦ flap extension speed is 185 kts versus at flight level
30 in normal flight conditions, extend flaps to 20◦ and then reduce speed below
185 kts:
<incoherence type = “event synchronization with mismatches” incoherence =

“( < kts) �= unknown”>

<req> <circumstance> A FL 30 ASL et dans les conditions normales

</circumstance>, la vitesse <diff> maximale de </diff> sortie des volets à 20◦ <diff>

est </diff> 185 kts. </req>

<req> <circumstance> A FL 30 ASL et dans les conditions normales

</circumstance>, <event> sortir les volets à 20◦ </event> puis <event> <diff>

réduire la vitesse en dessous de </diff> 185 kts. </event> </req> </incoherence>

In this example, a general rule (first requirement) is contrasted with a require-
ment that describes a procedure composed of two events. In the second require-
ment, the temporal connector ‘puis’ (then) suggests that the constraint stated
in the first requirement is split into two consecutive parts, with the risk that the
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constraint is not met as it should, e.g. flaps are extended at an unknown speed,
which is then reduced to 185 kts.

Example 4. <incoherence type = “incompatibility between events” incoherence =

“(stop every 24 h) �= (no stop during the entire update)”>

<req> the system S administrator must make sure <diff> to stop the system S every

24 h <purpose> for maintenance. </purpose> </diff> </req>

<req> the system S administrator must make sure <diff> that the update of system

S database is not interrupted. </diff></req> </incoherence>.

In this example, a potential incoherence may arise if the system is stopped
for maintenance while its associated database is being updated. The terms ‘stop’
and ‘not interrupted’ are opposed and may create the incoherence.

These annotations remain informal, in particular for the ‘type’ attribute.
Incoherences are very diverse and do not lend themselves easily to a simple
characterization. The goal is to have a first level of analysis, before implementing
templates that would mine incoherent pairs of requirements. The examples given
above are composed of independent statements. Connecting these statements via
e.g. conditional statements could improve their global coherence.

4 A Preliminary Categorization of Incoherence
in Requirements

From our sample of 83 requirement pairs which are incoherent, a preliminary cat-
egorization of incoherence types can be elaborated on a linguistic and conceptual
basis. This categorization shows that incoherence has multiple facets, and that
some pairs that have been mined may be a symptom of a form of incoherence.
This categorization leads to the definition of templates and lexical resources to
mine pairs of incoherent requirements. The examples below are direct corpus
samples (translated into English for French examples). They are numbered Ri
a/b where i numbers examples and a and b are the 2 elements of an incoherent
pair.

4.1 Partial or Total Incompatibilities Between Expressions

The most direct and simple type of incoherence is composed of ‘local’ diver-
gences:

– incompatible numerical values or arithmetical expressions, with more than
10% difference:
R1a- Make sure to preheat the probe X30 to a maximum of 30◦.
R1b- The probe X30 must be preheated at at least 50◦.
R’1a- The maximum length of an imaging segment is 300 km.
R’1b- The minimum length of an imaging segment is 30 km.
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– incompatibility between various types of temporal, spatial or instrumental
restrictions expressed as verb complements:
R2a- Service D must be available only from the screen.
R2b- Service D must be available in any configuration.
A domain ontology is necessary to detect most of these incompatibilities.
However, the fact that a different term is used can be identified as a potential
incompatibility source, since in technical writing synonyms are not allowed.

– incompatible temporal structures or temporal organization between events:
R3a- Update data marking when transferring data.
R3b- Update data marking before transferring data.

– modal variation, involving e.g. a different critical level:
R4b- It is recommended to stop the engine before E.
R4b- The engine shall be stopped before E.

– adverbial incompatibilities or discrepancies in particular in manners: care-
fully/quickly, etc.

– some specific quantification aspects such as the difference between every/each,
most/all.

Among these various forms of incoherences, the three first cases are the most
frequent. Adverbial uses and quantification are less frequent: they are strongly
controlled in requirement authoring because they often introduce underspecified
or fuzzy expressions. Our corpus includes 33 cases that fall in this category,
among which 24 belong to the three first cases.

4.2 Incompatible Events

In this category fall pairs of requirements that describe events which show some
form of incoherence. Such incoherences often require some domain dependent
knowledge, but a number of them remain at a ‘surface’ level and can be detected
solely on a linguistic basis. Examples 3 and 4 in Sect. 3 are typical incoherent
statements:

R5a- The system S must be stopped every 24 h for maintenance. versus
R5b- The update of the database via the system S must not be interrupted.
is a type of situation that is difficult to predict besides the antonym stop/not
interrupted.
R6a- the maximum 20◦ flap extension speed is 185 kts. versus
R6b- extend flaps to 20◦ and then slow down to 185 kts.
is a typical business error that any domain expert should be able to avoid.
R6a is a general rule which should be preferred to R6b which is a procedural
statement.

4.3 Contextual Incompatibilities

This category includes various types of discourse structures (e.g. condition, cir-
cumstance, goal, illustration, etc.) associated with the main body of two similar
requirements which could induce forms of incompatibility:
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R7a- during the project specification phase, both on-line and off-line access
must be available.
R7b- during the project implementation, both on-line and off-line access must
be available.
R8a- a rule includes facts and its critical.
R8b- a rule includes facts and a description.

R7 illustrates a case where the context (circumstance) is different but expects
the same behavior. One may expect a negation in one of the two main propo-
sitions ‘must not be available’ to motivate these two requirements or may want
to merge the two circumstances to avoid any doubt. R8 shows two enumera-
tions which are different and should probably be adjusted. R8 is a frequent case
where enumerations are either incomplete (not recommended in requirement
guidelines), or manipulate objects at different levels of abstraction.

4.4 Terminological Variations and Other Discrepancies

In this category, requirements which largely overlap are considered. Their slight
differences may however be symptomatic of an partial inconsistency. These
cases are relatively frequent and typical of documents produced either by sev-
eral authors or over a long time span (where e.g. equipment names may have
changed). Typical examples are:

R8a- the up-link frequency, from earth to space, must be in the s band.
R8b- the down-link frequency, from space to earth, must be in the s band.
R9a- those tests aim at checking the rf compatibility of the ground stations
used during the mission and the tm/tc equipment on board.
R9b- those tests aim at checking the rf compatibility of the ground stations
used during the mission and the on board equipment.
R10 is somewhat ambiguous and contains implicit knowledge which makes
the identification of the incoherence slightly more challenging:
R10a- the upper attachment limit must not exceed 25 GB.
R10b- It must be possible to specify a maximum limit for the storage capacity
of an attachment.

Indeed, either the limit is set to 256 GB or it can be specified, but R10b may
be understood as saying that it can be specified but always below 256 GB.

4.5 Category Synthesis

The distribution observed on our corpus is the following, it remains indicative
because of the small size of our corpus:

The implementation of these categories could possibly produce slightly differ-
ent results. Most of the incoherences in these categories can be detected on the
basis of linguistic analysis and general purpose lexical semantics data, in partic-
ular antonyms e.g. for prepositions, temporal connectors, arithmetical operators.
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Category nb of occurrences and rate

(1) incompatibilities between expressions 33, about 40%

(2) incompatible events 11, about 13%

(3) contextual incompatibilities 27, about 33%

(4) variations between requirements 12, about 14%

5 Analysis of Errors in the Incoherence Analysis

The main challenge is now the definition of templates to mine incoherent pairs of
requirements, with their associated linguistic resources. The 41% accuracy of the
current mining is not sufficient: a rate of 75% is the minimum acceptable accu-
racy for requirement authors. This means refining both metrics and analyzing
the reasons of the noise to reduce it. For that purpose, a first step is to analyze
why some requirement pairs have been incorrectly recognized as incoherent. The
main reasons are the following:

(1) Description of complex cases via several coherent requirements:
requirements are often detailed descriptions of a precise case within a given
context. For complex cases, a set of closely related requirements may be pro-
duced where a few terms, dealing with the different cases, may be different,
yet requirements remain coherent.

(2) Different forms for a similar content: two requirements may deal with
the same point using slightly different expression means, e.g. for values. For
example, values+units may be different, intervals or arithmetical constraints
may be used instead of a single value, but these expressions remain globally
equivalent. For example, these two requirements are equivalent according to
the similarity metrics: R11a- the A320 neo optimal cruise altitude is FL380
in normal operating conditions versus R11b- the A320 neo optimal cruise
altitude is between FL 360 and 380, depending on weather conditions. R11b
is just more precise.

(3) Use of more generic terms: it is also frequent that two requirements
differ only in a general purpose term or a business term where one is more
generic than the other, or with a language level that is different. Detecting
this situation requires a domain ontology.

(4) Two or more differences between two requirements: when two
requirements have more than two groups of terms which are different, it turns
out that in most cases they deal with different aspects of a given topic. The
dissimilarity analysis should be revised so that the case of several observed
differences is constrained, for example manner or temporal adverbs and dif-
ferent values or arithmetical expressions as advocated in 2.2(b) can co-exist,
but not two groups of different values.

(5) Presence of negative terms: the negation, although not recommended in
technical writing, or negatively oriented terms (verbs, adjectives) may appear
in one requirement and not in the other, but these requirements are in fact
similar to a large extent. For example R12a- Acid A must not be thrown in
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any standard garbage versus R12b- Acid A must be thrown in a dedicated
garbage.

(6) Influence of the co-text: requirements dealing with a given activity are
often grouped under a title, subtitle, an enumeration or in a chart. Two
arguments that belong to two different groups may seem to be incoherent,
but if the context, given by the title or by the enumeration introduction head
is different, then these two requirements may deal with different cases as in
(1) and may not be incoherent. Co-text aspects are crucial in incoherence,
but quite difficult to take into account because the link between a co-text and
the requirement needs to be analyzed at the discourse level.

In terms of silence, two requirements have not been detected as incoherent
because of:

(7) implicit elements: this is the case in the pair R10 (detected in a different
way) where the implicit ‘for the storage capacity’ expression is unexpressed
in pair a. The same situation is observed with pronouns, although their use
should be very limited in technical authoring. Missing information prevents
the similarity metrics from mining requirements dealing with the same precise
topic.

(8) an external context: Similarly to (6) above, but in the other direction, two
requirements may be exactly identical but incoherent if the sections in which
they appear have titles which are opposed in some way. The incoherence may
then be ‘external’ to the requirements. However the case structure evoked in
(1) may also be considered here.

More observations are probably necessary before a model and an implementa-
tion for the detection of incoherent requirement pairs can be carried out. How-
ever, a few simple remarks can be made at this stage. Category 1 in Sect. 4
should be relatively simple to implement, with a base of antonyms, various
forms of divergence expression, and a limited syntactic analysis for verb com-
plements. Some elements that fall in category 3 should also be relatively simple
to implement, after a discourse analysis of the requirements, but this category
may include more complex cases than those given as illustrations. Categories 2
and 4 are much more challenging and probably the most interesting ones from
a scientific point of view.

The similarity metrics clearly needs to be refined: a simple word to word
match and count is obviously not accurate enough, even if it allowed us to inves-
tigate the incoherence problem from scratch. Several problems such as pronom-
inal references, the use of more generic terms, and implicit terms, and ellipsis
must be taken into account in some way.

6 Conclusion and Perspectives

We have presented in this paper the construction of a corpus of incoherent
requirements and a preliminary categorization. We have restricted ourselves to
incoherences which can be detected on a linguistic basis. Mining incoherences is
really challenging as shown by the analysis provided for each category. Modeling
and implementation is ongoing, but requires more data.
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This contribution opens new perspectives (1) on new forms of incoherence in
texts and (2) on mining incoherent requirements, and arguments more generally.
Our corpus examples show that incoherence may take a large diversity of forms.

A major difficulty is evaluation. Since it is not possible to have a test corpus
where incoherent requirements have been identified manually, it is only possible
to evaluate noise, but not silence. Both dimensions are important to evaluate
the accuracy and also the linguistic adequacy and soundness of templates. In
addition, requirement authors certainly do not want to be bothered by getting
alerts about pairs of requirements which are not incoherent, they also wish to
have an estimate of what the system found.
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Abstract. Retrieving information that is implicit in a text is difficult.
For argument analysis, revealing implied knowledge could be useful to
judge how solid an argument is and to construct concise arguments. We
design a process for obtaining high-quality implied knowledge annota-
tions for German argumentative microtexts, in the form of simple nat-
ural language statements. This process involves several steps to promote
agreement and monitors its evolution using textual similarity compu-
tation. To further characterize the implied knowledge, we annotate the
added sentences with semantic clause types and common sense knowledge
relations. To test whether the knowledge could be retrieved automati-
cally, we compare the inserted sentences to Wikipedia articles on similar
topics. Analysis of the added knowledge shows that (i) it is character-
ized by a high proportion of generic sentences, (ii) a majority of it can
be mapped to common sense knowledge relations, and (iii) it is similar
to sentences found in Wikipedia.

Keywords: Argumentation · Implicit knowledge · Annotation process ·
Textual similarity · Semantic clause types · Common sense knowledge ·
Wikipedia

1 Introduction

It is agreed, at least since the work of Grice [7], that overt communication relies
on a large body of knowledge that both the speaker and the listener share, such
that only part of the message conveyed by the speaker needs to be expressed in
words, while the rest can be filled in by the hearer. The assumption of mutually
shared knowledge could be a source of misunderstanding, when the knowledge
implied by the speaker is different from what the hearer fills in. Omitting weak
supporting information could also be used as a manipulation device, to make a
weak argument seem sound. In an argumentative framework, it would then be
beneficial to reconstruct this implied information to be able to rate the soundness
and validity of an argument.

Retrieving implied information that is not explicitly mentioned in a text is
difficult – when asked, different people may have different ideas of what exactly
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 84–96, 2017.
DOI: 10.1007/978-3-319-59569-6 9
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and how detailed such information should be. In this work, we describe the
process we designed to elicit high-quality annotations of implied knowledge in the
form of simple natural language sentences, for a concise argumentation dataset
– the Microtext corpus [10]. We structure the annotation process in such a way
that annotators working in parallel on the same data set have to review each
other’s annotations, encouraging them to understand the other’s point of view,
and adjust their own to gradually reach agreement.

Apart from initial instructions we did not interfere in the annotation process,
but we did monitor the evolution of annotator agreement by measuring the sim-
ilarity between the added annotations.

To learn more about the nature and (linguistic) characteristics of the added
information, we further annotate the data with two specific semantic informa-
tion types: semantic clause types [6] and ConceptNet knowledge relations [8,15].
Previous work [1] has shown that argumentative texts are characterized by a
specific distribution of abstract linguistic clause types [6] that distinguish them
from other text genres. We will test whether the provided implied information
shares these characteristics, by having it labeled with these categories. To com-
plete the picture in terms of the type of knowledge expressed by the inserted
sentences, they will be annotated with common sense knowledge relations, using
the inventory of 28 relation types of ConceptNet [8,15]. In addition, we compare
the inserted knowledge with sentences from Wikipedia, to assess the difficulty
of automatically harvesting missing knowledge in natural language arguments.

In summary, the contributions of this work are: (i) high-quality annotations
of implicit knowledge on the argumentative Microtext corpus, in terms of nat-
ural language sentences; (ii) characterization of the specific nature of these sen-
tences in terms of semantic clause types and common sense knowledge relations;
(iii) design of an annotation process for a difficult task that promotes agreement
between annotators by having them review each other’s work; (iv) an approach
to monitor the annotation process – in particular, the increase in agreement –
using textual similarity techniques.

This annotated data will be made public as an extension to the Microtext
corpus [10], to support further research in argument analysis.

2 Related Work

Relatively little attention has been devoted so far to the task of finding and
adding implicit knowledge in arguments, which is closely related to the task
of enthymeme reconstruction. Enthymemes – arguments with missing proposi-
tions – are common in natural language and particularly in argumentative texts
[11]. [12] present a feasibility study on the automatic detection of enthymemes in
real-world texts and find that specific discourse markers (e.g. let alone, therefore,
because) can signal enthymemes. Using these as trigger words, they reconstruct
enthymemes from the local context, while [11] retrieve and fill missing propo-
sitions in arguments from similar or related arguments. Another method is the
utilization of shared knowledge [3], which is related to our approach. [1,2] show
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that argumentative texts are rich in generic and generalizing sentences, which
often express common knowledge. We will show that large portions of implied
knowledge in argumentative texts are naturally stated using these clause types.
In their attempt to reconstruct implicit knowledge, [4] find that the claims that
users make in online debate platforms often build on implicit knowledge and that
the reconstruction of implicit premises supports claim detection. They release a
dataset with human-provided implicit premises based on data from online debate
platforms, consisting of 125 claim pairs annotated with the premises that con-
nect them, yielding a total of 500 gap-filling premises set. In contrast to our
approach they asked the annotators to provide the premises without giving any
further instructions, resulting in a substantial variance in the average number of
premises and words in premises as well as a low word overlap (32%).

These studies suggest that a substantial amount of knowledge is needed for
the interpretation and analysis of argumentative texts. In this work we report
on an annotation method designed to encourage agreement, and through which
we acquire high-quality annotations for implicit knowledge in arguments.

3 Annotating Implicit Knowledge in Arguments

3.1 The Microtext Corpus

The basis for our work is the argumentative Microtext corpus [10], which consists
of 112 microtexts in German. Each microtext is a short, dense argument written
in response to a question on a potentially controversial issue (e.g., Should all
universities in Germany charge tuition fees? ). Writers were asked to include a
direct statement of their main claim as well as at least one objection to that
claim. The texts, each of which contains roughly 5 argumentative segments,
were written in German and professionally translated into English. An example
together with its argument structure graph is given in Fig. 1.

Fig. 1. Argumentation graph from the Microtext Corpus (micro/b006)

The produced microtexts were manually annotated according to a scheme
based on Freeman’s theory of the macro-structure of argumentation [5] for rep-
resenting text-level argumentation structure. For this, each text was segmented
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into elementary units of argumentation which present either a conclusion or a
premise. Each unit corresponds to a node in the argument graph. Nodes with
outgoing pointed arrows are proponent nodes, while those with outgoing square-
headed arrows mark opponent nodes. The arcs are labeled with argumentative
functions [10]. The most frequent functions are: (a) support: a premise supports
a conclusion or another premise; (b) rebuttal: a premise attacks a conclusion or
premise by challenging its acceptability, or (c) undercut: a premise attacks the
acceptability of an argumentative relation between two propositions.

3.2 Task I: Revealing Implicit Knowledge in Argumentative Texts

The aim of our annotation is to reveal implicit knowledge that connects superfi-
cially disconnected, but semantically coherent premises in argumentative texts.
Being able to make this implicit information explicit could help assess the
strength of an argument, apart from the benefit of making the underlying logics
of the argument transparent for both humans and computational systems.

Figure 2 shows an example of the desired annotations, with a main claim
a supported by statement b. While the knowledge underlying the argumenta-
tive function is not explicitly conveyed, we believe the reader has no trouble
understanding why the argumentative relation holds: it is made explicit in c.

Fig. 2. Example: Explicating implicit knowledge that connects related premises

The difficulty of eliciting such implicit knowledge in an annotation task is
that intuitions about what the implied connection is may be different between
annotators. Even if their intuitions match, the phrasing chosen by the annotators
may be different, structurally or in terms of lexical choice. This makes it hard to
enforce agreement and to assess the quality of the annotations. We will address
these challenges in two ways:

(i.) by designing an multi-step annotation process where annotators are
asked to review and potentially revise each other’s annotations and

(ii.) by measuring the dynamic evolution of agreement during this
process using computational measures of semantic textual similarity (STS).

Annotation process. The annotations are performed on sentence pairs from
the Microtext corpus (the original German version)1, that stand in an argu-
mentative relation according to the argumentation graph. There are 464 such
sentence pairs in the 112 texts in the corpus, i.e., approx. 4 pairs per microtext.
The annotation process is illustrated in Fig. 3. We use 5 human judges (H1 ..
H5), all of them native German speakers with a linguistic background.
1 All examples are shown in English for convenience.
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Step 1: H1 and H2 produce initial annotations A1 and A2. The annotators are
asked to add the minimal amount of information that makes the connection
between the two sentences explicit by: (1) adding as few sentences as possible
and (2) making the inserted sentences as simple as possible so that they
ideally only contain one fact per sentence. Through these instructions we
intend to avoid long and too detailed explanations, and in consequence, to
support better agreement between the judges. If the annotators think that
no information is missing (i.e., the connection between sentences is explicit),
this is labeled correspondingly.

Step 2: H1 and H2 review each other’s annotations, producing corrected ver-
sions: H1(A2)=A2c, H2(A1)=A1c.

Step 3: To avoid biases arising from the correction phase, two different judges
H3 and H4 independently perform merges of A1c and A2c, producing anno-
tations A3 and A4, respectively. They are allowed to select one annotation,
combine them into a novel statement, or to produce a new annotation. For-
mally, annotator Hk produces for each sentence pair (i):

Aki = merge(A1c
i ,A2c

i ) =

⎧
⎪⎪⎨

⎪⎪⎩

A1c
i if Hk confirms A1c

i
A2c

i if Hk confirms A2ci
A1c

i /A2c
i if Hk combines parts of A1c

i and A2c
i

Aki if Hk produces a new annotation

Step 4: A final annotator H5 produces the gold standard based on A3 and A4
following the merge process described above, with the difference that for this
final step we allow two versions of the inserted information if both of them
fill the gap. This decision was inspired by the observation that in many cases
A3 and A4 provide the same information expressed slightly differently:
(1) People of higher age have more experience.
(2) People in retirement age are considered more experienced.

Measuring the evolution of agreement using semantic textual similar-
ity. To trace the evolution of agreement between annotators we quantify the
distance between their respective annotations – i.e. added sentences – using the
Word Mover’s Distance [9] as implemented in gensim2. The Word Mover’s Dis-
tance (WMD) (Eq. 1) measures the dissimilarity between two documents as the
aggregated minimum distance in an embedding space that the (non-stopword)
words of one document need to “travel” to reach the (non-stopword) word of
another document. For two documents d1 and d2 with vocabulary of size n, the
WMD is computed using the embeddings for each word i (with embedding xi)
from document d1 and word j (with embedding xj) from d2 as the solution of
the optimization problem:

WMD(d1, d2) = minT≥0

n∑

i,j=1

T �
ij‖xi − xj‖2 (1)

2 https://radimrehurek.com/gensim.

https://radimrehurek.com/gensim
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Fig. 3. Annotation pipeline illustrated with an example

T �
ij =

{
freq(i)∑n

x=1 freq(x) if j = argminj‖xi − xj‖2
0 otherwise

The WMD method has two main components: the word embeddings used
and the scoring function, and we adjusted these to our language and task.

Word Embeddings. The WMD relies on word embeddings that map similar words
to close regions in embedding space. From several pretrained word embeddings
for German, we chose those that yielded the highest correlation with human
scores on four word similarity datasets:3 100-dimensional word2vec embeddings
trained on a German “meta-corpus” of 116 million sentences (that combines
several German corpora) using Skip-Gram mode with 5 negative samples [13].

Scoring function. Generally, a short text subsumed by a larger text would war-
rant a low distance score. In our case, however, since we aim to quantify how
strongly the annotators agree and to which degree their inputs are similar, differ-
ences in length should be penalized by increasing the distance score. We therefore
add a length difference penalty score (LDP) (3) to the WMD (2):

WMD′(d1, d2) = WMD(d1, d2) + LDP (d1, d2) (2)

LDP (d1, d2) =
|length(d1) − length(d2)|

length(d1)+length(d2)
2

(3)

LDP increases the distance score if there is a large difference in length
between the sentences. The length difference is normalized by the average of

3 Spearman correlation results on the German version of the MC30: 0.76; RG65:
0.79; wordsim353: 0.69; ZG222: 0.42. https://dkpro.github.io/dkpro-similarity/
wordpairsimilarity/.

https://dkpro.github.io/dkpro-similarity/wordpairsimilarity/
https://dkpro.github.io/dkpro-similarity/wordpairsimilarity/
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the sum of the sentence lengths, such that longer sentences with a variation in
length are penalized less compared to shorter ones.

WMD′ (Eq. 2) will quantify the disagreement between sets of annotations
Axk and Ayk for sentence pairs k (cf. Sect. 4.1). Axk and Ayk may contain a
different number of sentences. We compare the complete annotation for a sen-
tence pair k (as opposed to sentence by sentence), because the annotators may
have split the information they added differently across the added sentences, as
illustrated in the examples below from H1 (1.1, 1.2) and H2 (2.1, 2.2). The first
example (1.1 and 2.1) has a distance score of 0.57, while the second is higher at
3.82:

(1.1) Public broadcasters are financed by general broadcasting contributions.
(2.1) Public broadcasters are financed by broadcasting contributions.
(1.2) Since many mistakes have happened, because too long waited, the EU is

to interfere very quickly this time.
(2.2) Interference can prevent war.

3.3 Task IIa: Situation Entity Types Annotations

We asked the annotators to characterize the inserted sentences by labeling them
with situation entity types. The distribution of these clause types is distinctive
for argumentative texts compared to other genres [2], showing particularly high
ratios of generic and generalizing sentences. For the inventory of SE types we
adopt the most frequent types in [6]:

states describe specific properties of individuals:
(e1) Waste separation is a form of environmental protection.

events are things that happen or have happened:
(e2) Edward Snowden revealed information.

generic sentences are predicates over classes or kinds:
(e3) Health insurance funds take over the payment of medicine.

generalizing sentences describe regularly occurring events or habits:
(e4) The broadcasting fee is paid by all citizens alike.

The annotations are performed independently by two trained annotators. They
assign SE type labels at the clause level. The segmentation is performed automat-
ically with DiscourseSegmenter [14], a python package offering both rule-based
and machine-learning based discourse segmenters.

3.4 Task IIb: Concept Net Relations Annotations

To gain further insight into the type of knowledge covered by the provided
sentences, we annotate them with ConceptNet relation types such as PartOf,
Causes or IsA. ConceptNet [8,15] is a semantic network that contains common
sense facts about the world. The knowledge is collected from volunteers over
the Internet (via templates, free text, games etc.) and is represented as tuples
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<left term, relation, right term>, terms (words/short phrases) are nodes, and
the relations between them are edges – e.g. <dogs, IsA, animals>.

The annotation was performed by two annotators in parallel. They were
asked to label each inserted sentence, if applicable (irrespective of whether or
not the relation instance is covered in ConceptNet). Examples of annotated
relation types are presented in Sect. 4.3.

3.5 Task III: Retrieving Similar Sentences from a Wikipedia Corpus

The annotations of implied knowledge represent a gold standard that should be
obtainable automatically, whether in their exact form or as approximations. We
test whether the implied knowledge that the annotators made explicit through
the provided sentences can be found in a textual corpus.

We collect a corpus of Wikipedia sentences from articles that match the
topics of the microtexts in the Microtext corpus. Each microtext was elicited
with a query, e.g. Should Germany introduce the death penalty?. We match this
query to German Wikipedia article titles and extract the introduction section of
the article, if it exists, or the first 10 sentences. From all 18 queries used in to
produce the corpus, we find matches for 50 related topics such as tuition fees or
waste separation, resulting in a corpus of 874 sentences.

To test whether we can find sentences in Wikipedia that match sentences in
the inserted information set, we use the distance formula WMD′ (Eq. 2).

4 Analysis of the Annotations

4.1 Task I: Data Statistics and Evolution of Annotator Agreement

The annotators were provided with 464 sentence pairs from the Microtext Cor-
pus. The annotations of Situation Entity types and ConceptNet relations were
done on the sentences inserted at step 2 of the annotation process (A1c-A2c).
A1c includes 750 sentences (1.62 sents/gap on average) and A2c 720 sentences
(1.55 sents/gap on average) in total.

Only 44 (9%) of the 464 sentence pairs were labeled as no information missing
at step 2 of the annotation process, indicating that coherence among statements
strongly relies on implicit knowledge.

Evolution of annotator agreement. To compare two complete annotations,
we compute the average and standard deviation of their dissimilarity with
WMD′ (Table 1) and plot histograms of the disagreement scores (Fig. 4).

Columns 1 and 2 in Table 1 measure the amount of editing H1 and H2 per-
formed on the other’s annotations. A2 (3.69) was edited more than A1 (0.71).
Columns 3, 4 and 5 show how inter annotator agreement improves after each
annotation step – smaller numbers mean lower distance and therefore higher
similarity. Mutual reviewing improves the agreement between H1 and H2. The
distance decreases again with the third annotation step where H3 and H4 merge
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Fig. 4. WMD’ histogram for (1) A1-A2, (2) A1c-A2c and (3) A3-A4. A shift towards 0
from one step of the annotation process to the next indicates an increase in agreement. 7
is the maximum distance score and was assigned when one annotator labeled a sentence
pair with no information missing, while the other inserted information.

A1c and A2c, producing A3 and A4 with a semantic distance of 1.91. The evo-
lution towards agreement is illustrated in Fig. 4, through the shift towards 0 in
the distance between annotations from one step of the process to the next.

New solutions from annotators. High distance scores in step 3 are often
assigned to annotations (i) that provide different information, (ii) where one
annotator assigned no information missing while the other inserted missing
information or (iii) when one annotator provides the information in finer-grained
steps than the other. The reason for (i) is very often that one/both annotators
provide a new solution to fill the gap that is different from the annotations
A1c and A2c (and also from what the other annotator inserted at that step).
Thus, H3 and H4 did not only select from existing annotations, but produced
statements based on their own intuitions.

Word overlap. Compared to [4], who report a word overlap of 32% for the
premises inserted by their annotators (they don’t report which similarity coef-
ficient they applied), we obtain an averaged word overlap score of 57% (Dice)/
47% (Jaccard) for A3-A4, while only 36% (Dice)/26% (Jaccard) for A1c-A2c

and 10% (Dice)/6% (Jaccard) for A1-A2, showing again improved agreement of
the annotations along the process.

Comparison of annotations across different annotation steps. The aver-
aged distance scores between annotations produced in early vs. later stages show
an evolution towards agreement: the averaged distance score from the second

Table 1. Evolution of annotator agreement measured by WMD′.

A1 A2 A1 A1c A3 A1c A1c A2c A2c A3 A4

↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
A1c A2c A2 A2c A4 A3 A4 A3 A4 A5 A5

WMD 0.71 3.69 4.62 2.71 1.91 2.06 1.79 2.00 1.71 1.52 1.49

SD (σ) 1.90 8.03 4.67 1.69 1.69 1.76 1.95 1.77 2.01 1.47 1.32
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Table 2. Distribution of SE types among different genres (expressed as percentages)

Genre Generic Generaliz. State Event

Inserted information 0.81 0.08 0.10 0.01

Microtexts 0.48 0.12 0.32 0.08

Report 0.03 0.04 0.54 0.39

annotation step (A1c and A2c) compared to those in the third step (A3 and A4)
(columns 6–9 in Table 1) is 1.89; the averaged distance score between annotations
from the third step to the fourth step (columns 10–11) is 1.51.

Gold standard. In the last step an expert annotator (H5) merges A3 and A4.
H5 is allowed to accept both A3 and A4 as part of the final gold standard if
both provide the required information to fill the gap. In 68% of cases A3 and
A4 are accepted as equivalent, in 25% either A3 or A4 are picked, and in 7% of
cases, H5 supplies a new solution, indicating high quality of the annotations.

4.2 Task IIa: Analysis of Situation Entity Types Annotations

The annotator agreement is 0.44 (Cohen’s Kappa) for the Situation Entity type
annotations on the missing information set. The gold standard was obtained by
reannotating the disputed segments. Table 2 shows the distribution of SE types
(gold) on the missing information set compared to other genres [1]. The sentences
inserted as missing information are characterized by a very high proportion of
generics (81%) and very few events (1%), while reports, for example, contain a
high proportion of states (54%) and events (39%) [1]. The proportion of generics
within the inserted information is significantly higher than the already high
one in microtexts (48%). This suggests that the knowledge captured by generic
sentences plays an important role with respect to implicit information, and we
can use this tendency for acquiring such missing information automatically.

4.3 Task IIb: Analysis of ConceptNet Relation Type Annotations

ConceptNet provides an inventory of 28 relation types, from which our annota-
tors used 20 relations to label the inserted sentences. We measure a relatively low
annotator agreement of 0.30 (Cohen’s Kappa) and produce a gold standard done
by an expert annotator (one of the authors) which provides the basis of our final
analysis. Here, 1163 out of 1470 sentences (79%) are labeled with ConceptNet
relations. Examples of the relations (taken from our data) and the distribution
of relation types are shown in Tables 3 and 4. The most frequently occurring
relation is Causes (16%) followed by HasProperty (12%), IsA (8%) and Capa-
bleOf (8%), while there is a relatively high amount of rarely annotated relation
types. 21% of sentences could not be assigned an existing ConceptNet relation.
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Table 3. ConceptNet relations, with examples from the inserted sentences

CN relation Example tuple Example sentence

Causes (Penalties, change in behavior) Penalties lead to a change in behavior

HasProperty (Control data, expensive) Control data are expensive

CapableOf (Camera, snapshots) The camera can take snapshots

IsA (Olympic disciplines, sports) Olympic disciplines are sports

Table 4. Proportion of ConceptNet relation types in annotated data

CN rel type CN rel type CN rel type CN rel type

N.A. 0.21 CapableOf 0.08 Desires 0.04 ReceivesAction 0.02

Causes 0.16 UsedFor 0.06 PartOf 0.03 MotivatedByGoal 0.02

HasProperty 0.12 HasSubevent 0.04 HasA 0.02 DefinedAs 0.02

IsA 0.08 HasPrerequisite 0.04 AtLocation 0.02 Others 0.04

4.4 Task III: Aligning Knowledge Annotations with Wikipedia

To test whether we can find sentences in Wikipedia that match inserted infor-
mation sentences, for each sentence in the inserted information set we find the
most similar sentence in the Wikipedia corpus using WMD′ (Eq. 2) as distance
score. For example, the most similar sentence for the inserted sentence The death
penalty extinguishes life in Wikipedia is The death penalty is the killing of a per-
son as a punishment for a criminal offense. The averaged distance between A1c

and Wikipedia is 2.60, very similar to A2c and Wikipedia (2.66) or A5 and
Wikipedia (2.58). These distance scores are also close to A1c-A2c (cf. Table 1),
the distance of the annotations by H1 and H2 after the first correction round.

We take this as a strong indication that Wikipedia can in fact be a useful
source for retrieving information that is missing in arguments. While we did not
perform a deeper analysis of the retrieved most similar sentences, we will release
them, together with the extracted Wikipedia subcorpus as a background textual
knowledge resource to the Microtext corpus4.

5 Conclusion

In this paper we present a multi-step annotation method through which we
acquire high-quality annotations for implicit knowledge in argumentative texts.

Eliciting implicit knowledge in argumentative texts is a highly complex and
subjective task, and formulating such knowledge in natural language sentences
adds to the challenge of assessing the quality of the data. We rely on views of
5 human judges who provide, review, select or revise annotations or state novel
solutions. With this process we observe continuous evolution towards increased
4 http://www.cl.uni-heidelberg.de/english/research/downloads/resource pages/

NLDB2017 data.shtml.

http://www.cl.uni-heidelberg.de/english/research/downloads/resource_pages/NLDB2017_data.shtml
http://www.cl.uni-heidelberg.de/english/research/downloads/resource_pages/NLDB2017_data.shtml
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similarity of the annotations, using textual similarity computation, and confirm
the high quality of the data set in the final annotation step.

The acquired sentences enrich the argumentative microtexts with carefully
curated implicit information. Additional annotation of semantic clause types
and common sense knowledge relations further characterize the elicited implicit
knowledge: a majority of the inserted sentences are generic. This tendency could
be deployed for acquiring such knowledge automatically. A large majority of
the sentences can be mapped to common sense knowledge relations as defined
in ConceptNet. Thus, knowledge repositories could play an important role in
future work on argument analysis. We finally show that the inserted sentences
are similar to sentences found in Wikipedia, which suggests that the missing
knowledge can be found in textual sources. We thus consider Wikipedia as a
valuable textual knowledge resource for automatically acquiring knowledge that
is needed to fill gaps in arguments. Future research needs to investigate how the
exact knowledge provided by humans can be extracted from such sources.

We release our data set as an extension to the Microtext corpus, to facilitate
future research on argument analysis and implicit knowledge acquisition. While
the data set size is small, we expect it to be useful for the community as a gold
standard for automatically filling knowledge gaps in arguments.
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Abstract. Online reviews are an important source of information that
customers use to make more informed purchase decisions. Attribute-
centric reviews, in which the author supports her opinion with comments
on the technical attributes of the product, are particularly insightful
because they present deeper discussions about how technical specifica-
tions can meet the expectations of customers. However, as the number
of available reviews grows, it becomes increasingly cumbersome to man-
ually locate attribute-centric reviews as they get lost within a flood of
less informative reviews. We propose a word clustering approach that
uses the technical specifications of products to identify technical discus-
sions in online reviews. Each output cluster represents a technical aspect
of the products and can be used to extract its related attribute-centric
reviews. We evaluate our approach by modeling technical aspects for
21,846 reviews for cameras and show that our approach can extract and
rank relevant technical comments.

1 Introduction

Consumer reviews for products are increasingly available online. They have
become an essential source of information that customers of shopping websites
consult to make better purchase decisions. Previous research shows the positive
impact of reviews on both customer trust and product sales [5–8,18,21].

Studying the impact of online reviews on customer decisions requires to dis-
tinguish between search products and experience products [15,16]. Search prod-
ucts are characterised by functional attributes, on the basis of which customers
can objectively evaluate the products before purchasing them. Cameras and
other electronics are examples of such products. On the contrary, experience
products cannot be described with such concrete characteristics and are instead
evaluated mainly through experience. Music, wine and recreational activities fall
into this category.

In a qualitative study involving 250 students, Park et al. show that, for
search products, the customers’ level of technical expertise affects the perceived
value of reviews [17]. They observe that informed customers with more exper-
tise draw more value from attribute-centric reviews (i.e. focused on technical
specifications), while the others are more likely to rely on benefit-centric reviews

c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 97–109, 2017.
DOI: 10.1007/978-3-319-59569-6 10
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(i.e. focused on a subjective interpretation of the product benefits without rely-
ing on technical arguments).

Park et al. also report that informed customers can settle for only a few
attribute-centric reviews to decide whether or not they should buy a product,
whereas non-informed customers rely on a large number of benefit-centric reviews
to derive collective cues such as the popularity of the product. This suggests
that informed customers would make faster purchase decisions should they be
presented with appropriate reviews.

However, the total number of available reviews for a set of products can
grow so large that it rapidly becomes tedious for informed customers to locate
the attribute-centric reviews that address the particular product aspects they
are interested in. As an illustration, in the subsequent sections of the paper we
refer to a dataset of 21,486 reviews for 53 cameras from a large e-commerce
website. The average number of reviews for a product is 405.4 and 7 products
have received more than a thousand reviews.

E-merchants are aware of the difficulty for customers to identify helpful
reviews under such conditions. They generally address the problem by allow-
ing customers to vote for the quality of reviews. For instance, customers on
Amazon.com can vote for reviews they judge to be helpful. The website then
ranks the reviews according to their number of votes and makes more visible the
higher-ranked reviews. However, as highlighted by Liu et al. [13], this approach
introduces two biases. First, due to the early bird bias, reviews posted earlier
tend to accumulate more votes as they were exposed for a longer time. Second,
the winner circle bias makes high-ranked reviews more likely to draw additional
votes as those are made more visible. Figure 1 illustrates these biases in our
dataset. The left chart shows that on average, half of the votes are given to
reviews written within the first two months. The right chart shows that on aver-
age, more than one third of the votes are given to the two most-voted reviews.

These biases, combined with the fact that vote-based systems do not take
into account the level of expertise of users, constitute a strong obstacle to making
relevant attribute-centric reviews visible for the informed customers. To address

Fig. 1. The biases of the vote-based system illustrated on 21,486 reviews for cameras.

https://www.amazon.com/
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this problem, we propose a text-mining approach to identify attribute-centric
reviews and extract the technical aspects (i.e. attribute-centric aspects) they
deal with. This research paves the way for a system that would not only present
to informed customers attribute-centric reviews lost within the current vote-
based systems, but also allow them to search for reviews that discuss the specific
aspects in which a given customer is interested.

Our approach consists in three steps. First, we collect a set of words that
appear in the technical product specifications and we feed them into an unsu-
pervised algorithm that computes a technical score for each word that occurs in
the reviews. Second, we cluster together words with high technical scores that
are semantically related to each other. Each resulting cluster corresponds to
one technical aspect. Third, we analyze the frequencies of cluster words in the
reviews to extract relevant technical comments from them.

The remainder of the paper is structured as follows. Section 2 discusses
related work. Section 3 describes the identification of technical words. Section 4
describes the creation of technical word clusters. Section 5 presents an evaluation
of our approach. Section 6 concludes and proposes ideas for future work.

2 Related Work

Aspect extraction techniques for reviews can be classified into four categories:
(1) Grammatical patterns, where part-of-speech tagging and grammatical
dependencies must be specified to identify aspects [19,23]. However this app-
roach yields false positives when non-aspects in the reviews match the patterns.
(2) Supervised learning, with models such as hidden markov models [10] or
conditional random fields [11], which require the availability of labeled data to
be trained. (3) Topic modeling, where aspects are represented by topic models
which are statistical distributions over the words in the reviews [4,14,22,24].
While topic modeling techniques such as Latent Dirichlet Allocation (LDA) [3]
are easy to apply because they are unsupervised, the lack of supervision also
often causes the output topics to lack coherence and to fail to make sense to
humans. (4) Term frequency analysis, where aspects are represented with
frequently co-occurring words. Hu et al. [9] and Liu et al. [12] use association
rule mining between nouns to discover frequent item sets as candidate aspects. In
[20], Scaffidi et al. use contrastive search to identify aspects by detecting words
that are significantly more frequent in product reviews than in general English
texts.

Our work comes closest to the fourth category. However, instead of looking
for frequently co-occurring words as candidate aspects, we use a seeded clus-
tering algorithm where clusters represent aspects. Each cluster is first manually
initialized with a small set of seed words that are representative of an aspect.
We then augment each cluster c with frequently co-occurring words. In other
words, we model aspects by specifying a small number of semantically represen-
tative seed words, we then automatically complete each aspect representation
with words that are considered semantically related because they appear in the
same contexts.
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Unlike LDA-based topic modeling techniques, our approach is not fully auto-
mated as its results depend on the manual specification of the seed words. How-
ever, the seed words provide an initial direction for the algorithm that favors the
creation of coherent clusters that are understandable for humans. Additionally,
because this is a clustering algorithm, the process remains unsupervised.

Bagheri et al. [1,2] have also proposed to keep aspect extraction unsupervised
by initializing aspect representations with seed data and incrementally augment-
ing them with word candidates. Their search for word candidates is based on
Pointwise Mutual Information (PMI) between word co-occurrences at the docu-
ment level whereas we measure the relevance of a word w for each aspect with the
conditional probabilities between w and the aspect words in a context window
that contains all words located 6 tokens around the occurrences of w. Another
specificity of our work is the computation of technical scores for words, which
enables to differentiate between technical aspects and non-technical aspects.

3 Computing Word Technicality

In this section, we present an unsupervised learning algorithm to identify which
words are more likely to occur in attribute-centric reviews. To each word w in
the reviews, we want to assign a technical score t(w) ∈ [0, 1] that gives its level
of technicality. The higher the technical score, the more w is considered to be
frequently featuring in attribute-centric reviews.

After removing stop words and rare words (occurring in less than 10 differ-
ent reviews) we arbitrarily choose a set of seed words considered to be technical.
These words are typically found in product specifications provided by the ven-
dors. All the seed words are assigned an initial score of 1 whereas all other words
are assigned a score of 0. Then, we iteratively update the scores of all words on
the basis of a mutually recursive definition of technical score for words and tech-
nical score for reviews. Basically, reviews are more technical as they contain
more technical words. Technical words are words that are present in the lists of
product specifications published by vendors or words that frequently appear in
technical reviews.

Formally, on the one hand, the technical score of a review d is given by

t(d) =
∑Nd

i=1 t(wi)
Nd

(1)

where t(wi) is the technical score of a word wi occurring in d, and Nd is the
total number of words in d. On the other hand, the technical score of a word w
is given by

t(w) =
∑Mw

i=1 t(di)
Mw

(2)

where t(di) is the technical score of a review di in which w occurs, and where
Mw is the number of reviews in which w appears at least once.
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Before repeating these steps, we apply min-max normalization to scale the
scores between 0 and 1. That is, we set the score of each word w to

t∗(w) =
t(w) − tmin

tmax − tmin
(3)

where tmin and tmax are respectively the lowest and highest word scores.
Finally, we repeatedly apply these equations until the average differences

between current scores and previous scores is under a predefined threshold ε.

4 Word Clustering

Now that a technical score has been computed for each word, our next objective
is to cluster together semantically related words with high technical scores, such
that each cluster contains a set of words representative of a distinct technical
aspect.

4.1 Constructing the Technical Semantic Space

As before, we first remove stop words and rare words. Let {w1, . . . , wn} be the
set of remaining words. For each wi, we build its context vector vi = (vi1, . . . , vin)
such that vij represents a co-occurrence likelihood of wi and wj in reviews where
wi occurs, that is:

vij =
p(wi, wj)

p(wi)
(4)

where p(wi) is the number of occurrences of wi in the reviews and p(wi, wj) is
the number of times that wi co-occurs with wj . Note by co-occurrence, we mean
that wj appears in a K-token context window around wi. Also, the n×n context
matrix M = (v1

T , . . . , vn
T )T made of all context vectors is not symmetric.

Indeed, Mij represents the conditional co-occurrence of wj on wi, and may not
be equal to Mji if wi and wj do not always occur in the same reviews.

The context matrix M defines the semantic space. It allows us to compute
which words are likely to occur together and which words tend to be surrounded
by the same contextual words. This statistical information can be used to dis-
cover semantic similarities between words.

As we are interested in computing technical term clusters, we compute a
technical semantic space, which can be seen as a reduction of the overall semantic
space. The technical semantic space is represented by the matrix M∗ obtained by
pruning M from the rows and columns corresponding to words whose technical
score is under a certain threshold θtech. M∗ is thus of dimensions m × m, with
m = #{wi : t(wi) > θtech}.
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4.2 Seeded Word Clustering

Before clustering the words, we must decide which product aspects should be
extracted. Their selection always depends on the particular use case at hands.
However, because our approach is meant to extract technical aspects, the selected
aspects should be related to the technical specifications of the products.

Initially, each aspect of interest is represented by a cluster containing arbi-
trarily chosen words (typically according to some domain expert knowledge).
Then, to each cluster c, we add words that are closely related to the words in c
on the basis of the co-occurrence information contained in M∗. The words added
to c are the most dependent word and the most similar word.

We consider a word w to be dependent on a cluster c if, when w occurs
in a review, the words in c frequently co-occur in the context window of w. At
iteration k + 1 of the construction of a cluster c, the most dependent word on c
can thus be added to c by using the technical context-matrix M∗ as follows:

ck+1 = ck + arg max
wi �∈ck

∑

ws∈ck

M∗
is (5)

We consider a word w to be similar to a cluster c if w has similar co-
occurrence values in M∗ as the words in c. To compute the similarity between
context vectors, we rely on the cosine similarity measure. At iteration k + 1 of
the construction of a cluster c, the most representative word of c can thus be
added by using the technical context vectors as follows:

ck+1 = ck + arg max
wi �∈ck

∑

ws∈ck

Ms
∗·M i

∗

‖Ms
∗‖‖M i

∗‖ (6)

where M j
∗ is the j-th line of M∗.

We repeat these operations for all clusters until they reach a desired size.

5 Evaluation

In this section we describe three evaluations. In the first evaluation, we assess
whether the algorithm presented in Sect. 3 assigns high technical scores to words
that are truly technical and low scores to common words. In the second eval-
uation, we measure the coherence of the clusters. In the third evaluation, we
evaluate the usefulness of technical clusters to extract relevant technical com-
ments from reviews.

5.1 Technical Scores

We performed two evaluations for the measurement of technical scores presented
in Sect. 3. Their objectives is to respectively assess whether our algorithm assigns
high scores to technical words, and low scores to non-technical words.
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We collected 21,846 reviews for cameras that contain at least 200 characters
each. During pre-processing we removed stop words as well as words that do
not occur in at least 20 different reviews. We chose 66 seed words from product
specifications. The seed words are words that appear either in product attribute
names, such as aperture and sensor, or in attribute values such as megapixels
and ISO.

During the first evaluation, we assessed the assignment of a high score to
technical words. We performed a 5-fold cross-evaluation during which 80% of
the technical seed words were used at each fold, and the threshold ε was set to
0.05. At the end of each fold, we measured the average technical scores resulting
from our algorithm for three distinct sets of words: (1) the 80% of the seed words,
(2) the 20% of the seed words that were left out, and (3) all the non-seed words.
After repeating the 5-fold cross-evaluation 500 times, we obtained an average
score of 0.575 for all the non-seed words, 0.711 for the left-out seed technical
words, and 0.717 for the seed technical words.

The difference between the scores for left-out seed words and for used seed
words is lower than one percent, which shows that our approach is capable
of assigning high scores to technical words that were unspecified prior to the
running of the algorithm.

For the second evaluation, we measured the performance of our approach
when noise is introduced in the seed words. To do so, we added non-technical
words to the seed words by randomly selecting 6 words from the seed technical
words, and replacing them with 6 words randomly selected from 60 non-technical
words. The non-technical words are either words we did not consider to be rep-
resentative of attribute-centric discussions such as vacations and fantastic,
or words denoting product attributes that are familiar to novice customers, such
as battery or flash.

Table 1. Averaged technical scores for non-technical seed words

vacations: 0.363, purchase: 0.437 satisfied: 0.457
disappointed: 0.466, beautiful: 0.488, digital: 0.524
enjoy: 0.529 problem: 0.547 battery: 0.557
fantastic: 0.559 color: 0.588 flash: 0.623

Table 1 shows the average scores for 12 of the 66 non-technical words after we
repeated the random word selection and the evaluation 1,000 times. Even though
the non-technical words were used as seed words, their final scores reflect their
non-technicality. While some of the words have scores exceeding 55%, none of
them reaches the score of technical seed words. We also consider the score of 62%
for the word flash to reflect the fact that it is both a popular word and a word
representative of an aspect likely to be discussed in more depth in attribute-
centric reviews. Overall, the substituted non-technical words were assigned an
average score of 0.511. As for the technical words, the 6 replaced words were
assigned an average score of 0.733 and the 60 seed words a score of 0.739.
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5.2 Technical Clusters

To evaluate the clustering algorithm described in Sect. 4, we measure the coher-
ence of the clusters discovered in the camera dataset. The purpose of a coherence
measure is to estimate how interpretable the clusters are to humans. Since we
discovered the clusters by using M∗, the goal of this evaluation is to analyze
how the coherence of the clusters measured on M∗ compares to their coherence
measured on M . If the coherence decreases from M∗ to M , this would indicate
that the clusters we have discovered in the technical semantic space lose of their
coherence when they are confronted to the overall semantic space.

To illustrate our approach, we selected five seed clusters for the camera
dataset as shown in Table 2 and we ran five cluster constructions for each seed
cluster. During each of the 25 runs, 10,000 reviews were randomly selected, and
we set the size of the context window to 6 to define their context matrix M and
their technical context-matrix M∗. We selected the words to be represented in
M∗ with a technical threshold θtech of 0.68. The M∗ matrix was also augmented
with the vectors of the initial seed words, regardless of their technical score.

Table 2. Examples of technical clusters computed for the camera dataset. For each
cluster, the first words in the right column are the seed words, the bold words are the
added dependent words, and the underlined words are the added similar words.

Low light performance Light, noisy, sensor, megapixels, APS, CMOS,
Sensitivity, DIM, performance, ISO, 6400, 12800

Viewfinder Screen, viewfinder, tilting, diopter, OLED,
articulating, tilt, rear, EVS, angles

Video Video, shoot, shooting, 1920 × 1080, 30p, 24p, 60p,
AVCHD, fps, 4k, mp4

Zoom Zoom, close, 4×, 50mm, lever, optically, mp4, 24mm,
25 mm, equivalent

Wide-angle Wide, large, angle, landscape, 24mm, 28mm, wider,
tele, barrel, distortion, 25 mm, vignetting

Each run consisted of eight iterations. For the first four iterations, the clusters
were augmented with their most dependent word (Eq. 5) and for the last four
iterations, the clusters were augmented with their most similar word (Eq. 6).
Each added word was computed on the basis of the technical vectors in M∗.
Table 2 shows an example of a technical cluster constructed for each of the 5
seed clusters.

We estimated the coherence ccen of each cluster wrt. M and M∗ by averaging
the cosine similarity between the context vectors of the words in the cluster and
their centroid vc:

vc =
∑

wi∈t

vi (7)



Technical Aspect Extraction from Customer Reviews 105

ccen(t) =
1
|t|

∑

wi∈t

cos(vi,vc) (8)

Table 3 shows the average coherence measures for each cluster. The left col-
umn shows the coherence computed with the technical vectors from M∗ and the
right column shows the coherence computed with the matrix M . We can see
that while the construction of the cluster was based on the vectors in M∗, the
coherence of the clusters is higher when it is computed with the vectors in M .

Table 3. Average cluster coherences over the technical semantic space and the overall
semantic space.

Cluster Cluster coherence

M∗ M

Low light performance 0.495 0.567

Viewfinder 0.500 0.569

Video 0.588 0.592

Zoom 0.512 0.572

Wide-angle 0.468 0.563

This means that by clustering together words that appear in similar technical
discussions, we actually selected words that co-occur even more similarly with
the words in the entire vocabulary of the reviews.

5.3 Information Extraction

In the third part of our evaluation, we assess the usefulness of the technical clus-
ters to extract technical comments from reviews. We want to evaluate whether
a cluster can be used to measure two properties of the technical comments:
(1) their relevance wrt. the aspect corresponding to the cluster and (2) their
technical depth.

Given document d and cluster c, which represents an aspect a, we test the
two following hypotheses:

H1 The ratio between (1) the number of occurrences of words from c in d and
(2) the total number of technical words in d is an indicator of the relevance
of d wrt. to a. We refer to this ratio as the technical ratio.

H2 The number of distinct words from c occurring in d is an indicator of the
technical depth of d wrt. to a.

To evaluate the two hypotheses, we extract technical comments from the
reviews for each cluster c shown in Table 2. One group of sentences is extracted
from each review containing at least one word from c. In each review we identify
the sentence s containing the largest number of words from c and we extract it
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from the review with its previous and next sentences when they featured at least
20% as many words from c than s.

For H1, we selected 20 extractions for each aspect a with a technical ratio
uniformly spread between 0 and 1. We asked two judges with technical knowl-
edge about cameras to classify the 20 extractions into 4 classes based on their
relevance to the aspect a. Class 1 corresponds to extractions that strictly relate
to a. Class 2 is for extractions that relate to a, but also covers other aspects than
a while a remains the main aspect. Class 3 is for extractions that relate to a,
but also cover other aspects than a and a is not the main aspect. Class 4 is for
extractions that do not relate to a. Table 4 shows the technical ratios averaged
over the four classes and the two judges for each aspect.

Table 4. Average technical ratios.

Class 1 Class 2 Class 3 Class 4

Low light performance 0.864 0.532 0.285 0.326

Viewfinder 0.747 0.638 0.246 0.167

Video 0.784 0.708 0.311 0.075

Zoom 0.791 0.545 0.427 0.247

Wide-angle 0.755 0.792 0.573 0.234

For H2, we selected 20 extractions for each aspect with a number of distinct
cluster words uniformly spread between the maximum and minimum observed
numbers of distinct cluster words. Each extraction also has a technical ratio
above 0.6. We asked the two judges to rate the extractions on a range from 1
to 4 based on the their technical depth, score 1 being for extractions that offer
in-depth technical discussions of product specifications, and score 4 being for
extractions that are not technical at all. Table 5 shows the numbers of distinct
occurring cluster words averaged over the four classes and the two judges.

Table 5. Average numbers of distinct occurring cluster words.

Class 1 Class 2 Class 3 Class 4

Low light performance 6.75 5.42 2.93 1.9

Viewfinder 4.42 3.52 2.97 2.17

Video 6.42 4.17 3 1.62

Zoom 4.875 4.875 2.93 1.7

Wide-angle 6.58 5.07 3.17 2.25

The results presented in Table 4 and in Table 5 show that the frequencies of
cluster words in product reviews can be used to rank extractions based on their



Technical Aspect Extraction from Customer Reviews 107

Table 6. Agreements and disagreements between judges.

Agreements 1-class disagr. 2-classes disagr. 3-classes disagr.

H1 task 79 19 2 0

H2 task 75 25 0 0

relevance and technical depth wrt. technical aspects. The numbers significantly
vary from one aspect to another, which suggests that ranking strategies should
be adjusted to each one of them.

As for the degree of agreement between the two judges, Table 6 shows the
number of agreements and disagreements over the 100 extractions of each task.
The judges only disagreed twice with a 2-classes difference (e.g. class 1 and class
3) and never with a 3-classes difference.

6 Conclusion and Future Work

The main contribution of this paper is an approach to create word clusters that
represent technical product aspects in online reviews. After an initial set of seed
words is provided, the approach is unsupervised. The algorithm first associates
technical scores to the words appearing in the reviews in order to identify which
ones are likely to be representative of technical comments. Words with a high
technical score are then clustered together based on the frequency of their co-
occurrences in the reviews. Each resulting cluster contains a set of words that
are semantically related to a technical aspect.

The other main contribution is a set of three evaluations of our algorithm.
The first shows that it can effectively differentiate technical words from com-
mon words. The second shows that the technical scores can be used to discover
semantically related technical words. We measured the coherence of the clusters
and saw that it is preserved in the overall semantic space. The third shows the
usefulness of technical clusters to extract technical comments from reviews.

In this paper, we applied the approach to a set of reviews for cameras. We
argue that it is suitable for other product lines that are also characterized by a
list of technical specifications.

As explained in the introduction, our ultimate goal is to design effective front-
ends to search for, and rank, relevant reviews from large sets. In this paper, we
focused on the computational linguistic treatments required to achieve that. The
graphical user interface design and its evaluation are our next goals. That part
of the work will include a user study which will provide a wider perspective on
the relevance and speed of the extractions.

A current limitation of this work is that we have yet to address the level
of expertise required from web customers to fully exploit the content of the
identified reviews. Some technical reviews are more accessible to novices than
others, e.g. when their authors explain the benefits of the technical attributes
and how they relate to the usage of the product in layman terms. Others assume



108 J.-M. Davril et al.

their readers are already familiar with the technical terms and go straight to the
point. Therefore, while technical reviews help customers make better purchase
decisions, improving their accessibility to novice customers remains an impor-
tant issue. To address this problem, we will investigate the use of text-mining
techniques to measure the degree of pedagogy in technical reviews. This abil-
ity could enable to (1) present novices with the most pedagogical reviews, and
(2) automatically augment less pedagogical reviews with explanations about the
product attributes they cover.
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Abstract. In this paper we tackle the problem of detecting events from
multiple and heterogeneous streams of news. In particular, we focus on
news which are heterogeneous in length and writing styles since they are
published on different platforms (i.e., Twitter, RSS portals, and news
websites). This heterogeneity makes the event detection task more chal-
lenging, hence we propose an approach able to cope with heterogeneous
streams of news. Our technique combines topic modeling, named-entity
recognition, and temporal analysis to effectively detect events from news
streams. The experimental results confirmed that our approach is able to
better detect events than other state-of-the-art techniques and to divide
the news in high-precision clusters based on the events they describe.

Keywords: Event detection · News clustering · Heterogeneous news
streams

1 Introduction

Topic Detection and Tracking (TDT) is an important research area which has
attracted a lot of attention especially in information analysis for discovering
newsworthy stories and studying their evolution over time. The main challenge
of TDT is to group news that are about some specific events (e.g., Ecuador
earthquake) and tracking their evolution over time. In this paper, we focus on
the problem of event detection from multiple and heterogeneous streams of news,
namely, news reported by different channels (e.g., BBC, CNN) on different pub-
lishing platforms (e.g., Twitter, RSS portals, and news websites)1.

In the past, event detection has received a lot of attention, but most of the
approaches presented in the literature focus on one stream of text or tackle the
problem of event detection in news articles and in tweets, separately [4,6,7,15].
This could be a limitation when we deal with heterogeneous news coming from
multiple streams, since techniques that are effective for long text (e.g., news
articles) are known to give poor performance when applied to short text (e.g.,
tweets). On the other hand, considering event detection from multiple streams

1 The words channel and stream are used interchangeably in this paper, and we use
the general term news to refer to a news article, an RSS feed, or a tweet.
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as a single task, which is irrespective of the document type, can take advantage
of cross-linking the news.

To address the problem of TDT in multiple and heterogeneous streams, we
developed an approach which leverages topic models, named-entity recognition,
and temporal analysis of bursty features. As we will see in Sect. 5, our approach
overcomes traditional techniques for event detection [4,15] and document clus-
tering [3]. It captures crisp events, divides the news in high-precision clusters and
is document independent in the sense that it can be used for different types of
news (e.g., short tweets as well as long news articles). It is also query-less which
means that we do not need predefined queries and this is beneficial especially for
independently discovering emerging topics or for analyzing events for which we
have limited background knowledge. In addition, our approach relies on features,
such as named entities and event phrases, providing a short but understandable
description of the event. Finally, the size of an event’s window is automatically
mined from the data.

The contributions of this paper are the following:

1. we present an approach which detects events by applying topic mining,
named-entity recognition, and temporal analysis of bursty features on news;

2. we cluster the news based on the events they describe;
3. we compare different methodologies for event detection and text clustering

focusing on TDT in multiple and heterogeneous streams of news.

The rest of the paper is structured as follows: we review related work in
Sect. 2. Section 3 describes our methodology for event detection and news clus-
tering. We discuss the characteristics of the approach in Sect. 4 and present the
experimental results in Sect. 5. Finally, Sect. 6 concludes the paper.

2 Related Work

Topic Detection and Tracking (TDT) is a wide research area which includes sev-
eral tasks ranging from event segmentation of news streams to event detection
and tracking. Event detection is based on monitoring streams of news and auto-
matically organizing the news by the events they describe. Research works on
event detection can be divided into two categories: document-pivot and feature-
pivot approaches. The former focuses on clustering documents related to the
same event and then extracting the event-based features from the discovered
clusters [1]. The latter is based on finding hidden features and then clustering
these features in order to identify the events from the news [4,6,15].

Fung et al. [4] addressed the problem of detecting hot bursty event features.
Their technique finds a minimal set of features representing the events in a
specific time window. They first identify bursty features by statistically modeling
the frequency of each unigram with a binomial distribution. Then, they group
these features into events and use time series analysis to determine the hot period
of an event. The extraction of bursty features based on statistics may result in
a prohibitive number of features, especially when unigrams are used. Moreover,
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describing the detected events using a set of single words may be not intuitive
and difficult for human interpretation.

He et al. [6] treat signals as features and apply Discrete Fourier Transfor-
mation (DFT) on them. Their approach builds a signal for each feature using
the document frequency - inverse document frequency (df× idf) scheme along
with the time domain. Then, it applies DFT to transform the signal from the
time domain to the frequency domain. A spike in the frequency domain indi-
cates a corresponding high-frequency signal source. Such bursty features are
then grouped into events by considering both the features’ co-occurrences and
their distributions in the time domain. This approach has scalability issues due
to the application of DFT which can be computationally prohibitive.

In the last few years, research works focused on detecting events in Twitter.
The challenge is that traditional approaches developed for formal text (e.g.,
news articles) cannot be applied directly to tweets, which are short, noisy, and
published at a high-speed rate. One of the main problems in microblogging
systems is to distinguish the newsworthy events from trends or mundane events
which attract attention from fans and enthusiasts. In [2] the authors present
an approach for separating real-world events from non-event tweets based on
aggregated statistics of temporal, topical, social, and Twitter-centric features.
Another approach consists in finding the hashtag #breakingnews to identify news
in Twitter [10]. In our research, we do not consider these techniques since we
monitor news channels, hence their tweets are all newsworthy. We rather analyze
the streams of tweets to detect the events and divide the tweets into clusters
based on the events they describe. A similar problem was addressed by [14] for
detecting crime or disasters from tweets. Analogously, Popescu et al. [11] used
an entity-based approach for event detection where a set of tweets containing
a target entity are processed and machine learning techniques are applied to
predict whether the tweets constitute an event regarding the entity or not. The
drawback of these approaches is that the events must be known a priori and be
easily represented by well-defined keyword queries (e.g., “earthquake”) or named
entities (e.g., “Obama”). Ritter et al. [13] tried to overcome this limitation by
designing an open-domain system for extracting a calendar of categorized events.

Other popular approaches for event detection in Twitter are: Twevent [7]
and Event Detection with Clustering of Wavelet-based signals (EDCoW ) [15].
Twevent clusters tweets representing events and provides a semantically mean-
ingful description of the clusters. It segments the tweets relying on statistics from
Microsoft Web N-Gram service and Wikipedia [8]. Then, bursty segments are
detected by analyzing the tweet frequency and user frequency. The assumption
is that if a segment is related to an event, then it is present in many tweets
which are posted by many different users. EDCoW applies measurements to
see how signals (unigrams) change over time and uses wavelet analysis to spot
high-energy signals which are then treated as event features.

In this paper we do not focus on just one type of document (e.g., tweets),
we rather propose a technique for event detection from streams of heterogeneous
documents. In Sect. 5 we will compare our approach against [4,15] since they are
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general and do not need any predefined queries. To the best of our knowledge
this is the first work that tackles the problem of event detection from multiple
and heterogeneous streams of news. Other works have analyzed multiple news
streams but for other purposes, e.g., analyzing the newswires’ timeliness [5].

3 EDNC : Event Detection and News Clustering

In this section we describe our approach which is called Event Detection and
News Clustering (EDNC ). It allows to detect events from multiple and hetero-
geneous news streams and to divide the news into corresponding event clusters.

We assume to have n streams of news N = {N1, N2, ..., Nn}, where Ni =
{ni,1, ni,2, ..., ni,m} is the stream i consisting of m news. We want to analyze the
news in order to identify a set of popular events, E = {e1, e2, ...} that appear
in them. Each event, ej ∈ E, is represented by 〈wej , Fej 〉 where wej is the time
window of the event and Fej are variable-length phrases, called event features,
which give crisp information about the event. In Sect. 5 we will provide some
examples of event features. EDNC ’s steps are summarized in Fig. 1.

Fig. 1. A diagram showing the main steps of EDNC approach.

3.1 Event Detection

Our event-detection methodology first applies LDA to detect general topics and
to create topic clusters of news. News are firstly divided into broad topic clusters
by applying the approach described in [9], which treats each LDA topic as a
cluster. In particular, a document is interpreted as a distribution vector of topics,
θ, and it is assigned to the cluster x if x = argmaxj(θj). Although assigning
the news to one topic may seem a limitation, it is actually a reasonable solution
especially if we think that news are usually about one specific event. Moreover,
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other studies on topic modeling proved that this approach is effective especially
for short text (i.e., RSS feeds and tweets) [16].

As second step, the approach analyzes the frequency of named entities and
other representative event phrases over time. To do this, we apply a named-entity
recognition tool [12] which finds out the named entities and event phrases in a
document collection. Then, the news streams are sorted by time and divided
into time buckets of fixed size (e.g., 24 h). EDNC computes the frequencies
of detected named entities and event phrases in each time bucket. The most
frequent named entities and event phrases (e.g., the top-10%) are retained as
event features, Fej = {f1, f2, ...}. Note that these are variable-length sequences
of words (e.g., “Barack Obama,” “tropical storm Colin,” “earth shakes”) and
not just single words. Since these features are very frequent in a time bucket,
they can be used to semantically describe the popular events.

3.2 Estimating the Temporal Windows of Events

Maximizing the co-occurrences of the event features, we can divide the events
and determine their time span. As an example, in the time bucket [April 17, 2016]
if we observe F = {Japan,Ecuador, earthquake} as frequent features and there
is a high co-occurrence for {Ecuador, earthquake} and {Japan, earthquake},
we can assume that around mid April two earthquakes occurred, one in South
America and another one in Japan. Hence, in that time bucket we have two
events whose corresponding event features are: Fe1 = {Ecuador, earthquake}
and Fe2 = {Japan, earthquake}.

Once the events are identified, we need to determine the size of their temporal
windows. They can be different depending on the popularity of the events. For
example, news about popular events span over a large period of time (e.g., Brexit)
while those related to minor events attract attention only for a limited period of
time (e.g., small earthquakes in California). Our approach creates sliding win-
dows over the time buckets and computes the overlapping of the event features in
consecutive time buckets. For example, if in the temporal bucket [April 14, 2016]
we have {Japan, Kumamoto, earthquake} and in [April 15, 2016] we have
{Kumamoto, earthquake, victims}, EDNC merges these two events since there
is overlapping of “Kumamoto” and “earthquake.” Such overlapping depends on
a parameter which specifies the percentage of shared keywords in the event fea-
tures, and it can be tuned to get more defined events. In particular, bigger values
of the feature-overlapping percentage (e.g., 70%) are used for identifying crisp
events. EDNC uses consecutive buckets because if two time slots are character-
ized by similar keywords but they are distant (i.e., the buckets in the middle
do not present any of the monitored event features), they should be considered
as separated events. For example, if we observe in the time buckets [March 11,
2016] and [April 14, 2016] event keywords like {Japan, tsunami, earthquake}
and {Japan, Kumamoto, earthquake}, we can assume that they are two dis-
tinct events. Indeed, the former is about the 5th anniversary of the tsunami
which devastated Japan in March 2011, while the latter is about the earthquake
which hit the South of Japan in April 2016.
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3.3 Event-Based Clustering of News

We created clusters of news based on the events they describe. Each cluster is
identified by the event features and the temporal window.

For creating the clusters we used a traditional IR approach which retrieves
the news and rank them based on their similarity to the event features. We
first filter out all the news that are not within the event’s temporal window,
then the news are sorted by their content similarity with the event’s features. In
particular, we applied the cosine similarity between the news N and the list of
keywords in the event features F :

cos(N,F) =
N · F

‖N‖‖F‖ =

n∑

i=1

Ni Fi

√
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i

√
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where N and F are two vectors representing the news and the event features,
respectively.

4 Characteristics of EDNC

As explained in Sect. 1 we aim at detecting events from multiple and heteroge-
neous streams of news, and, for this reason, our event-detection tool fulfills the
following desiderata:

1. Document independent. We focus on different publishing platforms, so the
approach works for different types of documents (news articles, RSS feeds,
and tweets), while the approaches presented in [7,10] are suitable only for
tweets. In particular, they use hashtags as well as retweet popularity (i.e., the
number of times the users (re)tweet the news) and such information is not
available for news articles and RSS feeds.

2. Query-less. We assume that professional users (e.g., journalists and news
analysts) would like to discover the events without any or limited knowledge
of what is going on in the world. Hence, our technique does not need input
keywords to retrieve relevant news, while other state-of-the-art approaches
detect the events that match some predefined search keywords or named
entities [8,11].

3. Flexible time windows. Having time windows with variable size allows to
cluster together news about popular events which tend to span over a large
period of time (e.g., earthquakes, Brexit) as well as minor events which attract
attention only for a limited period of time (e.g., 5th anniversary of tsunami
in Japan).

4. Semantically significant description of events. Our approach can be
used to semantically describe the identified events, hence to label the news
clusters. The event descriptions are variable-length lists of words (e.g., named
entities and event phrases), making the understanding of the event easy even
with limited background knowledge about it.
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5 Experimental Results

In this section we present the experimental setup and results. In order to evaluate
the effectiveness of our approach we collected data from different newswires and
different platforms to create a heterogeneous dataset of news documents. We
then used this collection for event detection and for clustering the news based
on the detected events.

5.1 Dataset

For our experiments we created a dataset of heterogeneous news published by
different newswires on different platforms. In particular, we collected news arti-
cles, RSS feeds, and tweets published by 9 newswire channels (ABC, Al Jazeera,
BBC, CBC, CNN, NBC, Reuters, United Press International, and Xinhua China
Agency) for several months. For the experiments reported in this paper, we used
the English news published during 4 months (from March 1 to June 30, 2016),
for a total of around 140K news documents. Each news document has a title
(optional), content, link (optional), timestamp, and channel. The optional fields
are present in news articles but may be not available for tweets and RSS feeds.

Since some of the techniques used for event detection are not time efficient,
analyzing the whole dataset would be time consuming. So, we subsampled the
dataset by selecting 10 topics which were related to some important events that
happened in the 4 months of our data, such as terror attacks, Brexit, and earth-
quakes. News relevant to these topics form broad clusters (i.e., the news are about
different, although related, events). For example, the cluster corresponding to
the topic terror attacks includes several events, such as a bomb at an airport
checkpoint in Somalia, shootings at hotels in the Ivory Coast, bomb explosions
in Belgium, etc. Some of them can be also connected and interleaved. Consider,
for example, the terror attacks that have recently happened in Europe. At the
beginning of March, some suspects were arrested in Belgium, followed by suicide
bombings in Brussels on March 22, 2016, then at the end of April one of the ter-
rorists was handed over French authorities. Our technique aims at distinguishing
these low-granularity events from the topic clusters to create the corresponding
smaller event-based clusters of news.

5.2 Event Detection Evaluation

We now describe the methodology we used for the evaluation of the event detec-
tion task and the corresponding experimental results.

Evaluation Methodology. We applied EDNC for discovering the events
reported in the news documents. To evaluate the effectiveness of our approach,
we also considered two alternative approaches for event detection which are
based on co-occurrences of unigrams (Unigram Co-Occurrences) [4] and on
wavelet analysis (EDCoW ) [15]. The former detects the events by analyzing
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the co-occurrences of bursty features (unigrams) in non-overlapping time win-
dows. The latter is called Event Detection with Clustering of Wavelet-based
signals (EDCoW ). It creates a signal for each individual word, then it applies
wavelet transformation and auto-correlation to measure the bursty “energy”
of the words. Words with high energies are retained as event features and using
cross-correlation the similarity between pairs of events is measured. Event detec-
tion is done by creating a graph consisting of words with high cross-correlation
and partitioning it based on the modularity. Both approaches have fixed time
windows whose length must be specified as a parameter of the program. We tried
different values from 3 to 10 days, and we could observe better results with time
windows of 7 days.

Results. Some of the events identified by our methodology are reported in
Table 1. We analyzed the corresponding news to provide a short description and
help the reader to understand the event features. As we can see, our methodology
was able to spot popular events such as Brexit, Obama’s visit to Cuba, terror
attacks in Brussels, and earthquakes in Asia and South America. It could also
detect some minor events such as the hijacking of an Egyptian aircraft and
wildfires in Canada.

Table 2 shows the events detected by the other two state-of-the-art
approaches (Unigram Co-Occurrences and EDCoW ) with windows of 7 days. As
we can see, Unigram Co-Occurrences detected more events compared to EDCoW
which found no events in some of the time windows. Both approaches have two
main drawbacks: (1) the event keywords are oftentimes general and difficult to
interpret without a manual inspection of the news in the dataset; (2) the size
of the temporal window is fixed and must be estimated up front. Moreover,
in EDCoW the computation of wavelet transformation and auto-correlation is
computationally complex and time consuming. Using cross-correlation as simi-
larity measure can result in noisy grouping of events that may have happened
in the same period of time just by chance. For example, in w0: “cuba, damage,
and vatican” are grouped together but they refer to different events. In partic-
ular, “cuba” probably refers to the news on preparations in Cuba for Obama’s
future visit, “damage” to the damages caused by the earthquake in Indonesia,
and “vatican” to the scandal that involved some Catholic priests in Australia.

5.3 News Clustering

News clustering consists in dividing the news based on the event they report. We
now present the evaluation methodology and the experimental results obtained
for news clustering.

Evaluation Methodology. Once we detected the events in the collection, we
divided the news into event-based clusters. To do so, our methodology computes
the cosine similarity between the news documents and the event features as
explained in Sect. 3.3.

Since we aim at capturing news stories reporting the same event, it is crucial
to have clusters whose news are truly related to the event. So we focused on
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Table 1. Some of the events detected by the EDNC approach in the period of time
from March 1 to June 30, 2016. For each event we report the event features plus a
short description and the indicative date of the event.

Event features Description and indicative date

rome, pell, cardinal, cover, abuse, denies Cardinal Pell’s testimony at the
child-abuse commission (Mar. 1)

indonesia, quake-strikes, sumatra, tsunami Earthquake in Sumatra caused tsunami
warning in Indonesia (Mar. 2)

anniversary, remember, tsunami, japan,
5-years-ago

Japan marked the 5th anniversary of the
2011 tsunami (Mar. 11)

brussels, captured, paris, salah-abdeslam Police arrested one of the Paris’ terror
attacker (Mar. 18)

castro, cuba, havana, obama, visit Obama visited Cuba (Mar. 21)

attack, brussels-airport, isis, maelbeek-metro Terror attacks happened in Brussels
(Mar. 22)

argentina, mauricio-macri, obama, tango Obama visited Mauricio Macri in
Argentina (Mar. 23)

cyprus, egyptair, hijacking, surrendered An Egyptair flight was diverted to
Cyprus (Mar. 29)

easter, pope, ritual, washed Pope celebrated the Catholic Easter
(Mar. 25)

referendum, dutch, ukraine, eu Dutch referendum on the Ukraine-EU
Association Agreement (Apr. 6)

japan, kumamoto, earthquake, damage,
victims

Earthquake hit Kumamoto province in
Japan (Apr. 14)

earthquake, ecuador, strikes Earthquake devastated Ecuador (Apr. 16)

nairobi, kenya, building, collapses, death A building collapsed in Nairobi, Kenya
(Apr. 30)

miami, first, cruise, passengers, cuba New cruise set sails from Miami to
Havana (Apr. 30)

canada, alberta, wildfire, fort-mcmurray, fire Fort McMurray was evacuated due to
wildfires in Alberta (May 4)

crash, disappears, egyptair, flight-ms804 Egyptair plane crashed into the
Mediterranean Sea (May 19)

boxing, died, louisville, muhammad-ali The boxing champion Muhammad Ali
died (Jun. 3)

funeral, memorial, muhammad-ali,
remembered

Funeral of Muhammad Ali (Jun. 10)

christina-grimmie, singer, voice, orlando,
shot

The singer Christina Grimmie was shot
during her concert (Jun. 10)

nightclub, orlando, shooting, victims Several people were killed at a nightclub
in Orlando (Jun. 13)

britain, brexit, european, leave-vote,
referendum

Brexit referendum in UK (Jun. 23)

virginia, floods, killed, homeland-security,
devastating

Flooding in Virginia caused by the heavy
rain (Jun. 23)
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Table 2. Events detected by Unigram Co-Occurrences and EDCoW approaches using
time windows of 7 days, in the period of time from March 1 to June 30, 2016.

Time window Unigram
Co-Occurrences

EDCoW

w0

Mar. 1–7
pell, abuse
tsunami, quake

cuba, damage, killed, told,
vatican

w1

Mar. 8–14
louisiana, flooding cuba, left, meet

louisiana, rain, white
house

w2

Mar. 15–21
abdeslam, paris
obama, cuba

–

w3

Mar. 22–28
brussels, attacks
police, abaaoud

meet, obama, visit
francis, pope

w4

Mar. 29–Apr. 4
plane, hijacker –

w5

Apr. 5–11
ukraine, dutch –

w6

Apr. 12–18
quake, japan
ecuador, earthquake

affected, left, reported,
struck
damage, death toll, hit,
missing, working

w7

Apr. 19–25
obama, british –

w8

Apr. 26–May 2
cuba, cruise
building, kenya

–

w9

May 3–9
mcmurray, fire
tornado, oklahoma

fire, fort-mcmurray,
started

w10

May 10–16
lightning, bangladesh fire, flooding, rain,

reported

w11

May 17–23
flight, egyptair
everest, summit

–

w12

May 24–30
vietnam, obama –

w13

May 31–Jun. 6
boxing, ali
germany, lightning

funeral, kentucky,
muhammad-ali, vietnam

w14

Jun. 7–13
grimmie, christina
ali, service

–

w15

Jun. 14–20
orlando, mateen gun control

w16

Jun. 21–27
britain, brexit –

w17

Jun. 28–30
virginia, emergency –
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Table 3. Examples of news clustered by EDNC based on the events.

Event Features Time Window News/Tweets

anniversary, remember,
tsunami, japan, 5-years-ago

[Mar. 09–11] Mar. 11: Japan marks fifth tsunami
anniversary
Mar. 11: Five years ago giant earth-
quake tsunami hit northeast Japan
Mar. 11: Remembering Japan’s
2011 tsunami disaster

castro, cuba, havana, obama,
visit

[Mar. 18–26] Mar. 20: Obama heads to Havana
for historic visit
Mar. 20: Barack Obama’s visit to
Cuba raises hopes
Mar. 20: #Cuba to welcome
Obama

argentina, mauricio-macri,
obama, tango

[Mar. 21–27] Mar. 23: Obama meets Argentine
leader
Mar. 23: Obama and family arrive
in Argentina
Mar. 24: Watch the Obamas dance
the tango in Argentina

cyprus, egyptair, hijacking,
surrendered

[Mar. 29–30] Mar. 29: EgyptAir Jet Hijacked,
Diverted to Cyprus
Mar. 29: Hijacker forces EgyptAir
flight to land in Cyprus
Mar. 30: ‘What should one do?’-
#EgyptAir hijacker

japan, kumamoto,
earthquake, damage, victims

[Apr. 14–21] Apr. 16: At least 24 killed after
Japan jolted by pair of deadly earth-
quakes

Apr. 16: Consecutive, deadly earth-
quakes rock southern Japan
Apr. 17: Japan quakes: Dozens
killed; rescue efforts hampered

earthquake, ecuador, strikes [Apr. 17–26] Apr. 17: An #earthquake jolts
#Ecuador’s Pedernales
Apr. 17: Strong quake hits off coast
of Ecuador, tsunami waves possible
Apr. 18: #Ecuador quake toll likely
to rise ‘in a considerable way’

the precision of the clusters rather than the recall. The precision is defined as
the number of news that are relevant to the event over the number of news
in the event cluster, where relevant means that the news content is about the
event. For annotating the news with respect to their relevance to an event, we
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randomly selected some of the events and used CrowdFlower2 to collect labels on
the relevance of the news to the events. For each news-event pair we collected 3
judgements, and to ensure high-quality evaluation, we removed those news-event
pairs for which the evaluators’ confidence was less than 2/3.

We compared the news clustering obtained with our methodology against
k-means [3] and a temporal-aware version of it. The unsupervised clustering
algorithm, k-means, applies cosine similarity to find similar news and group
them into clusters. We run k-means with different values of k and observed a
good trade-off between precisions and cluster sizes with k = 500. The resulting
clusters do not have any label describing the news in them, so we had to manu-
ally check the content of the clusters to figure out the corresponding events and
create a short description of it to show together with the news to the Crowd-
Flower’s evaluators. Since k-means per se is unaware of the timestamps of the
news documents, we implemented the k-means+time approach which applies k-
means and then filters out news that are not within the temporal window of the
event.

Results. Examples of news clusters obtained with our approach are shown in
Table 3. For each event we also report the time window. We can notice that the
time-window length can vary depending on the events and some of them can
span for long periods of time (e.g., earthquakes were popular for about 10 days).

Table 4. Average precision of the event clusters obtained with different methodologies.

k-means k-means+time EDNC

Avg. Precision 0.51 0.83 0.93

Table 4 shows the average precisions achieved by the different clustering
approaches. Results show that k-means has low precisions compared to our app-
roach. In particular, it tends to group similar events that happened in different
time windows. For example, it does not separate the news about the Japan’s
recent earthquake from the ones about the tsunami’s 5th anniversary or the
wildfires in California from the one in Canada. To filter out these noisy news,
we implemented the clustering techniques called k-means+time which removes
the news whose timestamps do not belong to the time intervals of interest. We
could observe that when the time windows are taken into account the precision
improves, but still there are more false positives compared to our approach.

On the other hand, EDNC has a low number of false positives and, conse-
quently, a good value of precision. We noticed that false positives are caused by
less popular events and overlapping of event features. For example, news like
“Cuban concerns over Venezuela’s economic woes...” and “Cuba’s combat rap-
pers fight for the country’s youth...” were wrongly grouped with the news about

2 https://www.crowdflower.com/.

https://www.crowdflower.com/
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Obama’s visit to Cuba. This was probably due to the fact that less popular
events (e.g., represented by few news in the dataset) are not captured, hence
their news are clustered together with the next most similar ones. Other news
about Ecuador earthquake were clustered with the news on Japan earthquake,
and the manual assessors considered these as false positives. Inspecting the data,
we could notice that in these news articles there is the word “Japan” because
the two earthquakes happened in the same days and there were discussions on
the possibility that they were somehow connected. EDNC considered these news
relevant to both earthquakes because of the keywords “Ecuador” and “Japan.”

6 Conclusions and Future Work

In this paper we propose a technique for event detection and news clustering.
Our approach extracts real-world events from heterogeneous news streams and
divides the news based on the events they report.

As future work, we would like to analyze the evolution of the events and how
they are connected (e.g., the immigration crisis followed by the Pope speech
about welcoming immigrants looking for asylum, or the slaughter in Orlando
followed by the Obama’s visit to the families of the victims). We also plan to
explore other applications of this methodology, such as news summarization.
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Abstract. Social content generated by users’ interaction in social networks is a
knowledge source that may enhance users’ profiles modeling, by providing
information on their activities and interests over time. The aim of this article is
to propose several original strategies for modeling profiles of social networks’
users, taking into account social information and its temporal evolution. We
illustrate our approach on the Twitter network. We distinguish interactive and
thematic temporal profiles and we study profiles’ similarities by applying var-
ious clustering algorithms, by giving a special attention to overlapping clusters.
We compare the different types of profiles obtained and show how they can be
relevant for the recommendation of hashtags and users to follow.

Keywords: User profile � Temporality � Social interactions � Hashtags �
Similarity

1 Introduction

With the success of social networks, the integration of social information has become
strategic. In this paper, we investigate strategies to build profiles of Twitter users that
exploit social information, which is heterogeneous and evolves over time. Our final
goal is to use these profiles to cluster users with similar profiles in order to suggest new
hashtags and users to follow. In addition, thematic content reflects users’ interests and
is then prominent in analyzing their preferences. The temporal aspect of social content
is also used in social works in order to track the evolution of users’ social behaviors.
With this in mind and inspired by studies of time-sensitive social profiles, we propose a
new social user profile construction strategy and analysis.

The rest of this paper is organized as follows. Section 2 reviews related work. We
detail in Sect. 3 our proposal including temporal social interactions’ and temporal
hashtags’ analysis, social profiles’ construction and users’ clustering. In Sect. 4,
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we analyze and discuss the effectiveness of our model on a dataset of tweets. Finally,
Sect. 5 concludes the paper and introduces future work.

2 Related Work

In this section, we expose some related works on temporal information exploitation.
We then review works on user profiles similarity. Temporal characteristics have been
investigated in various research works, but for different purposes. In [3], authors
proposed a time-aware user profile model based on social relations, by measuring
freshness and importance of social users’ interests. In [1], a language model document
prior is proposed that uses social and temporal features to estimate documents’ rele-
vance. A wide range of researchers have focused on measuring the similarity of social
user profiles. In [9], authors propose a social user profiling model and use it in an
Information Retrieval system. They also propose a new process of search results’
classification. Besides, diffusion kernels are exploited in [10] to calculate tags simi-
larities, by connecting users based on social similar preferences. Furthermore, authors
in [7] analyze Twitter profiles, by calculating their similarities using TF-IDF, after
applying an indexation algorithm with Lucene.

What distinguishes our work from the existing approaches is the strategy of social
profiles’ constitution and analysis of users’ clusters obtained, with a focus on over-
lapping clusters.

3 Proposed Model

Our methodology of social users’ profiling comprises three main steps, as shown in
Fig. 1. The first step consists in information preprocessing, by collecting and filtering
social information. The input data consists, for each user, of a set of tweets written
during a time interval. We differentiate six features: the user ID, the number of tweets
he wrote, the list and the number of hashtags contained in each tweet, their timestamps
and the number of followers. In a second step, we build interactive and thematic social
and temporal user profiles. In fact, we use our generic social user profile model pro-
posed in [6] to instantiate and build original social and temporal profiles. The third step
exploits these profiles to build users’ clusters. Clustering interactive and temporal user
profiles allow us to regroup similar users based on social properties like activity and
popularity and study their temporal evolution.

In Sect. 3.1, we detail our methodology for social and temporal user profiles
construction. In Sect. 3.2, we describe users’ clustering process.

3.1 Social and Temporal Profiles’ Construction

To build social profiles, we distinguished two social information types, notably social
interactions which include the number of followers, the number of tweets and also the
number of hashtags contained in each tweet; and the thematic hashtags.
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3.1.1 Interactive and Temporal User Profiles’ Construction
The number of followers of a given user, the number of his tweets published in a given
time interval and the number of hashtags contained in each tweet provide a clear vision
of this user’s social activity and popularity. We set a time variable t that determines the
duration of the social interactions considered, where t 2 [t0 … tcurrent]; with t0 is the
timestamp of the oldest tweet in the dataset. We then calculate the number of tweets
written by the user in this time interval, and also the number of hashtags contained in
his tweets. Considering the number of followers, we always consider the latest update
of the followers list.

3.1.2 Thematic and Temporal User Profiles’ Construction
We distinguish three types of hashtags’ lists that could be used to characterize user
profiles. The difference between them results from tweets’ temporality and frequency.

• Historical profile (PH): We consider all the tweets of the user since the initial time.

PH ¼ Hi tð Þf g ð1Þ

• History and frequency based profile (PHF): In this case, we use all the social
content starting from t0. We then remove unfrequent hashtags from the user profile,
unless they are recent. TF measure is used here to calculate hashtags’ frequency in
each user model.

PHF ¼ Hi tð Þf gnfH NFið Þ tð ÞÞg ð2Þ

Fig. 1. Our methodology for building and exploiting social and temporal user profiles
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• Instantaneous profile (PI): We consider only the hashtags from the most recent
tweet sent by the user.

PI ¼ Hi tcurrentð Þf g ð3Þ

8i 2 1 . . .N½ �; 8t 2 t0 . . . tcurrent½ �; Where N is the total number of hashtags in the
tweets sent by the user, Hi (t) corresponds to the ith hashtag at instant t; and H(NFi)(t) is
the ith unfrequent hashtag at instant t. A hashtag is considered unfrequent if its
appearance frequency in the user model does not exceed a threshold h 2 [0 … 1].

3.2 Users’ Clustering Based on Social and Temporal Profiles

To cluster users according to the similarity of their social interactions, we apply
Kmeans, OKM [4] and FCM [2] algorithms to each component, notably the number of
followers, tweets and hashtags in order to emphasize the significance of each social
feature. To cluster users according to their thematic and temporal profiles, we construct
a similarity matrix. We then apply the same clustering algorithms to the similarity
matrix obtained and compare resulting clusters. Our aim is to track the level of users’
belonging to the various clusters, based on their hashtags’ temporal similarities. Fur-
thermore, we apply another approach to cluster users based on their thematic profiles
similarities: Formal Concept Analysis (FCA) developed in [8]. FCA builds overlapping
clusters with native labels, by constructing conceptual graphs called Galois lattices.
This approach takes as input a set of objects characterized by attributes called formal
context. In our case study, the objects represent the ids of twitter users and the attributes
are the hashtags associated to these users. From each formal context, FCA groups
objects (users) into clusters according to their common attributes (hashtags). These
clusters are called formal concepts.

From each clustering result obtained, we can provide various recommendations of
hashtags or users to follow. We can provide a given user with common hashtags in the
cluster to which he belongs, users having the same interactive properties or thematic
similarities, and even users from other clusters that are very active or popular.

4 Experimental Illustration

We conducted a series of experiments on a Twitter dataset, used in [5]. From this
dataset, we extracted a significant sample of tweets corresponding to 1050 users,
notably 4000 tweets. We chose users with different values of social features, i.e.
different numbers of tweets, followers and hashtags.

4.1 Illustration of Clustering Based on Social Interactions

In these experiments, we study the interactive profiles considered from initial time.
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We compared the number of profiles contained in each cluster corresponding to the
three dimensions of the interactive and temporal profile, and respectively to each
dimension. The results are shown in Fig. 2, where Nfollows, Ntweets and Nhashtags
denote respectively the number of followers, tweets and hashtags. C1, C2 and C3 are
respectively cluster 1, 2 and 3. We notice that the number of users in each cluster
changes according to the features that have been considered. If we consider the number
of followers, the number of profiles is reduced in C1 and C2, but it is higher in C3.
When compared in terms of tweets number, the number of users is the highest in C2
and less important in C1 and C3.

For Nhashtags, the number of users varies from 220 in C1 to 260 in C2, and reaches
570 in C3. The number of profiles in each cluster gives a valuable indication of the
quantitative aspect of user’s social activity.

4.2 Illustration of Clusters Based on Thematic Profiles

To study the impact of thematic user profiles on clustering results, we start by choosing
the adequate value of h. We choose h = 0.25 to eliminate the most unfrequent hashtags.
Therefore, we analyze tweets starting from the initial instant t0. We analyze then the
three profiles types: PH, PHF and PI. We also eliminate from our dataset the users who
have only one tweet, since they stay invariant in all the strategies.

We summarize the results of OKM clustering. For each type of user profiles, we
show the list of overlapping clusters and the relative number of profiles they contain.
For PH profiles, there are three overlapping clusters that contain respectively 59, 7 and
1 profile. That means that 59 users belong simultaneously to both clusters 1 and 2, 7
users are in clusters 1, 2 and 3 and one user belongs to clusters 1, 2, 3 and 4. PHF

profiles are also formed of three overlapping clusters of 24, 23 and 16 users, while with
the PI profiles, 28 users belong to both clusters 1 and 2, and 10 users are in clusters 1, 2
and 3 simultaneously, with different membership degrees. We can use these clusters to
recommend users, considering each type of thematic profiles. A limit of this approach
is the lack of cluster’s labeling. This is where the contribution of FCA appears, as it
facilitates clustering results’ interpretation.

Fig. 2. Comparative graph of users’ numbers by cluster
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4.3 Formal Concept Analysis of Temporal Thematic Profiles

From the lattice, we calculate the conceptual similarity; defined in our previous work
[8]; between users and between hashtags. Users are conceptually similar if they belong
to the same concepts; which means that they use the same hashtags as other users in
different concepts. This similarity is defined by Eq. (4).

Conceptual similarity ui; ujð Þ ¼ Nb concepts containing ui and uj
Nb concepts containing ui or uj

ð4Þ

Table 1 presents the pairs of most similar users based on the PH profile. The pair of
most similar users is (374; 231) with a conceptual similarity of 60%. These results are
relevant and can be exploited to recommend hashtags of similar users, since users who
present a high similarity level are likely to be interested in similar topics.

5 Conclusion and Future Work

In this work, we conducted a deep study to investigate the efficiency of the temporal
strategy of deriving social user profiles and its impact on users’ clustering. We built
interactive and thematic temporal social profiles, formed respectively by users’ social
interactions and hashtags’ content. Thematic profiles are differentiated by the history
taken into account and also the frequency of hashtags in each profile. The formula of
deriving profiles was proved so useful to similarities’ calculation and clusters’ con-
struction. To go further, we will integrate these analysis in hashtags and users’ rec-
ommender system, taking into account user’s preferences and the clusters to which he
belongs.
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Abstract. Causal relation extraction is the task of identifying and
extracting the causal relations occurring in a text. We present an app-
roach that is especially suitable for extracting relations between complex
events – which are assumed to be already identified – as found in natural
science literature, supporting literature-based knowledge discovery. The
approach is based on supervised learning, exploiting a wide range of lin-
guistic features. Experimental results indicate that even with a limited
amount of training data, reasonable accuracy can be obtained by using a
pipeline of classifiers, optimising hyper-parameters, down-weighting neg-
ative instances and applying feature selection methods.

Keywords: Causal relation · Relation extraction · Information extrac-
tion · Knowledge discovery · Text mining

1 Introduction

Automatic extraction of causal relations from text has many applications, e.g.,
in search, question-answering and text summarization. Here we address the task
of extracting causal relations from natural science literature, more specifically,
from journal articles in marine science, which includes marine biology, marine
chemistry, marine ecology, physical oceanography and many other fields. Chains
of causal relations among events play a crucial role in our understanding of
global problems such as climate change and their impacts. For example, the
increase of CO2 in the atmosphere causes increased uptake of CO2 by the oceans,
which in turn causes increased ocean acidification (decreasing pH of the ocean
water). Acidification has harmful consequences for marine organism like corals
and plankton, which in turn ultimately effects the whole marine food chain,
including humans. Although some of these causal chains are well-known, others
are latent in the literature, waiting for researchers to make the right connection
between hitherto unrelated events. However, discovery of such causal chains is
hampered by at least two factors. First, the steadily growing number of scientific
publications makes it hard for individual researchers to keep up with the litera-
ture, even in their own area of expertise. Second, the inherently interdisciplinary
nature of global problems such as climate change, which requires connecting
c© Springer International Publishing AG 2017
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knowledge from distant scientific disciplines and their sparsely connected liter-
atures. Computational tools supporting automatic extraction of causal chains
from huge and diverse collections of scientific literature are therefore urgently
needed.

Causal relation extraction has been addressed in various works in the NLP
and text mining communities. Approaches range from rule/pattern-based causal
relation extraction [6,8,9] to supervised learning [2,5] and co-occurrence-based
unsupervised methods [3,4]. Almost all approaches assume that causal relations
hold among atomic entities – typically between nominals – as in “cigarettes
cause cancer” [7]. In our domain, however, causal relations connect events which
can be arbitrarily large and complex structures [1], which poses problems for
existing approaches. Here we describe a new approach tailored for extracting
causal relations between such complex events.

2 Data Set

Our dataset is an extension of the pilot corpus described in [11], intended to
initiate and facilitate work on text mining of natural science literature. It con-
tains annotations for variables, events and relations, following a revised version
of the annotation guideline of [11]. Variables are things that are changing1, rang-
ing from simple things like “global temperature” to complex things like “timing
and magnitude of surface temperature evolution in the Southern Hemisphere in
deglacial proxy records”. Variables can be involved in three types of events: an
Increase means a variable is changing in a positive direction, a Decrease means it
is changing in a negative direction, while a Change leaves the direction unspec-
ified. Events can in turn be related in three ways: Causation, Correlation or
Feedback. We will ignore the latter two here, as well as annotations involving
referring expressions. Causation is only annotated if the text contains an explicit
trigger, that is, a clear textual cue such as a verb (leads to) or adverb (there-
fore). In addition, variables and events can be joined into complex structures
using And (conjunction) or Or (disjunction). An example annotation is given
in Fig. 1. This illustrates that variables and events in the our domain are often
complex rather than atomic and expressed as noun phrases containing multiple
modifiers. The distance between change triggers and their variables can be large,
making events syntactically complex units.

The dataset contains abstracts and full-text of selected articles from marine
science journals: 327 documents, 4449 sentences, 2646 events (events embedded
in larger events are discounted) and 520 causal relations. Texts were annotated
by several annotators, without overlap. To estimate inter-annotator agreement,
we selected five new documents containing at least one causal relation. All were
annotated by two annotators, both computational linguists and familiar with the
domain. Agreement on causal relations (ignoring agreement on causal triggers)

1 Originally only so-called quantitative variables were annotated. This constraint has
since been dropped.
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Fig. 1. Annotation example with complex event structures

has an average precision of 59.4, recall of 84.6 and F1 of 69.8. The kappa score
is 0.459. Disagreements were mostly due to differences in change events.

3 Task

The input consists of text with annotated events [12] and the task is to extract
any causal relations among the given events. For this, only top-level events are
considered, no embedded events. For instance, in Fig. 1, the three candidate
events for causal relations are “Increased iron supply”, “elevated phytoplankton
biomass and rates of photosynthesis in surface waters” and “large drawdown of
carbon dioxide and macronutrients and elevated dimethyl sulphide levels after
13 days”. Causal relations across sentences are not considered, as it requires
resolving referring expressions. The task can be framed as a three-way classifica-
tion task on the exhaustive pairwise combination of ordered top-level events in a
sentence. For every pair ei, ej where ei < ej , Cause(ei, ej) is a function mapping
an event pair to a class label in domain {1, 0,−1} such that Cause(ei, ej) = 1
if ei causes ej , Cause(ei, ej) = −1 if ej causes ei and Cause(ei, ej) = 0 in all
other cases. Alternatively, the task can be decomposed into a sequence of two
subtasks: (1) relation labelling classifies event pairs as either causally related or
not, regardless of the direction of the relation; (2) direction labelling classifies a
established causal relation as either forward or backward.

The task formulation above has the disadvantage that 0 (non-causal) is by far
the most frequent class. This skewed class distribution is problematic for most
learners. A solution is to limit the number of possible event combinations in a
sentence. In fact, 93% of the causally-related events in our data are adjacent,
with only 6.5% having one intervening event and merely 0.05% having two.
Therefore, by limiting the task to adjacent events only, we ignore unlikely causal
instances and counteract the skewed class distribution.
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4 Experiments

The separate tasks of relation labeling and direction labeling, as well as the
alternative of combined labelling of both relations and their directions, were
addressed using supervised machine learning. The data set was divided into 261
documents (80%) for training and 66 for testing (20%). We used Scikit-learn –
the machine learning toolkit implemented in Python – for classification, feature
selection and performance evaluation. For each classification task, five alter-
native classification algorithms were tested: Support Vector Machines (SVM),
Multinomial Naive Bayes (MNB), Decision Tree (DT), Random Forest (RF)
and k-Nearest Neighbours (kNN). Training parameters of each algorithm were
optimized using group-based cross validation with random shuffling on training
instances. In addition, the causal and non-causal class weights (w, 1.0 - w) were
optimized.

Feature extraction relies on linguistic analysis through the Stanford CoreNLP
toolkit [10] for sentence splitting, tokenisation, lemmatisation, part-of-speech
(POS) tagging and dependency parsing. We systematically extracted features
from events, the context between event pairs, and various dependency and binary
features in and around the event pair and its context. To illustrate the feature
extraction process, consider the syntactic dependency structure in Fig. 2. There
are two events, e1 = ‘� (pH of the surface ocean)’ and e2 = ‘↑ (atmospheric
CO2)’, which are causally related by the causal trigger ‘result of ’. In event
e1, the head word of the variable is ‘pH’. The head of the causality trigger is
‘changing’, which also serves as the head of the change event. Similarly, in event
e2, the variable head is ‘CO2’. The trigger head is ‘increase’, which is also the
head of the event e2. The in-between context of event pair e1, e2 is ‘as a result
of ’ with head ‘result’. On the basis of this analysis, the most important feature
sets extracted are:

1. Features from events: (1) event head (EH) information including word, lemma
& POS; (2) variable head (VH) information including word, lemma & POS;
(3) trigger head (TH) information including word, lemma & POS; (4) depen-
dency relation between VH and EH, TH and EH.

2. Features from in-between context: (1) dependency head of the context -
word, lemma and POS; (2) bag-of-word features - uni-gram and bi-gram of
word,lemma & POS; (3) combination of word and POS; (4) selected preposi-
tional relation of head like ‘by’, ‘to’, ‘from’, ‘in’ etc.; (5) causal triggers [13]
present in the context or not.

3. Features from event pairs: (1) common head of two events - lemma and POS;
(2) distance between the heads of two events in dependency path; (3) depen-
dency relation between context head and event head; (4) number of interven-
ing events.

4. Features from before & after context: bag-of-word & dependency features with
a certain window.

Three feature selection algorithms were tested. χ2-based feature selection
(XS) selects the k highest scoring features based on χ2 statistics. Tree-based



Extracting Causal Relations Among Complex Events 135

feature selection (TF) uses forests of trees to evaluate the importance of features
by using their inter-tree variability. Recursive feature elimination (FE) uses an
external estimator (SVM) to assign feature weights, iteratively removing a cer-
tain number (or percentage) of features, ultimately resulting in a minimal feature
set with highest importance.

5 Results

Fig. 2. Variables, triggers and
events in a dependency structure

Relation labeling scores are shown in the
left half of Table 1. The top half of the table
present the scores for the five different classi-
fier types when using all features, along with
their best parameter setting. The bottom half
of the table presents the scores with feature
selection methods. Feature selection yields a
substantial improvement in scores, with XS as
the most successful approach, where SVM in
combination with XS performs best on relation
labeling.

Direction labeling scores are shown in
the right half of Table 1 in terms of macro aver-
age over forward and reverse classes. Evidently
this subtask is easier and the scores appear to
be relatively high. DT gives the best results,
also showing more balanced precision and recall. Feature selection does not yield
any improvement and therefore is not considered in direction labeling.

Table 1. Scores on the test data for relation labeling (on positive class) and direction
labeling (macro average over forward and reverse classes)

Method Relation labeling Direction labeling

All feats. Params Pr Re F1 Parameters Pr Re F1

SVM C =0.01, w=0.65 0.62 0.58 0.60 C =10.0, w=0.95 0.77 0.79 0.78

DT split=6, w=0.6 0.61 0.48 0.54 split=12, w=0.90 0.82 0.83 0.82

RF n=10, w=0.95 0.65 0.62 0.64 n=10, w=0.65 0.81 0.82 0.81

MNB alpha=0.35 0.54 0.51 0.53 alpha=1.0 0.76 0.77 0.76

kNN N =2, weight=dist 0.66 0.26 0.37 N =2, weights=unif 0.70 0.70 0.70

Feat. Sel. Classifier (#feats) Pr Re F1

XS SVM (2300) 0.71 0.63 0.66 SVM (910) 0.83 0.79 0.81

TF MNB (1600) 0.65 0.55 0.59 DT (480) 0.78 0.80 0.79

FE SVM (3100) 0.51 0.67 0.58 DT (630) 0.77 0.82 0.79
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Combined labeling with a single classifier yields the scores in Table 2.
As expected, scores are lower than on the individual subtasks. Again the com-
bination of SVM of XS performs best.

Combined labeling with a pipeline of classifiers was carried out by
successive application of the best performing classifiers on the individual sub-
tasks. This yields a precision of 0.59, a recall of 0.56 and an F-score of 0.57.
These results are thus substantially better than with the single classifier app-
roach. Apparently the disadvantage of error propagation in a pipeline system is
out-weighted by the ability to tune classifiers and feature sets for each subtask.

6 Conclusion

Table 2. Scores on test data for combined labeling
with a single classifier (macro average over forward and
reverse classes)

Method Combined labeling
All feats Parameters Pr Re F1

SVM C = 0.1, w = 0.65 0.51 0.46 0.48

DT split = 4, w = 0.7 0.31 0.31 0.31
RF n = 6, w = 0.6 0.69 0.38 0.48

MNB alpha = 0.35 0.55 0.31 0.40
kNN N = 4, weights = dist 0.67 0.30 0.40
Feat. Sel Classifier (#feats) Pr Re F1

XS SVM (3100) 0.56 0.44 0.49

TF DT (4900) 0.41 0.57 0.47
FE SVM (800) 0.88 0.29 0.39

We proposed a new app-
roach for extracting causal
relations between events in
natural science literature,
which can be arbitrarily
large and grammatically
complex structures. Exper-
imental results show that
reasonable accuracy can be
obtained by (1) restrict-
ing causality to adjacent
events (2) applying super-
vised learning from a rel-
atively small number of
manually annotated texts
(3) using a pipeline of sep-
arate classifiers for relation
and direction labeling (4)
exploiting a wide range of
linguistic features, ranging from shallow word-level features to dependency struc-
tures (5) applying automatic feature selection (6) and optimizing hyperparame-
ters.
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Abstract. We introduce Relevancer that processes a tweet set and
enables generating an automatic classifier from it. Relevancer satisfies
information needs of experts during significant events. Enabling experts
to combine automatic procedures with expertise is the main contribu-
tion of our approach and the added value of the tool. Even a small
amount of feedback enables the tool to distinguish between relevant and
irrelevant information effectively. Thus, Relevancer facilitates the quick
understanding of and proper reaction to events presented on Twitter.

Keywords: Social media · Text mining · Machine learning · Twitter

1 Introduction

Tweet collections comprise a relatively new document type. The form, motiva-
tion behind their generation, and intended function of the tweets are more diverse
than traditional document types such as essays or news articles. Understanding
this diversity is essential for extracting relevant information from tweets. How-
ever, the Twitter platform does not provide any kind of infrastructure other
than hashtags, which is limited by the number of users who know about it, to
organize tweets. Thus, collecting and analyzing tweets introduces various chal-
lenges [4]. Using one or more key terms and/or a geographical area to collect
tweets is prone to cause the final collection to be incomplete or unbalanced [5],
which in turn decreases our ability to leverage the available information.

In order to alleviate some of the problems that users experience, we developed
Relevancer which aims to support experts in analyzing tweet sets collected via
imprecise queries in the context of high-impact events.1 Experts can define their
information need with up-to-date information in terms of automatically detected
information threads [1], and use these annotations to organize unlabeled tweets.
1 https://bitbucket.org/hurrial/relevancer.
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The main observations and contributions that are integrated in Relevancer
to help experts to come to grips with event-related event collections are: (i)
almost every event-related tweet collection comprises tweets about similar but
irrelevant events [1]; by taking into account the temporal distribution of the
tweets about an event it is possible to achieve an increase in the quality of the
information thread detection and a decrease in computation time [2]; and the
use of inflection-aware key terms can decrease the degree of ambiguity [3].

Section 2 outlines the main processing stages and Sect. 3 describes a use case
that demonstrates the analysis steps and the performance of the system. Finally,
Sect. 4 concludes this paper with a brief summary, some remarks on the system’s
performance, and directions for future development.

2 System Architecture

Relevancer consists of the following components:

Filtering. We handle frequent hashtags and users separately. Upon presenting
them to the expert for annotation, each of these is represented by five related
sample tweets. If the expert decides that a user or a hashtag is irrelevant, tweets
that contain this hashtag or were posted by this particular user are kept apart.
The remaining tweets are passed on to the next step.

Pre-processing. The aim of the pre-processing is to convert the collection to
more standard text without loosing any information. An expert may choose to
apply all or only some of the following steps. As a result, the expert is in control
of any bias may arise due to preprocessing.

RT Elimination. Any tweet that starts with a ‘RT @’ or that in its meta-
information has an indication of it being a retweet is eliminated.

Normalization. User names and URLs in a tweet text are converted to ‘usrusr’
and ‘urlurl’ respectively.

Text cleaning. Text parts that are auto-generated, meta-informative, and
immediate repetitions of the same word(s) are removed.

Duplicate elimination. Tweets that after normalization have an exact equiv-
alent in terms of tweet text are excluded from the collection.

Near-duplicate elimination. A tweet is excluded, if it is similar to another
tweet, i.e. above a certain threshold in terms of cosine-similarity.

Clustering. We run KMeans on the collection recursively in search of coher-
ent clusters using tri-, four- and five-gram characters. Tweets that are in the
automatically identified coherent clusters are kept apart from the subsequent
iterations of the clustering. The iterations continue by relaxing the coherency
criteria until the requested number of coherent clusters is obtained.
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Annotation. Coherent clusters are presented to an expert in order to distin-
guish between the available information threads and decide on a label for them.
Next, if the expert finds the cluster coherent, she attaches the relevant label
to it. Otherwise she marks it as incoherent2. The cluster annotation speeds the
labeling process in comparison to individual tweet labeling.

Classifier Generation. For training, 90% of the labeled tweets are used, while
the rest is used to validate a Support Vector Machine (SVM) classifier.

3 Experiments and Evaluation

We demonstrate the use and performance of the Relevancer on a set of 229,494
Dutch tweets posted between December 16, 2010 and June 30th, 2013 and con-
taining the key term ‘griep’ (EN: flu). After the preprocessing, retweets (24,019),
tweets that were posted from outside the Netherlands (1,736), clearly irrelevant
(158), and exact duplicates (8,156) were eliminated.

Our use case aims at finding personal flu experiences. Tweets in which users
are reporting symptoms or declaring that they actually have or suspect having
the flu are considered as relevant. Irrelevant tweets are mostly tweets containing
general information and news about the flu, tweets about some celebrity suffering
from the flu, or tweets in which users empathize or joke about the flu.

The remaining 195,425 tweets were clustered in two steps. First we split
the tweet set in buckets of ten days each. The bucketing method increases the
performance of and decreases the time spend by the clustering algorithm [2]. We
set the clustering algorithm to search for ten coherent clusters in each bucket.
Then, we extract the tweets that are in a coherent cluster and search for ten other
clusters in the remaining, un-clustered, tweets. In total, 10,473 tweets were put
in 1,001 clusters. Since the temporal distribution of the tweets in the clusters has
a correlation of 0.56 with the whole data, aggregated at a day level, we consider
that the clustered part is weakly representative of the whole set.

We labeled 306 of the clusters: 238 were found to be relevant (2,306 tweets),
196 irrelevant (2,189 tweets), and 101 incoherent (985 tweets). The tweets that
are in the relevant or irrelevant clusters were used to train the SVM classifier.
The performance of the classifier on the held-out 10% and unclustered part are
illustrated in the Table 1.

The baseline of the classifier is the prediction of the majority class in the
test set, in which the precision and recall of the minority class is undefined.
Therefore, we compare the generated classifier and the baseline, which have 0.67
and 0.56 accuracy respectively.

The results show that Relevancer can support an expert to manage a tweet
set under rather poor conditions. The expert can create a tweet set using any
key word, label automatically detected information threads, and have a classifier

2 The label definition affects the coherence judgment. Specificity of the labels deter-
mines the required level of the tweet similarity in a cluster.
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Table 1. Classifier performance on the validation and 255 unclustured tweets

Validation set Unclustered

Precision Recall F1 Support Precision Recall F1 Support

Relevant .95 .96 .96 237 .66 .90 .76 144

Irrelevant .96 .94 .95 213 .75 .39 .51 111

Avg/Total .95 .95 .95 255 .70 .68 .65 255

that can classify the remaining (unclustered) tweets or new tweets. A classifier
generated as a result of this procedure will perform between 0.67 and 0.95 accu-
racy when applied straightforwardly.

4 Conclusion

We described our processing tool that enables an expert to explore a tweet set,
to define labels for groups of tweets, and to generate a classifier. At the end of
the analysis process, the experts understands the data and is able to use his
understanding in an operational setting to classify new tweets. The worst case
performance of the classifier is significantly better than a majority class based
baseline. The tool is supported by a web interface that can potentially be used
to monitor and improve the performance in a particular use-case in real time.

In further research, we will integrate visualization of the tweet and cluster
distributions, add additional interaction possibilities between the tweet set and
the expert, refine clusters based on their inter-cluster distance distribution from
the cluster center, and improve the flexibility of the bucketing for the clustering.
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work.
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Abstract. This paper presents a Named Entity Classification sys-
tem, which uses profiles and machine learning based on [6]. Aiming at
confirming its domain independence, it is tested on two domains: gen-
eral - CONLL2002 corpus, and medical - DrugSemantics gold stan-
dard. Given our overall results (CONLL2002, F1 = 67.06; DrugSeman-
tics, F1 = 71.49), our methodology has proven to be domain independent.
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1 Introduction

The goal of Named Entity Recognition and Classification (NERC) is to recognize
the occurrences of names in text (known as NER) and assign them a category
(denoted as NEC) [4]. NERC is a prerequisite for many tasks, such as general
language generation [9] or question answering [4]. Nevertheless, NERC systems
are typically focused on a specific domain. When a NERC tool needs to be
adapted to a new domain, with different constraints and a new set of entities,
considerable effort is required [4].

Although NERC research has attracted considerable attention [4], few NERC
studies are specifically designed to be applied in several domains. Experiments
on several textual genres from OntoNotes were done by [8]. In the best case, this
method achieved a F1 greater than 70%; while at worst, F1 is less than 50%.
Kitoogo and Baryamureeba [2] chose 2 corpora from journalism and law domains.
Their proposal obtained a difference in terms of F1 of more than 20 points
between overall law results (F1 = 92.04%) and global journalism performance
(F1 = 70.27%). As a result, these approaches are not domain independent at all.

Taking this into account, our aim is to develop a NERC system domain
independent. To that end, the purpose of this paper is to develop a domain
independent NEC system, assuming the output of a “perfect NER” so as to
avoid any bias. The implemented NEC is based on profiles, on the basis of
the NERC proposed in [6]. This work is evaluated on two different Spanish
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domains: CONLL2002 [7] (general) and DrugSemantics [5] (pharmacotherapeu-
tic) datasets. Our hypothesis is that profile-based entity classification is domain
independent and performance among domains will be stable.

Next our approach is described (Sect. 2). Then, it is evaluated (Sect. 3). Last,
conclusions are drawn (Sect. 4).

2 Method: Named Entity Classification Through Profiles

Our approach for NEC is based on [6], who adapted previous work from [3]. In [3],
profiles were generated from a concept extractor system to compute similarity,
with their own formula, to categorize supervisors in scientific texts. Whereas [6]
recognized whether noun phrases are active ingredients or not using machine
learning and profiles derived from lemmas of content bearing words in a training
corpus. A more detailed description of our method can be found in [6], but here
a brief description is provided. This profile-based method has two stages:

Profile Generation phase, whose aim is to train the system in five steps.
First, the annotated corpus is sentece-splitted, tokenized, lemmatized and POS-
tagged. Second, the training corpus is divided in target (positive instances, e.g.
is Organization) and constrasting sets (negative instances, e.g. not an Organiza-
tion). Third, from both sets, we extract lemmas of nouns, verbs, adjectives and
adverbs, in a window of size W1 and their frequency (called top and common
descriptors). W is determined empirically between 20 or 40 descriptors. Fourth,
each descriptor receives a relevance index based on the term frequency, disjoint
corpora frequency (TFDCF) and the relevance common index [3]. This step pro-
duces a profile for each entity type (e.g. Organization) that is composed of two
lists (top and common lists). Each item in this lists is a pair representing a
descriptor and its relevance index. The length of the profile (P) is the number of
descriptors belonging to top and common lists. P has been determined empiri-
cally between: (i) 20000: 10000 descriptors from each list, as [6]; (ii) 100: the 50
descriptors most frequent for both lists, as [3]; and (iii) 50: the 50 descriptors
most frequent from top list and none from common list, to determine its neces-
sity. Fifth, each entity type trains is own classifier with the Voted Perceptron
algorithm [1] using profiles as features (i.e. the value is its relevance index).

Profile Application phase, whose aim is to classify entities detected by a
NER. To that end, each entity identified by a NER fills its profile, following the
same restrictions as in the generation phase. Then, this one is compared against
the ones generated from training data to compute similarity. Last, the one with
the highest similarity will determine the final entity type.

Last, it should be noted that Domain Adaptation is direct, since there is
no need to change the NEC system. It only requires a training corpus previously
annotated with the target entities and the tag set employed in this corpus. This
data allows to generate profiles to train the new NEC for this new domain.

1 W
2

words after and before the entity.
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3 Evaluation

Here evaluation measures, corpus and results for both domains are presented.

Measures: For each entity, a weighted arithmetic mean of Recall (Rw), Pre-
cision (Pw) and F-measureβ =1 (F1w) are calculated, combining positive (+)
and negative class (−) according to the number of instances. Overall results are
Macro-averaged (PM, RM, F1M) as the arithmetic-mean for n entities. Formulas
for F1 (F1M, F1w) can be found in Eq. 1. The others follow the same logic.

F1w =
F1+ · n+ + F1− · n−

n+ + n−
F1M =

∑n
i=1 F1wi

n
(1)

Data sets: Spanish corpora from two different domains are employed:
CONLL2002 dataset [7] is a collection of news articles. This work uses person,

organization and location entities. Miscellaneous is discarded, since it has no
practical application [4]. ML models are inferred on the training set and these
are assessed on the test set.

DrugSemantics gold standard [5] is a collection of 5 Spanish Summaries of
Product Characteristics (SPC) manually annotated. This work uses the most
frequent entities from this gold standard: disease, drug and unit of measurement.
Evaluation uses 5-fold cross-validation (i.e. 4 SPCs to train and one to evaluate).

Table 1. CONLL2002 (left) and DrugSemantics (right) weighted Precision (Pw),
Recall (Rw) and Fβ=1 (F1w) results with different window (W) and profile (p) sizes

Entity W p Pw Rw F1w Entity W p Pw Rw F1w

Organization 20 20000 61.10 62.34 61.20 Disease 20 20000 73.95 72.88 71.63

Person 20 20000 73.42 78.50 74.03 Drug 40 100 70.21 73.62 70.51

Location 20 20000 66.72 70.24 65.94 Unit 40 50 72.40 76.88 72.34

Macro-average 67.08 70.36 67.06 Macro-average 72.18 74.46 71.49

Results and discussion: Table 1 shows overall results and for each entity type.
Our NEC system has a small difference between domains, in terms of F1 (F1M
in Eq. 1), that is 4.43 points (Macro-average row, columns F1 in Table 1: 67.06%
versus 71.49%). Thus confirming its domain independence.

Regarding general domain, Person entity obtains the highest results
(F1 = 74.03%), but it can be seen that all entities required the same config-
uration. Concerning medical domain, Unit of Measurement achieves the best
results (F1 = 72.34%), but window size was the greatest and the profile size, the
smallest. Hence, for almost all entities the inclusion of common descriptors seems
to provide more accurate results.

A factor affecting our results is the imbalanced nature of our data, since
training data was binary divided (target and contrasting): e.g. only 23% of the
training set from CONLL2002 belongs to Person entity, whereas the negative
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class (i.e. contrasting set) represents the remaining 77%. Hence, the effect of
techniques to overcome the imbalance problem should be tested.

Comparing our results to other domain independent NERC is not free of
certain limitations (e.g. different data sets and entities are used). But still, a
comparison is made to outline the relevance of our work. The difference between
domains in previous works is greater than 20 points in terms of F1 [2,8], but in
our case is smaller (less than 5 points). Thus, our results are encouraging.

4 Conclusions and Future Work

In this paper, a domain independent Named Entity Classification system based
on profiles is presented. Domain adaptation only requires a new annotated train-
ing corpus and its associated tag set. As a result, this system, whose methodology
is based on [6], has been easily converted to 6 entities from two different domains
thanks to an unsupervised feature generation and weighting from the training
data. Without traditional knowledge resources from any domain (such as dic-
tionaries), it was evaluated on two Spanish data sets from general and medical
domains: CONLL2002 shared task [7] corpus and DrugSemantics corpus [5]. Our
methodology has proven to be domain independent (CONLL2002, F1 = 67.06;
DrugSemantics, F1= 71.49).

Although the results are encouraging, there is still room for improvement. As
future work, our methodology needs to be further studied on other corpora to
prove whether this approach is language independent. Besides, we plan to apply
techniques to overcome the imbalance problem.
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Abstract. Social media posts are usually informal and short in length.
They may not always express their sentiment clearly. Therefore, multiple
raters may assign different sentiments to a tweet. Instead of employing
majority voting which ignores the strength of sentiments, the annotation
can be enriched with a confidence score assigned for each sentiment. In
this study, we analyze the effect of using regression on confidence scores
in sentiment analysis using Turkish tweets. We extract hand-crafted fea-
tures including lexical features, emoticons and sentiment scores. We also
employ word embedding of tweets for regression and classification. Our
findings reveal that employing regression on confidence scores slightly
improves sentiment classification accuracy. Moreover, combining word
embedding with hand-crafted features reduces the feature dimensional-
ity and outperforms alternative feature combinations.

Keywords: Sentiment analysis · Regression · Word embedding ·
Word2vec

1 Introduction

Sentiment analysis of social media has gained intense research interest recently
[11,12]. It is challenging due to lack of context and limited number of characters
of posts. These challenges have led to difficulties in interpreting the polarity of
the posts by humans. A tweet may be perceived as positive by some readers and
negative by the others. Although majority voting can be employed, it is a weak
method in terms of the consistency of the assignments. This can be partially
resolved using confidence scores. For a tweet, confidence score of a sentiment
is the percentage of raters assigning the corresponding sentiment to the tweet.
Confidence scoring has the potential for introducing a gradual representation of
the sentiment of tweets, instead of discrete classification based on direct labeling.

Our major goal is to investigate whether employing the confidence scores has
a significant role in the classification or not. For this, we first build regression
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 149–155, 2017.
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models to estimate the confidence scores of each sentiment separately. Then, we
assign the sentiment, whose confidence score is maximum among others to the
tweet. We apply our methods on a set of collected tweets in Turkish, which is
an underrepresented language in the domain of sentiment analysis. Turkish is
an agglutinative and highly inflectional language which presents challenges for
traditional natural language processing (NLP) due to its complex morphology.

2 Related Work

Tweets may contain specific micro-blogging elements such as hashtags and emoti-
cons, which are used for sentiment analysis [1,5]. Researchers found out algo-
rithms that can learn representations of the data and extract useful information
rather than extracting the features of the text only [2]. They have explored deep
learning methods based on word embeddings. Tang et al. [14] developed a frame-
work by concatenating the sentiment-specific word embedding features with the
hand-crafted features. Moreover, Ren et al. [13] proposed to learn topic-enriched
multi-prototype word embeddings for Twitter sentiment classification.

Sentiment analysis has been also at the focus of NLP research in Turkish,
recently. Coban et al. [3] used Bag-of-Words and N-gram models to classify
Turkish tweets as positive or negative. Kulcu et al. [6] performed sentiment
analysis on tweets related to the news items. To our knowledge, word embeddings
have not been used for sentiment analysis of social media in Turkish.

In the literature, there are a few studies employing regression for sentiment
analysis [9]. The study of Liu [7] consisted of studies which perform regression in
sentiment analysis. However, most of them performed regression using discrete
labels. Moreover, Onal et al. [10] investigated the effect of using regression on
confidence scores in sentiment analysis of tweets in English using only hand-
crafted features. To our knowledge, no previous study has examined the role
of using regression on sentiment analysis by employing word embeddings and
hand-crafted features. This study aims to address this gap by analyzing tweets
in Turkish.

3 Data Collection and Preprocessing

In this study, we conduct sentiment analysis using Turkish tweets that are related
to the seasons. We first collected Turkish tweets, including keywords related to
the topic seasons via Twitter Search API. We eliminated duplicates, truncated
tweets, and tweets having only one word. This resulted in a total of 1030 tweets
in the sample dataset. Moreover, we collected 2.1M Turkish tweets via Twitter
Streaming API to create a corpus for learning continuous word representations.

We specified four classes, namely positive, negative, neutral, and irrelevant.
The irrelevant class was used for tweets containing the keywords related to the
seasons topic, yet not in the intended sense of the seasons concept. We collected
sentiments for each tweet from at least seven native Turkish speakers.
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Since social media data have different characteristics compared to newspaper
or book texts, there is a need for a preprocessing step. First, we discarded the
tweets which are Foursquare-related check-ins. We removed the words having less
than two characters except numbers, the ones that involved mentions, hashtags,
links and “RT” keyword. We also filtered out Turkish stop words, emoticons and
punctuation marks. Then, we fixed misspelled words and parsed the fixed words
to obtain their word stems. We separated suffixes from stems using Zemberek
API 1 for both datasets. In this operation, we divided each word into the form of
its word stem, its derivational affixes and its inflectional suffixes. We extracted
derived words by omitting inflectional suffixes and keeping the derivational ones.

4 Features Extracted from Tweets

4.1 Lexical Features

We extracted word unigrams, word bigrams, part-of-speech (POS) tags and word
negation as lexical features. We found derived-word unigrams in our dataset and
each derived word corresponded to a feature in our representation. We considered
the presence of a word in a tweet so that unigram features can take only binary
values. We also employed derived-word bigrams as features, in a similar way.
We obtained negation suffixes using Zemberek and employed the presence of a
negation suffix as a feature. In addition, we identified the part-of-speech (POS)
tags of each word using Zemberek. We identified 14 predefined POS tags of
Turkish. Moreover, if a words POS tag could not be identified, it was assigned
to the null category. We scored the presence of the POS tags so that the POS
tag features could take only binary values. Finally, we considered the presence of
an exclamation mark (!) and a question mark (?) as additional lexical features.

4.2 Emoticons

In the preprocessing step, we removed the emoticons from the tweets. However,
we kept the presence of positive and negative emoticons as two binary-valued
features. Positive emoticons are { :) , :D , =) , :-) , =D , (: , :p , D= , (= , D: ,
p: , :-) , :d , d: } and negative emoticons are { :( , :-( , =( , :/ , ): , )-: , )= , /: }.

4.3 Features Based on Sentiment Scores

We assigned a happiness score to a tweet, based on the happiness scores of words
within it using the LabMT [4]. We first translated each word into English using
Yandex Translate API2. Then, we found the happiness score of the corresponding
word in the LabMT word list. We calculated the average happiness score of a
tweet using only the scores of words existent in LabMT list and used this score as
a continuous feature. Finally, if Yandex Translate API returned multiple outputs
1 https://code.google.com/p/zemberek/.
2 Yandex Translate API https://tech.yandex.com/translate/.

https://code.google.com/p/zemberek/
https://tech.yandex.com/translate/
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for a single word, we calculated the mean of the happiness scores of multiple
English words, and assigned the mean score to that Turkish word.

We also used the output of a framework [15], which is a lexicon-based polarity
prediction framework for Turkish. This framework produces positive and neg-
ative sentiment scores ranging between [1 − 5] and [−1,−5], respectively. We
employed these two scores as SentiStrengthTR features in our experiments.

4.4 Word Embedding

In this study, we obtained a continuous vector representation for each word in
the tweets using word2vec [8]. We followed the skip-gram approach, to estimate
the neighboring words using only the corresponding word. Due to the character
limitation in tweets, we set the window size to 2 to estimate neighboring (context)
words. Therefore, we trained the model with 1.5M tweets having more than 4
words in the corpus dataset. We empirically specified the length of the vectors
as n = 150 and set the number of randomly selected negative samples to 10.

Let w(i) = [w(i)
1 , w

(i)
2 , . . . , w

(i)
n ] represent the embedding of the ith word of

the corresponding tweet learned using word2vec, where n denotes the dimension
of word embedding. Also, N represents the number of the words in the corre-
sponding tweet. We obtained the normalized continuous vector representation
of a tweet w′ in terms of the words it includes as w′ = 1

N

∑N
∀i w

(i).

5 Experiments and Results

We extracted word unigrams (f1), word bigrams (f2), POS tag unigrams (f3),
presence of negation suffix (f4), exclamation mark (f5) and question mark
(f6), emoticons (f7), average happiness score (f8), SentiStrengthTR (f9) and
word2vec features (f10). Using their combinations, we performed classification
by Support Vector Machines (SVM) and regression by Support Vector Regression
(SVR). Since word embedding contains semantic relationship information among
words, we used it instead of N-grams and compared their results.

Assume that, three of five raters assigned positive sentiment and two of them
assigned neutral sentiment to a tweet. Then, we obtained 0.6 positive score, 0.4
neutral score and 0 for other sentiments for that tweet. During classification,
we labeled each training tweet with the sentiment having the highest confidence
score. Then, we trained an SVM classifier using the training feature matrix and
discrete class labels. The classifier directly assigned a sentiment to a new test
tweet. During regression, we trained separate regressors for each sentiment using
the training feature matrix and confidence score of the corresponding sentiment.
In order to estimate the sentiment of a test tweet, we separately tested it with
the regressors trained for each sentiment. Each regressor assigned a score to that
test tweet and we assigned the sentiment with the maximum score to that tweet.

We performed 4-class (positive, negative, neutral, irrelevant), 3-class (posi-
tive, negative, neutral) and 2-class (positive, negative) classification and regres-
sion experiments. In the 4-class, 3-class and 2-class classification experiments,
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majority class classification performances were 35.92%, 42.38% and 54.9%,
respectively. We performed 10-fold cross validation to optimize the cost parame-
ter C ∈ [0.005, 0.01, 0.05, 0.1, 0.5, 1, 5, 10, 50, 100] of SVM and SVR.

Table 1 shows that combination of f1, f7 and f9 gives the best 4-class clas-
sification performance with both SVM and SVR. In 3-class experiment, combi-
nation of f1, f2, f7, f9 and all feature combinations lead to the best accuracy
with SVR (69.89%) and SVM (68.96%), respectively. Moreover, combination of
f1, f2, f7 and f9 gives the best accuracy for 2-class experiment with both
SVM (85.03%) and SVR (86.57%). Results reveal that using regression on confi-
dence scores gives a slightly better or equal accuracy compared to classification
on discrete labels. We observe that, f1, f2, f7 and f9 carry significant infor-
mation about sentiment while other hand-crafted features do not bring extra
information.

Table 1. Performances (%) obtained using combinations of hand-crafted features

Feature SVM SVR SVM SVR SVM SVR

Combinations 4-class 4-class 3-class 3-class 2-class 2-class

f1 46.5 46.3 49.95 49.55 65.04 65.97

f1, f2 46 46.5 50.96 50.34 65.63 67.16

f1, f3 48.6 47.7 52.18 52.05 63.98 66.12

f1, f4 45.5 46.1 49.71 50.8 64.9 66.42

f1, f5, f6 46.1 46.3 50.26 49.77 65.18 67.01

f1, f7 60.5 61.2 68.5 68.41 82.48 83.88

f1, f8 46.2 45.6 50.75 50 64.28 66.87

f1, f9 55.7 56 61.93 61.82 77.94 78.36

f1, f2, f7 61.6 61.1 68.48 67.95 82.62 83.28

f1, f2, f9 54.9 55.7 62.03 60.57 77.36 78.36

f1, f7, f9 61.7 61.7 68.47 68.86 83.99 85.37

f1, f2, f7, f9 60.9 61.2 68.93 69.89 85.03 86.57

f1 – f9 61.5 60.5 68.96 68.64 84.57 85.22

Table 2 shows that combination of f7, f9, f10 and combination of all features
(f3 – f10) lead to the best accuracy for 4-class experiment with SVM (62%)
and SVR (62.2%), respectively. 3-class and 2-class classification results reveal
that combination of f7, f9, f10 gives the best accuracy with both SVM and
SVR. We can conclude that, regression on class confidence scores gives a slightly
better performance compared to the classification based solely on discrete labels.
Moreover, by comparing the results in Table 1 and Table 2 we can infer that
replacing the unigram and bigram features with word embedding results in both
slightly better performance and reduced feature dimensionality.
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Table 2. Performances (%) obtained using combinations of word embedding with
various hand-crafted features

Feature SVM SVR SVM SVR SVM SVR

Combinations 4-class 4-class 3-class 3-class 2-class 2-class

f10 47.8 48.4 53.88 54.55 69.08 67.31

f10, f3 49.4 47.4 54.57 54.09 65.94 67.01

f10, f4 47.4 47.6 53.07 53.3 68.01 67.61

f10, f5, f6 47.7 47.6 53.66 53.75 68.63 66.87

f10, f7 61.8 62 70.99 70.11 85.77 86.27

f10, f8 48.5 48.4 54.2 54.77 68.03 66.42

f10, f9 55.4 55.2 63.99 62.61 79.41 79.55

f10, f7, f9 62 62 70.99 71.14 86.05 87.01

f3 – f10 61.7 62.2 69.61 69.43 85 86.42

6 Conclusion

In this study, we employed various features to classify sentiments of Turkish
tweets and we analyzed the effect of using regression on confidence scores of
sentiments. Our main finding is that employing regression on confidence scores
slightly boosts the accuracy, compared to classifying tweets based on their dis-
crete class labels. We also found out that employing word embedding instead of
N-gram features leads to a low-dimensional and better representation of tweets
for sentiment analysis. As future work, we will analyze our method on larger-
length datasets and extract word embedding from sentences and paragraphs.
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Abstract. This paper presents AL-TERp (Arabic Language Translation Edit
Rate - Plus) an extended version of machine translation evaluation metric
TER-Plus that supports Arabic language. This metric takes into accounts some
valuable linguistic features of Arabic like synonyms and stems, and correlates
well with human judgments. Thus, the development of such tool will bring high
benefits to the building of machine translation systems from other languages into
Arabic that its quality remains under the expectations, specifically for evaluation
and optimization tasks.

Keywords: MT evaluation � TER � TER-plus � Arabic MT

1 Introduction

Evaluation in machine translation is a challenging task that determines how much our
system responds to the user requirements in term of translation quality. Apart from
human evaluation, several automatic methods and tools have been developed by the
research community. These methods are based on the comparison of a hypothesis to
translation references, and are precision-oriented, recall-oriented or error-oriented.
BLEU [1], TER [2] and METEOR [3] are the most known and used tools. Other tools
and extensions have been created in order to well correlate with the human judgment
and integrate specificities of target languages.

TER-Plus [4] (notated as TERp henceforth) is a tunable extension of TER that
integrates flexible matching like synonyms, stems, and paraphrases substitutions. TERp
doesn’t support Arabic as a target language for automatic evaluation. We note that
machine translation into Arabic language, especially English-to-Arabic, does not
provide a high quality output in comparison to other closed languages pairs. This low
quality is due among others to the complex morphology of Arabic [5]. Hence, we
believe that adaptation of TERp in order to support Arabic can bring important
improvement to the MT into Arabic because a good evaluation metric has a crucial role
in the comparison of different MT systems’ outputs and in parameters tuning of ours
systems.

In this paper, we present AL-TERp an adaptation of TERp which supports the
Arabic language and is more faithful to the human judgment. The Sect. 2 presents the
metrics TERp, TER, METEOR and AL-BLEU. In the Sect. 3, we describe the
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adaptations brought to TERp in order to support Arabic language. The Sect. 4 reports
results of experiments. The Sect. 5 concludes the paper with brought contributions and
some perspectives of improvement.

2 Related Work

Since the manual evaluation of machine translation results is, practically, not possible
because of its high cost, researchers have designed automatic evaluation metrics trying
to align with the basic evaluation criteria, like adequacy or fluency. We are concerned
in this work, especially, by present the state-of-the-art of the metrics treating the
particularities of morphologically complex languages like Arabic, and representing a
high correlation with human judgment. In the remaining subsections, we present TER
metric and how TERp improves on it. We also discuss METEOR and AL-BLEU
metric dedicated for Arabic.

2.1 TER and TER-plus

For a hypothesis sentence, Translation Edit Rate (TER) is defined as the minimum edit
distance over all references, normalized by the average reference length. These edits
can be: word insertion, word deletion, word substitution and block movement of words
called shifts. In contrast to BLEU, TER is an error measure. So, the lower it scores, the
higher the metric is better.

TERp is an extension of TER aimed to better correlate with human judgment. In
this perspective, TERp improves the metric via, among others, the following mecha-
nisms: (i) TERp uses, in addition to the edit operations of TER, three new relaxing edit
operations: stem matches, synonym matches, and phrases substitutions. (ii) The cost of
each edit is optimized according to human judgments data set.

Stems are identified in TERp by application of Porter stemming algorithm [6], and
synonyms using Wordnet [7]. Phrase substitutions are determined by looking up in a
pre-computed phrases table of phrases and its paraphrases. With the exception of
phrase substitutions, all edit operations used by TERp have fixed cost edits, i.e., the edit
cost does not depend on the used words, and the optimization of its parameters is doing
via a hill-climbing search algorithm [8]. Experiments led by [4] demonstrate that TERp
achieves significant gains in correlation with human judgments over other MT eval-
uation metrics (TER, METEOR, and BLEU).

TERp doesn’t support Arabic given since it does not have an Arabic synonyms
provider, Arabic stemmer and a pre-computed paraphrase table. Also, the edit costs
depend deeply on the evaluated language that is English.

2.2 METEOR and AL-BLEU

To respond to one of the BLEU drawbacks, METEOR introduced a recall in the
calculation of its score. It takes into account, like TERp, flexible matching such as
synonyms, stems and paraphrases. Its score’s calculus formula is much more
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complicated than other metrics. Actually, METEOR doesn’t support Arabic using all of
its features, because we cannot get the word stems with Porter stemmer and synonyms
with the standard Wordnet.

Despite that BLEU is still the most used metric for MT evaluation, it doesn’t take
into account the richness of morphology of some languages like Arabic. To respond to
its shortcomings, Bouamor et al. [9] have developed an extension of BLEU
(AL-BLEU) that extends the exact n-gram matching of BLEU to morphological,
syntactic and lexical levels with optimized partial credits.

AL-BLEU weights are optimized in a hill-climbing search fashion in order to be
well correlated with a human judgments data set. The obtained results show a signif-
icant improvement of AL-BLEU against BLEU and a competitive improvement against
METEOR. Then, the performances realized by AL-BLEU give more confidence in the
ability of automatic MT evaluation metrics improvement by the introduction of lin-
guistic knowledge. Hence, one of the motivations of our work described the following
section.

3 AL-TERp

Aiming to bring into the research community an MT evaluation tool that takes into
account the linguistic specificities of Arabic, to adopt the error-oriented approach and
to correlate better with human judgments, we have adapted TERp tool in order to
support this language – this tool is called henceforth AL-TERp. The main proposed
adaptations are summarized in the following subsections.

3.1 Normalization

The text normalization is a set of pre-processing operations that prepares our inputs to
perform our task which is MT evaluation. We have replaced TERp normalizer by a
handcrafted one dedicated for Arabic language. This component transforms hypothesis
and reference inputs into pre-processed sentences by applying a set of treatments such
as: removing non Arabic tokens and diacritics, standardization and tokenization of
punctuation, converting of Arabic number digits and normalization of some Arabic
characters like Hamza or Alif maqsura.

3.2 Arabic WordNet

The Arabic WordNet (AWN) [10] is a lexical database of the Arabic language fol-
lowing the development process of Princeton English WordNet and Euro WordNet.
Our need in the context of building AL-TERp is to know if two words are synonyms or
not. The available tools don’t provide an integrated API which deal with this
requirement. Thus, we have developed under AWN a layer verifying if two words are
synonyms and to check if a word is a stopword.
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3.3 Stemming

TERp uses Porter stemmer to provide stems of each English word in the reference and
hypothesis sentences. Given that stemmers are language dependent, this stemmer
doesn’t support Arabic language. So, in order to construct our baseline MT evaluation
metric AL-TERp we have picked in the first stage the simplest stemmer of Khoja [11].

3.4 Paraphrase Database

We have used Arabic paraphrases database provided by [12]. Each entry in the para-
phrases database contains a set of features added to the phrase and its paraphrase. In our
case, we use only p(e|f) which is the probability of the paraphrase given the original
phrase (in negative log value) and the reciprocal probability p(f|e).

3.5 Edit Costs Optimization

The principal strength point of TERp is the possibility of optimization of its edit costs
in regard to human judgment datasets. The module of optimization is then adapted to
modify the set of edit costs of the metric in a process of a hill-climbing algorithm trying
to obtain high correlation in terms of Kendall coefficients between AL-TERp scores
and a range ranking given by a human annotator for outputs of a set of MT systems.

4 Experiments and Results

4.1 Data and Performance Criteria

To the best of our knowledge, the unique data set of human judgment of MT into
Arabic has been developed by [9] in the project of creation of AL-BLEU metric.

The data set used in our experiments is composed of 1383 sentences selected from
two subsets: (i) the standard English-Arabic NIST 2005 corpus, commonly used for
MT evaluations and composed of political news stories; and (ii) a small dataset of
translated Wikipedia articles. The corpus contains annotations that assess the quality of
five systems, by ranking their translation candidates from best to worst for each source
sentence in the corpus by two annotators. We have segmented our dataset in two
partitions: the first one of 1000 sentences is used for parameters’ optimization of our
system (OPT), and the remained partition of 383 for testing purpose (TEST).

The optimization algorithm is adapted to take into account our dataset based on MT
systems ranking. Besides, the correlation scores are calculated following the Kendall
tau coefficient [13]. The tau coefficient of Kendall is calculated at the corpus level using
the Fisher transformation [14]. This method allows us to find the average correlation of
a corpus using correlations at the sentence level.
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4.2 Results

The preliminary work required in these experiments is to determine the set of
parameters maximizing the correlation between human ranking of OPT subset and
scores produced by AL-TERp. Afterward, we have carried out for TEST subset a
comparative study of correlations between human judgments and scores obtained by
execution of 5 automatic evaluation metrics: BLEU, AL-BLEU, METEOR, TER and
AL-TERp. METEOR is used in its universal mode but without using paraphrasing,
which would require compiling a paraphrase database using a parallel corpus with
Arabic in one side. The averaged correlations in the dataset level are presented in
Table 1.

4.3 Discussion

We observe a strong improvement of AL-TERp value correlation against all other
metrics even with AL-BLEU which is constructed especially for Arabic language.
Furthermore, the lowest correlation is realized by METEOR which is very likely due to
the using of a version without all its components. BLEU and AL-BLEU correlation are
similar. Also, TER performs better than others metrics and is closer to AL-TERp which
we drive to verify and argue if scores offered by errors-oriented metrics correlate well
with human judgments.

This baseline version of AL-TERp, that uses a surface stemmer of a morphologi-
cally rich language like Arabic and doesn’t introduce other linguistic features, provides
promising results: +11% against AL-BLEU and +6% against TER. These results are
encouraging to improve the metric in order to take into account the specificities of
Arabic language. On other hand, AL-TERp metric’s optimization under large scale
corpora with high quality manual annotation, in the future, can enhance MT evaluation
of Arabic as a target language. Optimization towards a specific type of human judg-
ments like adequacy or fluency is also possible if a specific MT output is desired.

5 Conclusions

We presented AL-TERp which is a baseline metric for Arabic MT error-oriented
evaluation. This metric is optimized via a middle-size human judgment dataset. Per-
formances realized in term of Kendall correlation exceeds by 6% the best one realized
by TER metric.

Table 1. Corpus-level correlation with human rankings (Kendall’s s) for BLEU, ALBLEU,
METEOR, TER and AL-TERp

MT system Kendall’s tau

BLEU 0.2011
AL-BLEU 0.2085
METEOR 0.1782
TER 0.2619
AL-TERp 0.3242
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In our ongoing work, we plan to enhance this metric in order to improve its
performance by introduction of other linguistic features, and increasing of human
judgment correlation by utilization of efficient optimization algorithms. In this per-
spective, we believe that the metric will bring also important benefits for MT systems
tuning and for errors analysis.
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Abstract. Capturing explicit and implicit similarity between texts in
natural language is a critical task in Computational Linguistics applica-
tions. Similarity can be multi-level (word, sentence, paragraph or doc-
ument level), each of which can affect the similarity computation dif-
ferently. Most existing techniques are ill-suited for classical languages
like Sanskrit as it is significantly richer in morphology than English. In
this paper, we present a morphological analysis based approach for com-
puting semantic similarity between short Sanskrit texts. Our technique
considers the constituent words’ semantic properties and their role in
individual sentences within the text, to compute similarity. As all words
do not contribute equally to the semantics of a sentence, an adaptive
scoring algorithm is used for ranking, which performed very well for
Sanskrit sentence pairs of varied complexities.

Keywords: Morphological analysis · Semantic similarity · NLP

1 Introduction

Semantic measures are central elements of a large variety of Natural Language
Processing applications and knowledge-based systems, and have therefore been
subject to intensive and interdisciplinary research efforts during past decades.
The process of semantic similarity measurement evaluates the depth of the
semantic relationship between various constituent entities of the natural lan-
guage under consideration, which is then examined at multiple levels to finally
express the level of similarity numerically, for purposes such as ranking and
scoring.

Sentence-level similarity measures focus on analyzing a word and its asso-
ciation with other words. The semantics of a sentence is determined by the
agents, experiencers, instruments, location, verb etc., used in expressing the
writers intent, which represent different thematic relations. The tense also con-
tributes to the semantics, while prefixes tend to alter the meaning of a word, and
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 162–169, 2017.
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so should also be taken into account. Hence, each word has its own contribution
to the semantics of the sentence, and each contribution is different.

Current methods for capturing semantic similarity are more geared towards
the English language and focus towards Sanskrit is comparatively quite low.
Existing semantic similarity computation methods can be categorized into two
groups - those based on measuring path distance between concepts (dictio-
nary/thesaurus based) and, those which use the information content of a con-
cept (corpus-based). Hybrid methods have also been tried in certain contexts.
Some approaches to determine similarity use a variety of computational models
that implement distributional semantics based techniques like Latent Semantic
Analysis [2] and semantic nets [7], syntax or dependency-based models [9,14],
random indexing and grammar patterns [10].

Recent work in the field of Natural Language Processing for Indian Languages
has attempted to deal with the problem of parsing. Huet et al. [7] applied compu-
tational linguistics techniques to Sanskrit Language. Goyal et al. [3] applied an
analysis using semantic relations and parsing in Sanskrit text for understanding
meaning. Grammar based approach towards the development of language tools
for Sanskrit [1,4,8] are followed due to its well defined grammar. Hellwig et al.
[6] used statistical approaches for building these tools with a small manually
tagged corpus as a boot-strap. Kulkarni et al. [12] followed a combination of
the grammar based approach with statistical evidences to push the most likely
solution to the top. Sanskrit is a classical language with an ancient history. San-
skrit grammar (called Vyakarana) is culminated in Panini’s monumental work
‘Ashtadhyayi’ [11]. To represent Sanskrit text in a machine processable form, a
transliteration scheme called the WX notation [5] was used. Figure 1 illustrates
the notations used in the WX scheme for representing vowels, phonetic sounds
and consonants for the Devanagari script (used to write Sanskrit). The Sanskrit
WordNet [13] is a linked lexical knowledge that captures the synonyms, provides
gloss (an example of usage) which can be used for word sense disambiguation,
and also indicates the category (noun, verb, adverb or adjective context) of
the word. As most Dravidian languages are rooted in Sanskrit, any techniques
developed for Sanskrit can easily be extended to other Indian languages. In this
paper, a system that computes the semantic similarity of two Sanskrit texts by
considering the core properties and surface structure of the Sanskrit language is
presented. The rest of the paper is organized as follows. Section 2 presents the
proposed methodology devised for semantic similarity computation. Section 3
presents the experimental results, followed by conclusion and references.

Fig. 1. The scheme used in WX notation
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Fig. 2. Proposed Methodology

2 Proposed Methodology

The overall methodology designed for processing two Sanskrit sentences seman-
tically for computing their similarity is depicted in Fig. 2. The system takes two
Sanskrit sentences as input in WX notation. The input sentences are parsed to
get the morphological properties. Parsing also involves performing Sandhi split-
ting and also helps in resolving real time ambiguities in the sentences. During
morphological analysis phase, the morphology, i.e. the identification, analysis
and description of the structure of a given languages (Sanskrit) morphemes and
other linguistic units, such as root words, affixes, parts of speech, intonations
and stresses, or implied context is determined. In the fusional language form
of Sanskrit, compound words are likely to occur. During the sandhi splitting
process, a compound word is split into its individual morphemes, which enables
a clear analysis of morphemes in the sentences. The properties of each token
obtained from the morphological analysis are used to create a knowledge base.
This knowledge base stores the details about the agent, object, instrument, loca-
tion, possession etc. of each sentence. Next, the semantics of both the sentences
are compared using the extracted properties stored in the knowledge base. The
Sanskrit WordNet is used at this stage to take care of synonyms. The karaka
relationships in the sentences help in identifying the doer, action, place of action
etc., which gives semantic information of the sentence. Separate scoring algo-
rithms for nouns, verbs are other words are also incorporated, after which the
percentage similarity between the two sentences is computed and displayed.

2.1 Implementation

Parsing: The Sanskrit tools available at The Sanskrit Heritage Site1 were used
for performing morphological analysis and parsing. These tools can resolve the
real time ambiguities as well. The full parser [8] which takes sentences which
contains Sandhis, i.e. compound words, was used for evaluation.

For example, consider two words prawyupakAraH and prawi sahAyam. With-
out a sandhi split, prawyupakAraH, there will not be any match prawi sahAyam
in WordNet. Upon sandhi split, we get prawyupakAraH = prawi + upakAraH.

1 Available at http://sanskrit.inria.fr/.

http://sanskrit.inria.fr/
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Table 1. Word attributes

Property Description

Statement Statement number

Word Morpheme from sentence

Form Noun/Verb/Other word

Gender Male/Female/Neutral

Tense One of the 10 tenses

Case One of the 7 cases

Person First/Second/Third

Number Singular/Dual/Plural

Base form Root/First form

Table 2. Word relations

Property/case Description

Nominative Subject of a verb

Accusative Direct object of a verb

Instrumental Object used to perform
action

Dative Indirect object of a
verb

Ablative Movement from
something

Genitive Possession

Locative Location

Verb Action or Event

Other words Other than
nouns/verbs

sahAyam is a synonym of upakAraH. So now we get prawyupakAraH = prawi +
sahAyam. Now, the system understands that both mean the same and is able to
return a better similarity score. This is why the process of Sandhi split is crucial.

Knowledge Base Creation: During parsing, the morphological properties of
the words are obtained, which are stored as attributes as shown in Table 1. The
root forms or base forms of each word are stored as per their category. If the
word is a noun, it is further categorized into 7 cases (Vibhakti). Verbs can be
found under ‘Verb’ column. If it is neither a noun nor a verb, it is stored in
‘Other Words’ column (Table 2).

Similarity Scoring: Scoring for verbs: Let X = {x1, x2, ...xn} be the set of verb
roots in sentence 1 and Y = {y1, y2, ...ym} be the set of verb roots in sentence
2. Let |X| and |Y | be the size of set X and Y respectively. Let the synsets of a
word be stored in a set S. Let SV[m] be an array to store the score initialized
to 0. The proposed scoring mechanism gives more weight to the root (which
determines the action) followed by the tense. Since the Person and Number is
also determined by the noun, it is given lesser weight in verb scoring part. It
is observed that when multiple attributes match, the similarity is more due to
the dependency between the word attributes. So, a component floor(count/2)
is added to the score at the end. Algorithm 1 illustrates the process of scoring
verbs.
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Algorithm 1. Scoring Verbs
for each xi , i from 1 to n do

S = Synonyms of xi;
for each yj, j from 1 to m do

score = count = 0;
if (yj in S) then

score = score + 4;
count + +;
if (Tense matches) then

score = score + 2;
count + +;

end
if (Number matches) then

score = score + 1;
count + +;

end
if (Person matches) then

score = score + 1;
count + +;

end
score = score + floor(count/2);
if (score > SV [j]) then

SV [j] = score;
end

end
end

end
Vscore =

∑m
i=1 (SV [i]);

Vscoremax
= (10 * max(|X|, |Y |));

Scoring Nouns of a Particular Vibhakti: Like in the case of verbs let X and Y be
the set of nouns (of a particular case in its base form) of sentence 1 and sentence
2 respectively. SN [m] be an array to store the score. A score of 5 is given in case
the root matches and a score of 2 in case the number matches. Like in the case
of verb a component floor(count/2) is added to the score, where Nscore =

∑m
i=1

(SN [i]) and Nscoremax = (8 * max(|X|, |Y |)).
Scoring of Other Words: Let X and Y be the set of other words in sentence 1 and
sentence 2 respectively. SO[m] be an array to store the score. For other words,
we give a score of 5 if the exact same word (or its synonym) is present in both
the sentences. Accordingly, we get Oscore =

∑m
i=1 (SO[i]) and Oscoremax

= (5 *
max(|X|, |Y |)). Overall similarity score between the two sentences is given by,

(Vscore + Nscore + Oscore)
(Vscoremax + Nscoremax + Oscoremax)

∗ 100 (1)

where, Vscore, Nscore and Oscore is the total verb, noun and other word score
respectively. Vscoremax

, Nscoremax
and Oscoremax

are the maximum verb, noun
and other-word scores respectively.

3 Experimental Results

To evaluate the effectiveness of the proposed approach for similarity measure-
ment, sentence pairs of various complexity levels were used. These were con-
sidered as different testcases, categorized into classes of successively increasing
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complexity. Six such levels were considered and for each testcase, sentence pairs
which were perfectly similar, partially similar and perfectly dissimilar were used
to assess the similarity score calculation performance and accuracy. A total of
180 sentence pairs (30 of each level) were used for the evaluation. Table 3 shows
the accuracy of the proposed system for all class of sentences.

Table 3. Experimental results for all the levels of sentences

Level Class Sentence type Correct Incorrect Avg. accuracy

Level 1 Noun+verb Perfectly similar 10 0 96.66%

Partially similar 9 1

Dissimilar 10 0

Level 2 Actor+object+verb Perfectly similar 10 0 93.33%

Partially similar 9 1

Dissimilar 9 1

Level 3 Prefixes Perfectly similar 9 1 90%

Partially similar 9 1

Dissimilar 9 1

Level 4 Active and passive voice Perfectly similar 8 2 83.33%

Partially similar 9 1

Dissimilar 8 2

Level 5 Complex - 1 Perfectly similar 7 3 80%

Partially similar 9 1

Dissimilar 8 2

Level 6 Complex - 2 Perfectly similar 7 3 80%

Partially similar 9 1

Dissimilar 8 2

Overall Accuracy 87.22%

As an example, consider a sentence pair which has more than one noun or
verb. These can categorized as level 5 based on its complexity.

1. rAmaH sIwayA saha vipinam acalaw (Rama went to forest with Sita)
2. rAmaH vanam calawi (Rama goes to forest)

In these sentences, the actor is ‘Rama’, the act is ‘to go’ and the destination
is ‘forest’ (vipinam, vanam). Sentence 1 is in past tense while sentence 2 is in
present tense. Also in sentence 1, the actor ‘Rama’ is accompanied by ‘Sita’
to forest. Due to this, the system computed similarity score can be considered
appropriate at 66%.

It can be seen that the proposed approach was quite effective and was able
to handle increasing levels of complexity in Sanskrit sentences very well. The
overall accuracy of the system considering all the six levels was about 87.22%.
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4 Conclusion and Future Work

A morphological analysis based technique for measuring semantic similarity
between two Sanskrit sentences of varied morphological characteristics was dis-
cussed in this paper. The latent properties of words in a sentence are captured
and used by the scoring algorithm, that associates different weights to various
components of the sentence. Cases like active/passive voice, prefixes and words
other than noun/verb that contribute to semantics to some extent were also
addressed. Experimental evaluation showed that our approach works very well
for sentence pairs of varying complexity levels. For improving our model further,
we intend to apply the Word2Vec model to capture other related words in addi-
tion to synsets obtained from WordNet. The model could be further enhanced
by addressing compound sentence similarity and also by extending support to
other Dravidian languages.
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Abstract. In the Arabic-speaking world, textual productions on social networks
are often informal and generally characterized by the use of various dialects,
which can be transcribed in Latin or Arabic characters. More specifically,
electronic writing in Tunisia is characterized in large part by a mixture of
Tunisian dialect with other languages and by a margin of individualization
giving users the freedom to write without depending on orthographic or
grammatical constraints. In this work, we address the problem of the automatic
Tunisian dialect identification within the electronic writings that are produced on
social networks using the Latin alphabet. We propose to study and experiment
two different identification approaches. Our experiments show that the best
performance is obtained using a machine learning based approach using Support
Vector Machines.

Keywords: Language identification � Tunisian dialect � Informal text � Social
web � N-grams � Machine learning � SVM � Natural language processing

1 Introduction

Language identification consists in automatically assigning a language to a textual unit,
supposed to be monolingual [1]. The problem has been dealt with several years ago,
and numerous identification approaches have been proposed in the literature. The
problem is considered as relatively well solved when dealing with long and well written
texts, especially in European languages. However, new challenges have emerged with
short and informal textual contents that are widespread on the social web [2, 3]. These
productions are indeed, characterized by an informal writing that does not conform to
particular spelling rules and may combine linguistic productions from different origins.
This is, for example, the case of the Arabic dialects that are widely used in Arabic
social networks and which differ in a significant way from the MSA (Modern Standard
Arabic). Indeed, dialectal textual productions include several linguistic phenomena,
such as the use of both Arabic and Latin writing systems, the use of digits, abbrevi-
ations. But above all, they may be multilingual, including words from different other
languages, mainly, English and French, depending on the historical and geographical
nature of the countries.
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In this paper, we focus on the Tunisian dialect (TD). We address in particular, the
problem of its automatic identification within the electronic writings that are produced
on social networks, using the Latin alphabet, since these informal textual productions
tend to be highly multilingual, generally composed of a mixture of TD and other
languages. This identification step can be, very useful for the automatic construction of
TD linguistic resources and is, even crucial for various applications such as topic
detection and tracking on social web, opinion mining and sentiment analysis, machine
translation, etc.

In this work, we are concerned with short textual messages transcribed in the Latin
alphabet and TD identification is performed at a word level. Our purpose is to auto-
matically categorize a given word as a TD or a non TD word. To this end, we propose to
study and experiment two different TD identification approaches based on N-gram
language modeling: the first uses the “Cumulative Frequency Addition”method, and the
second is a machine learning based approach, using Support Vector Machines (SVMs).

2 Related Work

Several works have focused on the automatic language identification and proposed
various solution approaches. In [4], we distinguish three main families of approaches in
the language identification: linguistic approaches, statistical and probabilistic approa-
ches, and approaches based on general classification methods (neural networks, SVM,
etc.). The linguistic approaches are generally based on a linguistic knowledge which is
defined beforehand [5–7]. Statistical and probabilistic approaches use large corpora of
texts for each language, in order to detect some of its formal regularities using sta-
tistical or probabilistic models [8–10]. Several works have used models based on
N-grams for the language identification of written texts [2, 11, 12]. Classification
methods using machine learning algorithms were also used to identify languages such
as Naive Bayes [3], SVM [4, 13], Neural Networks [14], and CRF [15].

With regard to the identification works on Arabic dialects, Cotterell and
Callison-burch [16], exploited the comments written by the readers of several Arabic
online newspapers to realize an identification system, distinguishing Arabic dialects
from each other, and based on an N-gram extraction method with the combination of
the two learning algorithms: SVM and the Naive Bayes classifier. The research carried
out by Darwish et al. [17], was specifically focused on the Egyptian dialect in order to
distinguish it from the MSA, by exploiting some of its specific linguistic (lexical,
morphological, phonological and syntactic) features. Fewer works have been carried
out on the identification of the Tunisian dialect, among which we can cite [18] who
focused on automatically identifying the messages extracted from the social web by
using a lexicon-based approach in order to distinguish the Tunisian dialect written text.
Another work was proposed by Hassoun and Belhadj [19] who resorted to an N-gram
method to perform a language identification in order to categorize three languages
(Tunisian Arabish1, French and English).

1 Arabic dialect written with Latin alphabet.
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3 Tunisian Dialect Identification

3.1 TD Identification Using N-Gram Based Cumulative Frequency
Addition

The first approach for automatically identifying TD words we are proposing to
experiment uses a simple and fast method which is the N-gram based Cumulative
Frequency Addition method, proposed in [12]. We propose to apply this method to a
word-level identification of TD, in order to build a system able to decide if an input
word is a TD word or not. For this purpose, we use a pre-established corpus that is
extracted from real world social web textual messages and formed by TD and non TD
words transcribed in the Latin alphabet. N-grams of characters are extracted from each
word belonging to this corpus. The N-gram proposed model can be defined as follows:

• T: a training corpus composed by a list of words manually annotated by a Tunisian
annotator. Each word is assigned the corresponding language (TD/ Non TD).

• TDNgrams: set of non-redundant N-grams, extracted from TD words of T, with
their occurrence frequency.

• NTDNgrams: set of non-redundant N-grams, extracted from Non TD words of the
corpus T, with their occurrence frequency.

• w: input word to be identified. w is represented by a set of N-grams.

To identify the word w language, our system computes for each N-gram in w, its
internal frequency in the TD and Non TD language. The internal frequency of a given
N-gram in a given language, is obtained by dividing its frequency by the sum of the
frequencies of all N-grams of the considered language. The cumulative sum of internal
frequencies of the N-grams contained in the word w is then calculated in both TD and
Non TD languages. The language of the word w is thus, identified by comparing the
two obtained sums and choosing the language with the maximal sum.

3.2 TD Identification Using Support Vector Machines

Support Vector Machines [20] are commonly used for classification problems. They are
in particular, largely used for text classification, for which they seem to be well adapted
[21, 22]. In this work and in order to automatically identify the romanized Tunisian
dialect, we propose, a binary SVM classification model based on N-grams, that clas-
sifies each new input word, into two potential classes: +1 (TD word); −1 (Non TD
word). In this model, the different N-grams extracted from the training corpus are
considered as features describing a given word. Indeed, each word is represented by a
vector V of N-grams, whose dimension corresponds to the size of the total list of
distinct corpus N-grams. Each element fi of the vector V consists of a value associated
to the ith N-gram, describing its occurrence in the considered word. A given word w is
thus, represented by a vector V = (f1, f2, …, fn), where:

n is the total number of the corpus N-grams,

fi is a value associated to the ith feature (ith N-gram) for the word w. We propose to
consider and combine 3 potential values for fi.
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f1i: occurrence frequency of the N-gram in w.
f2i: N-gram location in w (at the beginningin the middle, at the end).
f3i: the existence of one or more digits in the N-gram.

Considering these features, in the learning phase, the classification algorithm learns
and constructs a model for predicting classes to assign to new input words in the test
phase. We experimented different combinations of feature values (f1, f2, f3) in order to
seek the best performance reached by our system, using the SVMPerf2 tool. Experi-
ments and results are presented in the next section.

4 Experiments and Results

To experiment the two proposed models in the previous section, we used the TD corpus
constructed by [18] consisting in a set of user-generated TD messages, extracted from
social web (mainly, Facebook Tunisian pages). We annotated a portion of this corpus
by associating with each word its corresponding tag: “TD” for the words belonging to
the Tunisian dialect, and “NTD” for the foreign words. The annotated data was then
randomly split into a training set (85%) and a test set (15%). The characteristics of the
used corpora are described in Table 1.

Results obtained from the conducted experimentations to test the two proposed TD
identification approaches, are reported in the following Table 2 in terms of accuracy,
recall, precision and F-measure.

Table 1. Used corpus description

Corpus % #Total words

Global 100% 86,940
Training 85% 73,899
Test 15% 13,041

Table 2. Performance measures

N-gram Accuracy Recall Precision F-measure

N-gram CSIF 1-gram 77.09% 68.71% 70.58% 69.63%
2-gram 84.34% 75.26% 86.30% 80.40%
3-gram 90.22% 84.08% 90.96% 87.38%

SVM f3 1-gram 87.03% 88.96% 76.97% 82.53%
f2 * f3 2-gram 90.57% 91.12% 83.70% 87.25%
f1 * f2 * f3 3-gram 93.57% 86.04% 95.05% 90.32%

2 https://www.cs.cornell.edu/people/tj/svm_light/svm_perf.html.
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The results reported in Table 2 show that, for both proposed identification
approaches, 3-gram based models lead to a significantly better performance than those
obtained using 1-gram and 2-gram models.

As can be seen from this table, all the obtained results with the SVM classifier are
generally better than those obtained with the first classification approach. According to
the conducted experiments, the most performant TD identification model is the 3-gram
based SVM model combining together the three features f1 (N-gram frequency), f2
(N-gram location) and f3 (digits presence in N-gram), with an accuracy reaching
93.57% and an F-measure exceeding 90%.

5 Conclusion

This work addresses the problem of Tunisian dialect automatic identification. We have
focused in particular, on the Romanized electronic written form of TD, since it is the
most used on the social web. We proposed to implement and experiment two N-gram
based approaches. The first approach uses a simple and fast identification method based
on cumulative N-gram frequency addition. The second one uses an SVM classifier. Our
experiments show that SVMs perform better regardless the size of N-grams, reaching
93.6% of classification accuracy with a 3-gram based model.

We consider this work as a preliminary study of the Tunisian dialect identification
that needs to be extended and enhanced. Indeed, we plan to carry on more experiments
using N-gram models with N > 3. Other identification approaches using different
machine learning techniques may be experimented for the case of TD identification.
We aim in particular, experimenting with approaches based on sequential labeling
techniques (such as MEMM, CRF, etc.), in order to classify words within a text, into
TD vs. non TD language, taking into account their context.

In a next step, we wish to move to the study of a more challenging task which is the
automatic identification of the Arabic transcribed written form of TD. This task pre-
sents important difficulties mainly due to the high overlapping between TD and MSA
(Modern Standard Arabic) languages [18], and will require identification approaches
able to resolve the ambiguity of common words according to their context of use.

References

1. Jalam, R.: Apprentisage Automatique et Catégorisation de Textes Multilingues. Ph.D. thesis,
Université Lumière, Lyon (2003)

2. Tromp, E., Pechenizkiy, M.: Graph-based n-gram language identification on short texts. In:
Proceedings of the 20th Machine Learning conference of Belgium and The Netherlands, The
Hague (2011)

3. Winkelmolen, F., Mascardi, V.: Statistical language identification of short texts. In:
Proceedings of the 3rd International Conference on Agents and Artificial Intelligence, Rome
(2011)

174 C. Aridhi et al.



4. Jalam, R., Teytaud, O.: Simplified Identification de la Langue et Catégorisation de Textes
basées sur les N-grams. In: Journées Francophones d’ extraction et de gestion de
connaissances, Montpellier (2002)

5. Dunning, T.: Statistical identification of language. In: Computing Research Laboratory
Technical Memo MCCS 94–273, New Mexico State University, New Mexico (1994)

6. Giguet, E.: Méthode pour l’analyse automatique de structures formelles sur documents
multilingues. Ph.D. thesis, Université de Caen, Normandy (1998)

7. Lins, R.D., Gonçalves, P.: Automatic language identification of written texts. In:
Proceedings of the 2004 ACM Symposium on Applied Computing, Nicosia (2004)

8. Souter, C., Churcher, G., Hayes, J., Hughes, J., Johnson, S.: Natural language identification
using corpus-based models. Hermes - J. Lang. Commun. Bus. 13, 183–203 (1994)

9. Martino, M.J., Paulsen, R.C.: Natural language determination using partial words. Google
Patents (2001)

10. Grefenstette, G.: Comparing two language identification schemes. In: Proceedings of the 3rd
International Conference on the Statistical Analysis of Textual Data (JADT 1995), Rome
(1995)

11. Cavnar, W.B., Trenkle, J.M.: n-Gram-based text categorization. In: Proceedings of
SDAIR-94, 3rd Annual Symposium on Document Analysis and Information Retrieval,
Las Vegas (1994)

12. Ahmed, B., Cha, S.H., Tappert. C.: Language identification from text using n-Gram based
cumulative frequency addition. In: Proceedings of Student/Faculty Research Day, CSIS,
New York (2004)

13. Bhargava, A., Kondrak, G.: Language identification of names with SVMs. In: Proceedings
of HLT 2010 Human Language Technologies: The 2010 Annual Conference of the North
American Chapter of the Association for Computational Linguistics, California (2010)

14. Simões, A., Almeida, J.J., Byers, S.D.: Language identification: a neural network approach.
In: 3rd Symposium on Languages, Applications and Technologies (SLATE 2014), Bragança
(2014)

15. Chittaranjan, G., Vyas, Y., Bali, K., Choudhury, M.: Word-level language identification
using CRF: code-switching shared task report of MSR India system. In: Proceedings of the
First Workshop on Computational Approaches to Code Switching, Doha (2014)

16. Cotterell, R., Callison-Burch, C.: A multi-dialect, multi-genre corpus of informal written
Arabic. In: 9th International Conference on Language Resources and Evaluation, Reykjavik,
pp. 241–245 (2014)

17. Darwish, K., Sajjad, H., Mubarak, H.: Verifiably effective Arabic dialect identification. In:
Proceedings of the 2014 Conference on Empirical Methods in Natural Language Processing
(EMNLP), Doha (2014)

18. Younes, J., Achour, H., Souissi, E.: Constructing linguistic resources for the Tunisian dialect
using textual user-generated contents on the social web. In: Daniel, F., Diaz, O. (eds.)
Current Trends in Web Engineering: 15th International Conference, ICWE 2015
Work-shops, (NLPIT), Rotterdam (2015)

19. Hassoun, M., Belhadj, S.: Les nouveaux défis du TAL Exploration des médias sociaux pour
l’analyse des sentiments: Cas de l’Arabish. In: Actes du colloque de Ghardaïa (2014)

20. Cortes, C., Vapnik, V.: Support-vector networks. Mach. Learn. 20, 273–297 (1995)
21. Vinot, R., Grabar, N., Valette, M.: Application d’algorithmes de classification automatique

pour la détection des contenus racistes sur l’Internet. In: Proceedings of the 10th Annual
Conference on Natural Language Processing TALN, Batz-sur-Mer (2003)

22. Joachims, T.: Text categorization with support vector machines. In: Proceedings of the 10th
European Conference on Machine Learning, Chemnitz (1998)

Word-Level Identification of Romanized Tunisian Dialect 175



Named Entity Recognition in Turkish:
Approaches and Issues
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1 Gazi University, Ankara, Turkey
{dogan.kucuk,nursal}@gazi.edu.tr
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Abstract. In this paper, we provide a review of the literature
on named entity recognition in Turkish together with pointers to
related open research problems. Unlike well-studied languages such as
English and Spanish; Turkish is an agglutinative, morphologically-
rich, and non-configurational language with limited language processing
resources, tools, data sets, and guidelines. Hence, we believe that this
paper will serve as a significant reference for computational linguists
working on Turkish, those working on languages with similar structural
characteristics to Turkish, and also for those working on resource-scarce
languages.
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1 Introduction

Named entity recognition (NER) is defined as the task of extracting and classify-
ing the names of people, locations, and organizations (so-called the basic named
entity types or PLOs) in addition to other significant names in natural language
texts [15]. With the recent advent of research topics like opinion mining and
social network analysis, other named entity types like product and brand names
have gained interest, and informal text types like micro-blog texts have started
to replace well-studied formal text types like news articles as the target domain
of NER research.

In this paper, we present a review of the literature on NER in Turkish. We also
elaborate outstanding issues which basically hinder NER research in Turkish.
Turkish is an agglutinative and non-configurational language from the Turkic
language family and is structurally different from well-studied languages like
English and Spanish. Considering natural language processing (NLP) research
on Turkish, there are limited publicly available resources, tools, and data sets,
which applies to the NER research as well. Therefore, we believe that this review
paper will be an important reference for NER researchers working on Turkish,
for those working on structurally-similar languages, and also for those studying
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resource-scarce languages. The rest of the paper is organized as follows: Sect. 2
presents an overview of the writing rules governing the basic named entities in
Turkish texts and related phenomena. In Sect. 3, a review of the literature on
NER in Turkish is provided. Section 4 presents a list of open research issues
regarding NER in Turkish, and finally Sect. 5 concludes the paper.

2 Named Entities in Turkish

The main rules governing named entities of type person, location, and organiza-
tion names in Turkish are provided below [4]:

– The initial letters of all tokens of the named entities are capitalized. Examples
include Orhan Pamuk (a person name), Kuzey İrlanda (‘Northern Ireland ’),
and Boğaziçi Üniversitesi (‘Boğaziçi University ’).

– The sequence of inflectional suffixes added at the ends of the named entities
are separated from them with an apostrophe, like the ablative case marker
(-dan) added to the end of the city name in Ankara’dan (‘from Ankara’) [4].

Significant named entity-related phenomena in Turkish are listed below where
several of these apply to named entities in other languages as well.

– Prevalent person names in Turkish are homonymous to common names which
makes their recognition difficult [8]. Example names which can be used as fore-
names or surnames include Barış (‘peace’), Onur (‘honour ’), Deniz (‘sea’).

– In social media texts such as tweets, unlike formal texts, the following pecu-
liarities exist [7,10]:
• The capitalization rule and the use of apostrophes in named entities are

often neglected.
• The named entities are modified to stress or show affection. Contracted

forms and neologisms are common, in addition to instances of hypocorism
which are rare in formal texts.

• Turkish characters with diacritics (ç, ğ, ı, ö, ş, ü) are often replaced with
their non-accentuated versions (c, g, i, o, s, u) in names.

3 A Review of Named Entity Recognition Studies

To the best of our knowledge, in the first study presenting NER results on Turk-
ish texts, a language-independent NER algorithm is described which employs
a bootstrapping approach with contextual and morphological patterns, and the
trie data structure [1]. It achieves an F-Measure of 53.04% on a Turkish data set
with 203 entities while the corresponding results for English, Greek, Hindi, and
Romanian are 54.30%, 55.32%, 41.70%, and 70.47%, respectively [1].

In [21], a statistical name tagger, based on Hidden Markov Models (HMMs),
that extracts PLOs in Turkish is presented. The system is trained and evaluated
on news article data sets where the raw texts of the sets are from METU Turkish
Corpus [17] (henceforth referred to as MTC). Their training and test data sets
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include 37,277 and 2,197 named entities, respectively, and the best performance
of this system is 91.56% in F-Measure [21].

In [11], a rule based named entity recognizer is described which targets at
PLOs and date/time and money/percent expressions, basically following the
specifications of the Message Understanding Conference (MUC) series [5]. It is
mainly proposed for news articles and is based on a set of lexical resources and
patterns bases. It achieves an F-Measure of 78.7% on news articles (from MTC),
69.3% on child stories, and 55.3% on historical texts, where these data sets have
1,591, 1,028, and 1,132 entities, respectively. Since the recognizer is engineered
for news articles, it achieves lower performance rates on the other text genres,
suffering from the porting problem [11]. In a recent study [9], the named entity
annotations on the news article set are revised and made publicly available.

A hybrid successor to this rule-based recognizer [11] is presented in [13].
The hybrid system has a simplistic learning module which memorizes common
named entities in annotated corpora and adds them to the lexical resources of the
recognizer. It performs better than its predecessor and is evaluated on a financial
news article corpus in addition to a larger news data set compiled again from
MTC, and on the aforementioned child stories and historical text sets [13].

This hybrid recognizer [13] is used within a semantic news video indexing and
retrieval system, where the extracted entities are utilized as semantic annota-
tions for videos [12]. In this system, the recognizer is evaluated on automatically
extracted (noisy) video texts (with a word-error-rate of 8.93%) and manually-
transcribed video texts. The F-Measure rates on these noisy and clean texts are
82.78% and 87.93%, respectively [12].

An automatic rule learning approach for the recognizing PLOs and date/
time expressions is presented in [19]. The approach generates recognition rules
utilizing a rule learning strategy based on inductive logic programming. It is
evaluated on a set of terrorism-related news articles of about 54,500 tokens and
5,692 annotated entities. The system attains an F-Measure of 91.08% using 10-
fold cross validation [19].

There are several studies that use conditional random fields (CRFs) for NER
in Turkish [16,18,22], all of which consider only PLOs. In the most recent of
these studies [18], the CRF-based approach is reported to achieve a performance
rate of 95% in terms of the MUC-style F-Measure formula and 92% in terms of
CoNLL F-Measure formula. This approach makes use of morphological features
and gazetteers. The HMM-based system [21] and two CRF-based systems [18,22]
use the same training and test sets which make their results comparable.

In [14], the authors test the use of association measures like point-wise mutual
information and mutual dependency in addition to their new association mea-
sure proposal to extract named entities comprising two words. They provide
discussions on the convenience of these measures with their evaluations [14].

In [6], it is shown that Wikipedia article titles can be used as lexical resources
for NER in Turkish. A subset of the titles is first annotated as PLOs and next,
the remaining titles are classified into these types using the k-nearest neighbor
algorithm [6]. In another study [8], Java Wikipedia Library (JWPL) [23] and
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Wikipedia’s category structure are exploited to compile a list of about 55,000
person names in Turkish and a high-precision person name extraction system is
built using this list.

More recently, tweets are considered as the target text genre for NER in
Turkish. The CRF-based NER system [18] is evaluated on a number of informal
texts including tweets [2] where the best performance that the system achieved
on tweets is 19.28% using the CoNLL F-Measure metric. In [7], a tweet data set
in Turkish is presented where PLOs, and date, time, money, percent expressions
are annotated in addition to movie/song names, and the annotations are made
publicly available. In [10], the rule-based recognizer [11] is tested on the two tweet
sets in [2,7] and the performance results are lower compared to the results on
news articles. To tailor the recognizer to tweets: (i) the capitalization constraint
is relaxed, (ii) the lexical resources are expanded based on diacritics, (iii) tweets
are normalized [10]. Lastly, a CRF-based approach is used for NER on Turkish
tweets in [3], similar to [2].

In Tables 1 and 2, we provide the classifications of the reviewed studies with
respect to their approaches and the types of test data sets, respectively.

Table 1. The Breakdown of the studies with respect to the employed approaches

Approach Studies

CRFs [2,3,16,18,22]

Gazetteer-learning (with kNN) [6]

HMMs [21]

Hybrid [13]

Rule-based [7,8,10,11]

Rule-learning [19]

Using association measures [14]

Table 2. The Breakdown of the studies with respect to the types of the test sets

Type(s) of the test data set(s) Studies

Generic news only [14,18,21,22]

Terrorism-related news only [19]

Tweets only [3,7,10]

E-mail texts only [16]

Generic news + tweets [7]

Transcribed text + tweets + online forum texts [2]

Generic news + financial news + historical texts [6]

Generic news + financial news + historical texts + child stories [11]

Generic news + financial news + historical texts + tweets [8]

Generic news + financial news + historical texts + child stories +
video speech transcriptions

[13]
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4 Outstanding Issues

In order to make objective comparisons of different proposals, annotated data
sets should ideally be publicly available. Though some comparison results are
given in different studies, comparisons of the same two systems on different data
sets may lead to contradictory results in different studies (see [6,18]). To the best
of our knowledge, there are only two studies that describe publicly available
annotated corpora for NER in Turkish: the first study presents an annotated
tweet corpus [7], and the second study presents an annotated news corpus [9].

A second related issue is the standardization of the annotation guidelines to
be used when creating the data sets. There are different approaches employed
by different studies regarding this issue. For instance, in [11] MUC’s SGML tags
are used both to create the annotated sets and to format the system output.
In [3,18], IOB2 scheme [20] is used to format the output. On the other hand,
some systems consider the apostrophes and the sequence of suffixes attached
to named entities as part of these entities while others like [6,11] exclude the
suffixes during annotation.

Lastly, there is a need for diversity of the text genres targeted by the NER
systems. Most of the systems are proposed for news articles while several of them
are tested on other text types as well (see Table 2). In order to extend the scope
of these systems, data sets from other domains, like the humanities archives and
medical texts, can be considered.

5 Conclusion

In this paper, we present a review of the literature on NER in Turkish which is an
agglutinative and non-configurational language. The approaches of the related
studies include rule-based, machine learning-based, and hybrid ones. We have
also discussed the related issues including the scarcity of publicly available data
sets, and the need for diversity of the data sets and for the standardization of
the annotation guidelines. This paper will hopefully help promote NER research
in Turkish as well as in structurally similar and resource-scarce languages.
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Abstract. In order to enable or facilitate online communication for peo-
ple with Intellectual Disabilities, the Text-to-Pictograph translation sys-
tem automatically translates Dutch written text into a series of Sclera or
Beta pictographs. The baseline system presents the reader with a more or
less verbatim pictograph-per-word translation. As a result, long and com-
plex input sentences lead to long and complex pictograph translations,
leaving the end users confused and distracted. To overcome these prob-
lems, we developed a rule-based simplification system for Dutch Text-to-
Pictograph translation. Our evaluations show a large improvement over
the baseline.

Keywords: Syntactic simplification · Text-to-Pictograph translation ·
Augmented and alternative communication · Social media

1 Introduction

In today’s digital age, it is challenging for people with Intellectual Disabilities
(ID) to partake in online activities such as email, chat, and social media websites.
Not being able to access or use information technology is a major form of social
exclusion. There is a need for digital communication interfaces that enable people
with ID to contact one another.

Vandeghinste et al. [1] developed a Text-to-Pictograph translation system
for the WAI-NOT1 communication platform. WAI-NOT is a Flemish non-profit
organisation that gives people with communication disabilities the opportunity
to familiarise themselves with the Internet. Their safe website environment offers
an email client that makes use of the Dutch pictograph translation solutions. The
Text-to-Pictograph translation system automatically augments written text with
Beta2 or Sclera3 pictographs. It is primarily conceived to improve the compre-
hension of textual content.
1 http://www.wai-not.be/.
2 https://www.betasymbols.com/.
3 http://www.sclera.be/.
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The baseline Text-to-Pictograph translation system presents the reader with
an almost verbatim pictograph-per-content word translation and it does not
use any deep syntactic knowledge during pre-processing. Hands-on sessions with
our users revealed that the pictograph translations would often be too difficult
to understand.4 For instance, participants were quick to notice that long and
complex input sentences resulted in long and complex pictograph translations.

Section 2 presents an overview of related work on the topic of syntactic sim-
plification methods for natural languages. Section 3 discusses our objectives for
pictograph simplification. Section 4 introduces the simplification module. This
module can be activated optionally by the user if deemed necessary. The results
of our evaluations are presented in Sect. 5. Section 6 concludes.

2 Status Quaestionis

Text simplification is the process of reducing the linguistic complexity of a text,
while still retaining the original information content and meaning of the text
[2]. There are two types of simplification. Lexical simplification is concerned
with the substitution of difficult or uncommon words or expressions by simpler
synonyms. Syntactic simplification is concerned with the simplification of long
and complicated sentences into equivalent simpler ones [3]. Since our system
already uses pictographs as a means to support lexical items, we will focus on
syntactic simplification. Note that, while syntactic simplification for pictograph
translation has not yet been explored in the literature, there are some very strong
similarities to be found with simplification for less resourced languages.

Various approaches toward automatic text simplification have been proposed:
rule-based systems, Machine Translation approaches, and compression methods.

Chandrasekar et al. [4] were the first to explore rule-based methods to
automatically transform long and complicated sentences into simpler sentences,
with the objective of reducing sentence length as a pre-processing step for Nat-
ural Language Processing applications. Early simplification systems had to make
disambiguation decisions without using parsers, and therefore raised more issues
than they addressed [5]. Carroll et al. [6] use a probabilistic bottom-up parser
for analysing complex input sentences, and handcrafted rules for the transfor-
mation stage. However, the system only manages to simplify two constructs,
namely coordinated clauses and the passive voice. The PorSimples simplifica-
tion system for Brazilian Portuguese-speaking people with low literacy skills [7]
comprises seven operations and manages to simplify a total of 22 syntactic con-
structs, including sentence splitting, transformation into active voice, Subject-
Verb-Object ordering, and changing the discourse markers. The bottleneck of
this system, however, is the time needed to simplify sentences. Bott et al. [8]
opt for a hybrid approach which largely relies on rule-based components. Their
4 Note that our users were already familiar with (at least one of) the pictograph sets.
Beta and Sclera pictographs are often used in schools, daycare centres, and sheltered
workshops in Belgium, primarily to depict activities or the daily menu on printed
schedules, or to provide step-by-step instructions for people with ID.
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system covers the splitting of relative clauses, coordinated clauses, and partici-
ple constructions. Siddharthan [5] notes that hand-crafted systems are limited
in scope to lexical simplification, but adds that syntactic rules can indeed suc-
cessfully be written by hand.

The monolingual Machine Translation (MT) approach to syntactic
simplification is a two-stage process. The first step is alignment of the source
and target sentences, resulting in a phrase table that contains aligned sequences
of words in the source and target language, along with probabilities. The second
step is decoding. Siddharthan [2] notes that phrase-based MT can only perform
a small set of simplification operations, such as lexical substitution and simple
paraphrases. They are not well suited for reordering or splitting operations.

Sentence compression is a research area that aims to shorten sentences,
thus focussing on deletion operations, for the purpose of summarising. In this
framework, transformation rules are learned from parsed corpora of sentences,
which are aligned with their manually compressed versions [9]. A notable exam-
ple of sentence compression for Dutch are the systems described by Daelemans
et al. [10] and Vandeghinste and Pan [11]. Interestingly, to our knowledge, these
are also the only systems that have ever been developed for the simplification
(or, in this case, compression) of Dutch. They were developed in order to auto-
matically produce subtitles for television programmes on the basis of written
transcripts.

While most of the methods described above certainly have many merits, not
all of them are appropriate for the task of translating Dutch sentences into sim-
plified pictograph sequences. MT methods require parallel data. The corpus that
we need for our simplification task would have to consist of Dutch sentences (or
their pictograph translations) on the source language side, and simplified Dutch
sentences (or their pictograph translations) on the target language side. Not
only does such a corpus, to our knowledge, not exist,5 this approach would not
be effective if we want to learn real, strong simplifications, like those performed
with the specific needs of our target population in mind. Problems like splitting,
for instance, require very complex copying operations.

Rule-based simplification systems, on the other hand, do not necessarily
require parallel data, which makes them more suitable for our task. Without
syntactic parsers, hand-crafted systems are not able to deal with the richness of
natural languages. Today, this argument does not apply anymore. We opt for a
hand-crafted simplification system that makes use of syntactic parsing.

3 Objectives

Based on the problems that our users experience when using the Text-to-
Pictograph translation system and a number of guidelines, such as the checklist
of Klare Taal “Clear Language” for user-adapted communication,6 we made a
5 With the exception of a corpus for sentence compression for Dutch subtitles [9].
However, as we already remarked, compression is not the same as simplification,
and this corpus was not developed for people with Intellectual Disabilities.

6 www.klaretaalrendeert.be/files/Checklist%20duidelijk%20geschreven%20taal.pdf.

www.klaretaalrendeert.be/files/Checklist%20duidelijk%20geschreven%20taal.pdf
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Table 1. Syntactic phenomena to be treated by the syntactic simplification module
for pictograph translation.

Phenomenon Operations

(a) Coordinated sentence - Split into two or multiple sentences
- Identify the antecedent (subject) if subject
is covert (in case of ellipsis)

(b) Subordinate clause - Detach from the main clause

(c) Clause order - Determine the subordinate clause’s
temporal or logical position with respect to
the main clause

(d) Participial phrase - Detach from the main clause
- Identify the antecedent (subject)

(e) (om) te “to” + infinitive clause - Detach from the main clause
- Identify the antecedent (subject)

(f) Relative clause - Detach from the main clause
- Identify the antecedent (subject, direct
object, or indirect object)

(g) Embedded appositive clause - Place the verb to be in front of the apposi-
tion
- Identify the antecedent (subject)

(h) Adverbial phrase or
prepositional phrase in theme
position

- Move to the back of the sequence

(i) Covert subjects or objects in the
newly created independent
clause

- Place all the antecedents at their
appropriate positions within the clause

(j) Non subject-verb-object order - Convert to subject-verb-object order
- Cluster all the verbs at the verb position

(k) Passive voice - Place the agent at the patient’s position
and vice versa

list of objectives that the simplification system should attain. Keep in mind that
the system is not developed for generating textual output, but for generating
pictograph output, with simplified text as an intermediary step. The pictograph
language has very few grammatical properties (no number, no tense, very few
function words, etc.), which leads to a number of decisions. Table 1 summarises
the syntactic phenemena to be treated. We present a number of concrete exam-
ples below. The parenthesised letters refer to the identifiers of the operations in
Table 1. Only Sclera examples are shown.

Pictograph sequences should not be too lengthy. This can be achieved by
splitting coordinated sentences into multiple, shorter clauses (a). This operation
increases text length, as there will be more sentences, but also decreases the
length of the sentences (see Fig. 1(a) and (b)).
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Original input sentence Simplified pictograph translation

Ik ben woensdag een lieve baby gaan bezoeken Read as:
en ik heb hem een papfles gegeven. “I visited a cute baby on Wednesday.

“On Wednesday I went to visit a cute baby I gave him the bottle.”
and I gave him the bottle.”

(a) (b)

Ik moest naar mijn oma gaan die in het Read as:
het ziekenhuis ligt. “I had to go to my grandmother.

“I had to go to my grandmother who lies Grandmother lies in the hospital.”
in the hospital.”

(c) (d)

Ik moest douchen nadat we gegeten. Read as:
hebben. “We have had dinner.

“I must take a shower after we I must take a shower.”
had dinner.”

(e) (f)

Ik hoorde dat je gepest wordt door Read as:
die jongen. “I’m hearing.

“I heard you are being bullied by That boy bullies you.”
that boy.”

(g) (h)

Fig. 1. Examples of simplified pictograph translations.
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The presence of subordinate clauses (b), participial phrases (d), (om) te “to”
+ infinitive clauses (e), relative clauses (f), and appositions (g) can seriously
hamper the understanding of the pictograph message. For that reason, we will
split complex sentences into multiple, shorter clauses. Each one of these
clauses will henceforth be considered as and behave like an independent clause. In
order to achieve this, we must identify the antecedents of any covert subjects
or objects that the newly created clause may contain, and insert them at their
appropriate position (i) (see Fig. 1(c) and (d), where the complex sentence is
split, and the antecedent grandmother is retrieved and repeated).

The translation system works on the sentence level. Global sentence ordering
on the message level will currently not be considered in our approach. Neverthe-
less, we do take the temporal and logical ordering of individual clauses
into account (c). As subordinate conjunctions, for which no pictographs are
available, will be deleted, the (chrono)logical placement of the clauses will hence-
forth aid the reader in understanding the order of the events described (see
Figs. 1(e) and (f), where temporal re-ordering took place).

Word order in Dutch varies across clause types. We will display the picto-
graph sequences consistently as SVO-type sequences (j), with a complete
verb cluster located at the V position, and convert passive constructions
into active ones (k). Fixed pictograph order compensates for the loss of func-
tion words or grammatical markers. Adverbs and prepositional phrases that are
located in front of the subject will be detopicalised (h) (see Fig. 1(g) and (h),
where the original subordinate clause is converted into an SVO-type clause, and
the passive construction is transformed into an active one).

4 System Description

In this section, we describe the syntactic simplification module.

4.1 Pre-processing

In the pre-processing step, all quotation marks and emoji are removed from the
message, as they will not be converted into pictographs. The input message may
consist of one or multiple sentences. As the syntactic parser works on the sentence
level, the sentences are split based on punctuation signs (period, question mark,
semicolon, and exclamation mark).

4.2 Applying Alpino

Alpino [12] is a computational analyser of Dutch which aims at full, accurate
parsing of unrestricted text. Alpino incorporates both knowledge-based tech-
niques, such as a Head-Driven Phrase Structure (HPSG) grammar and a lexi-
con, which are both organised as inheritance networks, and corpus-based tech-
niques. Based on the Part-of-Speech categories that are assigned to words and
word sequences, and a set of grammar rules compiled from the HPSG grammar,
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Alpino’s left-corner parser finds all parses for a given input sentence, and stores
this set compactly in a packed parse forest. All parses are rooted by an instance
of the top category. If there is no parse covering the complete input, the parser
finds all parses for each substring. A best-first search algorithm is applied in
order to select the best parse from the parse forest.

We run Alpino on the input sentences and create an Alpino Treebank, which
contains the full parses of all sentences. If parsing takes too long, a time-out will
occur, and shallow linguistic analysis will be performed instead.

4.3 Syntactic Simplification

If the parse succeeded, the simplification module can start processing the Alpino
Treebank. In our approach, every clause in the original sentence, be they a main
clause or not, will henceforth correspond to a new sentence. Every sentence will
eventually be translated into a pictograph sequence, and followed by a line break.

The syntactic simplification for pictograph translation consists of two steps.
First, the Treebank is processed and the sentences are created (operations (a)
to (g)). A sentence consists of a multiple-level hierarchy of phrases and words.
Phrases, such as noun phrases or prepositional phrases, may embed even more
phrases (recursively) and/or words. For example, the prepositional phrase in de
boom “in the tree” consists of a word in “in” and noun phrase de boom “the
tree”. Whereas the original Text-to-Pictograph translation tool would convert
the input message into a flat array of words, linguistic analysis is now no longer
shallow. At this stage, the simplification module will also mark the original clause
type (such as appositive clause or relative clause), indicate interrogation and pas-
sivity, and identify the head and the grammatical function of the antecedents.
The latter operation is necessary in the case of ellipsis, appositive clauses, rel-
ative clauses, and (om) te “to” + infinitive clauses, where either the subject
or one of the objects is covert or undefined and must be restored in order to
create an independent clause. To be is added for appositive clauses, in order to
allow for the noun phrase to be equated with its antecedent. We made a list
of Dutch subordinate conjunctions expressing either concession (such as hoewel
“although”) or temporal priority (such as voordat “before”) with respect to the
events in the main clause. If the simplification system finds a subordinate clause
that starts with any of these conjunctions, we will move that clause in front of
the main clause.

The second step consists of re-ordering the syntactic constituents and placing
the antecedents in their correct positions (subject or object position) within the
newly created sentences. Prepositional phrases and adverbs that are located at
the beginning of the sentence, in front of the subject, are detopicalised and moved
to the back of the sentence (h). The system gathers all verbs that occur within
the sentence, deletes them from their original positions, and put them together
into a new verb cluster. At this point, the antecedents that were retrieved in
the previous step, as well as the newly created verb cluster, must be inserted
at their appropriate positions within the sentence to create an SVO-type clause
(operations (i) and (j)). For sentences that carry the passive feature, we first
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Fig. 2. Syntactic simplification of a Dutch input sentence that contains a subordinate
clause, a relative clause, a topicalised adverb, and a passive construction.

check if the agent is overtly expressed by means of a prepositional phrase. If this
is the case, the agent is moved to the beginning of the sentence, and the patient
is moved behind the verb cluster (k).

Note that the order of the simplification operations is not chosen arbitrar-
ily. One sentence may contain several phenomena that could be simplified.
Candido et al. [7] apply their operations in cascade. At each iteration, the system
verifies the various phenomena to be simplified in order. When a phenomenon
is identified, its simplification is executed. The resulting simplified sentence is
re-parsed and goes through a new iteration. Re-parsing slows down the simpli-
fication system considerably. In our system, the input sentences are only parsed
once. Processing the Treebank by means of recursion and loops allow us to deal
with all syntactic phenomena to be simplified in an efficient way.

The order of the operations that we apply to the output of the Alpino
parser is the one that is shown in Table 1. This order was determined logically,
based on the idea that some operations are needed as a prerequisite to make
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certain other operations work. For instance, for the conversion of passive voice
into active voice, the patient and the agent, if any, will switch places. In most
cases, this operation is self-evident. However, if the passive construction would
be located within a relative clause, we must first identify the antecedent of the
covert patient before this transformation can take place. Therefore, the identifi-
cation of the antecedents and their correct placement within the newly created
sentence should happen before the conversion of passive constructions into active
ones (Fig. 2).

5 Evaluation

We perform two types of evaluations. The first evaluation uses newspaper text
from De Standaard,7 a Flemish newspaper. We will not evaluate the actual
translation into pictographs, as De Standaard presents a lot of jargon or words
that are difficult to translate, and because the pictograph translation system
was not developed for this type of text in the first place. However, given that
the text presents a considerable number of complex syntactic phenomena, it is
an interesting corpus for putting the simplification pre-processing module to the
test. The second automated evaluation uses email messages from WAI-NOT.

We automatically simplified 100 sentences (1942 words an average of 19.42
words a sentence) from the newspaper De Standaard, and we post-edited the
output according to the simplification objectives that we set out earlier.8 We
compare these reference translations to the system’s output using BLEU [13],
NIST [14], Position-Independent Word Error Rate (PER), and Human-Targeted
Translation Error Rate (HTER9) [15] scores (see Table 2). The lower bound
condition is the one that does not syntactically analyse, nor simplify the input
text. On the other hand, the simplification condition uses the simplification
module.

Table 2. Evaluation of the syntactic simplification module on 100 sentences from De
Standaard. ∗p < 0.05, ∗∗p < 0.01.

System BLEU NIST PER HTER

Lower bound 0.3187 6.7565 19.3253 35.3905

Simplification 0.9496** 10.7357** 1.3494 1.9971

* p ¡ 0.05 (statistically significant),
** p ¡ 0.01 (statistically very significant)

7 http://www.standaard.be/.
8 We did not evaluate using manually simplified reference translations, because mul-
tiple acceptable simplifications are possible, especially with respect to the order of
the syntactic constituents.

9 HTER is the minimum edit distance between the machine translation and its man-
ually post-edited version.

http://www.standaard.be/
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Table 3. Analysis of the complex syntactic phenomena that occur within the 100
sentences from De Standaard and 50 messages from WAI-NOT.

De Standaard WAI-NOT

Cases Correct Cases Correct

Split coordinated sentences 37 36 97 90

Detach subordinate clauses 51 50 18 17

Change clause order (when temporality or a logic
relation is expressed)

1 1 1 1

Detach participial phrases 0 0 3 3

Detach (om) te “to” + infinitive clauses 25 25 0 0

Detach relative clauses 31 31 0 0

Detach appositive clauses 16 15 0 0

Move adverbial clauses or Prepositional Phrases
in theme position to the back

27 26 4 4

Insert any covert subjects or objects in the newly
created independent clause, at the correct position

89 73 3 3

Convert non subject-verb-object order into
subject-verb-object order

153 147 49 49

Convert passive voice into active voice 9 9 1 1

Total 439 413 176 168

Fine-grained results are presented in Table 3. We must note that the sys-
tem does not oversimplify on this test set: it does not perform any unnecessary
simplification operations. The results reveal that most errors are made when the
antecedents of the covert subjects and objects are identified and must be inserted
at a correct position within the newly created independent clause. However, we
found that these errors were the result of simplifying a syntactic parse that was
erroneous in the first place.10 For instance, relative clause attachment can be
ambiguous, and the parser’s erroneous decisions are propagated. Nevertheless,
the results look promising. In particular, non-SVO order occurs a lot, but the
system manages to deal appropriately with this particular phenomenon in most
cases. Additionally, nearly all complex and coordinated sentences were split cor-
rectly. The recall of the system on this test set is 100%. The precision is 94.1%.

We automatically simplified our test set of 50 WAI-NOT email messages (a
total of 84 clearly delimited sentences or 980 words) and we analysed the syn-
tactic phenomena to be simplified. These emails were written by people with
disabilities, with limited writing skills. The WAI-NOT emails differ from news-
paper text in many ways (see Table 3). First, there is a relatively large number of
coordinated sentences to be found. In fact, many sentences are chained together
like one long flow of thoughts, without the presence of punctuation signs or

10 We refer to van Noord et al. [16] for an evaluation of the Alpino parser.
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conjunctions. In many cases, the Alpino parser is able to convert these mes-
sages into multiple, fully grammatical sentences. However, this explains why the
splitting of coordinated sentences does not always work perfectly on this type
of text. The users’ input is not always grammatical, and these particular cases
can form an obstacle for the system. There is a rather small number of complex
constructions. This can be attributed to the fact that people with low literacy
skills experience problems with all kinds of advanced syntactic constructions.
However, we can still expect these constructions to appear on social media web-
sites, where the users will be able to read their family members’ status updates
and subscribe to fan pages. Finally, the presence of non-SVO order is primarily
caused by inversion in interrogative sentences. The recall of the system on this
test set is 100%. The precision is 95.5%.

6 Conclusion

We described a syntactic simplification system for Text-to-Pictograph transla-
tion, the first of its kind. It is also the first step toward the creation of a fully-
functioning simplification tool for the Dutch language, which does not yet exist.
With no parallel data available, and given that parsers have become fast and
reliable, we opt for a rule-based approach that makes use of syntactic parsing.
By using recursion and applying the simplification operations in a logical way,
only one syntactic parse is needed per message. Promising results are obtained.

Evaluations in the literature tend to be on a small scale and are done either
by automatic metrics or manually by fluent readers. There have been few user
studies to date that evaluate text simplification systems with real users. Future
evaluations of our system, within the framework of the Able to Include project,11

will involve the elicitation of human judgements. Target users will be included.
Our goal is to measure the improvements in the understandability of the sim-
plified sentences when translated into pictographs, as compared to the baseline
system.

Additionally, deep syntactic analysis paves the way for other improvements
in the Text-to-Pictograph translation system, such as automatically generating
temporality indicators for future or past.
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10. Daelemans, W., Höthker, A., Tjong Kim Sang, E.: Automatic sentence simplifi-
cation for subtitling in Dutch and English. In: Proceedings of LREC 2004, pp.
1045–1048. European Language Resources Association, Lisbon (2004)

11. Vandeghinste, V., Pan, Y.: Sentence compression for automated subtitling: a hybrid
approach. In: Text Summarization Branches Out (ACL 2004 Workshop), pp. 89–
95. Association for Computational Linguistics, Barcelona (2004)

12. van Noord, G.: At last parsing is now operational. In: Proceedings of TALN 2006,
pp. 20–42. Leuven University Press, Leuven (2006)

13. Papineni, K., Roukos, S., Ward, T., Zhu, W.: BLEU: a method for automatic
evaluation of machine translation. In: Proceedings of ACL 2002, Philadelphia, pp.
311–318 (2002)

14. Doddington, G.: Automatic evaluation of machine translation quality using N-
gram co-occurrence statistics. In: Proceedings of HLT 2002, San Diego, pp. 138–145
(2002)

15. Snover, M., Dorr, B., Schwartz, R., Micciulla, L., Makhoul, J.: A study of trans-
lation edit rate with targeted human annotation. In: Proceedings of AMTA 2006,
Massachusetts, pp. 223–231 (2006)

16. van Noord, G., Bouma, G., Van Eynde, F., de Kok, D., van der Linde, J.,
Schuurman, I., Tjong Kim Sang, E., Vandeghinste, V.: Large scale syntactic anno-
tation of written Dutch: lassy. In: Peter, S., Odijk, J. (eds.) Essential Speech and
Language Technology for Dutch: Resources, Tools and Applications, 147–164. The-
ory and Applications of Natural Language Processing. Springer, Heidelberg (2013)



What You Use, Not What You Do:
Automatic Classification of Recipes

Hanna Kicherer1, Marcel Dittrich2, Lukas Grebe2, Christian Scheible1,
and Roman Klinger1(B)

1 Institut Für Maschinelle Sprachverarbeitung, Universität Stuttgart,
Pfaffenwaldring 5b, 70569 Stuttgart, Germany

{hanna.kicherer,christian.scheible,roman.klinger}@ims.uni-stuttgart.de
2 Chefkoch GmbH, Rheinwerk 3, Joseph-Schumpeter-Allee 33, 53227 Bonn, Germany

{marcel.dittrich,lukas.grebe}@chefkoch.de

Abstract. Social media data is notoriously noisy and unclean. Recipe
collections built by users are no exception, particularly when it comes
to cataloging them. However, consistent and transparent categorization
is vital to users who search for a specific entry. Similarly, curators are
faced with the same challenge given a large collection of existing recipes:
They first need to understand the data to be able to build a clean system
of categories. This paper presents an empirical study on the automatic
classification of recipes on the German cooking website Chefkoch. The
central question we aim at answering is: Which information is necessary
to perform well at this task? In particular, we compare features extracted
from the free text instructions of the recipe to those taken from the list
of ingredients. On a sample of 5,000 recipes with 87 classes, our feature
analysis shows that a combination of nouns from the textual description
of the recipe with ingredient features performs best (48% F1). Nouns
alone achieve 45% F1 and ingredients alone 46% F1. However, other word
classes do not complement the information from nouns. On a bigger train-
ing set of 50,000 instances, the best configuration shows an improvement
to 57% highlighting the importance of a sizeable data set.

Keywords: Recipe · Cooking · Food · Classification · Multi-label · Text
mining

1 Introduction

In 2012, 63.7% of Germans used the Internet as source of inspiration for cooking
[1]. One popular cooking website is Chefkoch1, where every user can contribute to
a common database of recipes and discussions. The result of this social network
approach is a large data set of diverse and potentially noisy information.

Commonly, a recipe consists of at least three major parts, exemplified in
Fig. 1: the list of ingredients, whose entries consist of an ingredient type, an

1 http://www.chefkoch.de (all URLs in this paper: last accessed on 2017-01-31).
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Fig. 1. Example recipe

amount, and a unit; the cooking instructions wherein the steps for preparing the
dish using the ingredients is described in natural language; and meta data which
supplies for instance information about the preparation time and difficulty. Each
recipe is assigned to a number of categories, for instance of subtypes regional
(e.g., Germany, Malta, USA and Canada), seasonal (e.g., Christmas, spring,
winter), or course (e.g., vegetables, pork, dessert) (see http://www.chefkoch.de/
rezepte/kategorien/). When submitting new recipes, both users and curators
may not understand the full range and structure of the category system. Thus,
each new recipe may introduce additional noise into the database. Therefore,
contributors would benefit from automatic support in choosing appropriate cat-
egories for a recipe.

In this paper, we estimate a statistical model of category assignments based
on recipes in the Chefkoch database. This model will be beneficial for database
completion, adjustment and consolidation of existing recipes and will help users
and curators by suggesting categories for a new recipe. Our main contributions
are experiments to investigate the performance of the model: (1) We compare
logistic regression classification models taking into account different types of
information from the ingredient list and textual description. In particular, we
make use of ontological information to generalize over specific ingredients and
we investigate different subtypes of word classes. (2) Our evaluation of different
feature sets shows that nouns are more important than verbs and the order of
ingredients in the list is only of limited importance for classification. (3) We
provide a visualization of the recipes with using dimensionality reduction to
contribute to a better understanding of the data. This also highlights which
subset of categories are specifically challenging.

2 Related Work

Recipes have been the subject of several previous studies. We focus on text-
oriented research here, a counter-example is classification on image data [2].
Most related to this paper is prior work on recipe classification on the Japanese

http://www.chefkoch.de/rezepte/kategorien/
http://www.chefkoch.de/rezepte/kategorien/
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recipe platform Rakuten (http://recipe.rakuten.co.jp) by Chung et al. [3]. They
estimated the relatedness of an ingredient to a recipe category using frequency
measures. In experiments on Allrecipes (http://allrecipes.com), Kim et al. [4]
found that rare ingredients are more important to characterize a recipe. They
employed entropy-based measures to set up a similarity network and clustered
to group by cuisine. Similarly, Ghewari et al. predicted the geographical ori-
gin of recipes on Yummly (http://www.yummly.com) with 78% accuracy using
ingredient information [5]. Similarly to our work, they ranked features for each
cuisine by pointwise mutual information. Naik et al. [6] performed classification
with different models and principle component analysis on Epicurious (http://
epicurious.com) and Menupan (http://menupan.com) and reached 75% accu-
racy. Recent work by Hendrickx et al. [7] predicted wine features from reviews.

Next to the automatic analysis of recipe data, previous work attempted to
build formal representations of recipes as ontologies. Xie et al. [8] state that
such domain knowledge is a prerequisite to model the semantics of a recipe
correctly. The cooking ontology [9] is such a formalization, specializing in ingre-
dients, condiments, kitchen tools, and movements while cooking and contains
lexical variants in Japanese. Other food related ontologies are for instance the
BBC Food Ontology (http://www.bbc.co.uk/ontologies/fo) and the LOV Food
Ontology (http://lov.okfn.org/dataset/lov/vocabs/food). In this paper, we will
make use of WikiTaaable [10,11]. It contains lexical variants for English, French,
German, and Spanish and includes a recipe and an ingredient ontology (2875
food items, 540 in German), among other parts. The ontology represents food
items hierarchically, and contains their nutritional values and compatibility with
dietary restrictions.

To automatically extract relationships between ingredients, Gaillard et al.
[12] developed an interactive adaptation knowledge model to substitute ingre-
dients of a given recipe. They extract ingredient choices in recipes (e.g., “500g
butter or margarine”) from the WikiTaaable recipe ontology as their knowledge
base. Mota et al. [13] extend this approach by using a food ontology. Sidochi
et al. [14] extract substitutes in recipes from Ajinomoto (http://park.ajinomoto.
co.jp) by taking into account process information. Teng et al. [15] consider ingre-
dients replaceable when they regularly co-occur with the same ingredients in
other recipes from Allrecipes.

Aiming at understanding the internal structure of recipes, Greene et al.
[16,17] segment each entry of the ingredients list in recipes from a database
of the New York Times into name, unit, quantity, comment, and other using
sequential prediction with linear-chain conditional random fields. Similarly,
Jonsson [18] split textual descriptions from Allrecipes into ingredient, tool, action,
intermediate product, amount, unit and other and detect relations between these
classes.

Wang et al. [19] developed a system to teach cooking, which includes pointing
out potential problems that may arise while preparing a dish and offering solu-
tions, based on action or flow graph structures [20,21] and predicate-argument

http://recipe.rakuten.co.jp
http://allrecipes.com
http://www.yummly.com
http://epicurious.com
http://epicurious.com
http://menupan.com
http://www.bbc.co.uk/ontologies/fo
http://lov.okfn.org/dataset/lov/vocabs/food
http://park.ajinomoto.co.jp
http://park.ajinomoto.co.jp
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structures [22–24]. Based on such graph structures, the similarity as well as
specific characteristics of recipes can be calculated [25].

Few works exists on German recipe data. Wiegand et al. [26,27] analyze on
Chefkoch whether a food item can be substituted by another, whether it suits
a specific event, and whether it is mentioned as an ingredient of a specific dish.
Reiplinger et al. [28] applied distant supervision for the estimation of relation
extraction models.

Features in our multi-label classification approach are inspired by these pre-
vious approaches. We discuss these in the following.

3 Feature Sets for Recipe Classification

We frame the task of automatically categorizing a recipe as a multi-label classi-
fication problem. Each recipe is represented as a high-dimensional feature vector
which is the input for multiple binary prediction models, one for each category.
The output of each model corresponds to an estimate of the probability of the
recipe being associated with this category. Throughout this paper, we report our
results with binary logistic regression models [29] which outperformed decision
trees [30], in all configurations using more than one feature. The inputs to each
of these models are different feature sets and their combinations described below.

From the cooking instructions, we extract bag-of-words features without
changing case from the textual description (abbreviated as words) as a baseline
(changing case does not lead to performance differences). In the example recipe
in Fig. 1, these are all words from the cooking instructions (e.g., “Peel”, “the”,
“potatoes”). To investigate which word classes are relevant, we use the subsets
of verbs (e.g., “Peel”, “cut”) and nouns (e.g., “potatoes”, “pieces”, “spoon”).
We perform POS tagging with the Stanford Core NLP [31] with the German
model.

Based on the ingredient list, we use a variety of features, with the bag of
ingredients (“potatoes”, “vegetable stock”, “salt & pepper”) being the most
fundamental one. We introduce generalization by expanding this feature to
ingredient classes (ic), adding all parents as defined in the WikiTaaable
ontology (adding vegetable for potato). We encode the order of the list through
ingredient ranks features for the first and second position in the list (ir,
e.g., potatoes@1 and vegetable-stock@2 ).

The feature set unit type (ut) adds binary features for each combination
of ingredient and unit (potatoes-weight unit, vegetable stock-volume unit) as an
approximation for ingredient amounts. As a motivating example, if flour is spec-
ified in kilograms, it is likely to be used to create dough for baking. In contrast,
an amount given in table spoons could indicate its use in soup. We restrict this
feature to mg, g, kg, ml, cl, dl, l, and spoons, tea-, table spoon, level or heaped.

Similarly to the ingredient rank feature, we assume the ingredient with the
highest amount (high. a. ingr., hai) to be important (note that this feature
requires unit normalization). In the example in Fig. 1, the feature vegetable-
stock highest-amount holds. The template ingredient number generates a
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binary feature for each possible count. We expect it to be of value for low counts
which occur more frequently (in the example, the feature 3-ingredients holds).

All features above consider information from the recipe text or from the ingre-
dient list independently. To combine information from both sources, we introduce
the feature sets context words (cw), context verbs (cv), and context
nouns (cn). For each ingredient in the list, all occurrences in the recipe text are
detected. All combinations of each word, verb, or noun, respectively, with the
ingredient in the same sentence form another feature. For instance for verbs, the
first sentence of our example yields features “peel-potato” and “cut-potato”.

As the only feature from the meta data, we add the preparation time (pt)
as stacked bins (in the example, Preparation > 5min and Preparation > 15min
hold). We sum preparation time, cooking or baking time, and resting time.

4 Results

4.1 Experimental Setup

We use a database dump of 263,854 Chefkoch recipes from June 2016. The
minimum number of ingredients in any recipe is 1, the maximum 61, the average
is 9.98. The overall number of unique ingredients is 3,954. The number of recipes
varies across categories (on average 7,825.3, however, the median is only 1,592).
The categories on Chefkoch are structured hierarchically with up to four levels.
Recipes are associated with leaf categories and then automatically belong to
all parent categories. This leads to a total of 182 categories, out of which 162
are leaves. The minimum number of categories assignment to a recipe is 0, the
maximum 36, the mean is 4.8. The category with the fewest recipes is “Malta”,
which contains 30 entries. “Baking” is the largest category, containing 67,492
recipes.

We use a random sample of 20% (52,771) of the recipes as our test set. As
our main goal of this paper is to develop a model which is suitable for database
consolidation, we omit all categories which occur fewer than 500 times in this
test set (≈1%). This leads to 87 categories we work with2. Note that with this
step, we do not omit any recipes due to the multi-label classification setting.
The comparison of feature sets and their impact is performed on a training set
of 5,000 instances. The best model configuration is then trained on 50,000 and
tested on the same test set for further analyses.

4.2 Classification Results

Comparison of Feature Sets Table 1 shows macro-averaged F1over all cate-
gories (we do not report accuracy values due to the unbalancedness of the data)
with different feature sets. The left column shows the individual contributions
of each feature set. Considering only information from the instruction text, we
find that the model using all words yields 46% F1. Using only nouns performs
2 Listed at http://www.ims.uni-stuttgart.de/data/recipe-categorization.

http://www.ims.uni-stuttgart.de/data/recipe-categorization
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Table 1. Precision, recall and F1 measures in percent for recipe classification with
5000 training instances and different feature combinations. The left table shows feature
classes in isolation. The right table shows combinations of feature classes.

comparably well, albeit at a loss of precision compensated for by higher recall.
In contrast, verbs in isolation lead to a drop by 14% points. Information about
entities involved in the preparation process is much more important than infor-
mation about activities.

The ingredients feature alone yields an F1 of 43%, which is comparable
to the instructions-based results above. Most other features in this group (ic,
ir, hai, ut) perform relatively poor. in and preparation time provides no
useful signal. Using context words , context nouns , and context verbs
instead of their standalone counterparts leads to losses of up to 15% points. We
suspect that the main reason is sparsity due to large feature set sizes.

The right column of Table 1 shows combinations of feature sets. First, note
that any combination of the ingredients feature with other features based
either on the instructions or the list of ingredients yields an improvement. Con-
versely, combinations with the context words , context nouns , and con-
text verbs lead to drops, which is another indicator for sparsity – the context
words features vastly outnumber the ingredients features.

Combinations of more than two feature sets do not lead to further improve-
ments. Our overall best model makes use of ingredients and nouns, perform-
ing at 48% F1. In order to determine whether performance improves with the
availability of a larger training set, we re-run the experiment for this setting
with a sample of 50,000 training instances. We find a considerable improvement
in precision (67%), a recall (49%), and F1(57%).

Comparison of Categories. The comparison of macro-F1estimates above pro-
vides only a coarse analysis as it summarizes over a total of 87 categories.
As we are unable to provide a full results listing due to space constraints,
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Table 2. The 10 best (left) and 10 worst (right) categories with ingredients and
nouns feature combination.

we highlight those categories where our model performs best and worst, respec-
tively, in Table 2. For this comparison, we make use of the results using the
training set of size 50,000 introduced above. This analysis is based on the best-
performing model, ingredients and nouns.

The category for which our model performs best is “baking” with an F1 mea-
sure of 88%. A large amount of the remaining top 10 categories are defined by
certain ingredients (henceforth defining ingredients) of the dish, such as “pasta”,
“beef”, or “fish”. In contrast, the 10 categories where performance is worst
mostly center around abstract ideas or processes. For instance, the most difficult
category is “secret recipes” with only 2% F1. This and other categories such as
“cheap & clever”, “camping”, or “students’ cuisine” require world knowledge
beyond what can be learned from the recipes alone. Overall, among the 87 cat-
egories considered in this experiment, 41 categories have an F1 above 50%. The
remaining 46 categories score lower. Table 3 reports the mean results for leaves
in specific subtrees in the hierarchy. The model performs best for leaves under
the inner node “baking & desserts” – which is the largest category by recipe
count – with an F1 of 79%. Next is “course” with 65% F1. “regional” (22% F1)
is the most challenging category, followed by “special” (42% F1).

Overall, we find that there are certain types of categories, in particular those
that have defining ingredients, where our model performs particularly well. This
results suggest that more complex features may be necessary in order to fully
capture more abstract ideas such as the purpose or cultural origin of a dish.

4.3 Visualization

One hypothesis as to why some categories are more difficult to predict than oth-
ers is that the conceptual definition and distinction between them is unclear. To
investigate this in more detail, we visualize randomly selected subsets of 5,000
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Table 3. Macro evaluation scores for feature combination Ingredients, Ingredient
Classes, Ingredient Ranks and Highest Amount Ingredient over all categories of a super-
class of he hierarchy.

Category class Precision Recall F1

Backen & süßspeisen (Baking & desserts) 83 75 79

Menärt (Course) 71 60 65

Zubereitungsarten (Preparation methods) 68 53 60

Saisonal (Seasonal) 57 34 43

Spezielles (Special) 58 33 42

Regional (Regional) 39 16 22

recipes by projecting the feature matrix with ingredients features into two
dimensions via t-SNE [32]. Figure 2 shows plots of the resulting spaces for six
different root categories. Each point represents a recipe of a specific leaf cat-
egory. “Overlap” denotes recipes that belong to more than one leaf. We find
that some categories seem to be comparably easy to separate from others after
projection, for example “dessert” in “course”, or “baking” in “preparation meth-
ods”. Other categories have recipes located as single cluster but are subsumed
by other categories, e.g., “cookies” in “baking & desserts” and “Christmas” in
“seasonal”.

Another phenomenon is that the recipes of a category are spread across the
whole plot but with varying density (like “quick and easy” in “special”). Some
categories do not form clusters, such as “cake”. This pattern is particularly
noticeable for “special” where most categories (except for “quick and easy”) are
indistinguishable. This result suggests that some categories are more difficult
to distinguish than others. This may be caused either by inaccurate category
definitions or by inadequate feature representations.

4.4 Feature Analysis

To understand the problem structure of the classification task, we generate lists
of features ranked by pointwise mutual information. The complete list of most
relevant features is available as download3. Here, we limit ourselves to an exem-
plifying discussion of the categories “pork” and “vegetarian”. Interestingly, the
ingredient “pork” does not appear in the list of typical features for the category
“pork”. This is in line with previous results on wine reviews [7]. In contrast, the
most relevant features are “yellow pepper”, “fried pepper”, “orange mustard”,
and “barbecue sausages”. For other categories with defining ingredients such as
“eggs”, we see a similar pattern: The defining ingredient is often not among the
most typical features. This is presumably because eggs occur in many dishes and
are therefore not precise enough to distinguish egg recipes from non-egg recipes.
Putting eggs into focus happens by cooccurrence with other specific ingredients.
3 http://www.ims.uni-stuttgart.de/data/recipe-categorization.

http://www.ims.uni-stuttgart.de/data/recipe-categorization
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Fig. 2. Visualization of categories based on ingredients with t-SNE.
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Most atypical recipes in the “pork” category are “vanilla sugar”, “straw-
berries”, “powdered sugar” and “raspberries”, all of which match our gustatory
intuition. As the most atypical features for “vegetarian” recipes, we find fish and
meat ingredients, whereas the list of most typical features are mainly vegetables
(e.g., tomatoes, flour, green spelt grain, rice cream, falafel).

4.5 Error Analysis

For a qualitative error analysis, we pick the category “Pasta”. We identified three
prominent classes of false positives: first, recipes containing noodles as their
main ingredient (e.g.“Italienischer Pastasalat” (Italian pasta salad) or “Som-
merspaghetti” (summer spaghetti)); second, recipes where noodles are a side dish
(e.g.“Schweinelendchen in Käsesoße” (pork loin in cheese sauce)); third, recipes
for pasta dough (which are often not labeled as pasta in the database). Note
that the first and third case are arguably annotation errors caused by the lack
of annotation guidelines. Thus, error analysis could be used to consolidate the
recipe database either manually or semi-automatically. Conversely, the second
case may be caused by features not being expressive enough. For example, the
feature “Nudeln” (noodles) is only a moderately good indicator for pasta dishes
as it does not capture the importance of the ingredient. This points towards a
need for more sophisticated features.

The set of false negative “Pasta” dishes consists mainly of sauces that are
served with pasta but do not contain any noodles themselves (e.g.“Bolognese
sauce”). Another frequent cause of false negatives are again underspecified anno-
tation guidelines. For instance, “Ravioli mit zweierlei Füllung” (ravioli with
twofold filling) is an example of a recipe for dough annotated as “Pasta”. How-
ever, the features for this recipe are either too basic (e.g., “Teig” (dough)) or
too specific (e.g., “Teigrädchen” (dough circles)) to be good predictors for this
category on their own.

5 Discussion, Conclusion and Future Work

In this paper, we have shown that logistic regression can classify recipes on the
Chefkoch database with up to 57% F1. Feature analysis revealed that ingredients
alone are nearly as good an indicator as the recipe description. Information from
both sources complement each other.

We expected the combination of verbs with ingredients to be superior to
other word classes and features from the classes separately. Surprisingly, our
best model contradicts our intuition: Nouns are more important for classification
than verbs. Combining verbs and ingredients even causes a drop in performance,
presumably due to data sparsity with the resulting large feature set and over-
fitting to the comparably small number of training instances. We conclude that
nouns are more important than activities in the description. Our error analy-
sis revealed that many classification mistakes arise due to inconsistencies in the
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dataset. This suggests the applicability of our model to curate the database as
well as to support users in finding appropriate categories.

Visualization of our recipe feature spaces highlights the difficulty of the
task. For some categories, classification is comparably simple, while for oth-
ers it remains challenging. This is, at least partially, due to the selection of our
feature sets – for instance the visualization based on ingredients suggests that
subcategories of baking and desserts are difficult to distinguish. However, fea-
tures which take into account the process of preparation may be able to measure
the difference between, for instance, tortes and cake.

For future work, we will investigate the use of our statistical model for sup-
porting manual database curation. After correcting part of the database, we can
retrain the model to spot new inconsistencies. This leads to an iterative cleaning
process. For further feature engineering, we suggest two routes: On the one hand,
we can enrich the textual description through structured information extraction;
this includes more sophisticated grounding to ontological concepts and seman-
tic role labeling. On the other hand, we suggest to develop embeddings of both
ingredients and activities into a joint vector space. These will enable general-
ization over different substitutes and preparation procedures. Such an approach
might also be helpful to learn what differentiates a defining ingredient from oth-
ers. Another route of future work is the use of structured learning approaches to
also make use of relations between different categories. Methods to be employed
will include probabilistic graphical models.
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Abstract. Semantic Search emerged as the new system paradigm in
enterprise information systems. These information systems allow for
the problem-oriented and context-aware access of relevant information.
Ontologies, as a formal knowledge organization, represent the key compo-
nent in these information systems, since they enable the semantic access
to information. However, very few enterprises already can provide tech-
nical ontologies for information integration. The manual construction
of such knowledge organizations is a time-consuming and error-prone
process. In this paper, we present a novel approach that automatically
constructs technical knowledge organizations. The approach is based on
semantified document structures and constraints that allow for the sim-
ple adaptation to new enterprises and information content.

Keywords: Concept hierarchies · Ontology engineering · Document
components · Information extraction

1 Introduction

In the past, the technical service maintained and repaired machines by simply
using service documentation such as repair manuals, diagnostic handbooks, or
a spare parts catalog. Nowadays, Semantic information systems [5] started to
replace standard document information systems in order to better manage the
still growing complexity and size of service documentation. Semantic systems
promise advantages that are realized by employing an ontology that describes
the technical breakdown of the machinery and their inter-relations, i.e., the tech-
nical knowledge organization. The development of the ontology describing the
machinery, however, is a application-specific, time-consuming and error-prone
task and often is done manually by human experts. Therefore, we propose a
novel approach for automatically learning technical knowledge organizations.

2 Formalized Document Components

In the semantic publishing community the representation of document compo-
nents by ontology vocabularies is well-established. Such vocabularies typically
c© Springer International Publishing AG 2017
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comprise structural components (e.g. paragraphs, sections, sentences) [3,4] and
rhetorical elements (e.g. discourse elements/sections like “Motivation”, “Problem
Statement” or “Discussion”) [2,4]. Important structural elements for technical
documents [7] are :Book, :Article, :Chapter or block elements like :Paragraph,
:Procedure or :Figure. Common rhetorical elements in technical documents
comprise :Description, :Operation, :Repair, :FaultIsolation or :Parts.

Interweaving structural and rhetorical representations gives access to the
most important aspects of technical documents—Core Documentation Entities.
A common example for a Core Documentation Entity is a component overview
that can typically be found in a section describing the machine or in the spare
part information. Component overviews typically consist of an exploded-view
drawing and an associated list of labels, product numbers etc.

3 Constraint-Based Construction of Technical Knowledge
Organizations

For the construction of technical knowledge organizations from document com-
ponents we propose a process comprising the following tasks: partial hierarchy
extraction from document components, entity unification, constraint problem
generation and constraint resolution.

3.1 Extracting Partial Hierarchies from Document Structures

Fig. 1. Partial hierarchies.

Given a semantically represented corpus of technical
documents (see Sect. 2) the direct access to Core Doc-
umentation Entities like repair instructions or com-
ponent overviews is possible. In order to build up
an extensive technical knowledge organization par-
tial hierarchies need to be extracted from all relevant
document components. The extraction task itself can
be realized as a simple query over the semantically
represented corpus of technical documents.

3.2 Unification of Concept Candidates

Fig. 2. Unified concepts.
(Color figure online)

In technical documents it is common practice that
descriptions of components are iteratively detailed or
spread over several paragraphs, e.g. because of differ-
ent views revealing varying subsets of sub-components
and their function. This typically results in duplicate
occurrences of concept candidates in the extracted par-
tial hierarchies. These duplicates need to be semanti-
cally unified (see Fig. 2). The unification of duplicate
concept candidate occurrences is a classical ontology
matching [6] task.
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3.3 Constraint-Based Hierarchy Construction

Fig. 3. Concept hierarchy.

Now, given partial hierarchies with unified con-
cept candidates the task is to construct a complete
hierarchy. However, the scenario depicted in Fig. 2
shows that simply connecting unconnected nodes
(e.g. the root of the reddish tree) to a unified occur-
rence in another partial hierarchy is not possible.
In the depicted scenario two possible unified occur-
rences exist for the respective node. Thus, in this
paper we propose a constraint-based approach for
the construction of a complete technical knowledge organization. Therefore, the
partial hierarchies including the already computed unifications are used to for-
mulate a constraint-based planning problem.

We formally define a set of unified concept candidates as C = {c1, c2, . . . , cn}.
An identity relation is defined as a tuple i = (parent, child) with parent ∈ C
and child ∈ C and serves as planning entity. The child element in the relation
serves as planning variable, i.e., the element that will be switched while solving
the planning problem. The set of all identity relations I = {i1, i2, . . . , in} defines
the potential search space of the planning problem. A solution of the planning
problem is a child assignment for each identity relation i ∈ I.

In order to construct a complete and consistent technical knowledge organi-
zation a set of constraints is defined which a solution has to fulfil. The constraints
define the conditions that the child assignments of all identity relations i ∈ I
must not violate. Typical examples of such constraints comprise the avoidance
of cycles or duplicate assignments. Standard optimization algorithms can be
utilized to solve the formulated constraint satisfaction problem. From all com-
puted assignments we choose the solution which violates the least constraints.
Remaining violations can be reviewed and corrected by a human expert/ontology
engineer.

4 Application and Implementation Remarks

The presented approach for constructing technical knowledge organizations has
already been employed to construct ontologies for different special purpose
machinery. Partial hierarchies have been extracted from Core Documentation
Entities that were previously derived from large corpora of technical documents
(usually more than 10,000 pages). The unification of concept candidates has been
realized using heuristic scoring rules operating upon a set of concept similarity
features. The subsequent constraint satisfaction problem has been formulated
and solved using the OptaPlanner1 framework. Computed solutions have been
exported to the open source ontology engineering tool KnowWE2 [1]. The export
comprised explicit representations of computed identity relations and allowed for

1 https://www.optaplanner.org.
2 https://www.d3web.de.
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reviewing and correcting constraint violations. The resulting ontology comprises
more than 1,000,000 triples.

5 Conclusion

In this paper, we presented a novel approach for the automatic construction
of technical knowledge organizations from corpora of technical documents. The
presented approach relies on a novel semantic representation for technical doc-
uments that makes Core Documentation Entities directly accessible. The repre-
sentation of these Core Documentation Entities is based on the interweaving of
existing structural and rhetorical elements. A three-stage construction process
extracts partial hierarchies from Core Documentation Entities, unifies concept
candidates, and builds up a complete hierarchy based on constraints. Implemen-
tation remarks and real-world usage scenarios show the practical applicability of
the presented approach. Future work comprises the introduction of a self-critic
component based on potential constraint violations and usability improvements
concerning the manual correction of constraint violations.

Acknowledgments. The work described in this paper is supported by the Ger-
man Bundesministerium für Wirtschaft und Energie (BMWi) under the grant ZIM
ZF4170601BZ5 “APOSTL: Accessible Performant Ontology Supported Text Learning”.
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7. Şah, M., Wade, V.: Automatic metadata extraction from multilingual enterprise
content. In: Proceedings of the 19th ACM International Conference on Information
and Knowledge Management, pp. 1665–1668. ACM (2010)

http://dx.doi.org/10.1007/s10489-010-0224-5
http://dx.doi.org/10.1007/s10489-010-0224-5
http://dx.doi.org/10.1007/978-3-540-72667-8_37
http://dx.doi.org/10.1007/978-3-540-72667-8_37
http://dx.doi.org/10.1007/978-3-540-76298-0_19


Applications of Natural Language Techniques
in Solving SmartHome Use-Cases

Parnab Kumar Chanda(B), Nitish Varshney, and Ashok Subash

Samsung R&D Institute India, Bangalore, India
{p.chanda,nitish.var,ashok}@samsung.com

Abstract. This paper demonstrates approaches in solving use-cases
arising in smart home scenarios which includes activity discovery and
routine recommendation for home automation using principles that
essentially applies to the field of natural language processing. We have
developed methods and built a prototype system to address such use-
cases. All the components are built using state of the art natural language
techniques and the results are shown to be meaningful when applied in
context of addressing smart home use-cases.

1 Introduction

Recent advancements in the field of Sensor technologies and Internet Of Things
(IoT) has enabled building of sophisticated smart environments. The prime
focus of such smart environments is to open avenues and new research areas
whereby lifestyle of the human beings centered around such environments can
be improved. With the plethora of devices available, it is getting increasingly pos-
sible to capture human activities in great detail. Furthermore, applying existing
machine learning techniques it is also possible to enhance the experience of the
user by automating, prompting and recommending actions thereby improving
the adoption of Smart Home systems in the mass market.

We have focused on Natural Language techniques and explored the possibility
of its applicability in solving some important use cases that will arise when
such smart environments will be popular with increasing adoption rates. In this
paper, we have demonstrated a system which discovers routine for a user using
unsupervised techniques by mining temporal sensor data and further recommend
the user with the most likely sequence of events for automation.

2 Methods

The system diagram in Fig. 1 shows stages through which historical sensor data
is analyzed to create routines. The first stage, Activity Segmentation, splits
continuous temporal data to generate segments such that significant portions of
user activities are captured within it. KCAR [1] showed that sequence of events
can be segmented by considering temporal and conceptual similarity between
two sensors. While KCAR used static ontology for measuring the conceptual
c© Springer International Publishing AG 2017
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Fig. 1. System architecture

similarity of two sensors, we measure it based on their relative triggering pattern.
Conceptual similarity of two sensors are computed as the cosine similarity of their
word2vec1 feature vectors.

In the second stage, the segments are passed to Activity Discovery module
which utilizes Topic Modeling followed by Segment Clustering to discover the
recurrent patterns within the various segments. Since human tends to do the
same activity with variations, the generated segments will have captured varia-
tions of the same activity. Using Topic Modeling on these segments allows us to
assign similar topic distribution to segments that captures variations of the same
activity. For Topic Modeling, we use the well known Latent Dirichlet Allocation
(LDA) [2]. From the context of Topic Modeling, each segment is considered as a
document and the sensor events within the segment as words in the document.
Additionally, to keep some context of the order in which sensors are triggered,
we generate bi-grams of the words and consider them as part of the same docu-
ment(segment) as well. Next, we need to discover the significant activities that
are captured in these segments. For this, we require a clustering mechanism that
will group together all segments capturing the same activity. To this end, we
employ a hierarchical clustering algorithm where similarity of two segments is
measured as the symmetric KL-divergence of their corresponding topic distrib-
utions. The appropriate number of clusters, which in turn relates to the distinct
user activities is determined by Silhouette Coefficient.

Finally, Routines capturing the most likely sequence of actions for doing an
activity, is generated using Language Modeling(LM). We train a 3-gram LM
for each activity cluster using the segments that were assigned to it. We collect
the unique sensor events for each activity cluster and generate possible routines
using permutations of these sensor events. The sequence for which the language
model gives the highest probability is recommended as a routine for that activity.
Further, we compute for each routine the most probable time of the day of
occurrence utilizing the Expected Utility approach as given by [3].

1 https://deeplearning4j.org/word2vec.

https://deeplearning4j.org/word2vec
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3 Results

For our experiments we utilized two datasets; A public dataset and a synthetic
dataset. Sensor data on both these datasets is in time series and is represented by
a tuple as < timestamp, sensorid, location, sensor value >. The public dataset
used is Aruba2 which was published as part of CASAS3 smart home project. It
has a total of 11 distinct tagged activities using 39 sensors. For the synthetic
dataset, we simulated 8 scenarios like waking up, leaving home, setting ambience
for watching a movie, activity before going to sleep, home cleaning etc. using 15
sensors.

Fig. 2. Average deviation at k=2,3,5 for the relevant routines

The effectiveness of our Activity Discovery mechanism was evaluated using
standard metrics used for reporting results of clustering. The intuition is that an
effective Activity Discovery technique should be able to cluster data segments
across the dataset that captures similar activities. We report Adjusted Rand
Index(RAND-INDEX) and Cluster Purity as the metrics for clustering. The
results are reported in Table 1.

We evaluate the recommended routines based on the following criteria.

– Routine Relevance: A recommended routine is considered a relevant rou-
tine if it effectively captures an actual user activity. In Table 2, we report the
results on relevance of the routines suggested.

– Goodness of Routine: For each relevant routine, we measure its goodness
based on the order of the actions that are recommended to be automated.
We report the goodness of each relevant routine in terms of average deviation
from the ideal routines. We measure the deviation at position 2, 3 and 5 given
by D@k for k = 2, 3, 5. For a routine, the deviation at k is given by:

D(Sr, Ir, k) =
Dist(Sr(k), Ir(k))

k
(1)

2 http://ailab.wsu.edu/casas/datasets/aruba2.zip.
3 http://ailab.wsu.edu/casas/about.html.
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Fig. 3. Synthetic dataset - routines from activity clusters

Table 1. Evaluation of Activity Discovery. Value close to 1 indicate perfect clustering.

Dataset/Metric Cluster purity Adjusted - RAND

Aruba 0.93 0.88

Synthetic 0.89 0.86

Table 2. Evaluation of routine suggestion.

Dataset Actual number of activities Routines recommended Relevant routines

Aruba 11 13 8

Synthetic 8 10 7

where, Sr(k) and Ir(k) are the top k events in the recommended and ideal rou-
tines respectively and Dist(Sr(k), Ir(k)) is the edit distance between the string
representation of event sequences of Sr(k) and Ir(k). A value of D@k closer to
0 indicates a better match with the ideal routine. The average D@k for the
relevant routines are shown in the Fig. 2. A sample routine recommended by
the system corresponding to an activity is shown in Fig. 3.

4 Conclusion

In this paper we have demonstrated that existing Natural Language Processing
methodologies like Topic Modeling and Language Modeling can be seamlessly
applied to solve certain interesting use-cases of smart homes. As a part of our
work, we have presented a system and developed methods to solve two core
issues in smart homes like Activity Discovery and Routine Identification. We
believe that the core modules developed as part of our system can be extended
to address use-cases in smart buildings, ambient assisted living and connected
cars as well.
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Abstract. In this paper, we define a method that enables to: (i) exploit
ontologies and terminology to represent concepts into specific domains,
(ii) extract information from deep web pages, and opinions from social
and community networks, (iii) semantically query information by using
natural language interface. The method has been applied to query the
touristic domain. This use case has shown the effectiveness of the method
that can be easily extended to other domains.

Keywords: Natural language interface · Web data extraction · Ontol-
ogy · Linked data · Question answering · Tourism domain

1 Introduction

Tourism is one of the most dynamic and web-based industries worldwide. It is
an information-intensive market where tourists can use and leverage a plethora
of sources having heterogeneous formats. To plan and organize touristic travels
tourists navigate e-commerce web sites and social networks for accommodation
and reservation, forums and blogs, holiday resort and points of interest web sites,
comments on topics related to tourism. But searching and querying such a Big
Data by standard search engines may result unsatisfactory, especially on mobile
systems, whereas, by using formal languages results too complex for end-users.
In this scenario, the usage of natural language interface for querying the web
and existing knowledge bases offers opportunity to bridge the technological gap
between end-users and systems that make use of formal query languages.

Several researchers and practitioners are working on the definition of algo-
rithms and systems capable to translate natural language questions into formal
languages able to query structured data. Question Answering systems (QAs)
have attracted extensive attentions in both NLP [4,5] and database communities
[6,7]. Different surveys are presented in literature [1,2]. But only few approaches
worked on the tourism domain and defined a complete approach from the knowl-
edge representation, data acquisition and information extraction, to the natural
language processing and question answering.

In this paper, we present a method that enables to query, in natural language,
knowledge bases populated by touristic information extracted from the web. This
use case has shown the effectiveness of the proposed method that can be easily
extended to other domains.
c© Springer International Publishing AG 2017
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2 Proposed Method

This section describes a method for querying in natural language knowledge
bases populated by using information extracted from the web. The proposed
method is tailored to be flexible, scalable and general. It is constituted by three
phases: (i) Definition of the ontology and terminology representing concepts
into the specific domain. (ii) Extraction of information from deep web pages,
from social and community networks. (iii) Semantic querying by using natural
language processing, ontologies, and the Semantic Web tools. Figure 1 shows
modules of the proposed method.

Fig. 1. Architecture of the proposed method

Knowledge Representation. The knowledge of the target domain can include
ontologies, as well as thesauri, dictionaries and semantic networks. In our tourism
domain, we created all such instruments by observing information existing on
the Web and by including concepts from existing open linked data and by using
top-level ontologies. The implemented ontology describes classes and properties
of places (Places), objects and events (e.g. Facility, PointOfInterest, and Event).
It includes extracted and computed reputation information (SocialObject). It
maintains data about sources where the information has been extracted in order
to be able to compute the reliability of the obtained information.

Web Data Extraction. Instances of the knowledge base are dynamically cre-
ated by monitoring and extracting semi- and unstructured information (such as
data, descriptions and comments about accommodations) by connecting to APIs
of social networks, or by implementing smart crawlers and wrappers of deep web
pages. To extract data from booking websites (e.g. booking.com, venere.it, and
tripAdvisor), we modeled wrappers by using a visual interface1 that records nav-
igation actions performed by users into websites. In order to process comments
and analyze opinions we implemented the sentiment analyzer writing rules in the
MANTRA Language [3]. The MANTRA Language represents grammar-based

1 MANTRA Web Extractor (MWE) http://mwe.altiliagroup.com/.

http://www.booking.com
http://www.venere.it
http://www.tripAdvisor
http://mwe.altiliagroup.com/
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programs combined with logic predicates to identify concepts and their relations
belonging to specific knowledge domains, and to compute sentiment polarities
and opinion-targets. We can monitor websites and social networks scheduling
workflows that populate the knowledge base (e.g. a graph database).

Natural Language Querying. We created a Natural Language Interface (NLI)
that allows users to query knowledge bases through natural language expressions
that are dynamically translated into formal queries (e.g. SPARQL and Cypher
Query) to exploit various knowledge bases (i.e. ontologies and graph databases).
Users write questions expressed in natural language by using a web-based GUI,
shown in Fig. 2. The query in natural language is preprocessed to recognize
linguistic constructs (such as, pos-tag, chunk, relations between chunk). The
MANTRA Language Module takes as input MANTRA Language Programs to
identify concepts, properties, and relationships that occur in the users questions.
Patterns expressed in MANTRA Language allow for recognizing in a bottom-
up fashion ontological information by exploiting natural language constructs,
dictionaries, semantic networks, and thesauri. To match recognized concepts
extracted from the natural language text to the knowledge base concepts, we
use an external resource locator that maps ontological concepts to specific URI.
The submodule Formal Query Builder creates a query in SPARQL or Cypher
Language by using recognized objects, properties, and relationships. The formal
query is then submitted to the knowledge base endpoint and results are visualized
to users.

Fig. 2. Web-based graphical user interface for natural language querying

3 Discussion and Conclusion

In this paper, we presented a modular method that enables to query information
extracted from the web. The main contribution of this paper consists in the defin-
ition of a proposed method that enables to: (i) exploit ontologies and terminology
to represent concepts of specific domains; (ii) extract information and opinions
from deep web pages, social and community networks; (iii) semantically query
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information by using a natural language interface. The modular method enables
to easily create specific domain solutions. We tested our method for querying
tourism information. More in detail, we focused on extracting and querying both
descriptive data and opinions about accommodations. In particular, we collected
descriptive data from booking websites, user ratings and comments from both
booking websites and social networks. In our test, we extracted more than 3000
Italian hotels offering more than 20 different types of services from booking.com
and venere.it. In addition, we monitored more than 5000 comments from around
1600 users. We collected 100 different questions written by a group of heteroge-
neous persons in Italian or English natural language. Questions adopted in the
test considered services, nearby points of interest and opinions about the hotel.
Example of questions are: “I would like to eat in a very good restaurant of an
hotel in Cosenza” “I’m looking for a 4 star hotel in Amantea with free parking,
swimming pool and elevator. Furthermore, I’d like to play tennis and read some
books in a library.” We compared obtained results with the computed Ground
Truth obtaining precision 1. This approach works well for domain specific knowl-
edge, like the considered touristic domain. Experimental applications, involving
real user questions on touristic domain, demonstrate that our system provides
high-quality results. In the future, we intend to evaluate our approach on a larger
scale, and we plan to conduct an intensive usability study. In addition, our goal
is to provide robust question answering interface that exploits some innovative
algorithms based on deep neural networks.
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Abstract. This paper proposes a novel technique for generating object-
oriented computer program automatically from natural language text
input containing a mathematical word problem (MWP) to produce the
final answer. The system identifies all the entities like owners, items,
cardinal values from the MWP texts and the arithmetic operations by
understanding the verb semantics. Successively, it generates a complete
object oriented program using JAVA language. The proposed system
can solve addition-subtraction type MWPs and produced an accuracy of
90.48% on a subset of the AI2 Arithmetic Questions (http://allenai.org/
data.html) dataset.

1 Introduction

The objective of the work presented here is to generate computer programs
automatically from MWP texts which when executed will produce the desired
answers. For example, “Tom has 6 apples. He lost 3 apples. How many
apples does he have now?” is a word problem. In object oriented program-
ming (OOP)1 approach, we define a class ‘Person’ with the data members
like name, item name and item count, and a method evaluate result(), and
declare an object ‘obj’ of this class for solving the MWP. Here, obj.name=Tom,
obj.item name=apple and obj.item count= 6. The operation associated with the
verb ‘has’ is assignment (observation) and can be coded as obj.item count= 6.
Similarly, the verb ‘lost’ represents subtraction (i.e., decrement) and can be
coded as obj.item count= obj.item count - 3.

2 Related Work

The development of formal language models from natural language text has been
studied by researchers for various domains among which [2,3,5,6] are relevant
to our work. Mihalcea et al. [6] first proposed a system that attempts to convert
1 http://docs.oracle.com/javase/tutorial/java/concepts/.
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Table 1. Equation formation based on verb category and schema information

Category(Operator) Examples Schema entry Equations

(Null)

Observation(‘=’)

Tom has 6 green

apples

[Tom, null, apple

green, 6]

Tom-apple-green.count=6

Increment(‘+’) Harry gathered

10 red marbles

in the drawer

[Harry, drawer,

marble, red, 10]

Harry-marble-red.count =

Harry-marble-red.count + 10

and drawer-marble-red =

drawer-marble-red + 10

Decrement(‘−’) Joan lost 12

seashells

[Joan, null,

seashells, null, 12]

Joan-seashell-null.count =

Joan-seashell-null.count - 12

Positive

Transfer(‘+’ & ‘−’)

Sam bought 8 of

Mike’s baseball

cards

[Sam, Mike, card,

baseball, 8]

Sam-card-baseball.count =

Sam-card-baseball.count + 8

and Mike-card-baseball.count

= Mike-card-baseball.count - 8

Negative

Transfer(‘−’ & ‘+’)

John gave 7 red

balloons to Mary

[John, Mary,

balloon, red, 7]

John-balloon-red.count =

John-balloon-red.count - 7 and

Mary-balloon-red.count =

Mary-balloon-red.count+7

natural language texts directly into computer programs in ‘PERL’ language.
Alongside, many researchers recently developed various models to solve word
problems using different techniques [1,4,8].

3 System Description

First we studied the verbs appearing in the dataset (cf. Sect. 4) for verb cat-
egorization and equation formation. Analyzing the predicates and arguments
from the output of semantic role labelling (SRL), similar types of verbs were
manually grouped together into 5 categories based on their arithmetic oper-
ational connotation. SRL techniques are mainly used to semantically process
texts to define role(s) of each word present in a text and to identify predi-
cates and arguments of the verb(s). Table 1 presents the verb categories along
with the associated arithmetic operations and the targeted equation statements.
The schema entry contains information about [primary owner, secondary owner,

Table 2. Generating executable program statements in JAVA

Owner-Item-

Attribute/Objects

Item

count(x)

Verb

lemma

Operation Equation

statements

State

no./Sentence no.

Tom-seashell-null/obj[0] 12 Find Assignment obj[0].x = 12 1/1

John-seashell-null/obj[1] 6 Has Assignment obj[1].x = 6 1/2

Tom-seashell-null/obj[0] 4 Give − obj[0].x =

obj[0].x − 4

2/3

John-seashell-null/obj[1] 4 Give + obj[1].x =

obj[1].x + 4

2/3
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State-1
(first

sentence of
occurrence)

State-2
(second

sentence of
occurrence)

State- m 
(last

sentence of
occurrence)

input

OwnerItem
verb v1 

item_count x

OwnerItem
verb v2 

item_count y 

OwnerItem
verb v3 

item_count n 

Input text: Tom found 12 seashells. John has 6 seashells. Tom gives
John 4 seashells.

State-1
Tom-seashell-null

verb find
item_count 12

sentence 1

State-1
John-seashell-null

verb have
item_count 6

sentence 2

State-2
Tom-seashell-null

verb  give
item_count 12-4

sentence 3

State-2
John-seashell-null

verb give
item_count 6+4

sentence 3

............

.....

State Diagram for Object[0] (Tom-seashell-null)

State Diagram for Object[1] (John-seashell-null)

JAVA Program

public class Evaluation {
public static void main(String args  []) { 
int  total_owner=2; 
int  x=0; 

 // array of objects
OwnerItem obj  [] = new OwnerItem  [total_owner]; 

 for ( int  i = 0; i < obj.length  ; i++) { 
obj  [i] = new OwnerItem  (); //object creation 

 }
obj  [0].item_count=12; 
obj  [0].item_count= obj  [0].item_count-4; 
obj  [1].item_count=6; 
obj  [1].item_count= obj  [1].item_count+4; 
obj  [0]. setname  ("tom","seashell","null"); 
obj  [0].display(); 
obj  [1]. setname  ("john","seashell","null"); 
obj  [1].display(); 

 }
}
Output-
 tom-seashell-null ( obj  [0])= 8; 
 john-seashell-null( obj  [1])= 10 

Fig. 1. State diagrams of the ‘OwnerItem’ objects and final JAVA program

item name, item attribute, item quantity ] which are extracted from each sen-
tence of the MWP text. For information extraction(IE) from sentences which
is template based, we used the output of an SRL tool – Mateplus2[7]. The sys-
tem stores the extracted information in the ‘Sentence’ and ‘Verb’ templates.
Successively, the system identifies each unique ‘Owner-Item-Attribute’(OIA)
triplet such that at least one component is unique and fills the ‘OIA’ templates
with relevant information. For object creation and program statements genera-
tion, the identified unique OIA combinations are represented as real ‘Objects’
using OOP. E.g., if the input text is “Tom found 12 seashells. John has 6
seashells. Tom gave 4 seashells to John.”, the system identifies 2 unique OIA
combinations – ‘tom-seashell-null’ and ‘john-seashell-null’ represented as ‘obj[0]’
and ‘obj[1]’ (cf. Table 2) by instantiating the class ‘OwnerItem’ (cf. Figure 1)
which resembles an ‘OIA’ templates. Both the verbs, ‘find’ and ‘have’, generate
the assignment statements. The verb ‘give’ belongs to the ‘negative transfer’
category; hence it generates the decrement operation (‘−’) statement with the
primary owner ‘Tom’ (i.e. obj[0]) and increment operation (‘+’) statement with
the secondary owner ‘John’ (i.e. obj[1]). By matching and replacing the triplets
with the respective actual objects in the ‘equations’ (cf. ‘Equations’ column
in Table 1), the actual executable JAVA programming statements are created.
Figure 1 demonstrates a simple forward state transition diagram for all ‘Owner-
Item’ objects and the generated program for the example mentioned earlier.
A sentence in the input text, where an ‘OwnerItem’ object exists, is treated
as a ‘state’ for that ‘OwnerItem’ object in the diagram. Based on the opera-
tions performed on them, their item quantities are updated and finally the last
2 https://github.com/microth/mateplus.

https://github.com/microth/mateplus
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sentential state corresponding to the object about which the question has been
asked holds the answer to the MWP. The program statements are placed sequen-
tially according to the sequence of events (i.e., predicates) in the MWP, in a
predefined program skeleton written using ‘JAVA’ programming language with
additional program statements to display the answer by analyzing the question
sentence (not shown in Fig. 1). The program is compiled and executed by the
JAVA compiler (JVM) itself to generate the final answer.

4 Dataset, Results and Discussions

There are no standard references or datasets available for this kind of work. We
selected 189 word problems from the MA1, MA2 datasets which are subsets of
the ‘AI2 Arithmetic Questions’ dataset [1]. The proposed method achieved an
accuracy of 90.48% on our testset. We did not consider the IXL dataset having
more information gaps and 66 problems of MA1 and MA2 containing “missing
information” and “irrelevant information”3 as solving these problems involve
complex reasoning and presently the system does not have the capabilities to
handle them.

5 Conclusions

This paper makes an effort to build a bridge between natural language and
formal (object oriented) language for solving mathematical word problems. Any
event-driven scenario can be modelled using the object-oriented approach. The
proposed model can be augmented to help automatic code generation from the
viewpoint of software engineering. As an immediate extension we would like to
extend the system to solve word problems involving multiplication and division
along with automatic verb classification.
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Abstract. A new effective system for identification and verification of
text authorship has been developed. The system is created on the basis of
machine learning. The originality of the model is caused by a suggested
unique profile of the author’s style features. Together with the use of
the Support Vector Machine method, this allows us to achieve the high
accuracy of the authorship detection. Proposed method allows the system
to learn styles for a large number of authors using small amount of data
in a training set.

Keywords: Machine learning · Support Vector Machine · Authorship
detection

Identification of authorship is a unique and extremely demanded task. This is
due to the huge variety of it’s applications in different fields of human activity
including plagiarism control, detecting the authorship of anonymous texts, inves-
tigations in criminalistics, and many others. The task is very complicated due to
the fundamental problem of defining and assessing style features inherent to a
particular author. Until now, a large quantity of authors texts in a training set
was the mandatory precondition for the high-quality performance of all existing
authorship detection systems.

The authors of this presentation have developed an authorship attribution
system being able to accurately operate even with a minimal set of texts for
each author in a training set (from 5 Kbytes of text per author) as well as with a
number of authors amounting up to 20. Our results can be compared with values
achieved by the Local Histograms of Character N-grams model [2], that was
trained on a subset of RCV1 (Reuters Corpus Volume I) [1] and demonstrated
the accuracy score between 49.2%–86.4% for 10 authors. Another work [3] reports
the accuracy between 39.0%–80.8% on RCV1, authors use a set of tensor space
models to attribute 10 authors.

Among recent works it was reported 90% accuracy on fragments of Ph.D.
theses for 10 authors, using stylometry and machine learning [4]. Usage of
character-level and multi-channel Convolutional Neural Networks [5] gives aver-
age F1 between 43.6%–73.4% depending on the amount of authors and a test
dataset.
c© Springer International Publishing AG 2017
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1 Method

The system has a two-level structure. At the first level, a set of classifiers calcu-
lates probabilities of authorship of the input text for each given author (choosing
from the set of authors the system was trained on). At the second level, based
on the analysis of decisions made by first-level classifiers the system finds out
one author of a text.

Our model examines each text separately and collects information for
hypotheses. Some hypotheses are transferred to a machine learning module as
is, other information is averaged for each author to obtain attributes peculiar to
each author style. Averaging gives us ability to receive smooth statistics due to
more diversified data. Increased confidence interval allows the system to attribute
authorship with a far better accuracy. Any collected statistical information (e.g.,
average amount of letters in a word) becomes independent from the text style
and better displays the authors pattern.

The result of the input data processing is a set of vectors for each individual
author. At the training stage, the first level of the model chooses coefficients for
each vector position. The second level of the model chooses coefficients for each
author’s classifier. After that, the model is considered to be trained and able to
classify new texts.

2 Implementation

From the perspective of machine learning, the problem of authorship detection
is reduced to the problem of text classification.

Linear support vector machine (linear SVM) is used as a basic machine learn-
ing algorithm for training classifiers. For the implementation Python program-
ming language, scikit-learn(http://scikit-learn.org/stable/) and numpy (http://
www.numpy.org/) packages were used. The stage of selecting informative fea-
tures was the most difficult one, the features mentioned in [1–5] were imple-
mented as a basic feature set. Some of these features appeared to be ineffective
for the considered task. For example, analysis of mistakes, word N-grams, as well
as features like vocabulary richness and vocabulary size did not work. We assume
that such features can work effectively only in the case of authors writing in one
fixed topic, and not in the case when texts are taken from the news corpus. For
the same reasons, features like word/sentence length, typical first/last letter in
a word/sentence, frequency of word combinations did not prove to be effective.

Features like dependency triplets and k-ee subtree pattern were left out due
to the insignificant increase of the precision while having high computational
complexity.

Finally, the set of features for authorship attribution included the following:

– punctuation features (punctuation signs, their means and standard devia-
tion);

– morphological features (statistics of letter combinations and letters);

http://scikit-learn.org/stable/
http://www.numpy.org/
http://www.numpy.org/
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Table 1. List of datasets

Dataset name Author count Text count Total size, B Avg. size, KB

Dataset0 15 37 107.788 From 4 to 9

Dataset1 15 191 542.732 From 24 to 58

Dataset2 15 848 2.533.525 From 130 to 197

Dataset3 15 1.554 5.107.210 From 300 to 388

Dataset4 15 2.440 8.156.620 From 504 to 593

– lexical features (statistics of stopwords, universal words, and author’s words,
etc.);

– syntactical features (N-grams of parts of speech, frequency of syntactical con-
nections, frequency of rewriting rules (Chomsky grammar), etc.);

– complicated features based on vector representation of word usage statistics.

After the training stage ends (each classifier recognizes its personal author),
the second stage follows, where the selection of coefficients-weights is made in
order to resolve conflicts. A conflict happens when several classifiers simultane-
ously consider the text as the one that belongs to its authors. Special method
OVR (one-vs-rest) solves a number of optimization problems related to the selec-
tion of priority weights for classifiers to minimize the number of authorship
attribution errors (Table 1).

3 Test Methodology

When selecting a system assessment method, the factors like reproducibility
and assessment comprehensiveness played a crucial role. The goal was to create
a single text corpus where all researchers can verify the accuracy of our system
operation, measure and compare the results of their systems using the same set
of texts.

RCV1 dataset was applied for evaluating. To ensure a comprehensive evalu-
ation, RCV1 was sorted according to authors, and then 5 separate datasets were
generated.

Creating these 5 datasets allows us to provide a comprehensive assessment
of the system accuracy, starting from 2–3 articles per author up to thousands.

The accuracy of any machine learning algorithm depends on how the data
is partitioned into training and test sets. The cross-validation algorithm called
Leave One Out (LOO) always provides consistently same results on a data set.
An essential drawback of LOO is its high computational complexity: for each
sample of data it is necessary to train the model on all other data and only after
that to test the model on a given sample. The result, close to LOO, is provided
by the method called Simplified LOO.

Simplified LOO converts all the texts into features vectors that form a fea-
tures matrix at the very beginning of the work and does not calculate them



230 O. Marchenko et al.

again. Afterwards, each vector is sequentially selected from the features matrix
and used as a test sample; the rest of the matrix data is used for training the
model. Simplified LOO may cause an overfitting, because the constructed system
contains complex features that use statistics collected from the whole corpus. For
large corpora, the influence of this factor is insignificant. Hence Simplified LOO
provides relatively close results to LOO.

4 Results of Experiments

The results of the developed model can be seen in Table 2.

Table 2. Perfomance of the authorship attribution system

20-fold cross validation Cross validation LOO Simplified LOO

P R F1 P R F1 P R F1

Dataset0 G 0.7297 0.7297 0.7297 0.7297 0.7297 0.7297 0.9189 0.9189 0.9189

C 0.6789 0.7222 0.6849 0.6844 0.7222 0.6881 0.9333 0.9222 0.92

Dataset1 G 0.7068 0.7068 0.7068 0.7120 0.7120 0.7120 0.7120 0.7120 0.7120

C 0.7218 0.7014 0.6937 0.7355 0.7081 0.6992 0.8139 0.7955 0.7918

Dataset2 G 0.7205 0.7205 0.7205 0.7252 0.7252 0.7252 0.7547 0.7547 0.7547

C 0.7185 0.7107 0.7062 0.7238 0.7168 0.7127 0.7533 0.7477 0.7442

Dataset3 G 0.7394 0.7394 0.7394 0.7413 0.7413 0.7413 0.7606 0.7606 0.7606

C 0.7385 0.7361 0.7210 0.7384 0.7380 0.7223 0.7596 0.7580 0.7432

Dataset4 G 0.7680 0.7680 0.7680 0.7725 0.7725 0.7725

C 0.7761 0.7656 0.7619 0.7805 0.7702 0.7667

To calculate test results, three methods are used: K-fold crossvalidation, Sim-
plified LOO, and LOO. It was decided to use the value of K which would be larger
than the number of authors. The value K = 20 does not fully prevent from the
case when an author is not presented in a training set at all, but gives a close
approximation. For partitioning data sets in K-fold Crossvalidation, the KFold
function (n folds = 20, shuffle = True, random state = 1) from the scikit-learn
package was used.

In Table 2 the line G (Global) contains F1 evaluation calculated using the
total number of true positives, false negatives, and false positives. The line C
(Class-Based) contains F1 evaluation calculated as an average for F1 assessments
of each author.

5 Conclusion

The paper describes the development of a unique English text authorship attri-
bution system. The system operates on text corpora containing articles of a large
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number of authors (15–20) and demonstrates high accuracy of text authorship
attribution. The system does not require a large training set for each author.
The minimum set may contain only 5 Kbytes of text per author. Using machine
learning models and developing a unique profile of author’s style features allows
reaching the results at a new state-of-the-art level. In the future we plan to test
the model on PAN’s competition data.

Acknowledgments. The authors of the article are grateful to Phase One: Karma LTD
company, especially to the Unplag team for the support in research and considerable
assistance in the development, testing and implementation of the authorship attribution
method.
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Abstract. Distributed representations of words play a crucial role in
many natural language processing tasks. However, to learn the distrib-
uted representations of words, each word in the text corpus is treated as
an individual token. Therefore, the distributed representations of com-
pound words could not be directly represented. In this paper, we intro-
duce a recurrent neural network (RNN)-based approach for estimating
distributed representations of compound words. The experimental results
show that the RNN-based approach can estimate the distributed repre-
sentations of compound words better than the average representation
approach, which simply uses the average of individual word representa-
tions as an estimated representation of a compound word. Furthermore,
the characteristic of estimated representations of compound words are
closely similar to the actual representations of compound words.

1 Introduction

Representations of words play a crucial role in many models of natural language
processing tasks such as part of speech tagging [4] and parsing [18]. Convention-
ally, a word as an atomic unit of language is transformed to a vector by the one-
hot encoder as its representation. However, such representations are presented
in the high-dimensional space, which leads to the curse of the dimensionality [1].
To overcome the curse of the dimensionality, the concept of distributed repre-
sentation was proposed [1]. Distributed representation of a word uses a dense
real-value vector to represent the word in the low-dimensional vector space. Since
the representation is projected to the low-dimensional vector space, this repre-
sentation does not encounter with the curse of the dimensionality problem. Also,
both synthetic and semantics of words are encoded into their representation [15].

Recently, many studies [1,13,14,16] focus on modelling the distributed rep-
resentation of words. One of the prominent approaches is word2vec [13,14]. By
leveraging the shallow neural network model trained over the unlabeled text
corpus, words in the corpus are embedded as the distributed representations
[13,14]. Based upon the hypothesis of the distributional occurrence of context
words, words sharing similar meaning occur in similar context words. Under this
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 235–246, 2017.
DOI: 10.1007/978-3-319-59569-6 28
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hypothesis, the neural network model can learn the distributed representations
of words, which can capture both the function and the meaning of the words.
However, to learn the distributed representations of words, each word in the text
corpus is treated as an individual token. Consequently, the distributed represen-
tations of compound words, which typically consist of two or more tokens, could
not be represented directly.

In order to cope with the problem of compound words, many approaches
[11,14] have been proposed. These approaches detect compound words by a sta-
tistical strategy and replace compound words by unique tokens. Such approaches
can learn the actual representations of compound words; however, some repre-
sentations of compound words may not be able to learn because we may not
be able to detect all compound words. Furthermore, some detected compound
words may appear infrequently; in consequence, the representations of such com-
pound words cannot be learned. Estimating the distributed representation of a
compound word by using its individual words is the promising solution, because
we usually can learn the representations of the words in the compound word.
For example, given the compound word “Hida Station”, we may not be able to
learn the actual representation of the compound word “Hida Station”. However,
we can learn each representation of the words “Hida” and “Station”, since these
words, in particular “Station”, appear frequently. Our assumption is that the
representation of the compound word “Hida Station” could be estimated by the
representations of “Hida” and “Station”. In this study, we want to estimate the
distributed representations of compound words by using their individual word
representations. Currently, the widely-used workaround for estimating the dis-
tributed representation of a compound word is to average vector representations
of individual words in the compound word. Although many studies [7,17,19] uti-
lized average distributed representations of words, the meaning of a compound
word is not simple composition of the individual words [14].

In this paper, we therefore introduce the recurrent neural network (RNN)-
based approach for estimating distributed representations of compound words
by their word representations. In the RNN-based approach, distributed represen-
tations of words in a compound word are given to the model in order to estimate
the distributed representation of the compound word.

The rest of the paper is structured as follows. We describe the background
of the neural network language model and formalize the problem in Sect. 2.
Section 3 discusses related works. In Sect. 4, we introduce the RNN-based app-
roach for estimating distributed representations of compound words. Experi-
ments and results are reported in Sect. 5. In Sect. 6, we conclude our work and
discuss the future direction.

2 Distributed Representation of Compound Words

In this section, we briefly give the background of the neural network language
model. Then, the problem of compound word representations is defined.
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2.1 Neural Network Language Model

The neural network language model is introduced in the study [1]. The idea
is to learn representations of words by using the neural network architectures.
Typically, there are two general architectures: (1) Continuous Bag of Words
(CBOW) model and (2) Skip-Gram model [1,13,14]. The concept of the CBOW
model is to predict the target word by the context words, while the idea of
the Skip-Gram model is to predict the context words by the target word. More
specifically, given a sequence of training words w1, w2, w3, .., wN and a context
window c, the learning function of the CBOW model is to maximize the following
average log probability

1
N

N∑

t=1

log p(wt|wt−c, ..., wt−1, wt+1, ..., wt+c) (1)

where

p(wt|wt−c, ..., wt−1, wt+1, ..., wt+c) =
exp(v̄ · vwt

)
∑|V |

w=1 exp(v̄ · vw)

Here, vw is the distributed representation of the word w, v̄ is an average
distributed representation of words in the context c and V is the set of vocabulary
of all words. Inversely, the Skip-Gram model is to maximize the following log
probability

1
N

N∑

t=1

∑

−c≤i≤c,i�=0

log p(wt+i|wt) (2)

where

p(wt+i|wt) =
exp(vwt+i

· vwt
)

∑|V |
w=1 exp(vw · vwt

)

Here, vw is the distributed representation of the word w and V is the set of
vocabulary of whole words.

2.2 Problem Definition

As shown in Eqs. (1) and (2), these two models treat each word in the word
sequence as a token. Consequently, they cannot handle a compound word
straightforwardly. In this section, we formally define the definition of a compound
word and then formalize the problem of estimating distributed representation of
a compound word by its sequence.

Definition 1. A compound word wcp is a sequence of words (wcp 1, wcp 2wcp 3,
..., wcp n), where the words are put together to create the meaning of wcp.

Distributed Representations of Compound Words. The objective is to
model the function f : (vwcp 1 , vwcp 2wcp 3 , ..., vwcp n

) → v̄wcp
, where vwcp i

is the
distributed representation of the ithword of the compound word wcp and v̄wcp

is
the estimated distributed representation of the compound word wcp.
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3 Related Work

Recently, many studies [5,11,14] proposed learning distributed representation
of compound words. Mikolov et al. proposed the statistical-based approach for
replacing compound words with unique tokens [14]. In their approach, the co-
occurrence of words is used to determine whether such group of words is com-
pound words or not. In the study [11], the Doc2Vec approach was proposed. The
concept of Doc2Vec is to learn distributed representation of sentences and para-
graphs with the context words. Although this approach can learn the distributed
representation of larger chunk of words, the predefined tokens are still required in
the learning process. Consequently, both studies [11,14] cannot directly estimate
the distributed representations of new compound words by using distributed rep-
resentation of words. Later, Dima et al. proposed a method to estimate distrib-
uted representations of the compound noun by using the deep neural network
architecture [5]. The approach can interpret the distributed representations of
compound words by their words. However, their architecture is limited to handle
two consecutive words as a compound word. Consequently, it cannot deal with
the dynamic length of compound words.

In contrast to other studies [5,11,14], the workaround for estimating the
distributed representation of a compound word by using their individual words
is to average distributed representations of individual words in the compound
words. This method can directly estimate the distributed representation of the
compound word and solve the dynamic length of compound words. However, as
reported in the study [14], the meaning of a compound word is not a simple
composition of the individual words. Consequently, estimating the distributed
representation of a compound word by average representations might not be a
good representation.

To avoid the dynamic length of compound words and to better estimate
the representations of compound words, we therefore introduce the RNN-based
approach for this task.

4 Methodology

In this section, we describe the method to learn the distributed representations
of words in compound words and then introduce the RNN-based model for esti-
mating the distributed representation of a compound word.

4.1 Learning Distributed Representation of Words

In the learning process, if a sequence of words contains compound words, we
create a new sequence and replace any compound words in the sequence with
a unique token. For example, given the sequence “San Francisco is located
in United State of America”, the new sequence “San Francisco is located in
United State of America” is created. Both sequences are used to learn the rep-
resentations of words. After learning the distributed representation of words,
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the distributed representation of the compound word, e.g. “San Francisco”, and
individual words, e.g. “San” and “Francisco”, are acquired. The distributed rep-
resentations of compound words and individual words are given to our RNN-
based approach so that our RNN-based approach can later learn to estimate the
representations of compound words.

4.2 Recurrent Neural Networks

Recurrent neural networks (RNNs) are circular neural networks, which are typ-
ically used for modelling a sequence of arbitrary length. Formally, given a
sequence of input x1, x2, x3, ..., xn, the RNN model learns to map the given
sequence to a sequence of output y1, y2, y3, ..., yn, where each input and output
at time t are corresponded. At any time t, the RNN model learns the current
latent state with the input data at t and the previous latent state at time t− 1.
Then, the current latent state is used to predict the output. Based on this con-
cept, the most basic RNN [6] is derived as the following equation:

ht = f(Wi,hxt + Wh,hht−1 + bh) (3)
yt = g(Wh,yht + by) (4)

where xt is the input vector at time t, ht is the vector of hidden layer at time t, yt
is the prediction vector at time t, Wi,h,Wh,h,Wh,y are parameter matrices, bh, by
are the bias parameters for the network and f, g are the activation function, e.g.
sigmoids. Although the RNN model can deal with the sequential data, long-term
dependencies cannot be captured due to the vanished and exploding gradient [2].
Recently, more advanced RNN models, e.g. long short-term memory (LSTM) [8]
and gated recurrent unit (GRU) [3], are proposed to handle long-term depen-
dencies. In this study, we focus on the GRU unit, which had been reported that
it provides better performances than the LSTM unit in many datasets [3]. The
GRU unit in our approach is descried as follows:

zt = f(Wzxt + Uzht−1 + bz) (5)
rt = f(Wrxt + Urht−1 + br) (6)
ht = g(Whxt + Uh(rt ◦ st−1) + bh) (7)
st = zt ◦ st−1 + (1 − zt) ◦ ht (8)

where zt is the update gate vector at time t, rt is the reset gate vector at time t,
ht, ht−1 is the vector of hidden layer at time t and t− 1, st is the output vector
at time t, xt is the input vector at time t, W and U are parameter matrices, b
is the bias parameters, f and g are the activation function and ◦ represents the
Hadamard product operation.

In our study, we only use the output from the last state as the distrib-
uted representation of a compound word as shown in Fig. 1. Given a sequence
of representations of the compound word wcp (vwcp 1 , vwcp 2wcp 3 , ..., vwcp n

), the
RNN-based approach calculates the estimated distributed representation of the
compound word wcp from the last state as follows.
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v̄wcp
= zLast ◦ sLast−1 + (1 − zLast) ◦ hLast (9)

where v̄wcp
is the estimated representation of the compound word wcp, zLast,

rLast and hLast are the update gate vector, the reset gate vector and the hidden
layer vector at the last sequence respectively and hLast−1 is the hidden layer
vector before the last state. In the learning process, the idea is that we want to
minimize the error between the estimated representation and the actual repre-
sentation of the compound word. Therefore, the objective of the whole network
learning is to minimize the following function:

L(vwcp
, v̄wcp

) = ‖vwcp
− v̄wcp

‖22 (10)

where vwcp
is the actual representation of the compound word wcp, learned by

replacing the compound word wcp in the sequence with the unique token (as
described in Sect. 4.1), and v̄wcp

is the estimated representation of the compound
word wcp by the RNN-based approach.

Fig. 1. The RNN-based approach for estimating distributed representation of a com-
pound word by its word sequence

5 Experiments

In this section, we present experiments for evaluating the performance of the
RNN-based approach. The objectives of the experiments are two-fold: (1) inves-
tigating the improvement of the estimated representations of compound words
and (2) assessing the quality of representations of compound words.

5.1 Experimental Setup

We start with describing the text corpus, which is used to learn the distributed
representations of individual words and compound words. We then provide the
details of the dataset for estimating distributed representations of compound
words. After that, the implementation of the RNN-based approach and the net-
work training are presented.
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Corpus. To learn the distributed representations of individual and compound
words, all Wikipedia articles as sequences are used as mentioned in Sect. 4.1.
Still, there is the problem regarding locating compound words in the sequence. In
order to address this problem, we utilize tags provided by Wikipedia. We assume
that a sequence of words in any tag is a compound word. For example, given the
sentence [Barack Obama] was [the U.S. president], where [ ] denotes a tag, e.g.
a hyperlink tag, we can form two sequences: (1) Barack Obama was the U.S.
president and (2) Barack Obama was the U.S. president. The implementation
of extracting tags and identifying compound words are followed Wiki2Vec1.

Based upon the text corpus above, we create the pair between a compound
word and its individual words as the datasetfor experiments. From the above
example, we can create the (Barack Obama, Barack Obama) and (the U.S. pres
ident, the U.S. president). The statistic of the dataset is as follows. The number
of pairs between compound words and their individual words is 16,369,076 pairs
and the average length of the compound words is 3.06 tokens. This dataset is
used as the input of the RNN-based approach.

Implementation. The implementation and the details of the network training
are as follows. To learn the distributed representations of words and compound
words, we use the python version of word2vec2. Most of the parameters are set
by the default. Note that, in this setting all words that appear less than 25 times
are ignored. However, since we use the text corpus, in which most sequences are
duplicated, as the training set, we set the words that appear less than 50 times
are discarded. Also, since the dimension of vector and the length of the window
size directly affect representations of words, these two parameters are varied in
the experiments to investigate their effects. Furthermore, to handle the out of
vocabulary problem, words that appear less than 50 times are replaces by the
token “UNK”.

In our RNN-based approach, we implemented the networks by using tensor-
flow3. The GRU unit is selected as the unit in the RNN model. One hidden
layer network is used and a number of nodes in the hidden layer is set at 128.
The Adam algorithm [10] is used as the optimization method due to its com-
putational efficiency. The learning rate is set at 0.01. The dataset is fed as the
mini-batch, whose size is 50,000 samples. We set the number of the iteration at
5,000, which is enough to reach the convergence.

5.2 Experiment 1

Experiment 1 is to investigate the improvement of compound word represen-
tations estimated by their individual words using the RNN-based approach. In
this experiment, the distributed representations of compound words estimated
by the RNN-based approach are compared with the average representations. The
1 https://github.com/idio/wiki2vec.
2 https://radimrehurek.com/gensim/models/word2vec.html.
3 https://www.tensorflow.org/.

https://github.com/idio/wiki2vec
https://radimrehurek.com/gensim/models/word2vec.html
https://www.tensorflow.org/
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average representation is computed by averaging the distributed representations
of all individual words in the compound words. To evaluate the improvement,
the location and the direction of estimated distributed representations of com-
pound words are considered. The idea to measure the location is that the closer
the location to the actual compound word representation, the better it is, while
the idea to evaluate the direction is that the more similar the angle to the actual
compound word representation, the better it is. Note that the actual compound
word representation is the distributed representation of the compound words as
a single token, e.g. San Francisco, learned during the word embedding process.
Based on these intuitions, two evaluation metrics: (1) the proportion of the
improvement of the Euclidean distance, which measures the closeness of the
location, and (2) the proportion of the improvement of the cosine similarity,
which measures the similarity of the direction, are defined as follows.

Location =

∑N
i=1 dLoc(vwcpi

, v̄wcpi
, ¯̄vwcpi

)
N

× 100% (11)

dLoc(vwcp
, v̄wcp

, ¯̄vwcp
) =

{
1, if ‖vwcp

− v̄wcp
‖ < ‖vwcp

− ¯̄vwcp
‖

0, otherwise
(12)

Direction =

∑N
i=1 dDir(vwcpi

, v̄wcpi
, ¯̄vwcpi

)
N

× 100% (13)

dDir(vwcp
, v̄wcp

, ¯̄vwcp
) =

{
1, if vwcp ·v̄wcp

‖vwcp‖‖v̄wcp‖ >
vwcp ·¯̄vwcp

‖vwcp‖‖¯̄vwcp‖
0, otherwise

(14)

where vwcp
is the actual representation of the compound word wcp, v̄wcp

is the
estimated representation of the compound word wcp by the RNN-based app-
roach, ¯̄vwcp

is the average representation of the compound word wcp and N is a
number of compound words.

In this experiment, the dimension of vector representations and the length of
window size are varied to investigate their effects because both are the major fac-
tors that directly influence the representations of compound words. For observing
the effect of the dimension of vector representations, we set the dimension size
at 100, 200, 300, 400 and 500, while the length of the window size is fixed at 5.
For inspecting the effect of the length of the window size, we set the window
size at 5,10, 15 and 20, while the dimension of vector representations is fixed at
200. Also, we conduct the experiment with CBOW and Skip-Gram in order to
investigate any influence caused by the models. In the experiment, we conduct
the experiment by using the 10-fold cross validation technique.

The results of this experiment are listed in Table 1. The results show that
most of compound words can be better estimated by using the RNN-based app-
roach in both location and direction aspects. Also, the results indicate that the
parameters, the dimension of vector representation and the length of the win-
dow size, slightly affect the results. However, for the CBOW setting with larger
length of window size, the changes are clearly observed. In this case, only around
86%–88% of compound words can better be estimated by using the RNN-based
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Table 1. The results of the improvement in aspects of location and direction of esti-
mation in Experiment 1

# Dimension # Window size CBOW Skip-Gram

Location Direction Location Direction

100 5 97.98% 96.70% 99.01% 98.61%

200 5 98.58% 97.14% 99.18% 98.76%

300 5 98.79% 97.16% 99.10% 98.60%

400 5 98.82% 96.92% 98.79% 98.08%

500 5 98.13% 94.84% 98.12% 97.00%

200 10 98.67% 96.50% 99.19% 98.77%

200 15 88.01% 59.74% 99.06% 98.60%

200 20 86.26% 58.10% 98.88% 98.30%

approach in the location aspect, while around 58%–59% of compound words can
better be estimated by using the RNN-based approach in the direction aspect.
Nevertheless, the improvement of the estimated representations by the RNN-
based approach over average representations still can be observed. Therefore,
the RNN-based approach can do better to estimate the representations of com-
pound words than the average representation approach.

Although the RNN-based approach shows the improvement over the average
representation method, to learn the RNN-based approach, the training pairs are
still required. Therefore, we analyzed the number of training pairs used in the
experiment to achieve the result in Table 1 by plotting the learning curve. We
used 10% of the data for testing the improvement in the location and direction
aspects, while the rest of the data are used as the training data. The number of
training example pairs are gradually increased. To plot the learning curve, the
standard parameter setting (see Footnote 2) is set. Figure 2 shows the learning
curve of the RNN-based approach. The learning curve shows after the training
size is larger than 10,000 pairs, more than 90% of compound words can be
estimated better the aspect of location and direction by the RNN-based approach
than the average method in both CBOW and Skip-Gram models.

5.3 Experiment 2

Experiment 2 is to evaluate the quality of the estimated representations of com-
pound words by the RNN-based approach. This experiment is to further under-
stand how much improvement of the estimated representations of the compound
words we achieved. In this experiment, the experiment setting is the same as
Experiment 1 and the average representation method is used as baseline. How-
ever, we change the evaluation method in order to observe the quality of the esti-
mated distributed representations of compound words. We compute the cosine
similarity between the estimated distributed representations of compound words
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Fig. 2. Learning curve of the RNN approach by using CBOW and Skip-Gram setting
with 200-dimensional vector and window size 5 in aspect of location and direction

and other word representations in the whole vocabulary. The results are ranked
by their similarity score. The higher the similarity score acquire, the lower the
rank is. Then, we determine the rank result of the estimated distributed repre-
sentation by its pair rank. For example given the pair (“Tokyo Station”, “Tokyo”
“Station”), the rank result is corresponded to the rank of “Tokyo Station” in
the rank list. In the experiment, we conduct only the ranking by the cosine simi-
larity because many applications [9] used the cosine similarity for evaluating the
similarity between representations. Since we need to compare all representations
(≈968,009 words), only 1,000 pairs are sampled for testing the ranking result,
while the rest are used to train the model. To measure the results, we report the
mean reciprocal rank (MR), which averages the inverse of the rank and Hit@10
is the proportion of times that the rank of its pair is less than 10.

Table 2. The results of quality of the estimated representations of compound words
comparing with the representations of compound words

# Dim # Window Baseline RNN-based Approach

Size CBOW Skip-Gram CBOW Skip-Gram

MR Hit@10 MR Hit@10 MR Hit@10 MR Hit@10

100 5 0.003 0.70% 0.001 0.10% 0.078 22.42% 0.056 15.92%

200 5 0.006 1.90% 0.002 0.10% 0.119 33.63% 0.073 21.42%

300 5 0.006 2.20% 0.002 0.40% 0.133 37.54% 0.076 22.52%

400 5 0.007 2.50% 0.002 0.40% 0.148 42.24% 0.082 24.42%

500 5 0.007 2.30% 0.002 0.20% 0.112 31.23% 0.064 17.71%

200 10 0.439 50.55% 0.785 81.48% 0.927 94.90% 0.988 99.10%

200 15 0.455 52.45% 0.767 79.78% 0.941 95.80% 0.987 99.20%

200 20 0.466 53.05% 0.784 81.58% 0.939 96.30% 0.986 98.90%
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The results of this experiment are listed in Table 2. The results show that the
RNN-based approach provides significant improvement of the quality of the rep-
resentations than the baseline in all settings. This result confirms the hypothesis
in the study [14], where representations of compound words are not simple aver-
age representations of individual words. The experimental results also indicate
that the quality of the representations is robust to the length of the dimensional
vector representation, while the length of the window size has significant influ-
ence. The estimated representations of compound words can be estimated better
when the length of the window size becomes larger. One intuition is that the
length of the window size is used to capture the long dependency of the context.
Since the average length of the compound words in the dataset is around 3
tokens, the length of window size at 5 could not capture the whole dependency.
Consequently, the quality of the estimated representations is degraded.

To further understand the representations of compound words and their esti-
mation, the representations of compound words are projected to 2-d space by
using the t-distributed stochastic neighbor embedding (t-SNE) [12]. To visual-
ize the representations in the 2-d space, the standard parameter setting (see
Footnote 2) is set. Moreover, most of the compound words are person names
or location names. When plotting in the 2-d space, black color represents the
compound words, which are person, while the grey color denotes the compound
words, which is location as shown in Fig. 3. Figure 3 shows that the estimated
representations of compound words by using the RNN-based approach are closely
similar to the actual representations than using the average representation app-
roach. Furthermore, the average representations show some ambiguity between
person and location. This indicates that the average representation could falsely
interpret the meaning of the compound words in the vector space.

Actual Representation of Compound Words Estimated Representation of Compound Words Estimated Representation of Compound Words
Using the Average Representation Using the RNN-based approach

Fig. 3. Scatter plot of representations of compound words by their types using CBOW
with the 200-dimensional vector and the window size 5

6 Conclusion

In this paper, we introduce the RNN-based approach for estimating the repre-
sentations of compound words. Based on the experimental results, we show that
estimated representations by the RNN-based approach outperforms the average
representations in both location and direction aspects. Also, the improvement
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of the quality of the estimated representations of the compound words by the
RNN-based approach is greatly increased. In the future, we will further inves-
tigate semantics of estimated representations of the compound words in the
analogy task and other applications.
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Abstract. Revealing Adverse Drug Reactions (ADR) is an essential
part of post-marketing drug surveillance, and data from health-related
forums and medical communities can be of a great significance for esti-
mating such effects. In this paper, we propose an end-to-end CNN-based
method for predicting drug safety on user comments from healthcare
discussion forums. We present an architecture that is based on a vast
ensemble of CNNs with varied structural parameters, where the predic-
tion is determined by the majority vote. To evaluate the performance of
the proposed solution, we present a large-scale dataset collected from a
medical website that consists of over 50 thousand reviews for more than
4000 drugs. The results demonstrate that our model significantly out-
performs conventional approaches and predicts medicine safety with an
accuracy of 87.17% for binary and 62.88% for multi-classification tasks.

Keywords: Ensembles · Convolutional Neural Networks · Adverse
Drug Reactions · Deep learning · Sentiment analysis

1 Introduction

Monitoring Adverse Drug Reactions (ADR) — unintended responses to a drug
when it is used at recommended dosage levels, has a direct relationship with
the public health and healthcare costs around the world. Side effects of medi-
cines lead to 300 thousand deaths per year in the USA and Europe [1], therefore
revealing adverse drug reactions is of paramount importance for the govern-
ment authorities, drug manufacturers, and patients. Data from the European
Medicines Agency (EMA) shows that patients are not reporting side effects ade-
quately through official channels, making it necessary to explore some different
ways of ADR monitoring.

In this case, social media provides a substantial source of information that
gives unique opportunities and challenges for detecting ADR using NLP tech-
niques. It was shown that a large population of patients are actively involved
in sharing and posting health-related information in various healthcare social
networks [2], and thus the latter promise to be a powerful tool for monitoring
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ADR. However, the considered task still remains extremely challenging due to
varying posts formats and the complexity of human language. Currently, deep
neural networks have achieved impressive results on many NLP-related prob-
lems, and a particular success here have Convolutional Neural Networks. While
having a large number of parameters, they demand massive datasets for efficient
training, and the lack of large annotated text corpora made their application to
ADR extraction task very limited. In this work, we eliminate this problem and
propose an end-to-end solution for predicting drugs safety using an ensemble of
CNNs.

The contributions of this paper are as follows: (i) We present a large-scale
ADR extraction dataset which we make available along with this paper. (ii) We
propose a CNN ensemble for tackling the problem of ADR binary and multi-
classification that requires a minimal number of preprocessing steps and no hand-
crafted features. (iii) Our experimental results reveal that the proposed solution
significantly outperforms baseline approaches and boosts the performance of the
conventional CNN-based method.

2 Related Research

The earliest work on ADR extraction was [3], where the authors investigated the
potential of user comments for early detection of unknown ADR. This and the
subsequent works were mainly focused on a limited number of drugs and were
based on hand-designed features [4]. To tackle the problem of lack of investigation
in this area some challenges were organized. One competition was Diegolab-2015,
where the goal was to develop an algorithm for solving the problems of ADR
classification and extraction. The teams showed competitive results on a difficult
Twitter dataset, and the best performance was achieved by [5] with 59% F1-score
for ADR class.

Another work contributing to the topic of ADR detection is [6], where the
authors used a publicly available ADE corpus for binary medical case reports
classification and achieved an F-score of 77% for documents with ADR. In [4]
the authors tried to combine ADE corpus with data from social media (Dai-
lyStrength, Twitter). In a number of papers ADR detection was considered from
the position of sentiment analysis. In [7] the authors extracted semantic, senti-
ment, and affect features from two datasets (AskaPatient and Pharma tweets)
and classified them using SVM with linear kernel [8]. They split the datasets into
two classes, defining ADR classification problem as a binary sentiment analysis
problem, and achieved an accuracy of 78.20% and 79.73% for AskaPatient and
Pharma datasets, respectively.

Though CNNs became a standard approach in many NLP-related tasks, only
a few researches considered building a committee of several networks. In [9] the
authors combined two separate CNNs with different architectures for the task
of Twitter Sentiment Analysis. In [10] an ensemble of five CNNs was used for
English to French machine translation, where it demonstrated superior results
compared to a single network. In this work, we will show that larger committees
can yield even better performance when a diverse set of CNNs is used.
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3 Method

3.1 Input Processing

In our task, the input to the classification model has the form of a user text post
T that is treated as an ordered sequence of words T = {w1, w2, ..., wN}. First,
plain words are mapped to their vector representations using a pre-trained word
embedding model, which in our case is word2vec. The resulting representations
are stacked together to form a single sentence matrix MT. If the original text T
consists of N words and the dimensionality of word embeddings is d, this results
in a d × N real-valued matrix which i-th column is a vector representation of
the i-th word of the sentence. This matrix is then passed to a CNN and further
steps are described below.

3.2 CNN Architecture

The architecture of our baseline CNN is presented in Fig. 1. It consists of one
convolutional, one pooling and two fully-connected layers. The convolutional
layer contains 300 filters of size 5 × d, where d is the dimensionality of word
embeddings or the height of the sentence matrix. The number of neurons in the
fully-connected layers is 1024 and 256. We use a dropout technique in these layers
with dropout rate 0.2 to avoid overfitting. The CNN is trained to minimize cross-
entropy loss function which is augmented with l2-norm regularization of CNN
weights, the parameters of the network are optimized with Adam algorithm.

Fig. 1. The overall architecture of the proposed CNN-based model

3.3 Ensemble of CNNs

In this work we propose using a committee of up to 40 CNNs with various
structural parameters that are trained on the same dataset. To guarantee the
diversity of the models, we consider CNNs that have different number of convo-
lutional filters (200–400), size of the convolutional filter (4–8) and dimension of
word embeddings (200–300). The prediction of the committee is determined by
a majority vote, and from the statistical viewpoint this combination of models is
more powerful than a single one if sub-models are uncorrelated. If they are unbi-
ased estimators of the true distribution, the combination will be still unbiased
but with a reduced variance.
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4 Dataset Construction and Preprocessing

In this paper, we present a public1 dataset gathered from the popular health
forum AskaPatient2, where people share their treatment experience. Each record
in this forum is left by patients and consists of the following fields: drug name,
drug rating, reason for taking this medication, side effects of the medication,
comments, sex, age, duration and dosage, date added. User ratings are ranged
from 1 to 5. In total AskaPatient database contains 59912 publicly available
reviews for about 4K drugs left during the last 5 years.

We consider the following two problems:

• Binary ADR classification: reviews with ratings 1–2 are labeled as negative
(since they correspond to negative side-effects and contain ADR mention)
and reviews with ratings 4–5 are labeled as positive (can be presumed as a
positive medication experience). Posts with rating 3 are ignored as not truly
positive, negative or neutral [7].

• Multi-class ADR classification: we predict all five classes listed in user ratings

Since different medical forums may not contain other fields except for explicit
user comments, we use only this field in our experiments to make our system
more general. We use 80% of the dataset for training and 20% for testing the
model. The same proportion of train/test data is utilized for each class.

5 Experiments

5.1 Experimental Setup

A word2vec neural language model is used to learn word embeddings on the
AskaPatient corpus. We consider a skipgram model with window size 5 and filter
words with frequency less than 5. The dimensionality d of word embeddings is set
to 300 for a CNN-based model, while for an ensemble we additionally consider
embeddings of size 200. Convolutional Neural Networks in both cases are trained
for 20K iterations with a learning rate of 5e−4 and l2-regularization set to 1e−2.

To establish some baseline results on the presented dataset we have addition-
ally implemented two algorithms commonly used in NLP. The first one is based
on the bag-of-words model that takes into account only the multiplicity of the
appearing words, regarding neither the word order nor grammar. The text in
this model is represented by a single vector with values indicating the number of
occurrences of each vocabulary word in the text. To classify the obtained vectors
we use Logistic Regression and Random Forest classifiers. The second model is
based on averaged word embeddings – instead of stacking the produced embed-
dings into a sentence matrix, their averaging is performed to obtain one vector
of size d that is further classified using the same algorithms. We use 500 trees
for Random Forest and regularization term C = 0.01 for Logistic Regression.
1 Please email the authors to get access to the dataset.
2 askapatient.com.

http://www.askapatient.com
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5.2 Results and Discussion

The summary results for our experiments are presented in Tables 1 and 2 for
binary and multi-classification tasks respectively. These tables specify the predic-
tive accuracy associated with each class of ADR for both baseline and proposed
methods. As one can see, the basic CNN-based model demonstrates a notably
stronger performance compared to the baseline approaches and reaches an accu-
racy of 85.05% and 59.11% on binary and multi-classification tasks accordingly.
Using a proposed committee of 40 CNNs dramatically improves the results, out-
performing a single CNN by over 2% and 3.5% of accuracy on both tasks.

Table 1. Classification results for the binary classification problem

Method ADR accuracy % Non-ADR
accuracy %

Overall
accuracy %

Avg. embeddings +
Logistic Reg

74.11 76.41 75.29

Bag-of-words +
Logistic Reg

75.33 77.07 76.22

Avg. embeddings +
Random Forest

76.29 85.13 80.82

Bag-of-words +
Random Forest

77.94 85.19 81.65

Single CNN 85.15 84.96 85.05

Ensemble of 20 CNNs 89.38 84.92 87.17

Table 2. Classification results for the multi-classification problem

Method Class 1 Class 2 Class 3 Class 4 Class 5 Overall %

Avg. embeddings +
Logistic Reg

79.07 2.99 22.67 16.94 57.87 43.79

Bag-of-words + Logistic
Reg

73.56 7.95 24.70 28.24 56.51 45.60

Bag-of-words + Random
Forest

72.26 13.22 28.17 31.63 67.37 49.59

Avg. embeddings +
Random Forest

81.49 26.44 33.93 35.94 74.09 57.85

Single CNN 78.72 38.03 42.79 52.34 63.04 59.11

Ensemble of 40 CNNs 83.86 38.08 49.25 50.85 69.18 62.88

Figure 2 shows the dependency between the number of CNNs in the ensemble
and its accuracy. First, the overall performance of ensemble grows as the number
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Fig. 2. Dependency between the number of CNNs in ensemble and its total accuracy
for the binary [left] and multi-classification [right] problems

of CNNs increases, but then stabilizes at the threshold that is roughly equal to
20 CNNs for binary and 40 CNNs for multi-classification tasks; after this points
we observe only slight fluctuations of the results.

The excellent performance of this model presumes that the proposed frame-
work can facilitate enhanced detection of adverse drug events, with both better
event recall and timelier identification. While tested in the context of adverse
drug events, the framework is general to be applied to datasets from other
domains, particularly when working with social media where the data volume is
colossal and numerous sources of information exist. In such tasks it may signifi-
cantly reduce annotation time and expenses.

6 Conclusion and Future Work

In this paper, we presented a large-scale ADR corpus crawled from a medical
health forum. The corpus includes comments on drugs, user ratings and a num-
ber of other categories than can be used for a predictive model construction.
We proposed an end-to-end solution that is based on a large ensemble of Con-
volutional Neural Networks, that in contrast to many previous works does not
require any handcrafted features and data preprocessing. Our experimental find-
ings show that the proposed model significantly outperforms baseline methods
and introduces a large improvement to the standard CNN-based method.

We see several ways for the improvement of the existing solution. First of
all, a wider set of models can be included in ensemble, particularly it can be
reasonable to add Recurrent Neural Networks to the consideration. Secondly, a
more sophisticated way of building a committee can be used, for instance bagging
or boosting of the CNNs. Finally, we are planning to augment the existing dataset
with data from other pharmaceutical forums and websites to create a reacher
set of ADR mentions.
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Abstract. Named Entity Recognition (NER) is a well-studied domain in Nat-
ural Language Processing. Traditional NER systems, such as Stanford NER
system, achieve high performance with formal and grammatically well-
structured texts. However, when these systems are applied to informal and
noisy texts, which have mixed language with emoticons or abbreviations, there
is a significant degradation in results. We attempt to fill this gap by developing a
NER system with using novel term features including Word2vec based features
and machine learning based classifier. We describe the features and Word2Vec
implementation used in our solution and report the results obtained by our
system. The system is quite efficient and scalable in terms of classification time
complexity and shows promising results which can be potentially improved with
larger training sets or with the use of semi-supervised classifiers.

Keywords: Named entity recognition � Word2Vec � Word embeddings �
Classification � Machine learning

1 Introduction

Extracting meaningful information from social media platforms becomes more
important with ever increasing amount of available data. There are several challenges
in mining microblog texts such as tweets. The enormous amount of noisy data
involving abbreviations, typing errors, and special characters to indicate special terms
such as hashtags or mentions makes extracting operations difficult. Due to these
challenges, existing NER systems [2–6, 8, 11, 13, 14] usually do not perform well on
these domains. In this study, we present a simple yet effective machine learning based
classifier using some novel features including word embeddings based features for
identifying different classes of named entities in tweets. In order to evaluate our
approach, we use the NEEL dataset [1] for our experimental study and we evaluate our
results with respect to the studies [2–4] published in NEEL 2016 Challenge. We
conduct several experiments with different subsets of the features. We illustrate that the
addition of word embedding features considerably increases the accuracy, and a simple
machine learning classifier with word embedding features can compete with more
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complicated methods such as Conditional Random Fields (CRF). The impact of this
study and usability of the results is crucial for several reasons. Firstly, more advanced
classifiers; possibly ensemble learning and semi-supervised approaches can be applied
to improve the achieved performance. Secondly, use of machine learning based clas-
sification algorithms such as Support Vector Machines (SVM) and word embeddings
algorithms such as Word2Vec [18, 19] will allow to develop highly scalable and
distributed models versus the traditional models used in this domain such as CRFs.
They scale well especially with the increasing amount of training set.

2 Related Work

A special Twitter implementation of GATE Natural Language Processing (NLP)
framework abbreviated as TwitIE is presented in [2]. GATE NLP is based on Stan-
ford NER classifier and uses CRF model. In [3], a feature based approach performing
Stanford NER is described and ARK is used for part-of-speech (POS) tagging. Several
features such as length of the mention and when the mention is capitalized are trained
with the supervised classifiers such as Random Forest, Naive Bayes, k-nearest
neighbour and Support Vector Machines (SVM). The standard NER system imple-
mentations such as Stanford NER, MITIE, twitter_nlp and TwitIE are studied in [4].
The dataset is trained for MITIE.

For Turkish tweets the NER software of European Media Monitor (EMM) is used
in [5, 6]. 3 different Turkish datasets including tweets, a speech-to-text interface and the
data taken from a Turkish hardware forum are applied to a machine learning algorithm
named CRFs [6–8]. For Spanish formal documents, a rule based approach is applied in
[9, 10] an unsupervised feature generation is shown to improve the stand-alone per-
formance of the process NER. In [11], the Stanford NER system performance metric F1
is improved by 25% by re-building the part-of-speech, and chunking jobs.

3 Implementation and Feature Set

We are particularly focused on NER to present a simple, feature based machine
learning approach with additional word embedding features for identifying different
classes of named entities in tweets. The features used in this study are as follows;
StartCapital (whether the term is capitalized or not), AllCapital (If the term is all
uppercase), Hashtag (If the term starts with the letter ‘#’), Mention (If the term starts
with the letter ‘@’), POS (Part-of-Speech Tag of the term), Length (number of char-
acters in the word), VowelRatio (The ratio of number consonant over the number of
vowels in the word) and SimClassCentroid[i] (Cosine Similarity between term’s
Word2Vec vector to the centroid Word2Vec vector of class i).

We employ a 3-term wide sliding window approach in extracting features. We use
Stanford POS Tagger with 36-tag tagset. Additionally, we use Word2Vec algorithm to
create vector space representations of each term in the training set. Word2vec is trained
by a fairly large corpus, consist of 400 million tweets [15]. We compute class centroid
vectors by averaging the term vectors belonging to a particular named entity class.
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For each term in the dataset, cosine similarity to each class centroid is calculated. These
are used as additional features.

4 Experimental Study

For training and testing purposes, we use the NEEL 2016 twitter dataset provided by
[1]. We use Python programming language with gensim library [16] for executing
word2vec as an underlying word embeddings algorithm and scikit-learn library [17] for
training and testing classifiers. We use the following off-the-shelf supervised classifi-
cation algorithms from scikit-learn toolkit in our experimental study: Logistic
Regression, Support Vector Machine, KNeighborsClassifier (k-NN), MultinomialNB,
BernoulliNB, ExtraTreeClassifier and DecisionTreeClassifier.

We conduct several experiments using different subsets of the feature set and the
entity types. The dataset is annotated with seven entity types: Person, Thing, Orga-
nization, Location, Product, Event and Character. The 5 features that we extracted are
StartCapital, AllCapital, Hashtag, Mention, POS (Part-of-Speech) Tag, the other fea-
tures that we try did not generate good scores. We have also 7 additional word2vec
based features, one for each named entity class. Evaluation results with 7 NER types
and different subsets of features are given through Tables 1 to 3. In Table 1, 5 features
and 7 NER types are used. A precision of 0.55 is reached and F1 is reached at level
0.49 when we use ExtraTreeClassifier algorithm. In Table 2, 7 word2vec features and 7
NER types are used and KNeighboursClassifier reaches at 0.70 precision and 0.57 F1.
Combination of 5 features and 7 word2vec features slightly increases precision at 0.71
and F1 at 0.58 using Logistic Regression algorithm.

We also evaluate both of 5 features and 7 word2vec features with an additional
class of ‘NoType’, which means that a term is not a named entity. Due to the nature of
natural language, an overwhelming majority of the terms in tweets are not named
entities. This leads to a highly-skewed class distribution where NoType class dominates
with 86%. On this dataset, two models, ExtreTreeClassifier with 5 features and Logistic
Regression with 5 features +7 word2vec features can reach only 0.88 F1.

In order to get a detailed look of the results of our best performing model (Logistic
Regression, 5 features +7 word2vec features, 7 NER classes), we provide confusion
matrix and class based evaluation metrics. As given in Table 4, majority of the
instances belong to Person and Product class (238 entities for each. We can see that
“Organization” is the most confused named entity class by our models. We see from
the first column that majority of the “Organization” entities (57 out of 122) are

Table 1. Experiment results with 5 features and 7 NER types.

Precision Recall F1 F1 (Micro avg)

Logistic Regression 0.27 0.25 0.24 0.25
SVM 0.52 0.44 0.48 0.44
ExtraTreeClassifier 0.55 0.46 0.49 0.46
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misclassified as “Person”. Overall, the majority of the misclassifications are accumu-
lated at the first column.

We compare our results with the three studies in the NEEL 2016 workshop [1] in
Table 5. Our results are higher in comparison with respect to the algorithms using
TwitIE, Stanford NER, MITIE and twitter_nlp in [2, 4]. And precision is reached at the
same level in [3] using feature-based approach.

Table 2. Experiment results with 7 word2vec features and 7 NER types.

Precision Recall F1 F1 (Micro avg)

Logistic Regression 0.65 0.55 0.52 0.55
SVM 0.66 0.58 0.55 0.58
k-NN 0.70 0.58 0.57 0.58
ExtraTreeClassifier 0.58 0.52 0.49 0.52

Table 3. Experiment Results with 5 features +7 word2vec features and 7 NER Types.

Precision Recall F1 F1 (Micro avg)

Logistic Regression 0.71 0.56 0.58 0.56
SVC (Support Vector Classifier) 0.63 0.56 0.58 0.56
KNeighborsClassifier 0.56 0.50 0.50 0.50
ExtraTreeClassifier() 0.54 0.51 0.49 0.51

Table 4. Confusion matrix of Logistic Regression, 5 features +7 word2vec features, 7 NER
classes.

NER type Person Thing Organization Location Product Event Character

Person 209 17 4 0 2 6 0
Thing 0 21 1 0 1 6 0
Org. 57 12 37 1 4 11 1
Location 7 2 0 15 0 1 0
Product 4 3 8 0 94 129 0
Event 0 3 2 0 0 11 0
Character 15 1 7 0 3 1 0

Table 5. Comparison of the performance with respect to the studies presented in NEEL 2016
workshop [1].

Study Precision Recall F1

A feature based approach performing Stanford NER, [3] 0.729 0.626 0.674
Stanford NER, MITIE, twitter_nlp and TwitIE, [4] 0.587 0.287 0.386
TwitIE (CRF Model), [2] 0.435 0.459 0.447
Our approach (Logistic Regression, 5 features +7 word2vec
features, 7 NER classes)

0.71 0.56 0.58
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5 Conclusions

Our approach is based on extracting Tweet specific syntactic features along with word
embeddings, in particular Word2Vec [18, 19] based semantic features and using them
in machine learning based classifiers. Experimental results show that our system can
outperform two of the three studies in the NEEL 2016 workshop [1] (please see
Table 5) in terms of F1 metric and present close precision performance level (0.71
versus 0.729) while comparing with respect to the best performing study (see for
instance, [3]), although the training set size is quite limited. One important advantage of
our approach is the low training time complexity and scalability. In the future work, we
are planning to use more advanced classifiers; possibly ensemble learning and
semi-supervised approaches to improve classification performance.
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Abstract. Word embedding models offer continuous vector representa-
tions that can capture rich semantics of word co-occurrence patterns.
Although these models have improved the state-of-the-art on a number
of nlp tasks, many open research questions remain. We study the seman-
tic consistency and alignment of these models and show that their local
properties are sensitive to even slight variations in the training datasets
and parameters. We propose a solution that improves alignment of differ-
ent word embedding models by leveraging carefully generated synthetic
data points. Our approach leads to substantial improvements in recov-
ering consistent and richer embeddings of local semantics.

Keywords: Word embedding · Manifold alignment · Neural network
models · Dimensionality reduction

1 Introduction

Recently there has been a growing interest in continuous vector representations of
linguistic entities, most often referred to as embeddings. This includes techniques
relying on matrix factorization [8], as well as popular neural network methods [5,
10,11]. These embeddings are able to capture complex semantic patterns and
have shown remarkable performance improvements across various nlp tasks.

Nonetheless, continuous word representations are not well understood and
evaluations of them are still nascent. Existing work has focused primarily
on qualitative analysis of word similarities and semantics captured by word
embeddings [4,10]. Recent work has also considered evaluating the quality
against a gold standard human-generated representation or through crowdsourc-
ing [13,14]. However, it is very challenging and expensive to generate compre-
hensive gold standard datasets capturing the variety and richness of linguistic
properties.
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While word embedding models are observed to improve with more training
data, overcoming the bias of the initial training dataset and incorporating new
semantic knowledge requires large amounts of new training data. It is more often
the case, that large training datasets are not easy to acquire due to reasons of
privacy or limited access (with few exceptions such as companies like Google
or Amazon that own the data). It is therefore desirable to be able to fuse the
semantics captured by different incomplete word embedding models into richer
and common representations. Manifold alignment techniques have a rich history
of addressing similar challenges within the domain adaptation and transfer learn-
ing research areas [16,17], but they have primarily been applied to data sources
such as images, and genomic data. In [15] manifold alignment techniques are
used to discover textual logical relationships in supervised settings. We believe
that there is a great opportunity to further leverage the same techniques in unsu-
pervised settings. However, it is not clear if these techniques will easily translate
to alignment of continuous vector spaces when labels are not available.

Herein we first discuss some fundamental limitations of word representations
in their ability to be embedded and aligned in lower-dimensional space. We show
effects of the curse of dimensionality and demonstrate that manifold learning
techniques, commonly applied in other problem settings to reduce such effects,
are not consistent in preserving local semantic structure. Our second contribu-
tion consists of an approach that overcomes some of the effects of artificial high
dimensionality by leveraging synthetically generated neighboring points, or as we
refer to them, latent words. Inspired by the surprising insight that in high dimen-
sional space, semantically similar words relate to one another via simple linear
operations [3,10,11], we conjecture that unseen words and word co-occurrences
in the training datasets can be imputed in high dimensional space via simple
local linear functions. Data imputation has been successfully used in traditional
statistical analysis of incomplete datasets to improve learning and inference. The
application of this concept however to improve the quality of word embedding
representations is novel. Local densification of word point clouds allows us to
take much better advantage of manifold embedding and alignment techniques.
Additionally, we can fuse and enrich word embedding models without the need
of model retraining and access to more training data.

2 Our Approach: Local Enrichment via Latent Words

To motivate our approach, we first highlight experimental results from our work
in [12] which shows that word embedding models generate locally unstable rep-
resentations. The experiment analyzes the changes in the local neighborhood of
selected words across different re-runs of the same model. Even when we strate-
gically pick more frequent words, or increase the neighborhood size, we observe
that no more than about 60% of the neighborhood stays the same across the
different model re-runs. Herein, our approach for embedding and aligning distrib-
uted word models is presented. Let us start by defining some necessary notation.
Assume that we are given a set of word embedding models, W i|i∈[1,k], where k is



262 C.Ş. Şahin et al.

the total number of models. These models are different for various reasons, such
as different training datasets, different learning objectives, or different random
initializations of the same model. In addition, the size of vector representations
may not be the same for all models. The vocabulary of W i is denoted by V i. V is
a set of all vocabularies such that V = ∪k

i=1V
i. A word l in V i is shown as wi

l such
that W i(wi

l) → R
m, and m is the size of the latent space. We use [xi

l1, · · · , xi
lm]

to show the continuous vector representation of wi
l . Let d(., .) represent the simi-

larity function between two vector representations. We illustrate using the cosine
similarity measure, defined by d(wi

l , w
i
m) = �wi

l ·�wi
m

||wi
l |||wi

m| . Since, input co-occurrence
frequencies are normalized, we expect similar results if we used Euclidean dis-
tance instead. Let ni

ε|wi
l

be a set of words that fall in the ε-neighborhood of a
word wi

l , such that ni
ε|wi

l
= {wi

m|d(wi
m, wi

l) < ε,wi
l , w

i
m ∈ V i}.

Assume that the word embedding representation lies on an underlying man-
ifold and that this manifold is locally continuous, linear and smooth. We then
leverage the property of these models to express linguistic relationships via sim-
ple linear operations. As illustrated in [11], if x, y and z are vector representa-
tions of king, woman, and man, respectively, then queen can be extrapolated by
a simple linear combination of these vectors x + y − z. In addition to analogies,
other linguistic inductive tasks such as series completion and classification can
also be solved with vector operations on word embeddings [3,7].

Fig. 1. d(., .) (dark green is better) for the most common word and its ε-neighborhood
(a): embedding model in R200, (b): pca applied without (left) and with (right) latent
words mapped to R50 and (c): lle LLE applied without (left) and with (right) latent
words mapped to R50; T and C (larger numbers are better) for (d): pca and (e): lle.
(Color figure online)
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Inspired by these insights, we surmise that words can be added/subtracted
to recover unobserved words. Even though, we don’t have the exact generative
model for semantically similar unobserved words, we assume they occur nearby
the observed words and this gives us a mechanism for densifying the original
neighborhoods. A latent word is generated by linear operations on the original
words within an ε-neighborhood and is only included if it falls within this neigh-
borhood. A latent word wi

∗ can be generated by wi
∗ =

∑
(αn × wi

rn
), where αn

is a randomly chosen integer from [−1,+1] and wi
rn

∈ ni
ε|wi

l
. Note that wi

∗ is a
valid latent word if and only if d(wi

l , w
i
∗) < ε. These latent points are only lever-

aged as anchor points to help improve dimensionality reduction and alignment
of the original embedding models. Furthermore, we only measure the quality of
embedding and alignment with respect to only the original input words.

3 Experimental Setup and Results

We analyze the effects of local sample densification on the quality of
lower-dimension embeddings and cross-model alignment using the Wikipedia
dataset [1], given in [12]. We first analyze the effects of adding latent words on
the quality of dimensionality reduction by using two different techniques, pca
and lle [6].

Figure 1(a) shows pairwise distances between words in the neighborhood of
the most frequent word wi

l . Figure 1(b) shows what happens to these pairwise
similarities when projected in R50 by pca. On the right, we only use the orig-
inal neighborhood to perform the embedding, while on the left, we have added
200 latent words. We picked what we considered to be a sufficient number of
latent words based on the number of original words (50) and the dimensionality
of the original space (R200). We leave the rigorous analysis of the upper and
lower bounds on the number of latent points for future work. We observe a stark
increase of within-neighborhood pairwise similarities, indicating a much more
tightly-knit neighborhood representation. Figure 1(c) shows similar results for
lle without (left) and with (right) latent words. lle has its own local neigh-
borhood parameter (10 neighbors in this example). lle struggles with finding a
good lower embedding when only the original data points are used, but as we
show here, the addition of latent points, greatly improves its performance.

Next we discuss the quality of aligning two different models in low-dimension.
As discussed previously, one of our goals is to align and fuse corresponding
local neighborhoods from multiple models. Figure 1(d) and (e) demonstrate our
approach can assist with stabilizing and aligning models much better. We con-
sider two metrics to evaluate the quality of lower-dimensional embeddings: (i)
trustworthiness (T), which measures the ratio of nearest neighbors in the high-
dimensional neighborhood that carries over in low dimension and (ii) continu-
ity (C), which measures the ratio of nearest neighbors in the high-dimensional
neighborhood that are missing in low dimension (refer to [9] for exact formulas
of these measures). As shown in Fig. 1(d), these metrics are really close with and
without latent words for pca. However, substantial performance improvements
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due to addition of latent words are observed for lle, where T and C values are
more than two times better when latent words are included (Fig. 1(e)).

Fig. 2. d(., .) for common words in two models W i, W j , (a): R200, (b): lra applied
without latent words to map to R50 and (c): lra applied with 200 latent words mapped
to R50 and (d): T and C for common words in ni

ε|wi
l

and nj
ε |wj

l
after finding a joint

union manifold in R50 (larger numbers are better). (Color figure online)

Figure 2(a) presents pairwise distances between common words for ni
ε|wi

l
and

nj
ε |wj

l
in two model instances, W i and W j . Note, however, that even though

the most common words for W i and W j are the same, their continuous vector
representations are different. Since, we are performing manifold alignment, we
illustrate via a successful alignment technique, the low rank alignment (lra) [2],
which is an extension of lle. Before alignment, the common words in ni

ε|wi
l

and
nj

ε |wj
l

do not have any similarity since the diagonal is not dark green as shown
in Fig. 2(a). Figure 2(b) shows d(., .) on a joint low-dimensional space where no
latent words are used. The common words are mostly aligned (dark green points
on diagonal), but the similarity between different word pairs is lost. When we
add 200 latent words, we observe improvements in d(., .) as shown in Fig. 2(c).
However, unlike the case of embedding one single model, in the case of aligning
two models, the improvement of similarity scores is not uniform across all the
common words in the two neighborhoods. T and C values are also analyzed for
ni

ε|wi
l
∩ nj

ε |wj
l

as presented in Fig. 2(d). These metrics are slightly better for our
approach for up to 12 neighbors. Beyond this point, the addition of latent words
causes considerable improvement in the alignment performance.

Lastly, we have illustrated how we can stabilize and improve the dimensional-
ity reduction and alignment of continuous word models using the most frequent
words (or common words), but we have observed similar behavior when we pick
less frequent words or fewer common words across different models. We leave
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the careful characterization of word frequency affects and sufficiency of anchor
points in different models for future work.

4 Conclusion

Although continuous word representations have been remarkably useful across
various nlp tasks, characterization and careful evaluation of these representa-
tions are still nascent. In this paper, we present some fundamental limitations of
word representations when it comes to their ability to be embedded and aligned
in a lower-dimensional space. In order to overcome these limitations, we propose
to leverage artificially created latent words, generated by local linear combina-
tions of coordinates of original words. We evaluate the performance of mapping
an embedding model from a high- to lower-dimensional space and show that
adding latent words improves the quality of representation. We also leverage the
injection of latent words to achieve better alignment of two embedding models.

Our tailored manifold alignment approach offers a platform for fusing differ-
ent word embedding models and generating richer semantic representations. In
this paper, we only provide results for alignment of a subset of local neighbor-
hoods. As a future work, we plan to extend our approach to generate a holistic
embedding model that optimizes alignment across all local neighborhoods.
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Abstract. This paper presents a deep learning based dialogue system
which has been trained to answer user queries posed as questions during a
conversation. The proposed system, though generative, takes advantage
of domain specific knowledge for generating valid answers. The evaluation
analysis shows that the proposed system obtained a promising result.

Keywords: Recurrent neural networks · Long short-term memory ·
Chatbot · Conversational agent

1 Introduction

Dialogue Systems (DS), a.k.a. Conversational Systems (CS), have been a subject
of research since mid-60’s (cf. [17]). In the domain of DS, since the work of [11],
exciting results have been reported by systems which model human conversation
and response with Neural Networks (NN) systems [13,14,16].

Modeling human conversation is quite challenging since it involves generat-
ing plausible and intelligible response to a message giving some contexts. Con-
versational systems can be either of (1) retrieval-based [6,7] and (2) machine
translation-inspired generative systems [1,4,14,16]. Retrieval-based systems use
a repository of predefined responses and some kind of heuristic to pick an appro-
priate response based on the input and context. These type of systems benefit
from some clearly defined templates which could be used to limit the potential
responses from which to search from. Thus, they tend to give coherent responses
since they are less prone to making linguistic or grammatical mistakes [13].

Our work is more challenging since the text have longer sequences, compared
to the short text employed in [13,16]. Also, our work is close to IR-based response
ranking systems, except that ours is generative. Furthermore, with the exception
of the work of [16], most CS systems are trained on open-end data. Because of
this, the conversation tends to be off point most of the time. We introduce a
more challenging corpus curated from law textbooks, providing prose answers
to some basic legal questions specifically within the US jurisdiction. Thus, we
deal with messages with longer sequences while also being domain specific. We
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 267–273, 2017.
DOI: 10.1007/978-3-319-59569-6 32
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picture a machine legal advisor that is able to inform, advice and educate its
users on some basic every-day legal issues. Giving our limited data, we show
that our system works and that it’s capable of scaling better with more training
data. Our system, henceforth legalbot, benefits from the sequence-to-sequence
(Seq2Seq) model [15] integrated with special attention scheme in order to focus
on some important information between the context and response pair.

2 Conversational Systems

A conversation is made up of the context, message and response. The context is
an aggregation of previous query and responses, while the message is the query
which leads to the response. Conversational systems (CS) could lean towards the
short text conversation [13] or the long text conversation. Our work is inspired
by the recurrent neural networks (RNNs) machine translation approach in [1,4].
The authors used an encoder to transform the input into a high dimensional
vector representation and then use a decoder to generate a translation from the
input representation. The work described in [16] is consistent with this approach,
also benefiting from Seq2Seq [15]. Sordoni et al. [14] incorporate word embed-
dings in order to capture long range dependency. Word embeddings in particular
have shown to capture more semantic information with excellent result on many
NLP tasks [9]. A copy-based attention RNNs was employed in [5]. The model
was trained to focus on important information to transfer from the message to
the response. Li et. al. [8] used the Long Short-Term Memory (LSTM) to auto-
matically mine user information about entities in the dialogue. An intent-based
attention RNN was introduced in [18], using three RNNs, each for the message,
response and intention, they keep track of the structural knowledge of the con-
versation process. Specifically, our work is close to [18] since we also introduce
an attention scheme for modeling an intense-focus between important words
appearing in the message as well as the response. We use a variant of RNNs,
-the LSTM, which is more robust to vanishing gradient problem while having
the ability to retain information over longer time steps.

At each time step t, let an LSTM unit be a collection of vectors in R
d where

d is the memory dimension: an input gate it, a forget gate ft, an output gate ot, a
memory cell ct and a hidden state ht. The LSTM transition can be represented
with the following equations (xt is the an input vector at t, σ represents sigmoid
activation function and � the elementwise multiplication. The ut is a tanh layer
which creates a vector of new candidate values that could be added to the state):

it = σ

(
W (i)xt + U (i)ht−1 + b(i)

)
,

ft = σ

(
W (f)xt + U (f)ht−1 + b(f)

)
,

ot = σ

(
W (o)xt + U (o)ht−1 + b(o)

)
,
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ut = tanh
(

W (u)xt + U (u)ht−1 + b(u)
)

,

ct = it � ut + ft � ct−1,

ht = ot � tanh ct (1)

Giving an input symbol in a sequence, the LSTM learns a probability dis-
tribution by being trained to predict the next symbol. Normally, the input X is
paired with some outputs Y = y1, y2,...,yNy. The softmax function is used to
distribute the probability over the outputs as below:

p(Y |X) =
Ny∏
k=1

p(yk|x1, x2, ...., xt, y1, y2, ....., yk−1)

=
Ny∏
k=1

exp((ht−1, eyt)∑
y′ exp(f(ht−1, ey′))

(2)

where f(ht−1, eyt) is the activation function between ht−1 and eyt). ht−1 is the
hidden state at the time step t − 1 .

2.1 Encoder-Attention-Decoder

Given a set of conversation between two or more persons, we denote all the
conversation as D = C1, C2....Cm where each Ci is a sequence of some tokens. At
each time step, the encoder reads the embedding vector �xt forward and converts
each Ci into a fixed high dimensional representation. Equations (3) and (4) shows
the forward and backward context being computed by the non-linearity function
as a recurrence. The representation is taken as the final hidden state hT (see
Eq. (5)) value computed by merging the forward and backward context.

�ht

forward
= f(xt, ht−1) (3)

←−
ht

backward
= f(xt−1, ht−1) (4)

hT = concat(�ht

forward
,

←−
ht

backward
) (5)

where the function f(,) in this work is a LSTM block. To instatiate our network,
we used Glove vectors [10]. This is consistent with the approach employed by
[14]. Out-of-Vocabulary (OOV) Words were assigned embedding weights initial-
ized from random Gaussian distribution. Our choice of Glove is because it was
trained on a huge data and it is semantically rich. Throughout the training, the
weights of the embeddings remain fixed. Next, we feed the ensuing represen-
tation into another LSTM for the intense-focus. For clarity, the intense focus
is achieved with a bi-directional LSTM which searches the input sequence and
create attention for the important words. In our data, the message is usually
of short sequences when compared to the response which can be of arbitrarily
longer sequences, our idea is to identify the most semantically important words
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and by looking through the sequence both left and right, we capture again the
relationship of this important words with their context. The decoder is also
another LSTM block with the hidden state computed similarly to Eq. (5) except
that it is non-bidirectional. The representation from the hidden state hT of the
intense focus is passed to the decoder which predicts each response/target sym-
bol. The conditional probability is distributed by a non-linear function, in this
case softmax. Our model maximizes the conditional log likelihood where θ is
the parameter to be learned. Instead of translating the target language to the
source as usually done in machine translation [1] tasks, we instead predict the
likelihood of a response word, given a query word.

max
θ

1
N

N∑
i=1

logpθ(yn|xn) (6)

3 Dataset

Our intention is to develop a machine advisor that is able to give simple legal
advice to users. A user may want to know whether (s)he has the rights to ignore
a police interrogation, for instance, when no crime has been committed. We
develop a dataset which has been curated from some online law textbooks about
criminal law, property rights, family, divorce and company rights. Even though
the data follow the question-answer pattern in our source books, the sequences
of progression in the conversation makes it suitable for a conversational system.
This is more so since it exhibits a kind of phenomenon which we called context
loop, i.e., a question leads to an answer, the answer given also leads to another
question which leads to another answer and vice versa. Where necessary, we
have manually adjust the tone of the conversation in order to reflect true dialog
while still preserving the information it serves to pass across. We have a total
of 1200 question-answer pairs formatted into dialogues, yielding a total of 2400
message and response samples. Figure 1 shows a sample conversation from the
dataset.

Fig. 1. Sample conversation from our dataset
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4 Training

We trained our model with the log-likelihood function. We used Keras1 deep
learning library. To avoid any imprecision in evaluation, we randomly select 50
context from the dataset and for each, we created identical sentences as queries.
We optimized the log likelihood with ADAM optimizer. Our best model was
achieved with the following configuration: batch size = 32, epochs = 700, and
hidden state size = 400. We stick to our surface model since we observed no real
improvement while stacking LSTMs in order to have an increased depth.

5 Evaluation

There are different metrics often used in evaluating dialogue systems. A promi-
nent example is the perplexity score as used in [12]. However, this metric doesn’t
suffice in our case. Following the work of Vinyals et al. in [16], we employed
human judgment as our choice evaluation approach. The goal is to present a
question, the gold-standard response as well as the machine’s response to 3
human judges. Each judge has to score a response using three scales of measure,
i.e., acceptable (assigned score = 1), borderline (assigned score = 0.5) and unac-
ceptable (assigned score = 0.0). The total maximum score per judge equals the
total number of test samples and the maximum score obtainable is a product of
the number of judges and samples. Our accuracy is obtained by a simple For-
mula given in Eq. 7. Our assessment aims at observing the level of acceptance of
the response from our model by human users (Fig. 2).

Acceptance =
TotalScoreObtained

MaximumSCoreObainable
∗ 100 (7)

The three judges were each assigned the 50 questions to score using our accep-
tance metric. Using the formula in 7, our system achieved a score of 0.48 which
implies that roughly 24 out of 50 questions were within the range borderline or
acceptable. Few things might have contributed to the poor performance of our
model. As earlier highlighted, the sentences in the response are rather too long
(66 tokens on the average) which is not so for the question which averages 15

Fig. 2. Context conversion for test samples.

1 https://github.com/fchollet/keras.

https://github.com/fchollet/keras
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tokens per question. Also, we have limited amount of data since it requires signif-
icant manual effort in formatting information from our sources in order to look
quite conversational. Nevertheless, the result is promising and with potential for
improvement with huge amount of data. Sadly, these kind of data is quite scarce
in the legal domain especially with the stringent copyright issues.

6 Conclusion

We have presented legalbot, a Seq2Seq conversational agent. Our model was
trained on a micro dataset curated from question-answer information on some
civil legal issues. Our neural network model achieved an acceptance score of 48%
as evaluated by 3 human judges. The result is promising considering the nature
and size of the data. Going forward, we would like to increase the samples in
our data. Also, we are thinking of streamlining the number of sentences per
response. For empirical evaluation, we would like to implement some existing
systems and test their performance on our data while also testing our approach
on available short-text conversation datasets. We plan in our future works to
apply the approach presented here to our systems in legal informatics [2,3].
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Abstract. In this paper, word embeddings are used for the task of
supervised authorship attribution. While previous methods have for
instance been looking at characters (n-grams), syntax and most impor-
tantly token frequencies, the method presented focusses on the impli-
cations of semantic relationships between words. With this instead of
authors word choices, semantic networks of entities as perceived by
authors may come closer into focus. We find that those can be used reli-
ably for authorship attribution. The method is generally applicable as a
tool to compare different texts and/or authors through word embeddings
which have been trained separately. This is achieved by not comparing
vectors directly, but by comparing sets of most similar words for words
shared between texts and then aggregating and averaging similarities
per text pair. On two literary corpora (German, English), we compute
embeddings for each text separately. The similarities are then used to
detect the author of an unknown text.

Keywords: Authorship attribution · Word embeddings · Text distance

1 Introduction

In a supervised setting, authorship attribution (AA) is the task of attributing
authorship of a text, the author of which is unknown to an author from a corpus
of training texts. An overview of current AA methods is given by Stamatatos [9],
consider also [1,3,5]. Word choices of authors (see for instance [6]) and especially
most frequent words (mfw) have played an important role in computational AA
from the beginning and a performant method was invented by Burrows [2]. His
method is called Delta and computes scores which are directly based on the
relative frequencies of the words in a text belonging to a corpus. Each relative
frequency is rescaled subtracting its mean over the whole corpus and then divid-
ing the difference by the standard deviation leading to a value, which relative
to the corpus gives a measure of how much an author favours or disfavours the
term in a text. A vector of those z-transformed values for each mfw of the corpus
is computed for every text and the vector distance by an established distance
c© Springer International Publishing AG 2017
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measure, typically cosine distance [8] which has been shown to outperform other
Delta variants [4], constitutes text pair distances.

In this paper, a new method to AA is presented, using word2vec embedding
profiles [7] in order to generate neighbour similarity. Word embeddings have
been applied to a variety of NLP tasks and are generally believed to capture
distributional similarity with an implication to semantic similarity.

2 Corpora

We use two corpora provided by the computational stylistics group1: an English
prose corpus and a German one. The two corpora vary in a large number of
parameters such as number of texts (German 66, English 26), the number of
authors (German 21, English 10), the sizes of the respective texts (for tokens
meande = 84, 187, sd = 101, 221 with the smallest text having 13, 993, the largest
607, 144 tokens, where punctuation marks have all been discounted, meanen =
245, 292, sd = 182, 066, min = 41, 129, max = 973, 341; for sentences meande| =
5, 070 with sd = 5, 218 and meanen = 16, 501 with sd = 13, 203) and most of
all in language. With this, the corpra are very heterogeneous but cover many
famous authors in the genre at hand and represent thus a rather realistic real-
world authorship attribution scenario.

3 Method

For each text, we construct word embeddings using the commandline tool
word2vec.2 The joint embedding space is not meaningful for comparing sin-
gle texts within since its training is on the union of the texts. Thus, it could
only be asked, which words occur in which texts, but not how their embeddings
differ from text to text. Similarly, training embeddings for each text and then
comparing the vectors of shared words across texts directly is not informative.

For a word in a specific text Ti being part of a corpus C, one can obtain
the m most similar words according to the embeddings of this text alone,
0 < m < |Ti| − 1. The word embedding vectors vj for all words wj ∈ Ti of
a specific text have a fixed number of dimensions (here 100). We choose the
n most frequent words of the union of all texts in the corpus and call this set
MFW , 0 < n <

∑|C|
i=1 |Ti|, Ti ∈ C. For each most frequent word mfwi ∈ MFW ,

we collect the m most similar neighbours for each text Ti. If the most frequent
word is not in the text, the set contains m times ε. Otherwise, similarity for the
current most frequent word with each other word ∈ Ti is defined through some
established vector similarity (here: cosine similarity) between the word pairs’ vec-
tors, δ(wj , wk) = cos(vj , vk). Thus, for each text Ti, for each word wi ∈ MFW ,
we obtain a set with m most similar neighbours in Ti. The superset containing
all such sets from one text is called Wt, which is meaningfully comparable across
texts. This is one of the main findings of the paper.
1 https://sites.google.com/site/computationalstylistics/.
2 https://code.google.com/archive/p/word2vec/, default settings, corpus lowercased

and punctuation marks deleted.

https://sites.google.com/site/computationalstylistics/
https://code.google.com/archive/p/word2vec/
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Hereinfurther, we compute similarity of two texts as the aggregated Jaccard
set similarities between all neighbour sets of the most frequent words for any
pair of texts (δ(Wti ,Wtj )). Instead of Jaccard, one could use the Spearman rank
correlation and the true neighbour ranks, which we leave to future work. For
evaluation, we use an all-or-nothing scenario. Viewing each text as unknown,
we compute the most similar text and increment a hit counter whenever the
author of both the unknown and the most similar texts are the same person. As
a baseline, we employ the Cosine Delta method.

Fig. 1. Performance for German (above) and English (below). Numbers of mfw (x-
axis) as well as numbers of neighbours (legend) are varied and percentages of correctly
identified texts displayed (y-axis). Plateaus are not left after 4000 mfw (no texts lost
again). Cosine Delta constantly performed at 0.95 for German and at 0.96 for English.
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4 Results

We found the Euclidian, Manhattan and Cosine distances to perform similarly.
The same goes for parameters of the word2vec tool, 100 or 300 dimensions, cbow
vs. skip-gram, minCount of 1 or 5 all yielded very similar results. Although
the results are far above chance, they remain below the baseline of the Cosine
Delta. See Fig. 1 for the performance on the numbers of most frequent words
and neighbours to be used.

5 Discussion and Conclusion

The evaluated corpora were quite heterogeneous with regard to the sizes of their
texts, some being rather small. Although the result is disappointing (negative)
in that it could not outperform a (comparatively strong) baseline, with larger
or more balanced corpora performance could improve. Current results are to
be seen as preliminary. The evaluation scenario takes into account only the one
closest text, discarding information on how well the rest of texts are relatively
ordered. With these restrictions, the results are just a first example showing
that the method in se is feasible but not how it can be optimally applied. The
texts correctly identified by the word embeddings were not always a subset of
the correctly identified ones by Cosine Delta. First attempts at combining votes
were occassionally successful. To conclude, the main finding is that the presented
method works.
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Abstract. This paper deals with multi-label classification of Czech doc-
uments using several combinations of neural networks. It is motivated
by the assumption that different nets can keep some complementary
information and that it should be useful to combine them. The main
contribution of this paper consists in a comparison of several combina-
tion approaches to improve the results of the individual neural nets. We
experimentally show that the results of all the combination approaches
outperform the individual nets, however they are comparable. However,
the best combination method is the supervised one which uses a feed-
forward neural net with sigmoid activation function.

Keywords: Combination · Czech · Deep neural networks · Document
classification · Multi-label · Thresholding

1 Introduction

This paper deals with multi-label document classification by neural networks.
Formally, this task can be seen as the problem of finding a model M which assigns
a document d ∈ D a set of appropriate labels l ∈ L as follows M : d → l where
D is the set of all documents and L is the set of all possible document labels. In
our previous work [1], we have compared standard feed-forward networks (i.e.
multi-layer perceptron) and popular convolutional networks (CNNs).

The resulting F-measures of these nets were high, however these values are
still far from perfect. Therefore, in this paper, we use several approaches to
combine individual networks in order to improve the final classification score.
The main contribution of this paper thus consists in a comparison of classifier
combination methods for multi-label classification which has, to the best of our
knowledge, never been done on this task before. The methods are evaluated on
the documents in Czech language, being a representative of highly inflectional

This work has been supported by the project LO1506 of the Czech Ministry of
Education, Youth and Sports.
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Slavic language with a free word order. These properties decrease the perfor-
mance of usual methods and therefore, a more sophisticated parametrization is
beneficial. This evaluation is another contribution of this paper.

The rest of the paper is organized as follows. Section 2 describes the combi-
nation methods. Section 3 deals with experiments realized on the ČTK corpus
and then discusses the obtained results. In the last section, we conclude the
experimental results and propose some future research directions.

2 Networks and Combination Approaches

2.1 Individual Nets

We use a feed-forward deep neural network (FDNN) and a convolutional neural
net (CNN) with two different activation functions, namely sigmoid and softmax,
in the output layer. Our CNN is motivated by Kim [2], however we used only
one-dimensional convolutional kernel. The topologies of our nets are detailed in
our previous work [1].

2.2 Combination

We consider that the different nets keep some complementary information which
can compensate recognition errors. We also assume that similar network topol-
ogy with different activation functions can bring some different information and
thus that all nets should have its particular impact on the final classification.
Therefore, we consider all the nets as the different classifiers which will be further
combined.

Two types of combination will be evaluated and compared. The first group
does not need any training phase, while the second one learns a classifier.

Unsupervised Combination. The first combination method compensates the
errors of individual classifiers by computing the average value from the inputs.
This value is thresholded subsequently to obtain the final classification result.
This method is called hereafter Averaged thresholding.

The second combination approach first thresholds the scores of all individual
classifiers. Then, the final classification output is given as an agreement of the
majority of the classifiers. We call further this method as Majority voting with
thresholding.

Supervised Combination. We use another neural network of type multi-
layer perceptron to combine the results. This network has three layers: n ×
37 inputs, hidden layer with 512 nodes and the output layer composed of 37
neurons (number of categories to classify). n value is the number of the nets to
combine. This configuration was set experimentally on the preliminary results.
We also evaluate and compare, as in the case of individual classifiers, two different
activation functions: sigmoid and softmax. These combination approaches are
hereafter called FNN with sigmoid and FNN with softmax.



280 L. Lenc and P. Král

3 Experiments

3.1 Tools and Corpus

For implementation of all neural-nets we used Keras tool-kit [3] which is based
on the Theano deep learning library [4].

For the following experiments we used the Czech text documents provided
by the ČTK. This whole corpus contains 2,974,040 words belonging to 11,955
documents. The documents are annotated from a set of 60 categories as for
instance agriculture, weather, politics or sport out of which we used 37 most
frequent ones. We have further created the development set which is composed
of 500 randomly chosen samples removed from the entire corpus. This corpus is
freely available for research purposes at http://home.zcu.cz/∼pkral/sw/.

We use the five-folds cross validation procedure for all following experiments,
where 20% of the corpus is reserved for testing and the remaining part for train-
ing of our models. The optimal value of the threshold is determined on the devel-
opment set. For evaluation of the multi-label document classification results, we
use the standard recall, precision and F-measure (F1) metrics. The results are
micro-averaged.

3.2 Results of the Individual Networks

The first experiment (see Sect. 1 of Table 1) shows the results of the individ-
ual neural nets with sigmoid and softmax activation functions. These results
demonstrates very good classification performance of all individual networks.

Table 1. Experimental results

Approach Prec. Recall F1 [%]

1. Individual networks

(a) FDNN with softmax 84.4 82.1 83.3

(b) FDNN with sigmoid 83.0 81.2 82.1

(c) CNN with softmax 80.6 80.8 80.7

(d) CNN with sigmoid 86.3 81.9 84.1

2. Unsupervised combination

Network (a) & (c) & (d) combined by averaged thresholding 86.7 83.5 85.1

Network (a) & (b) & (d) combined by majority voting with thresholding 87.5 82.6 85.0

3. Supervised combination

All networks combined by FNN with softmax 85.7 83.6 84.6

All networks combined by FNN with sigmoid 88.0 82.8 85.3

http://home.zcu.cz/~pkral/sw/
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3.3 Results of Unsupervised Combinations

The second experiment shows (see Sect. 2 of Table 1) the results of Averaged
thresholding and Majority voting with thresholding methods. These results con-
firm our assumption that the different nets keep complementary information and
that it is useful to combine them to improve classification scores of the individu-
als networks. These results further show that the performance of both methods
are comparable.

Note that due to the space limit, only the best performing combination for
each method is reported in this table.

3.4 Results of Supervised Combinations

The following experiments show the results of the supervised combination
method with an FNN (see Sect. 2.2). We have evaluated and compared the nets
with both sigmoid and softmax (see Sect. 3 of Table 1) activation functions.

These results show that these combinations have also positive impact on the
classification and that sigmoid activation function brings better results than soft-
max. Moreover, as supposed, this supervised combination slightly outperforms
both previously described unsupervised methods.

4 Conclusions and Future Work

In this paper, we have used several combination methods to improve the results
of individual neural nets for multi-label document classification of Czech text
documents. We have shown that it is useful to combine the nets to improve
the classification score of the individual networks. We have also proved that
the thresholding is a good method to assign the document labels of multi-label
classification. We have further shown that the results of all the approaches are
comparable. However, the best combination method is the supervised one which
uses an FNN with sigmoid activation function. The F-measure of this approach
is 85.3%.

We further analyzed the final results and discovered that the classification
should be still improved if the number of classes is known for every document.
Therefore, the first perspective is to build a meta-classifier to provide this infor-
mation. The consecutive multi-label classification will be using the class depen-
dent thresholds. The next perspective consists in proposing a novel combination
method based on deep neural network. The main challenge of this work will be to
found an optimal network topology with a reasonable number of parameters to
avoid the overfitting. We also would like to experiment with confidence measures
to improve the final classification results.
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Abstract. Business Process Models describe the activities of a company in an
abstracted manner. Typically, the labeled nodes of a process model contain only
sparse textual information. The presented approach uses an LSTM network to
classify the labels contained in a business process model. We first apply a
Word2Vec algorithm to the words contained in the labels. Afterwards, we feed
the resulting data into our LSTM network. We train and evaluate our models on
a corpus consisting of more than 24,000 labels of business process models.
Using our trained classification model, we are able to distinguish different
constructs of a process modeling language based on their label. Our experi-
mental evaluation yields an accuracy of 95.71% on the proposed datasets.

Keywords: Deep learning � LSTM � Neural network � Business process
modeling � Natural language processing

1 Introduction

Conceptual Modeling and particularly Business Process Modeling are important and
effective means for capturing and communicating the activities of a company. It is a
widely-used technique in both practice and research to design, describe and analyze
enterprises [1]. Furthermore, process modeling is used in research and practice to
acquire process blueprints, called reference process models, which enable the devel-
opment of standard software for specific domains.

Although there is a variety of process modeling languages, the different modeling
languages obey a characteristic graph structure and they only differ in edge and node
types representing different business semantics. The models also contain labels
attached to the nodes describing process related activities, events or used resources.
These labels consist of incomplete sentences, e.g. check customer invoice, and exhibit a
frequent usage of abbreviation. While the syntax of a process modeling language is
often strongly formalized, the syntax of the natural language contained in the labels is
not restricted by this formalization.

In our approach, we exploit the characteristics of the language contained in the
labels to classify a node according to its type. We aim at supporting the detection of
inconsistencies between the labeling and the chosen node type in large business process
model repositories. A detected inconsistency between node type and label could either
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indicate an uncommon use of natural language within the process model, or refer to a
faulty node type. Based on the number of detected inconsistencies the quality or
maturity of a process model could be automatically assessed.

In conclusion, our work contributes to the field of conceptual modeling in the field
of business process management by providing and evaluating an approach for natural
language-based label classification. To support the outlined use case, we train a
recurrent neural network (RNN) in order to classify the nodes according to the text
contained in the labels. We empirically evaluate our approach and assess its accuracy
using an extensive process model corpus covering individual process models as well as
reference process models for different domains.

Our paper is structured as follows. In Sect. 2 we present the classification approach.
Section 3 introduces the experimental evaluation and results analysis. Finally, we
conclude our work in Sect. 4 and give an overview on potential future research.

2 Label Classification

In order to prepare our data to serve as an input for our neural network, we consec-
utively apply four different preprocessing operations. The following formalization
describes these operations in detail.

Let R = {a, …, z, ü, ö, ä, A, …, Z, Ü, Ö, Ä, ß} be our alphabet where R* is the
Kleene star. The Kleene star describes a set of all finite words, which are obtained by
an arbitrary concatenation of symbols contained in the alphabet of R. Now we define
W ⊊ R* as the set of all words in our input data. Furthermore, let (R*) * be the Kleene
star of R*, representing the set of all possible finite word sequences. We denote S ⊊
(R*) * as the set of all sequences contained in our input data. Furthermore, |s| defines
the length of a sequence s e S.

We additionally, denote #w as the number of occurrences of the word w eW in our
input data set. To feed the words into our neural network, we translate each word to a
numeric representation. Therefore, we define an injective function F that assigns each
word a unique integer:

F :
X�! N ð1Þ

The definition of the function F we use in our approach fulfills the following
properties:

Letw; w0 eW andw 6¼ w0; then #w�#w0 $ F wð Þ\Fðw0Þ ð2Þ

The words contained in the word vector derived from the label are transformed into
integer values. We obtain a numeric vector describing our label. The third processing
step handles deviations concerning different sequence lengths.

Since the sequences S exhibit different lengths, we need to normalize the obtained
numeric vectors in order to feed them into the neural network. Let max be the maxi-
mum sequence length |s| of all sequence S. We declare the function P that takes a
sequence of arbitrary length and maps it to a vector of integers of the dimension max:
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P : R�ð Þ �! N
max ð3Þ

This function performs an operation that is referred to as zero-padding and is
defined as follows:

P w1; . . .;wnð Þ ¼ 0max�n � F w1ð Þ � . . . � F wnð Þ ð4Þ

Applying the function P to the input dataset will return a set of numeric integer
vectors having the dimension of max. Based on this data we train a separate neural
network to learn the semantic similarity between words based on their context.
Therefore, the network transforms the integer representation of a word into an
n-dimensional dense numeric output vector.

These n-dimensional vectors are called word embeddings. The dimensionality n of
the resulting embedding space is an important parameter of our approach. The
described approach is commonly known as Word2Vec and was first described in [2].
Word2Vec is an integral building block of NLP algorithms.

The very basic feedforward neural network, also known as multilayer perceptron is
not able to learn temporal information, unlike RNNs, where at least one feedback loop
is introduced to the network. Introducing a feedback loop allows the network to
maintain a state over time, which in turn enables the network to learn sequences.
Unfortunately, recurrent neural networks involve the vanishing gradient problem, why
Hochreiter and Schmidhuber [3] introduce the Long short-term memory (LSTM)
network that addresses these shortcomings. The LSTM is considered an advancement
of the RNN. To prevent the network from overfitting, the LSTM can be further
extended by a technique called dropout [4]. The dropout defines a fraction of randomly
selected neurons, which are ignored during the training process. The outputs of the
described LSTM layer serves as input to a subsequent fully-connected layer with one
output neuron using a sigmoid activation function.

3 Experimental Evaluation

We train our network using TensorFlow and a GPU computing platform, consisting of
a Geforce GTX Titan X with 12 GB of RAM, an Intel-i7 with 4 physical cores and
16 GB memory. We implement the network according to the specifications introduced
in section two. We define a batchsize and embedding space dimensionality of 32. We
also apply a dropout of 0.2 to our LSTM layer to prevent an overfitting.

In deep learning applications, the success of the learning process highly depends on
the quality of the training data. We decided to train and evaluate our approach on
24,523 labels (11,129 functions and 13,394 events) of German process models from the
IWi process model corpus [5]. In comparison, the SAP reference models, which are
widely-used for evaluation purpose, contain 9,381 event and function labels. The IWi
corpus consists of a variety of Business Process Models predominantly following the
modeling language Event-Driven Process Chain (EPC). In our evaluation we aim at
distinguishing event nodes from function nodes based on their labels.
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We measured the quality of the classification approach using the mean accuracy
and mean loss of a 10-fold cross validation. Training and validating the proposed
neural network on the described dataset yield a mean accuracy of 95.71%. Further-
more, we investigated the development of accuracy and loss over a training period of
250 epochs. We observed that the loss converges from epoch 180 onwards. Further
adjustments of the weights, are unlikely to minimize the loss function. Therefore,
additional training epochs would not result in an increased accuracy. We also observed
that the mean accuracy started to converge from epoch 180 on but did not increase
significantly over the remaining epochs. After 250 epochs, an accuracy of 95.71% and
a loss of 0.092% were reached.

4 Conclusion

We proposed a novel approach for distinguishing process model nodes based on their
label. Using Deep Learning techniques from the field of NLP, we have obtained a high
accuracy in a first experimental evaluation. To further evaluate our approach and assess
its classification quality, an extensive dataset containing additional modeling constructs
needs to be acquired. This also applies for the support of multiple natural languages.
Furthermore, to apply our techniques to model correction, consistency checks or
modeling recommendations, further evaluations need to be conducted. To measure the
network’s capabilities concerning the detection of modeling errors requires pre-tagged
datasets. In order to obtain a tagged corpus for training further machine learning
approaches in the field of business process modeling, the models could be tagged
semi-automatically.

Acknowledgment. We gratefully acknowledge the support of NVIDIA for the donation of the
GPUs used for this research.
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Abstract. This paper presents a multiple layer based convolutional neural net-
work for sentiment analysis. Word embedding is present to learn the features and
representations. This paper also presents a convolutional kernel representation for
textual data. In order to evaluate the performance, this paper uses short-text
corpus to evaluate. Experimental results show the feasibility of the approach.

Keywords: Word embedding � Convolutional neural network � Classification �
Sentiment analysis � Representation

1 Introduction

Sentiment analysis of short-text is challenging because of the unlabeled data and the
limited contextual information. Some traditional approaches have handcrafted parsing
programs, and many of them require labeled training data. Related works manage to
obtain improved syntactic parsing results by simply replacing the linear model of a
parser with a fully connected feed-forward network [1–3]. Convolutional & pooling
based architecture presents promising results among document classification [4],
short-text categorization [5], paraphrase identification [6], semantic role labeling [7]
and question answering [8]. This paper presents a convolutional neural network
(CNN) based sentiment classification and the novel convolutional kernel representa-
tion. The architecture of the proposed model includes the word embedding for pre-
processing, pooling & filter layer for extracting useful features, and the decision layer
for final decision. Visual kernel representation is also present.

2 Modelling on Convolutional Neural Network

Before preprocessing data, a padding operation has been done on each sentence to
make it to have the same length. It is reasonable to count all the words in the whole
corpus and then build a dictionary V. It is feasible to build a word embedding matrix
W 2 Rd� Vj j, where d denotes the dimensions of the embedding.
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This paper presents a multi-layer convolutional neural network, a feed-forward
neural network with max-pooling layer, to do the sentiment classification. As for the
convolutional layer, this paper uses “relu” activation function. This paper uses a
max-pooling layer for obtaining useful features and avoiding over-fitting. The dropout
is an optional layer, which is used to prevent from over-fitting. Last, a simple approach
for final decision is to train a linear classifier by logistic regression. In detail, let
xi 2 R

D be the D-dimensional word vector corresponding to the i-th word in the
sentence, xi:iþ j refers to the concatenation of words xi; xiþ 1; . . .xiþ j; a feature ci is
generated from a window of word xi:i+h-1 by the operation ci = f(wxi:i+h-1 + b). The
factor b 2 R is a bias, and a non-linear activation function f to each ci is also used.

3 Convolutional Kernel Representation for Textual Data

As the parameter of the convolutional kernel in image processing domain is usually a
3-dimensional vector parameter (i.e., representing RGB color, respectively), each
kernel parameter can be viewed as a pixel based representation. It is reasonable to
visualize these pixels and then the image can be used to represent the convolutional
kernel parameters. Inspired by the image processing, this paper uses the corresponding
training words as the convolutional kernel representation. As for the two-layer CNN,
the first layer extracts some features, which are then fed into the second layer for further
processing. A mapping V ! R

D maps a word w (from V) to a real-valued vector ~w in
the corresponding embedding space with dimensionality D. Given a number of context
around w, it needs to capture as much relevant information as possible, so this paper
uses a region, and the widths equal to the dimensionality of the word vectors. The space
of the word embedding is denoted as SE (its dimension is DE). The width of processing
window is denoted as WC (i.e., a threshold, in this paper, it is set to 3). Based on the
above operation, the analyzing kernel can be denoted as a matrix ½C1;C2; . . .;

Ci; . . .;CWC�T , where Ci is a DE-dimension vector, and the shape of the kernel
parameter is [WC, DE]. Although the kernel parameter’s second dimension (i.e., DE) is
the same as the dimension of the word embedding’s, the vector Ci may not be aligned
with any other word vector wi in the embedding space. As some words around (or
nearby to) the word vector wi perhaps have similar semantic, it is reasonable to select
those nearby vectors to denote Ci. So this paper chooses some relevant words closer to
the corresponding word embedding space as the weight parameter’ representation. It is
also reasonable to use these words near to the kernel’s weight vector as the processing
corpus’ features.

4 Experiments and Analysis

In order to evaluate the proposed model’s performance, this paper analyzes the per-
formance on short-text open datasets (i.e., e-commerce goods’ reviews) for sentiment
classification. The metrics are the precision, recall and F1, see the Eq. 1 below.
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Precision ¼ TP
TPþFP

Recall ¼ TP
TPþFN

F1 ¼ 2� Precision� Recall
PrecisionþRecall

ð1Þ

This paper uses NLPCC open dataset, which is collected from product review web
sites. The polarity of each review is binary (i.e., positive or negative). This dataset
contains 10000 reviews. This paper selects 10% corpus as the test dataset randomly
(Table 1). All the experiments have been finished by using TensorFlow framework.

In order to represent the convolutional kernel effectively, this paper presents three
different schemas. Table 2 shows the representation of the kernel (translated from the
Chinese terms). First, schema-1’s results show that the first & third kernels’ parameters
are for the positive comments while the second is for negative. Second, schema-2 is the
first layer’s kernel parameter representation on the two-layer CNN for training epoch is
set to 2000, and schema-3 is the first layer’s kernel parameter representation on the
two-layer CNN for training epoch is set to 5000. From the experimental results, the
schema-1’s result is similar to that of the schema-2’s, existing some new words in
schema-2. It is clear that the second layer plays some roles in semantic classification.
From the kernel parameter representation, it is clear that which kernel will present a
stronger activation for sentiment analysis. As analyzing Chinese, some words can’t
present any useful meaning, so these words are marked as “ERR”.

Table 1. The proposed model’s performance on NLPCC corpus

Polarity(number of reviews) Precision (%) Recall (%) F1 (%)

Negative(515) 73 72 72
Positive(485) 70 72 71

Table 2. Kernel representation for three different schemas

Kernel
parameter

Schema-1:
one-layer CNN

Schema-2: two-layer
CNN for less
training epochs

Schema-3: two-layer CNN for
more training epochs

The 1st

kernel
para-meter

➀ Recommendation
➁ Combination➂
Roughly
➃ Slight➄
Reasonable price

➀ Recommendation
➁ Amusing➂ Walk
➃ Hand-feeling➄
Towards

➀ Recommendation➁ Title➂
Reasonable price➃
Amusing➄ Musical

➀ Pruning➁
Casio➂ Rise
➃ Defense➄
Children

➀ Split➁ Habit
➂ Appearance➃
Good
➄ Available

➀ Recommend➁ Amazing➂
Reasonable price➃ Split➄
Fitable

➀ Half➁
Recommendation
➂ Bag➃
Combination
➄ Reply

➀ Colorful➁
Portray
➂ Details➃
Thomas➄ Film

➀Hand-feeling
➁ Recommendation➂ Pure➃
Backwards➄ Treasures

(continued)
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5 Conclusions and Future Works

This paper presents a multi-layer convolutional neural network, a feed-forward neural
network with max-pooling layer, to do the sentiment classification. The proposed
model can learn the representations of features. Although the proposed representation
can present the convolutional kernel efficiently, there are also some words whose
meanings are different from the others. How to optimize it is our further work.

Acknowledgments. This work is sponsored by National Basic Research Program of China (973
Program, Grant No.: 2013CB329606). This work is also sponsored by National Science Foun-
dation of Hebei Province (No. F2017208012).

Table 2. (continued)

Kernel
parameter

Schema-1:
one-layer CNN

Schema-2: two-layer
CNN for less
training epochs

Schema-3: two-layer CNN for
more training epochs

The 2nd

kernel
para-meter

➀ Garbage➁ Bad➂
At-all ➃
Worthless➄
Roughly

➀ Reasonable
price➁ Girl friend➂
Amazing➃ Title
➄ERR

➀ Electrify➁ Repeat
➂ Expensive➃ Male
➄ This part

➀ New year➁ ERR
➂ Chatter➃ Singing
➄Chinese subtitle

➀ Sharing
➁ Recommendation
➂ Thinking➃ Three
times ➄ Towards

➀ Camera➁ Fuzzy
➂ Roughly➃ Uncle
➄Badly

➀ Garbage➁
Roughly
➂Badly➃ Nothing
➄ Worthless

➀ Silm➁ Precaution
➂ After dinner➃
high
➄ Bag

➀ Cheap➁ Badly
➂ Roughly➃ Bad
➄ Endless

The 3rd

kernel
para-meter

➀ Recommendation
➁ Combination➂
Roughly
➃ Rendering➄
Accident

➀ ERR➁ Folk
music➂
Replacement➃
Insurance
➄ Can’t open

➀ Recommendation➁ Title➂
Elegant➃ 50% off
➄ Musical

➀ Punning➁ Rise➂
But
➃ Children➄ Sigh

➀ Worthless➁
Badly
➂ Garbage➃ Retreat
➄ Roughly

➀ Recommendation➁
Amuzing➂ Blue➃
Reasonable price ➄

Hand-feeling
➀ Half➁ Ranking➂
Reply
➃ PDF➄ Majority

➀ Worthless➁
Badly
➂ Garbage ➃ Can’t
open➄ Very bad

➀ Hand-feeling➁
Recommendation➂ Pure
➃ Treasure➄ Retreat
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Abstract. A quote is short eloquent sentence/s drawn from long experi-
ence. Quotes are full of poetry, abstraction in the form of restrained infor-
mation, hidden significance and objective, and pragmatic twists. While
a quote explanation always in elaborate form with more sentences than
the quote, both of them convey the same concept or meaning. However,
systematic study to understand linguistic structures and interpretation
of quotes has not received much research attention till date. To this
end we have developed a corpus of English quotes and their interpreta-
tions in elaborated forms. Finally, we proposed an automatic approach
to recognize Textual Entailment (TE) between English quote and its
explanation where quote has been considered as the text (T ) and its
explanation/interpretation has been considered as hypothesis (H ). We
have tested various linguistic features including lexical, syntactic, and
semantic cues and also tried word-to-vector similarity measure using deep
learning approach on quote-explanation to identify TE relation.

Keywords: Textual entailment · Semantic similarity · Deep learning ·
Text summarization

1 Introduction

It is a pleasure to be able to quote lines to fit any occasion...

–Abraham Lincoln

A quote is a text or spoken information represented with restrained informa-
tion. Quote is associated with a specific tone, diction, mood, figurative language
(metaphors, similes, imagery, alliteration, onomatopoeia, personification), while
explanation includes detail significance, objectives and context of the quote. So,
even though a quote explanation includes more sentences than quote, both of
them express similar meaning. To the best of our knowledge there is hardly any
systematic study on linguistic structure of quotes and its explanation. Having
that motivation in mind we develop a QUote-Explanation Dataset (QUED) and
propose a recognition of Textual Entailment (RTE) system for English quote
c© Springer International Publishing AG 2017
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and its explanation where quote is considered as text (T ) and its explana-
tion/interpretation is considered as hypothesis (H ). This paper is organized as
follows. Section 2 discuss the related research work followed by proposed method-
ology in Sect. 3, experiment result and discussion in Sect. 4, and conclusion in
Sect. 5.

2 Related Work

RTE task is a well defined problem in NLP domain. Since introduction of auto-
matic RTE task by [4], several RTE challenges (RTE-1 to RTE-7) and other
researches contributed state-of-the-art RTE systems ranging from lexical sim-
ilarity methods to complex and extensive linguistic analysis methods. Lexical-
syntactic similarity based approaches use features like n-gram, word similarity,
synonym and antonyms [5], word overlap [1] of T and H to determine the exis-
tence of entailment. In the work [12], relatedness between T and H measured for
RTE task using dependency graphs and Lexical chains. The system propose by
[11], form sequence of transformations for T into H to make resulting T identical
to H and decides entailment relation. With Lexical, syntactical measures, vari-
ous machine learning approaches also introduced towards RTE problem. Those
approaches use various features like WordNet and numeric expressions [6], syn-
tactic and semantic features [2] from T and H for RTE task. Recent work [3]
publish the Stanford Natural Language Inference (SNLI) corpus towards RTE
task and proposes a feature-rich classifier model and a neural network model
to recognize TE relation on that dataset. Another recent work [10] develops
one RTE dataset from clinical text domain and proposes a classifier-based RTE
system for the dataset.

3 Proposed RTE System for Quote-Explanation Pair

We proposed a RTE system for our dataset based on three features: lexical
cosine similarity, semantic similarity and word-to-vector similarity based on deep
learning method1. In this section we discuss the corpus preparation procedure
and computation of above features to recognise entailed T-H pairs.

Corpus Acquisition: We developed our corpus in two Phases. In first phase,
we collected explanations for 200 English quotes through Amazon Mechanical
Turk2. In second phase, manually we collected explanations of 800 English quotes
from online websites3. Finally, we developed a corpus of 1000 English quotes with
4012 sentences as their explanations. The corpus is pre-processed by eliminating
stop words and transforming into root words.

Recognition of TE relation: We computed the score of lexical cosine similar-
ity, semantic similarity and word-to-vector similarity for each pair of T-H. The
computational process involves following steps:
1 http://deeplearning4j.org/word2vec.html.
2 https://www.mturk.com/mturk/welcome.
3 http://brightdrops.com/.
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– Cosine similarity is a measure of similarity between two n-dimensional vectors.
We form two binary vectors (A & B) for all unique words and term-frequency
in T and H to obtain their cosine similarity using Eq. 1.

COS (A,B) =
|A⋃

B|
√|A| × |B| (1)

– To obtain semantic similarity score for each T-H pair, we use a text to text
similarity measure proposed by the work [9]. The work measures similarity
between two ontology concepts based on Extended Information content (eIC).
In our work we use quote, explanation as concept c1, c2 respectively in Eq. 2
to calculate their semantic similarity.

simFaITH(c1, c2) =
eIC(msca(c1, c2))

eIC(c1) + eIC(c2) − eIC(msca(c1, c2))
(2)

– Vector representations of words [8] lend themselves for many state-of-the-art
solutions of NLP problems. We measure relatedness of quote and its explana-
tion from their vector representations of words by using deep-learning library
Word2Vec toolkit4. We train Word2Vec tool with our dataset and use word
similarity score in Eq. 3 to measure the relatedness of T and H.

w2vsim(A,B) =
2 ∗ ∑i=n

i=0 maxsim(wi)
N

(3)

For each T-H pair, we computed above three scores and compared with feature
specific threshold values to recognise the pair as entailed or non-entailed. Exper-
imentally we set the threshold for semantic, cosine and word-to-vector similarity
as 0.62, 0.22 and 0.04 respectively.

4 Experiment Result and Analysis

We set up one experiment to evaluate the dataset and the performance of our
proposed approach. For experiment and evaluation, we prepared 1000000 (1000
* 1000) pairs of quote-explanation by pairing each quote with all explanation.
In our experiment, we include QUED and 3 more state-of-the-art entailment
dataset: RTE-01 to RTE-065, SNLI [3], PHEME [7] and two RTE systems: one
is a baseline RTE system based on Unigram, Bigram, Longest Common Subse-
quence (LCS) and Skip-grams and another is RTE-SDK RTE framework6. The
detail performance result (F1 score) is reported in Table 1. The evaluation result
shows that the RTE task on quote-explanation dataset is more challenging than
the other standard RTE dataset. Proposed RTE system outperforms (F-measure
of 48.14%) over the dataset then other 2 systems.

4 http://deeplearning4j.org/word2vec.html.
5 http://www.nist.gov/tac/data/RTE/index.html.
6 https://code.google.com/archive/p/rite-sdk/.
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Table 1. Performance of the proposed methodology on various entailment dataset

Approaches Dataset

RTE-1 RTE-2 RTE-3 RTE-4 RTE-5 RTE-6 SNLI PHEME QUED

Baseline 65.16 40.5 34.8 36.4 38.46 36.5 28 39.63 28.57

RTE-SDK 48.7 48.8 49.9 49.6 49.8 48.67 49.9 48.0 43.6

Proposed approach 62.34 63.17 62.97 73.93 67.8 65.8 60.0 60.34 48.14

5 Conclusion and Future Works

In this research work we developed a new domain RTE corpus on English
quote-explanations. We also proposed an approach for RTE on this dataset and
reported the accuracy rate as 48.14%. Comparative study of evaluation shows
that the RTE task on quote-explanation dataset is more challenging. Our next
target is to utilize this concept in social media text summarization.
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B., d’Alché-Buc, F. (eds.) MLCW 2005. LNCS (LNAI), vol. 3944, pp. 231–239.
Springer, Heidelberg (2006). doi:10.1007/11736790 13
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Abstract. In this paper, we propose a simple yet effective approach for
automatically labelling sentiment-bearing topics with descriptive sen-
tence labels. Specifically, our approach consists of two components: (i)
a mechanism which can automatically learn the relevance to sentiment-
bearing topics of the underlying sentences in a corpus; and (ii) a sentence
ranking algorithm for label selection that jointly considers topic-sentence
relevance as well as aspect and sentiment co-coverage. To our knowledge,
we are the first to study the problem of labelling sentiment-bearing top-
ics. Our experimental results show that our approach outperforms four
strong baselines and demonstrates the effectiveness of our sentence labels
in facilitating topic understanding and interpretation.

1 Introduction

Probabilistic topic models such as latent Dirichlet allocation (LDA) [3] capture
the thematic properties of documents by modelling texts as a mixture of dis-
tributions over words, known as topics. The words under each topic tend to
co-occur together and have a tight thematic relation with one another, and can
therefore be used as a lens for exploring and understanding large archives of
unstructured text. Since the introduction of LDA, many extensions have been
proposed, an important one being the joint sentiment-topic model family that
aims to mine and uncover rich opinion structures. One represented work in this
area is the joint sentiment-topic (JST) model [11], which has spurred subsequent
research in developing variants of sentiment topic models for a range of opinion
mining tasks such as aspect-based sentiment analysis [14], contrastive opinion
mining [15], and the analysis of sentiment and topic dynamics [16].

JST is a hierarchical topic model which can detect sentiment and topic simul-
taneously from opinionated documents. The hidden topics discovered, therefore,
are essentially sentiment-bearing topics resembling opinions. This is an intrin-
sic difference compared to the standard topics extracted by LDA which only
express thematic information. We exemplify this difference with two topic exam-
ples shown in Table 1, where each topic consists of the top 10 topic words with
the highest marginal probability. By examining the topic words, we see that the
terms of the LDA topic are recognisably about the theme “computer technology”,
whereas the terms of the JST topic capture opinions relating to “unsatisfactory
online shopping experience”.
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 299–312, 2017.
DOI: 10.1007/978-3-319-59569-6 38
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Table 1. Examples of LDA and JST topics with nouns (unformatted), adjec-
tives(italics) verbs (bold).

[LDA]: Computer models information data system network model parallel methods software

[JST]: Amazon order return ship receive refund damaged disappointed policy unhappy

Although sentiment topic models have become an increasingly popular tool
for exploring and understanding opinions from text, existing models all share
some noticeable drawbacks, which can significantly limit their usefulness and
effectiveness. First, applying sentiment topic models for exploratory purposes
requires interpreting the meaning of the topics discovered, which, so far, relies
entirely on manual interpretation. However, it is generally difficult for a non-
expert user to understand a topic based only on its multinomial distribution,
especially when the user is not familiar with the source collection [13]. The
second limitation lies in these models’ inability to facilitate accurate opinion
and sentiment understanding, which is crucial for many applications. The issue
stems from the fact that, although the topic words of sentiment-bearing topics
collectively express opinions, these opinions are essentially shallow. Taking the
JST topic in Table 1 for example, with manual examination one can interpret
that this topic expresses plausible opinions relating to “unsatisfactory online
shopping experience”, but it is impossible to gain deep insight of the opinion, i.e.
whether the sentiment unhappy is only targeted to the product being ordered,
or it is also related to Amazon’s policy.

Remarkably, there is no existing work that has formally studied the problem
of automatic labelling of sentiment-bearing topics. Substantial work on auto-
matic topic labelling exists, but has focused on labelling standard topics discov-
ered by LDA to facilitate the interpretation of topics discovered. These works
assume that standard topics mainly express thematic information [1], and thus
has driven most of the existing topic labelling approaches to rank a candidate
label by measuring the thematic association between the label and the topic
terms. In contrast, the top terms of sentiment-bearing topics consist of a good
mixture of nouns, verbs, and adjectives resembling opinions [6,10,11]. Therefore,
existing topic labelling approaches engineered for standard LDA topic cannot be
applied to labelling sentiment-bearing topics as they provide no mechanism for
modelling opinion.

In this paper, we formally study the problem of automatically labelling
sentiment-bearing topics extracted by the JST model [11]. Specifically, we pro-
pose a novel framework for automatically selecting sentence labels that can facil-
itate understanding and interpretation of multinomial sentiment-bearing topics
extracted by JST. In contrast to existing approaches which generate topic labels
in the form of either a single term [9], a small set of terms (e.g. the top-n topic
words) [5], or phrases [1], we choose the sentence as the label modality as it has
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grammatically linked word structures which are suitable for expressing complete
thoughts, and hence could better facilitate the task of interpreting the opinions
encoded in sentiment-bearing topics. We compare the effectiveness of our sen-
tence based topic labelling approach against four strong baselines, including two
sentence label baselines and two topic labelling systems which have been widely
bench-marked in the literature [1,13]. Experimental results on three real-world
datasets show that the labels generated by our approach are more effective than
all the baselines in terms of facilitating sentiment-bearing topic understanding
and interpretation.

To summarise, our contributions in this paper are two-fold: (i) we introduce
a novel mechanism which can automatically learn the relevance to sentiment-
bearing topics of the underlying sentences in a corpus; and (ii) we design an
effective sentence label selection criteria which jointly considers topic-sentence
relevance as well as aspect and sentiment co-coverage. To our knowledge, we are
the first to study the problem of labelling sentiment-bearing topics. We describe
related work in Sect. 2, followed by our labelling method in Sect. 3, experimental
design in Sect. 4, results in Sect. 5 and conclusions in Sect. 6.

2 Related Work

Since its introduction, LDA has become a popular tool for unsupervised analysis
of text, providing both a predictive model of future text and a latent topic
representation of the corpus. The latter property of topic models has enabled
exploration and digestion of large text copra through the extracted thematic
structure represented as a multinomial distribution over words. Still, a major
obstacle to applying LDA is the need to manually interpret the topic, which is
generally difficult for non-expert users. This has in turn motivated a number of
works in automatically learning semantically meaningful labels for facilitating
topic understanding.

Automatically Learning Topic Label from Data. In an early work, Mei
et al. [13] proposed generating topic labels using either bigrams or noun phrases
extracted from a corpus and ranked the relevance of candidate labels to a
given topic using KL divergence. Noun phrases were ranked by their frequencies
whereas bigrams were ranked using T-score. Candidate labels were then scored
using relevance functions which minimised the similarity distance between the
candidate labels and the topic words. Finally, the top-ranked candidate label
was chosen as the topic’s label. Mei’s approach showed that topic labels gen-
erated using ngrams were better in general when applied to different genre of
texts. Mao et al. [12] labelled hierarchical topics by investigating the sibling
and parent-child relations among the topics. Their approach followed a similar
paradigm to [13], which ranked candidate labels by measuring the relevance of
the labels to a reference corpus using Jensen-Shannon divergence. More recently,
Cano et al. [5] proposed labeling topics using labels generated based on multi-
document summarisation. Basically, they measured term relevance of documents
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to topics and generated topic label candidates based on the summarisation of a
topic’s relevant documents.

Automatic Topic Labelling Leveraging External Sources. Another
type of approach in automatic topic labelling leverages external sources, e.g.,
Wikipedia or DBpedia [7–9]. Lau et al. [9] proposed selecting the most represen-
tative term from a topic as its label by computing the similarity between each
word and all others in the topic. Several sources of information were used to
identify the best label, including pointwise mutual information scores, WordNet
hypernymy relations, and distributional similarity. These features were combined
in a re-ranking model. In a follow-up work, Lau et al. [8] generated label can-
didates for a topic based on top-ranking topic terms and titles of Wikipedia
articles. They then built a Support Vector Regression (SVR) model for ranking
the label candidates. Other researchers [7] proposed using graph centrality mea-
sures to identify DBpedia concepts that are related to the topic words as their
topic labels. More recently, Aletras et al. [1] proposed generating topic labels
of multiple modalities, i.e., both textual and images labels. To generate textual
labels, they used the top-7 topic terms to search Wikipedia and Google to col-
lect article titles which were subsequently chunk parsed. The image labels were
generated by first querying the top-n topic terms to Bing search engine. The top-
n candidate images retrieved were then ranked with PageRank and the image
with the highest PageRank score was selected as the topic label. To summarise,
the topic labelling approaches in the above-mentioned works were engineered
for labelling standard LDA topics rather than sentiment-bearing topics, and are
mostly fall into one of the following linguistic modalities: a single term [9], a small
set of terms (e.g., the top-n topic words) [9], or phrases [1,8]. These linguistic
modalities, while sufficient for expressing facet subjects of standard topics, are
inadequate to express complete thoughts or opinions due to their linguistic con-
straints, i.e. lacking a subject, a predicate or both. Our goal is to address this
gap and study the problem of automatically labelling sentiment-bearing topics
with more appropriate and descriptive sentence labels.

3 Methodology

The goal of our work is to develop a novel approach for automatically labelling
multinomial sentiment-bearing topics with descriptive sentence labels. We first
briefly introduce the JST model used for extracting sentiment-bearing topics,
and then proceed to describe the proposed approach for sentence label selection.
It should be noted that our approach does not have any specific dependencies on
the JST model, and thus it is general enough to be directly applied to any other
sentiment topic model variants as long as they generate multinomial topics as
output.

3.1 Preliminaries of the JST Model

The graphical model of JST is shown in Fig. 1a, in which D denotes a collection
of documents, Nd a sequence of words in document d, S the number of sentiment
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Fig. 1. (a) JST graphical model; (b) the generative process of JST.

labels, T the total number of topics, and {α, β, γ} the Dirichlet hyperparameters
(cf. [11] for details). Figure 1b summarises the complete procedure for generating
a word wi in JST. First, one draws a sentiment label l from the per-document
sentiment proportion πd. Following that, one draws a topic label z from the per-
document topic proportion θd,l conditioned on sentiment label l. Finally, one
draws a word from the per-corpus word distribution ϕl,z conditioned on both
the sentiment label l and topic label z.

The problem to be solved by the JST model is the posterior inference of
the variables, which determine the hidden sentiment-bearing topic structures
that can best explain the observed set of documents. Formally, a sentiment-
bearing topic is represented by a multinomial distribution over words denoted
as p(w|l, z) ≡ ϕw,l,z, where w, l, and z represent the word, sentiment label
and topic label indices, respectively. In particular, the approximated per-corpus
sentiment-topic word distribution is

ϕl,z,w =
Nl,z,w + β

Nl,z + V β
, (1)

where V is the corpus vocabulary size; Nl,z,w is the number of times word w
appeared in topic z with sentiment label l; Nl,z is the number of times words
are assigned to z and l. Recalling that ϕw,l,z is a multinomial distribution, we
have

∑
w∈V ϕw,l,z = 1.

3.2 Modelling the Relevance Between Sentiment-Bearing Topics
and Sentences

The original JST model can only learn topic-word and topic-document associ-
ations as it operates on bag-of-words features at the document-level, with the
corpus sentence structure being ignored. Therefore, we propose a new computa-
tional mechanism that can uncover the relevance to a sentiment-bearing topic
of the underlying sentences in the corpus. To achieve this, we first preserve the
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Algorithm 1. Procedures of calculating p(sent|l, z).
Input: A corpus C
Output: The probability of observing a sentence given a sentiment-bearing topic

p(sent|l, z).
1: Perform automatic sentence segmentation on corpus C to preserve the sentence

structure information.
2: Train a JST model based on C following the standard procedures and settings

described in [11].
3: for each sentiment label l ∈ {1, ..., S} do
4: for each topic label z ∈ {1, ...,K} do
5: for each sent ∈ C do
6: Calculate p(sent|l, z) based on Eq. 2
7: end for
8: Normalise the probability of p(sent|l, z)
9: Sort sentences based on the probability of p(sent|l, z) in a descending order.

10: end for
11: end for

sentence structure information for each document during the corpus preprocess-
ing step (see Sect. 4 for more details). Second, modelling topic-sentence rele-
vance is essentially equivalent to calculating the probability of a sentence given
a sentiment-bearing topic p(sent|l, z), i.e., the likelihood of a sentence (from the
corpus) associating with a given sentiment-bearing topic. The posterior inference
of JST, based on Gibbs sampling [11,17], can recover the hidden sentiment label
and topic label assignments for each word in the corpus. Such label-word assign-
ment information provides a means to re-assembling the relevance between a
word and a sentiment-bearing topic. By leveraging the sentence structure infor-
mation and gathering the label assignment statistics for each word of a sentence,
we can derive the probability of a sentence given a sentiment-bearing topic as

p(sent|l, z) =
p(l, z|sent) · p(sent)

p(l, z)
∝ p(l, z|sent) · p(sent), (2)

where p(l, z|sent) =
∑w∈sent∨

l′w=l,z′
w=z

ϕl′,z′,w
∑

w∈sent ϕl′,z′,w
, and p(sent) =

∑
l

∑
z

∏
w∈sent ϕl,z,w.

Note that the per-corpus sentiment-topic word distribution ϕw,l,z, defined in
Eq. 1, is obtained via the posterior inference using Gibbs sampling. Also p(l, z)
is discounted as it is a constant when comparing sentencial labels for the same
sentiment-bearing topic. A summary of our mechanism of calculating p(sent|l, z)
is given in Algorithm 1.

3.3 Automatic Sentence Label Selection

Given a sentiment-bearing topic, one intuitive approach for selecting the most
representative sentence label is to rank the sentences in the corpus according
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to the topic-sentence relevance probability p(sent|l, z) derived in the previous
section. One can then select the sentence with the highest probability as a label
for the topic. We found that a high-degree of relevance, however, cannot be
taken as the only criterion for label selection as it might favour selection of short
sentences as labels covering limited amount of information, or risk selecting sen-
tence labels that might cover either thematic or sentiment information alone. To
address the issues and to select the most representative sentence labels cover-
ing sentiment-coupled aspects which reveal opinions, it is important to consider
the occurrences of both aspect and sentiment, and the balance between them.
To combat this challenge, we design the sentence label selection criteria which
jointly consider two properties: sentence-topic relevance as well as aspect and
sentiment co-coverage. Such criteria provide a basis for building an algorithm
for ranking sentence labels in terms of how well they can describe the opinion
encoded in a sentiment-bearing topic.

Formulation of Sentence Label Ranking. We now describe our sentence
label ranking function contributed by the two properties of our label selection
criteria. Given a sentiment-bearing topic, our objective is to select a sentence
label with the highest ranking score, where the label ranking function is defined
as follows

L(s|tl,z) = α · Rel(s|tl,z) + (1 − α) · Cov(s|tl,z). (3)

Here Rel(s|tl,z) is the relevance score between a sentence s and a given sentiment-
bearing topic tl,z as described in Sect. 3.2. Cov(s|tl,z), the aspect and sentiment
co-coverage score, encodes two heuristics: (i) sentence labels covering either sen-
timent or aspects information alone will be significantly down-weighted; and (ii)
labels which cover salient aspects of the topic and couple with sentiment will be
given high weightage. Parameter α brings out the trade-off between relevance
and the co-coverage of aspect and sentiment, and was empirically set to 0.4.

Let i be a word from sentence s, ai a binary variable that indicates whether
word i is an aspect word, oi a binary variable that indicates whether word i is
a sentiment word, wl,z,i the importance weight of word i given topic tl,z, and
til,z,n a binary variable which indicates the presence of word i in the top-n words
of sentiment-bearing topic tl,z. Formally, the aspect and sentiment co-coverage
score is formulated as

Cov(s|tl,z) =
2 · A(s|tl,z) · S(s|tl,z)
A(s|tl,z) + S(s|tl,z) (4)

A(s|tl,z) =
∑

i∈s

wl,z,i · as,i · til,z,n (5)

S(s|tl,z) =
∑

i∈s

wl,z,i · os,i · til,z,n, (6)

where the weight wl,z,i essentially equals to ϕl,z,i, i.e., the marginal probability
of word i given a sentiment-bearing topic tl,z. We identify whether word i is an
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Table 2. Dataset statistics.

Dataset Total # of doc. avg. # of words avg. # of sentences Vocab. size

Kitchen 2000 25 4 2450

Electronics 2000 25 4 2317

IMDb 1383 118 13 14337

aspect word or a sentiment word as follows. In the preprocessing, we perform
parts of speech (POS) tagging on the experimental datasets (detailed in Sect. 4).
Words tagged as nouns are regarded as aspects words whereas sentiment words
are the ones that have appeared in the MPQA sentiment lexicon1. Recalling that
a multinomial topic is represented by its top-n words with the highest marginal
probability, we further constrain that word i must also appear in the top-n topic
words of sentiment-bearing topic tl,z. This enforces that a good sentence label
should cover as many important sentiment coupled aspects of a topic as possible.
In the case where a sentence contains either aspect or sentiment information
alone (i.e., A(s|tl,z) = 0 or S(s|tl,z) = 0), the resulting aspect and sentiment
co-coverage score would be zero, and thus down-weighting the corresponding
sentence. Finally, a sentence label ŝ for a sentiment-bearing topic tl,z can be
obtained from (Eq. 7)

ŝ = argmax
s

L(s|tl,z). (7)

4 Experimental Setup

We evaluated our topic labelling approach through an experiment where partic-
ipants rated labels generated by our approach as well as two baselines and two
competitor systems.

4.1 Setup

Datasets. We evaluated the effectiveness of the sentence label selected by our
approach on three real-world datasets. Two datasets are publicly available, i.e.,
Amazon reviews for kitchen and electronic products, where each dataset con-
tains 1000 positive and 1000 negative reviews2 [4]. We have also collected a
movie review dataset for Internal Affairs and The Departed from IMDb3. These
two movies virtually share the same storyline but with different casts and pro-
ductions: Internal Affairs is a 2002 Hong Kong movie, while The Departed is a
2006 Hollywood movie.

1 http://www.cs.pitt.edu/mpqa/.
2 https://www.cs.jhu.edu/∼mdredze/datasets/sentiment/.
3 http://www.imdb.com/.

http://www.cs.pitt.edu/mpqa/
https://www.cs.jhu.edu/~mdredze/datasets/sentiment/
http://www.imdb.com/
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Implementation Details. In the preprocessing, we first performed automatic
sentence segmentation4 on the experimental datasets in order to preserve the
sentence structure information of each document, followed by parts of speech
tagging on the datasets using the Stanford POS tagger [18]. Punctuation, num-
bers, and non-alphabet characters were then removed and all words were low-
ercased. Finally, we trained JST models with the preprocessed corpus following
the standard procedures described in [11], with the MPQA lexicon [19] being
incorporated as prior information for model learning. We empirically set the
model with 2 sentiment labels and 10 topics for each sentiment label, resulting
20 sentiment-bearing topics in total for each of the three evaluation datasets.

4.2 Baselines

Top probability (Top-prob). The first baseline is to select the sentence with
highest topic relevance probability p(sent|l, z) according to the JST model, as
described in Sect. 3.2.

Centroid. The second baseline is a centroid based sentence label. For each
sentiment-bearing topic, we first construct a sentence cluster consists of the
top 150 most relevant sentences for the given topic, ranked based on the topic
relevance probability p(sent|l, z). Next, for each of the sentence in the cluster, we
compute the cosine similarity between the sentence and the remaining sentences
in the cluster. Finally, the sentence with the highest cosine similarity score is
picked as the topic label. This is a stronger baseline as it selects a sentence
representative of multiple high probability sentences.

Phrase/Bigram Baselines. In addition to the two sentential baselines, we also
compare our approach to two systems which have been widely bench-marked
in the topic labelling task, namely, Mei07 [13] and Aletras14 [2]. Note that
Mei07 is our re-implementation which generates bigram labels, while Aletras14
is the original implementation kindly provided by the authors which generates
phrase labels. For both, we selected the top three bigrams/phrases for inclusion
in the label.

4.3 Evaluation Task

For each sentiment-bearing topic, annotators were provided with the top 10 topic
words with the highest marginal probability and the labels generated by each sys-
tem. They were then asked to judge the quality of each label on a 4-point Likert
Scale: 3-Very good label, a perfect description of the topic; 2-Reasonable label,
but does not completely capture the topic; 1-Label is semantically related to the
topic, but would not make a good topic label; and 0-Label is completely inappro-
priate, and unrelated to the topic. The most relevant review of the sentiment-
bearing topic ((calculated using p(d|l, z), the probability of a document given a
sentiment-bearing topic) was also provided to annotators so that they can have

4 http://www.nltk.org/.

http://www.nltk.org/
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Table 3. Human evaluation based on Top-1 average rating.

Domain Mei07 Aletras14 Top-prob Centroid Sent-label

Kitchen 0.31 1.29 0.64 1.79 1.81

Electronics 0.52 2.13 0.83 1.33 2.48

IMDb 0.36 1.73 0.69 1.67 2.58

Average 0.39 1.72 0.72 1.59 2.29

Table 4. Average label length across three datasets.

Mei07 Aletras14 Top-prob Centroid Sent-label

Avg. label length 6 6.8 6.83 23.8 12.3

a better context for topic understanding. To ensure there was no bias intro-
duced in this step, we checked whether the most relevant review contains our
sentence label. This only occurred in 7.5% of cases. For the remaining 92.5%,
sentence labels appeared in only the second to the fifth most relevant reviews,
not shown to the user. This suggest that our experience is not bias towards our
system and that the most relevant review does not necessary contains the most
representative sentence label.

We recruited 30 Computing Science postgraduate students to participate in
the evaluation task. Recalling that 20 sentiment-bearing topics were extracted
for each dataset and that there are 5 systems to compare (i.e., our proposed
approach and the four baselines) and 3 datasets, the total number of labels
to rate is 300. To avoid the evaluation task being overly long, we broke the
evaluation task into 3 sessions carried out on different days, with each session
evaluating labels from one dataset only. Completing one session took around
18 min for each participant on average.

5 Experimental Results

5.1 Human Evaluation

We report results using the Top-1 average rating [8], which is the average human
rating (based on the Likert Scale) assigned to the best candidate labels selected
by each of the approaches, and the higher rating will indicate a better overall
quality of a label. Table 3 shows the Top-1 average ratings for each approach
(with our approach denoted as Sent-label). The sentence labels generated by
our approach outperforms all baselines significantly (two-tailed paired t-test;
p < 0.001 in all cases). Furthermore, as shown in Table 4, the label selected by
our approach also keeps a good balance of information-richness and brevity, in
contrast to the other two sentential baselines that favour either very short or very
long sentences. To measure inter-annotator agreement (IAA), we first calculated
Spearman’s ρ between the ratings given by an annotator and the average ratings
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Table 5. Labelling examples for sentiment-bearing topics.

Positive topics Negative topics

Kitchen Topic words very good well really nice price

quality set little happy

money don’t product

disappointed, back waste

without very worth make

Mei07 are very; a very; very good the money; money on; you will

Aletras14 prices and quality; nice guy;

coin grading

food waste; zero waste; waste

your money

Top-prob Well worth every penny Heres why I am sorely

disappointed

Centroid I got this for the dogs and they

seem to like it

I ordered the product and

when I opened the box I found

that I received only the

bottom piece

Sent-label Nice little toaster with good

price

Totally dissatisfy with this

product and it’s damn waste

of money

Electronics Topic words sound headphones music ear

noise cord ipod pair quality

head

receiver slightly laser pointer

green serious blocks

kensington delormes beam

Mei07 the sound; The sound; sound is pointer is; of this; laser pointer

Aletras14 Noise-cancelling headphones;

Previous Bose headphones; Bose

headphones

Laser safety; Laser pointer;

Laser diode

Top-prob They have very good sound

quality

I made the mistake to buy the

Kensington laser pointer

before this one

Centroid I just leave the mounts in place

on the windshields of both cars

and move the Nuvi and power

cord to whichever car I am

using at the moment

I can maybe prefer a bit the

ergonomy of the Kensington

together with the very

practical possibility to store

the USB receiver inside the

unit but this is probably just

my taste and the hiro is quite

comfortable either and lighter

Sent-label The output of sound quality

from an ipod is amazing

The Kensington laser pointer

is slightly expensive

IMDb Topic words without no want clever

intelligent surely play offer

effective puts

language use vulgar blood

used excessive dialog foul us

realism

Mei07 is one; that it; that there violence and; of violence;

terms of

Aletras14 Flying Spaghetti Monster;

Expelled: No Intelligence

Allowed; Prayer

Vampire: The Masquerade ?

Bloodlines; Monkeys in

Chinese culture; Chavacano

Top-prob But what would Lucifer be

without his collaborators

But the story flows well as

does the violence

Centroid The Departed is without doubt

the best picture of the year and

never fails to entertain

It’s far too graphically violent

for teenagers, including images

of heads being shot and

spurting blood, limbs being

broken, etc.

Sent-label If you want to see an intelligent,

memorable thriller, watch The

Departed

The movie includes some

overdone foul language and

violent scenes
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from all other annotators for the labels corresponding to the same topic. We then
averaged the ρ across annotators, topics, and datasets, resulting in an average
ρ = 0.73, a good IAA.

We want to stress that these baselines are fair. To our knowledge, we are
the first to study the problem of labelling sentiment-bearing topics, so there is
no directly comparable system available which can generate sentence labelling
for sentiment-bearing topics. In the past, top-n topic terms have been com-
monly used for manually interpreting sentiment-bearing topics for a variety of
sentiment-topic models (i.e., its not just exclusively used for standard topic mod-
els), and that is why we propose an automatic labelling approach here. For the
phrase label baselines, they can capture a fair amount of sentiment information
from sentiment-bearing topics based on the adjective/adverb phrases extracted.
The sentence label baselines are also strong baselines as they both make use
of the probability distributions from the JST model, with the centroid baseline
further addressing the diversity issue.

5.2 Qualitative Analysis

Table 5 shows six sentiment-bearing topics for the Kitchen, Electronics and IMDb
dataset extracted by JST. For each topic, we also show the top-3 labels gener-
ated by Mei07 and Aletras14, two baselines (i.e., Centroid, Top-prob), and the
sentence label generated by our approach (Sent-label). It can be seen from the
table that the sentence labels generated by our approach generally capture the
opinions encoded in the sentiment-bearing topics quite well; whereas in quite a
few cases the labels generated by Mei07 and Aletras14 either only capture the
thematic information of the topics (e.g., Noise-cancelling headphones) or merely
sentiment information (e.g., very good).

Our labelling approach also shows better performance than the sentential
baselines. For instance, both sentential baselines were unable to adequately inter-
pret the negative sentiment-bearing topics in the Kitchen dataset. For example,
the Centroid baseline “I ordered ... received only the bottom piece.” captures the
thematic information (i.e., product) but fails to capture the sentiment informa-
tion (e.g., worth). The Top-prob baseline captures negative sentiment informa-
tion (i.e., disappointed) but does not include any thematic information (e.g.,
money, product). A user who read the Top-prob baseline (i.e., “Heres why I am
sorely disappointed”) is likely to have some confusions in understanding what
causes the disappointment in the label, e.g., whether it is due to money or
product. Our approach (i.e., Sent-label) also performs better in the Electronics
dataset by giving more descriptive information about products. Take the pos-
itive sentiment-bearing topics for example, the labels generated by Mei07 and
Aletras14 capture two different thematic aspects i.e., sound and headphones,
respectively. For the Top-prob label, it captures positive sentiment about sound
quality, whereas the Centroid baseline label seems less relevant to the topic. In
contrast, our proposed approach shows that the topic conveys the opinion of
iPod sound quality being amazing.
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To summarise, our experimental results show that our approach outperforms
four strong baselines and demonstrates the effectiveness of our sentence labels
in facilitating topic understanding and interpretation.

6 Conclusion

In this paper, we proposed a simple yet effective approach for automatically
labelling sentiment-bearing topics with descriptive sentence labels. To our knowl-
edge, we are the first to study the problem of labelling sentiment-bearing topics.
The human evaluation shows that the labels produced by our approach are more
effective than a range of strong baselines in facilitating sentiment-bearing topic
interpretation and understanding. It should also be noted that our approach
does not have any specific dependencies on the JST model, and thus it is general
enough to be directly applied to any other sentiment topic model variants which
generate multinomial topics as output.

In the future, we would like to extend our work for opinion summarisation.
One natural way of achieving this is to summaries documents through the prop-
agation of the document-topic and topic-sentence associations learned from our
framework.
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neering and Physical Sciences Research Council (Grant number: EP/P005810/1,
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Abstract. Emotion recognition in microblogs like Twitter is the task
of assigning an emotion to a post from a predefined set of labels. This
is often performed based on the Tweet text. In this paper, we inves-
tigate whether information from attached images contributes to this
classification task. We use off-the-shelf tools to extract a signal from
an image. Firstly, with employ optical character recognition (OCR), to
make embedded text accessable, and secondly, we use automatic caption
generation to generalize over the content of the depiction. Our experi-
ments show that using the caption only slightly improves performance
and only for the emotions fear, anger, disgust and trust. OCR shows a
significant impact for joy, love, sadness, fear, and anger.

Keywords: Emotion classification · Social media · Caption generation ·
Optical character recognition

1 Introduction

In natural language processing, emotion recognition is the task of associating
words, phrases or documents with predefined emotions from psychological mod-
els. We consider discrete categories as proposed by Ekman [1] and Plutchik [2],
namely anger, fear, joy, sadness, surprise, disgust, love, shame, and trust.

Emotion detection has been applied to, e.g., tales [3], blogs [4], and as a very
popular domain, microblogs on Twitter [5]. The latter in particular provides a
large source of data in the form of user messages [6]. A common source of weak
supervision are hashtags and emoticons to train classifiers. These measure the
association of all other words in the message with the emotion [7]. For instance
the Tweet “Be prepared for a bunch of depressing tweets guys because I am
feeling it tonight. Very sad.” is associated via the trigger words “depressing” and
“sad” with the emotion sadness [8]. In this example, a standard text classification
approach is likely to succeed. However, there are (at least) two cases in which
the expressed emotion is not communicated in the text of the Tweet: Firstly,
the main message can be hidden as text in an image which is linked to the post.
This is a popular strategy, given constraints on post lengths (for instance on
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 313–319, 2017.
DOI: 10.1007/978-3-319-59569-6 39
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Twitter to 140 characters) and to advertise a specific message or content with
graphical support. In addition, some authors try to hide their message from
search engines and platform curators, for instance in hate speech or fake news.
Secondly, an author might show their emotion by posting a photo that depicts a
particular situation. In this paper, we investigate if the recognition of emotional
content of a micropost can be improved by taking into account information from
linked images. To achieve this, we extract textual characterizations of the images
associated with posts, using off-the-shelf tools.

Related work in this area aims, for instance, at detecting and understanding
of facial expressions [9,10]. Similar techniques have also been applied to detection
of specific classes of linked images, for instance fake pictures [11]. Recent research
showed sentiment classification benefits from the combination of text and image
information [12].

We perform experiments on a Twitter corpus with a subset of emotions. For
linked emotions, we incorporate two different approaches to extract informa-
tion and represent it as text: (1) We process every image linked to a Tweet with
optical character recognition (OCR) and combine these textual features from the
recognized text with the Tweet text. The hypothesis is that OCR text comple-
ments the Tweet text and therefore improves classification performance. (2) We
process every image with a pretrained neural network-based caption generation
model and combine the generated text with the Tweet. We expect that some
content is more likely to be associated with specific emotions, for instance groups
of people or “selfies” might be more likely to be joyful. In addition, we analyze
the corpus and point out interesting future research directions. Our corpus will
be publicly available at http://www.ims.uni-stuttgart.de/data/visualemotions.

2 Methods and Experimental Setup

2.1 Features

We formulate the task of emotion detection from microposts as a multiclass clas-
sification problem, i.e., we assume each instance belongs to exactly one emotion;
for each, we use one maximum entropy classification model. Features are drawn
from three different sources: the micropost text itself, text detected by optical
character recognition in a linked image, and a generated caption which describes
the content of the image.

Micropost text. We represent the text from the Tweet itself as standard bag-
of-words. For better reproducibility of the experiments, we only perform token
normalization by disregarding all non-alphanumeric characters and the hash sign
(“#”). Hashtags which denote an emotion are ignored (see Sect. 2.2). Usernames
(i.e., character sequences starting with @) are mapped to “@username”. We
refer to such features of post d as φd

text.

Optical Character Recognition. Each image which is linked to a Tweet is
processed by an optical character recognition (OCR) system. We use Tesser-
act 3.04.01 [13] with default parameters and ignore all output shorter than six

http://www.ims.uni-stuttgart.de/data/visualemotions
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Table 1. Corpus Statistics. Dall is sampled from all Tweets, “w/φd
OCR” and “w/φd

Vis”
denote counts for subsets with OCR features and caption features. DOCR and DVis

are sampled from the set of all Tweets with recognized text in the image and do not
contain recognized text in the image.

Emotion Dall w/φd
OCR w/φd

Vis DOCR DVis

joy 91,836 6,927 (8 %) 18,672 (20 %) 92,066 111,604

love 41,470 3,477 (8 %) 8,963 (22 %) 46,290 50,974

sadness 26,521 1,495 (6 %) 2,952 (11 %) 19707 14,370

fear 12,721 1,490 (12 %) 2,299 (18 %) 19,400 7,925

anger 11,902 831 (7 %) 1,384 (12 %) 10,379 5,317

shame 4,562 138 (3 %) 193 (4 %) 1,988 862

surprise 5,492 195 (4 %) 792 (14 %) 2,790 5,681

trust 5,170 561 (11 %) 886 (17 %) 7,274 3,151

disgust 326 8 (2 %) 22 (7 %) 106 116

All 200,000 15,122 (8 %) 36,163 (18 %) 200,000 200,000

bytes. Features are generated from the recognized text as bag-of-words. In addi-
tion, we add one feature which always holds if any text was recognized. We refer
to this feature set as φd

OCR.

Caption Generation. Recently, several approaches have been proposed to gen-
erate caption-like descriptions of the content of an image [14–16]. Such methods
have been shown to be robust enough to serve as off the shelf tools. In these exper-
iments, we rely on NeuralTalk2 (https://github.com/karpathy/neuraltalk2), a
deep neural network CNN and RNN architecture. We use the pretrained COCO
data set [17] model which is available with NeuralTalk2. As in the OCR out-
put, we add features using a bag-of-words scheme and one feature which indicates
whether a caption was generated (i.e., this feature represents only that an image
is attached, not the content). We refer to these features as φd

Vis.

2.2 Corpus

To analyze the impact of each feature set and combination, we downloaded
Tweets for a particular set of hashtags from Twitter between March and Novem-
ber 2016. The emotions with example hashtags are joy (e.g. #happy, #joy,
#happiness, #glad), sadness (e.g. #sad, #sadness, #unhappy, #grief), surprise
(#surprise, #surprised), love (#love), shame (#shame), anger (e.g. #anger,
#rage, #hate), fear (e.g., #fear, #scare, #worry), disgust (#disgust), trust
(#trust). From this overall set D, we subsample three corpora, each with 200,000
instances, such that empirical testing of estimated models is not affected by dif-
ferent training set sizes. Sizes for these sets are shown in Table 1. From these

https://github.com/karpathy/neuraltalk2
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Table 2. Results for Tweet text features alone, on different sets (Experiment 1) and
for OCR features (φd

OCR) and caption features (φd
Vis) in isolation (Experiment 2).

Emotion Experiment 1 Experiment 2

φd
text φd

OCR φd
Vis

Dall DOCR DVis DOCR DVis

P R F P R F P R F P R F P R F

joy 78 86 82 81 89 85 79 88 84 70 83 76 57 98 72

love 70 72 71 75 78 77 73 73 73 62 58 60 47 6 11

sadness 75 72 73 80 69 74 76 56 65 58 46 51 58 1 2

fear 82 70 75 86 76 81 79 60 68 84 70 76 18 0 0

anger 84 68 75 86 70 77 80 50 61 80 62 69 91 9 17

shame 89 65 75 86 52 65 63 17 27 56 40 47 0 0 0

surprise 75 48 58 65 32 43 62 31 42 53 20 29 0 0 0

trust 85 65 74 84 65 73 84 59 69 76 60 67 45 2 4

disgust 73 39 51 17 4 6 0 0 0 0 0 0 0 0 0

Macro-Av 79 65 71 73 59 65 66 48 54 60 49 53 35 13 12

subcorpora, we use 150,000 randomly sampled instances for training and 50,000
for testing.

The corpus Dall is sampled without any constraints. It therefore contains
posts with and without image attachments. The subcorpus DOCR is sampled
from all instances for which the optical character recognition generated output
longer than six bytes (i.e., ∀d ∈ DOCR : φd

text �= ∅). The subcorpus DVis is
sampled from all instances for which an image was linked, but for which the
optical character recognition did not return any output (i.e., ∀d ∈ DVis : φd

Vis �=
∅∧φd

OCR = ∅). We therefore assume that DOCR consists of Tweets with images
which contain text and DVis consists of Tweets with images without text.

The first three columns of Table 1 show the numbers of Tweets for each
emotion, using those which contain φd

OCR and φd
Vis features, respectively. Inter-

estingly, the amount of Tweets with text related to fear and trust is higher than
for other images. Tweets which are associated with love, joy, fear and trust con-
tain more images without text than other emotions. In general, the portion of
Tweets with emotion hashtags including images is 18 %.

3 Results

In the following, we discuss three experiments: In Experiment 1, we analyze
Tweet features only (φd

text), but on three different sets (Dall, DOCR, DVis). The
left part of Table 2 shows the results as F1, precision and recall. We observe
that, on average, Tweet text features φd

text are sufficient to predict emotion
labels, also for Tweets which contain an image with text: The performance of
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Fig. 1. Experiment 3: Complementarity of φd
OCR and φd

Vis to φd
text. The baseline corre-

sponds to results with φd
text only as shown in Table 2. Significant differences (α = 0.01)

are denoted with a * (tested via bootstrap resampling [18]).

φd
text is not dramatically different on average for sets Dall and DOCR (when the

very infrequent emotion classes, especially disgust, are not taken into account).
However, performance improves for joy, love, sadness, fear, and anger, while it
decreases for the others. For Tweets with images without embedded text (DVis),
text features are not as sufficient; we observe a clear drop in most emotions
(except of joy amd love).

In Experiment 2 (also shown in Table 2), we analyze the classification per-
formance without φd

text, but with φd
OCR alone (on φd

OCR) and with φd
Vis alone

(on φd
Vis). For, φd

OCR, the performance is still good, but lower than for φd
text,

therefore though a text image is added to the Tweet, the text of Tweet is a more
important signal than the text in the recognized text in the image. The features
φd
Vis are not sufficient for acceptable classification performance.

In Experiment 3, we analyze if φd
OCR or φd

Vis complement the information
in φd

text in DOCR and DVis. Figure 1 shows these differences; the baseline corre-
sponds to results in Table 2. Though φd

Vis is not sufficient for classification alone,
it contributes slightly to fear, anger, trust, and disgust on DVis, however, the
positive impact is limited. The contribution of φd

OCR in addition φd
text on DOCR

is substantial, with up to 7 % points in F1 for trust, 5pp for fear and 4pp for
anger.

4 Conclusion and Future Work

In this paper, we investigated the effect of features from optical character recog-
nition and caption generation on emotion classification from Tweets. While the
caption generation does only help generalization in few cases (in which a quali-
tative analysis shows an actual better generalization across image content), the
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OCR information is of clear importance. Therefore we can conclude that textual
information from images contributes a helpful signal which complements text
features from Tweets. This contribution is especially large for fear, anger and
trust. Interesting are shame and surprise, for which classification on Tweets with
images which contain text is more difficult based on Tweet text features alone.
This drop can only be compensated partially with OCR.

Generated captions could not be shown to contribute substantially; one pos-
sible reason is that the generated text is too abstract. Future work will therefore
focus on features from intermediate levels of the deep neural network.
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Abstract. Social media platforms are used by an increasing number of
extremist political actors for mobilization, recruiting or radicalization
purposes. We propose a machine learning approach to support manual
monitoring aiming at identifying right-wing extremist content in Ger-
man Twitter profiles. We frame the task as profile classification, based
on textual cues, traits of emotionality in language use, and linguistic pat-
terns. A quantitative evaluation reveals a limited precision of 25% with
a close-to-perfect recall of 95%. This leads to a considerable reduction of
the workload of human analysts in detecting right-wing extremist users.

Keywords: Extremism monitoring · Classification · Social media

1 Introduction

Recent years have seen a dramatic rise in importance of social media as commu-
nication channels for political discourse [9]. Various political actors use different
kinds of social platforms to engage directly with voters and supporter networks
in order to shape public discussions, induce viral social trends, or spread political
ideas and programmes for which they seek support.

With regard to extremist political actors and parties, a major current focus
is on recruiting and radicalizing potential activists in social media. For instance,
the American white nationalist movements have been able to attract a 600%
increase of followers on Twitter since 2012 [3]. Twitter is comparably under-
moderated in comparison to other platforms (e. g., YouTube or Facebook1) and
can therefore be seen as the predestinated channel for such activities [4].

1 https://www.facebook.com, https://www.youtube.com.
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Growing efforts are spent into monitoring extremist activities in social media
by state institutions, platform providers or companies. Extremism monitoring
aims at detecting who is active (possibly separating opinion leaders from follow-
ers, and discovering dynamics of network evolution), what they say (identifying
prominent topics and possibly hate speech or fake news), and which purpose
they pursue (revealing strategies such as mobilization or recruiting). Currently,
these goals are mostly pursued in time-consuming manual work [1].

We propose a method to support the identification of extremist users in
Twitter and aim at detecting right-wing extremist content in German Twitter
profiles, based on lexical information and patterns of emotionality underlying
language use. Our application scenario is an instance of semi-automatic know-
ledge base completion in that automated classification methods are applied in
order to facilitate manual efforts to grow the data pool of known German right-
wing extremists. We are aware that binary categorization of political attitudes
is an oversimplification; yet, we consider this a valid approach for the given use
case, as it is not intended to work in isolation from experts’ decisions.

2 Related Work

There is only limited work with a focus on right-wing extremist detection. How-
ever, other forms of extremism have been the subject of research. As an early
example, Ting et al. aimed at identification of hate groups on Facebook [15].
They build automatic classifiers based on social network structure properties
and keywords. While this work focused on detection of groups, Scanlon et al.
dealt with specific events of interaction, namely the recruitment of individuals
[12] on specific extremist’s websites. Their domain are Western Jihadists. In con-
trast, Ashcroft et al. identify specific messages from Twitter [2]. Similarly, Wei
et al. identify Jihadist-related conversations [16].

Similar to our work is the approach of Ferrara et al., who identify ISIS mem-
bers among Twitter users [6]. Kaati et al. identify multipliers of Jihadism on
Twitter, as their aim is also the identification of specific profiles, for a different
domain, though [7].

3 Profile Classification

Right-wing extremism is an ideology of asymmetric quality of social groups,
defined by race, ethnicity or nationality, and a related authoritarian concept of
society. Table 1 shows an overview of the conceptial dimensions of right-wing
extremism, following Stöss [13].

Right-wing extremism is defined by adopting all or at least a majority of the
attitudes in Table 1. It is, accordingly, appropriate to investigate entire Twitter
profiles rather than individual Tweets. Therefore, we frame the task of detecting
right-wing extremism in Twitter as supervised classification of user profiles into
the target categories R (right-wing extremist) and N (non-extremist). We use
support vector machines with a linear kernel [5].
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Table 1. Conceptual dimensions of right-wing extremism (following Stöss [13])

Dimension Definition

National-chauvinism Presumed superiority and demanded homogeneity of the in-group

Xenophobia Imagined inferiority of out-groups and potential threat to in-group

Racism Definition of in- and out-groups strictly in terms of race

Social Darwinism Imagined homogeneity and purity of own race; fight between races
as unavoidable means to leverage survical of the strongest race

Support of dictatorship Perception of democracy as weakening the in-group by
substituting violent struggle by peaceful competition, negotiation
and universal rights

National socialism Glorification of historical national socialism by referring to its
symbols (using symbolic codes) or denial of the Holocaust

Under the assumption that linguistic variables serve as informative predictors
of users’ underlying attitudes, we mainly focus on the vocabulary and certain
semantic patterns as features of the model, as described in the following.

Lexical Features. We create a bag-of-words frequency profile of all tokens (uni-
grams and bigrams) used by an author in the entirety of all messages in their pro-
file. Stopwords, Twitter-specific vocabulary such as “RT” (indicating re-tweets)
and short links (URLs referring to websites external to Twitter) are filtered,
while keeping hashtags and references to other Twitter users.

Emotion Features. We estimate a single label classification model for emotional
categories, viz., anger, disgust, fear, joy, love, sadness, shame, surprise, trust
(motivated by Plutchik [10]) on a sample of 1.2M English and German Tweets
from March until November 2016.2 Similarly to Suttles et al. [14], we follow
a weak supervision approach by utilizing emotion hashtags. As features in our
downstream prediction model, we use confidence scores for each emotion as pro-
vided by this classifier.

Pro/Con Features. We use lexico-syntactic patterns capturing the main political
goals or motives to be conveyed by an author in their messages:

gegen ... <NOUN> / against ... <NOUN>
<NOUN> ... statt ... <NOUN> / <NOUN> ... instead of ... <NOUN>

Social Identity Features. Based on the assumption that collective identities are
constructed by means of discursive appropriation, we apply another pattern to
detect real-world entities that are recurrently used in appropriation contexts:

unser[e|en|em|er|es]? ... <NOUN> / our ... <NOUN>

Transformation of Feature Values. The resulting feature vectors are transformed
by the tfidf metric [8] in order to increase the relative impact of features that are
(i) prominent in the respective profile and (ii) bear high discriminative power,
i.e., they occur in a relatively small proportion of all profiles in the data.
2 All English Tweets are translated to German via Google translate (http://translate.
google.com) to receive a more comprehensive training set.

http://translate.google.com
http://translate.google.com
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4 Evaluation

4.1 Data Collection and Annotation

Annotations are provided by domain experts at the level of individual user pro-
files. These annotations comprise 37 seed profiles of political actors from the
German federal state Thuringia. They are split into 20 profiles labeled as right-
wing and 17 non-extremist ones. Right-wing seed profiles contain organizations
as well as leading individuals within the formal and informal extremist scene as
documented by Quent et al. [11]. Non-extremist seed profiles contain political
actors of the governing parties and single-issue associations [11]. Using the Twit-
ter REST API3, entire timelines (comprising all Tweets by the respective user
until December 15, 2016) are acquired for all seed profiles and their followers.

4.2 Experimental Results

We train a classification model on the seed profiles (comprising 45,747 Tweets
in total, among them 15,911 of category R and 29,836 of category N) with all
features described in Sect. 3.

Results of a 10-fold cross-validation on the seed profiles can be seen from
Table 2 (left part). We compare the performance of the classifier relying on all
features, each feature group in isolation, and a majority baseline categorizing
all profiles as “R”. All feature groups turn out as reliable predictors of politi-
cal orientation. Bag-of-words (BOW) lexical cues have the strongest individual
contribution and cannot be outperformed by any other feature combination.

The test set comprises 100 randomly sampled profiles from followers of the
seed users which have been annotated by one of the authors of this paper. Table 2
(right part) shows the results of this evaluation: In comparison to cross-validation
on the seed profiles, the performance drops considerably, while still outperform-
ing the baseline of categorizing all profiles as “R” by 8 points in F1 score. Limiting
the test data to profiles containing at least 100 Tweets each (cf. Test Set>100 in
the table) yields an improved performance of F1 = 0.47.

Table 2. Classification results in detecting profiles of category R, using 10-fold cross-
validation on seed profiles (left part), a held-out test set and a restricted test set
comprising only profiles with at least 100 Tweets (right part)

Features Precision Recall F1 Score

all 0.87 1.00 0.93

BOW 0.91 1.00 0.95
Bigrams 0.80 1.00 0.89
Emotions 0.78 0.90 0.84
Pro/Con 0.63 1.00 0.77
Identity 0.70 0.95 0.81

Baseline 0.54 1.00 0.70

Precision Recall F1 Score

Test Set 0.25 0.95 0.40
Baseline 0.19 1.00 0.32

Test Set>100 0.32 0.92 0.47
Baseline 0.21 1.00 0.35

3 https://dev.twitter.com/rest/public.

https://dev.twitter.com/rest/public
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Table 3. Top features from a global list of 100 features categorized in feature classes
for category N and R, according to feature weights in the model.

Category N Category R

Words heute, wir, beim,’s, the, uhr, geht, für die,

to, of, glückwunsch, Stellenangebot,

feuerwehren, morgen, danke

d18, deutschland, #wehrdich, brd, deutsche,

DTL, asylanten, Bürgerinitiative wir,

demonstration, asyl, herbstoffensive,

asylbewerber, durchgeführt !, volk, ! !

Network nabu, ldkth, awo, mikemohring,

bodoramelow, mdr th, cdu fraktion, naju,

lmvth, der AWO, lakoth16, DGB Jugend,

jef de, dgb, bund net

NPD, FN, suegida, identitäreaktion,

weimarticker, sternde, spiegelonline,

der NPD, goldenerlöwe, npdde,

Thüringer NPD, agnordost, antifa,

NPD-Landesverband, AB ERFURT

Local erfurt, in Erfurt hildburghausen, Jena, nordhausen, Saalfeld,

Erfurt ), suhl, Webetgasse, Bauvereinstraße,

Hußstraße, Gera Zschochernstraße

Regional Thüringen, thüringer, in Thüringen, r2g,

hochwasser, gebietsreform

kyffhäuserkreis, wir lieben, lieben Thüringen

National/global TTIP, #mitredeneu, Bund, ews2014 #merkelmussweg, genozid

Emotionality — None — EMO TWEETS PROP>0.3, MOST FREQ EMOTION=Disgust

4.3 Qualitative Discussion

We perform a feature analysis by sorting features according to their weight in
the model and manually categorize them into different semantic classes (word
features, references to other profiles in the network structure, emotionality, and
topics of local, regional or global geographical scope), shown in Table 3.

We find that users from category N presumably aim at promoting other users
only if they share similar political orientations. Contrarily, right-wing users also
follow delimitation strategies, by referring to media platforms (e.g., sternde) or
left-wing political groups (e.g., antifa) in provocative or offensive ways. In gen-
eral, the tonality in the language used by the right-wing authors in our data is
much more aggressive (e.g., wehr dich/fight back, Herbstoffensive/autumn offen-
sive) and characterized by emphasizing identitary contrasts (e.g., Deutsche vs.
Asylanten/Germans vs. refugees) pointing into the direction of nationalism or
chauvinism. Among the most discriminative features in our model are codes
such as d18, which are indicative of a glorification of national socialism. Beyond
that, we find that a substantial proportion of emotionally rich messages or mes-
sages conveying disgust are good predictors of right-wing extremism in our data.
These characteristics clearly reflect aspects involved in the conceptual definition
of right-wing extremism (cf. Table 1), which we consider supportive evidence in
favor of the plausibility of our approach from a theoretical perspective.

5 Conclusions and Outlook

We presented a machine learning approach to identify Twitter profiles which cor-
respond to right-wing extremism. Our work aims at supporting human experts
in their monitoring activities which are currently carried out purely manually.
Our classification model achieves high recall on right-wing extremist profiles
such that only very few candidates are missed. At the same time, inconspicuous
profiles are effectively filtered, which reduces the work load by 25%.
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With its focus on discrete classification, the present study is certainly affected
by an oversimplification, as the spectrum of political attitudes is more complex
than only the two target categories considered. We are currently working on a
ranking model based on similarity metrics in order to project unseen profiles on
a continuous scale of political attitudes. In future work, we aim at developing
this method further into a learning-to-rank approach. In addition, we propose
the development of features that are based on deeper methods of natural lan-
guage analysis in order to be able to address more fine-grained aspects in the
conceptualization of right-wing extremism.
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Abstract. Author reputation is a very important variable for evaluating
web comments. However, there is no formal definition for calculating its
value. This paper presents an adaptation of the approach presented by
Sousa et al. (2015) for evaluating the importance of comments about
products and services available online, emphasizing measures of author
reputation. The implemented adaptation consists in defining six metrics
for authors, used as input in a Multilayer Perceptron Artificial Neural
Network. On a preliminary evaluation, the Neural Network presented
an accuracy of 91.01% on the author classification process. Additionally,
an experiment was conduced aiming to compare both approaches, and
the results show that the adapted approach had better performance in
classifying the importance of comments.

Keywords: Author reputation · Artificial neural networks · Fuzzy sys-
tems

1 Introduction

The inclination to interact and form groups is a characteristic pertaining to any
society [1]. Currently, the Online Social Networks (OSN) such as Twitter1 and
Facebook2 enable a great deal of social interaction among Internet users.

One of the contemporary research topics in Computer Science is the challenge
of transforming non-structured texts into structured knowledge, so that the users
may benefit from the large volume of data they produce [7].

During the process of buying or selling products or services online, positive
evaluations help the consumer feel safe during the negotiation. On the other
hand, negative evaluations may also assist in the process of choosing the right
product or seller, resulting in considerable impact on the sales [2].

To identify the most relevant comments, Sousa et al. in [8], proposed the
Top(x) approach to infer the best comments about products or services, that
utilizes a Fuzzy System with three input variables: author reputation, number
1 http://twitter.com.
2 http://www.facebook.com/.

c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 326–331, 2017.
DOI: 10.1007/978-3-319-59569-6 41
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Fig. 1. Top(x) approach by Sousa et al. [8]

of tuples <feature, quality word> and richness of vocabulary; and one output
variable: degree of importance of the comment (see Fig. 1). To define the author
reputation, the authors considered only the amount of comments. So, the more
comments posted by an author, the higher your reputation. It is important to
observe that this hypothesis is weak, and can easily be disproved by observation,
that a spammer may be considered a good author.

In the context of e-commerce, consumers are alert to the qualification and
exposure of the comment’s author [3]. According to Jones et al. in [4], reputation
involves an estimation of character, ability and reliability of an individual.

This paper focuses on considering measures for author reputation for web
opinion mining systems, exploring the various existing resources, such as: number
of comments by that user, favorites, number of followers a user has, number of
friends, among others. Based on those resources, an author reputation may be
considered better than another’s.

Aiming to improve the analysis of the author reputation variable, this work
presents a study that utilizes an Artificial Neural Network Multilayer Percep-
tron (ANN MLP). Through this ANN MLP, it was possible to analyze a set of
measures to define which of them are the most relevant in evaluating author rep-
utation. Another aspect to be presented is the comparison between the original
Top(x) approach and the new approach utilizing ANN MLP.

The remainder of this article is organized as follow: Sect. 2 presents Related
Research in the field. Section 3 explores the Data Retrieval and Corpus. Section 4
discusses the Proposed Approach. Section 5 shows the results of the experiments
performed. Lastly, Sect. 6 presents conclusions and future works.

2 Related Research

Several authors have been investigating about author reputation evaluation on
the web, in Wikis, blogs, forums and RSOs. In Wiki environments, Wohner
et al. in [9], argue that persistent contributions to the Wiki last on average
14 days without suffering any modifications, and they also classify authors as
blocked, vandal or regular. Zhao et al. in [10], defined SocialWiki, a prototype



328 C.A. de Sa et al.

Wiki system that harnesses the power of social networks to automatically man-
age the reputation and trust of Wiki users, based on the contents they contribute
in and on the evaluations they receive from other users

Regarding the Twitter, the works that stand out are the ones directed at
identifying the most influent users, well as suspicious users and spammers. Kwak
et al. in [5], utilize data collected from the Twitter “trending topics” to create a
ranking of users based on their number of followers and the algorithm PageRank,
and they noticed these two rankings are quite similar. The authors created yet
another ranking based on the users’ retweets, a mechanism in which an user
forwards another user’s tweet onto their own timeline.

3 Data Retrieval and Corpus Preparation

For the evaluation of our proposal, we created one Corpus with data gathered
on Buscapé3 site. Initially, a total of 2433 comments were collected and later
cleaned. By the end of the filtering process, 2000 reviews remained.

After the manual evaluation, 923 of 2000 reviews were classified as positive,
602 as negative, and 141 as neutral, while 334 reviews were considered garbage.

In a first moment, to define the reputation of their own authors, a sample of
356 comments was selected, with 132 positive evaluations, 131 negative and 93
neutral evaluations, identified as Subcorpus I.

Table 1. Results of the manual evaluation for author reputation

Score #Total Score #Total Score #Total Score #Total

0 68 3 23 6 9 9 5

1 163 4 11 7 5 10 5

2 50 5 16 8 1 -

Table 1 shows the results of the manual evaluation of comment’s importance
by the specialist. The 11 different scores attributed to comments in the table
were generalized for the entire universe through a ANN MLP.

In a second moment, to compare the precision of original approach by Sousa
et al. (2015) with the proposal approach, 271 reviews were randomly selected
of 2000 comments, divided as 100 positive, 100 negative and 71 neutral, for the
evaluation of their importance, named as Subcorpus II.

Considering manual evaluation of importance of the comments, the specialist
considered three factors in the evaluating procedure: the amount of information
present in the comment, richness of vocabulary and author reputation, and four
different classes: excellent, good, sufficient and insufficient. As results were: 17
excellent, 24 good, 145 sufficient and 85 insufficient.

3 http://www.buscape.com.br.

http://www.buscape.com.br
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4 Proposed Approach

An ANN MLP was applied aiming to infer the reputation of the authors of
comments contained in the Corpus, as well as inform the importance of every
input measure. Figure 2 shows the proposed approach, where ‘a’ represents the
ANN output, and also the author reputation standardized to values between 0
and 10. The ‘k’, in turn, refers to the level of importance of the comment, as it
does in the original approach.

Fig. 2. Proposed approach

The proposed ANN model uses six input variables, defined as follows:

– Review date: This information is important because the more recent a
review is, the more updated the comment will be;

– Website register date: This measure evaluates old authors with a better
reputation than new authors;

– Positive votes: The more positive votes an author comment receives, the
better your reputation;

– Negative votes: The more negative votes an author receive, the worse your
reputation will be;

– Total of votes: The more votes an author comment has, the better the
author reputation;

– Total of reviews by the comment’s author: This information is relevant
because it attests active participation of the author on the website.

5 Experiments and Results

To establish a comparison between the Top(x) approach by Sousa et al. [8] and
the new approach proposed in this article, an experiment was performed by
applying a ANN MLP to define author reputation on Subcorpus I instead of
directly counting the number of comments.
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Regarding the neural network topology, the input layer contains six units,
representing the measures previously presented. In the hidden layer, the best
adjustments consisted of eight neurons and the Hyperbolic Tangent activation
function. Finally, the output layer uses one neuron for classifying the eleven
possible author grades (0 to 10) and the activation function Softmax.

Table 2. The importance of the input variables

Input variable Importance Normalized importance

review date 0.106 42.10%

register date 0.086 34.40%

positive votes 0.252 100.00%

negative votes 0.205 81.70%

total votes 0.245 97.60%

total reviews 0.105 41.80%

Table 2 presents the importance of each input of the proposed network. It
can be observed that the most important variable in the evaluation of an author
reputation was “positive votes”, followed by “total votes” and “negative votes”.

In the process of classifying categories (low, medium and high), our ANN
obtained precision rate of 91.01%. The inferred reputation was used as single
input in the Top(x) approach, replacing the previous measure (total comments),
and described below in the second experiment, considering the Subcorpus II.

Fig. 3. Comparative graphics between positive and negative reviews

Figure 3 shows the result of the F-measure for the positive and negative
reviews of both approaches: original and new using ANN. It can be observed
that the Top(x) approach with the ANN MLP has superior performance in
identifying excellent (EX) and good (GD) comments. For the insufficient (IF)
comments the improvement is not substantial, and when all comments are used
together, there is a significant increase in performance.
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6 Conclusion

This paper presents a new approach to evaluating comments in products on the
Web based on the Top(x) approach by Sousa et al. [8]. This paper presents a set
of six measures extracted from a Corpus collected from the website Buscapé.

The results demonstrate that the new approach presents superior perfor-
mance to the original approach. Another factor to be highlighted are the rele-
vant measures, in which the positive votes, negative votes, and total of votes were
considered the most important because it considers the reputation attributed by
other users.

As future works, it is expected to apply this new approach on a larger Corpus;
carry out a more extensive process of manual evaluations; and applying other
machine learning techniques to define an author reputation. Lastly, researchers
from our team are currently conducting research on other dimensions of the
Top(x) approach, for example, further exploring the richness of vocabulary and
working on replacing the Fuzzy System with a ANN that better identifies critical
comments [6].
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Abstract. Word embeddings or distributed representations of words
are being used in various applications like machine translation, senti-
ment analysis, topic identification etc. Quality of word embeddings and
performance of their applications depends on several factors like train-
ing method, corpus size and relevance etc. In this study we compare
performance of a dozen of pretrained word embedding models on lyrics
sentiment analysis and movie review polarity tasks. According to our
results, Twitter Tweets is the best on lyrics sentiment analysis, whereas
Google News and Common Crawl are the top performers on movie polar-
ity analysis. Glove trained models slightly outrun those trained with
Skip-gram. Also, factors like topic relevance and size of corpus signifi-
cantly impact the quality of the models. When medium or large-sized
text sets are available, obtaining word embeddings from same training
dataset is usually the best choice.

Keywords: Word embeddings · Lyrics mood analysis · Movie review
polarity

1 Introduction

Semantic vector space models of language were developed in the 90s to predict
joint probabilities of words that appear together in a sequence. A particular
upturn was proposed by Bengio et al. in [1], replacing sparse n-gram models
with word embeddings which are more compact representations obtained using
feed-forward or more advanced neural networks. Recently, high quality and easy
to train Skip-gram shallow architectures were presented in [10] and considerably
improved in [11] with the introduction of negative sampling and subsampling of
frequent words. The “magical” ability of word embeddings to capture syntac-
tic and semantic regularities on text words is applicable in various applications
like machine translations, error correcting systems, sentiment analyzers etc. This
ability has been tested in [12] and other studies with analogy question tests of
the form “A is to B as C is to ” or male/female relations. A recent improved
method for generating word embeddings is Glove [15] which makes efficient use
of global statistics of text words and preserves the linear substructure of Skip-
gram word2vec, the other popular method. Authors report that Glove outper-
forms other methods such as Skip-gram in several tasks like word similarity,
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 332–338, 2017.
DOI: 10.1007/978-3-319-59569-6 42
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word analogy etc. In this paper we examine the quality of word embeddings
on 2 sentiment analysis tasks: Lyrics mood recognition and movie review polar-
ity analysis. We compare various models pretrained with Glove and Skip-gram,
together with corpora we train ourself. Our goal is to report the best perform-
ing models as well as to observe the impact that certain factors like training
method, corpus size and thematic relevance of texts might have on model qual-
ity. According to the results, Common Crawl, Twitter Tweets and Google News
are the best performing models. Corpus size and thematic relevance have a sig-
nificant role on the performance of the generated word vectors. We noticed that
models trained with Glove slightly outperform those trained with Skip-gram in
most of experiments.

2 Word Embedding Corpora and Models

In this section we present the different word embedding models that we compare.
Most of them are pretrained and publicly available. Two of them (Text8Corpus
and MoodyCorpus) were trained by us. The full list with some basic characteris-
tics is presented in Table 1. Wikipedia Gigaword is a combination of Wikipedia
2014 dump and Gigaword 5 with about 6 billion tokens in total. It was created
by authors of [15] to evaluate Glove performance. Wikipedia Dependency corpus
is a collection of 1 billion tokens from Wikipedia. The method used for training it
is a modified version of Skip-gram word2vec described in [7]. Google News is one
of the biggest and richest text sets with 100 billion tokens and a vocabulary of
3 million words and phrases [10]. It was trained using Skip-gram word2vec with

Table 1. List of word embedding corpora

Corpus name Training Dim Size Voc URL

Wiki Gigaword 300 Glove 300 6 B 400000 link

Wiki Gigaword 200 Glove 200 6 B 400000 link

Wiki Gigaword 100 Glove 100 6 B 400000 link

Wiki Gigaword 50 Glove 50 6 B 400000 link

Wiki Dependency word2vec 300 1 B 174000 link

Google News word2vec 300 100B 3 M link

Common Crawl 840 Glove 300 840B 2.2 M link

Common Crawl 42 Glove 300 42B 1.9 M link

Twitter Tweets 200 Glove 200 27B 1.2 M link

Twitter Tweets 100 Glove 100 27B 1.2 M link

Twitter Tweets 50 Glove 50 27B 1.2 M link

Twitter Tweets 25 Glove 25 27B 1.2 M link

Text8Corpus word2vec 200 17M 25000 link

MoodyCorpus word2vec 200 90M 43000 link

http://nlp.stanford.edu/projects/glove/
http://nlp.stanford.edu/projects/glove/
http://nlp.stanford.edu/projects/glove/
http://nlp.stanford.edu/projects/glove/
https://levyomer.wordpress.com/2014/04/25/dependency-based-word-embeddings/
https://code.google.com/archive/p/word2vec/
http://nlp.stanford.edu/projects/glove/
http://nlp.stanford.edu/projects/glove/
http://nlp.stanford.edu/projects/glove/
http://nlp.stanford.edu/projects/glove/
http://nlp.stanford.edu/projects/glove/
http://nlp.stanford.edu/projects/glove/
https://cs.fit.edu/%7Emmahoney/compression/textdata.html
http://softeng.polito.it/erion/
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negative sampling, windows size 5 and 300 dimensions. Even bigger is Common
Crawl 840, a huge corpus of 840 billion tokens and 2.2 million word vectors also
used at [15]. It contains data of Common Crawl (http://commoncrawl.org), a
nonprofit organization that creates and maintains public datasets by crawling
the web. Common Crawl 42 is a reduced version made up of 42 billion tokens
and a vocabulary of 1.9 million words. Common Crawl 840 and Common Crawl
42 were trained with Glove method producing vectors of 300 dimensions for
each word. The last Glove corpus is the collection of Twitter Tweets. It con-
sists of 2 billion tweets, 27 billion tokens and 1.2 million words. To observe
the role of corpus size in quality of generated embeddings, we train and use
Text8Corpus, a smaller corpus consisting of 17 million tokens and 25,000 words.
The last model we use is MoodyCorpus, a collection of lyrics that followed our
work in [3] where we build and evaluate MoodyLyrics, a sentiment annotated
dataset of songs. The biggest part of MoodyCorpus was built using lyrics of Mil-
lion Song Dataset (MSD) songs (https://labrosa.ee.columbia.edu/millionsong/).
As music tastes and characteristics change over time (http://kaylinwalker.com/
50-years-of-pop-music), it is better to have diversified sources of songs in terms
of epoch, genre etc. Thereby we added songs of different genres and epochs that
we found in two subsets of MSD, Cal500 and TheBeatles. The resulting corpus
of 90 million tokens and 43,000 words can be downloaded from http://softeng.
polito.it/erion. Further information about public music datasets can be found
at [2].

3 Sentiment Analysis Tasks

The problem of music mood recognition is about utilizing machine learning,
data mining and other techniques to automatically classify songs in 2 or more
emotion categories with highest possible accuracy. Different combinations of fea-
tures such as audio or lyrics are involved in the process. In this study we make
use of song lyrics exploiting the dataset described in [9] (here AM628). The
original dataset contains 771 song texts collected from AllMusic portal. AllMu-
sic tags and 3 human experts were used for the annotation of songs. We bal-
anced the dataset obtaining 314 positive and 314 negative lyrics. We also utilize
MoodyLyrics (here ML3K), a dataset of 3,000 mood labeled songs from differ-
ent genres and epochs described in [3]. Pioneering work in movie review polarity
analysis has been conducted by Pang and Lee in [13,14]. The authors released
sentiment polarity dataset, a collection of 2,000 movie reviews categorized as
positive or negative. Deep learning techniques and distributed word represen-
tations appeared on recent studies like [17] where the role of RNNs (Recurrent
Neural Networks), and CNNs (Convolutional Neural Networks) is explored. The
author reports that CNNs perform best. An important work that has relevance
here is [8] where authors present an even larger movie review dataset of 50,000
movie reviews from IMBD. This dataset has been used in various works such
as [5,16] etc. For our experiments we used a chunk of 10 K (MR10K) as well
as the full set (MR50K). We first cleaned and tokenized texts of the datasets.

http://commoncrawl.org
https://labrosa.ee.columbia.edu/millionsong/
http://kaylinwalker.com/50-years-of-pop-music
http://kaylinwalker.com/50-years-of-pop-music
http://softeng.polito.it/erion
http://softeng.polito.it/erion
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The dataset of the current run is loaded and a set of unique text words is created.
All 14 models are also loaded in the script. We train a 15th (self w2v) model
using the corpus of the current run and Skip-gram method. The script iterates
in every line of the pretrained models splitting apart the words and the float vec-
tors and building {word: vec} dictionaries later used as classification feature sets.
Next we prepare the classification models using tf-idf vectorizer which has been
successfully applied in similar studies like [4]. Instead of applying tf-idf in words
only as in other text classifiers, we vectorize both word (for semantic relevance)
and corresponding vector (for syntactic and contextual relevance). Random for-
est was used as classifier and 5-fold cross-validation accuracy is computed for
each of the models.

4 Results

In Figs. 1 and 2 we see results of 5-fold cross-validation on the 2 lyrics datasets.
Top three models are crawl 840, twitter 50 and self w2v. On AM628 (very small-
est dataset), it is crawl 840 (the biggest model) that leads, followed by twit-
ter 50. Self w2v is severely penalized by its size and thus is at the bottom.
On ML3K (large dataset) self w2v reaches the top of the list, leaving behind
twitter 50. Wikigiga, google news and dep based are positioned in the middle
whereas MoodyCorpus and Text8Corpus end the list. Their accuracy scores drift
from 0.62 to 0.75. It is interesting to see how self w2v goes up from the last to
the top, with scores edging between 0.61 and 0.83. This model is trained with
the data of each experiment and depends on the size of that dataset which grows
significantly (see Table 2). We see that accuracy values we got here are in line
with reports from other similar works such as [6] where they use a dataset of
1032 lyrics from AllMusic to perform content analysis with text features. Accu-
racy scores for movie review polarity prediction are presented in Figs. 3 and 4.
Again we see that crawl 840 performs very well. Google news is also among the
top whereas Twitter models are positioned in the middle of the list. Once again
self w2v grows considerably, this time from the 3rd place to the top. On MR50K
it has a discrete margin of more than 0.03 from the 2nd position. Again wikigiga
models are positioned in the middle of the list and the worst performing models
are MoodyCorpus and Text8Corpus. Our scores on this task are somehow lower
than those reported from various studies that explore advanced deep learning
constructs on same dataset. In [8] for example, authors who created movie review
dataset try on it their probabilistic model that is able to capture semantic sim-
ilarities between words. They report a maximal accuracy of 0.88. A study that
uses a very similar method is [16] where authors combine random forest with
word vector average values. On movie review dataset they achieve an accuracy
of 0.84 which is about what we got here.
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Fig. 1. Lyric accuracies on AM628 Fig. 2. Lyric accuracies on ML3K

Fig. 3. Review accuracies on MR10K Fig. 4. Review accuracies on MR50K

5 Discussion

In this paper we examined the quality of different word embedding models on
two sentiment analysis tasks: Lyrics mood recognition and movie review polarity.
We observed the role of factors like training method, vocabulary and corpus size
and thematic relevance of texts. According to our results, the best performing
models are Common Crawl, Twitter Tweets and Google News. In general, models
trained with Glove slightly outperform those trained using Skip-gram, especially
on lyrics sentiment analysis (Twitter and Crawl). We also notice that vocabulary
richness and corpus size have a significant influence on model quality. The biggest
models like crawl 840 are always among the best. Likewise self w2v performs
very well on both tasks when trained with medium or large data sizes (see
Table 2). Being the smallest in sizes, MoodyCorpus and Text8Corpus are always
the worst. Regarding thematic relevance, Twitter corpora perform better on
lyrics sentiment analysis. They are large and rich in vocabulary with texts of an
informal and sentimental language. This language is very similar to the one of
song lyrics, with love being the predominant word (see word cloud in [3]). Movie
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Table 2. Properties of self w2v

Trial Dataset Dim Size Voc Score

1 AM628 200 156699 8756 0.614

2 ML3K 200 1028891 17890 0.833

3 MR10K 300 2343641 53437 0.786

4 MR50K 300 11772959 104203 0.836

review results on the other hand, are headed by Common Crawl and Google News
which are the largest, both in size and vocabulary. These models are trained with
diverse and informative texts that cover every possible subject or topic. Having a
look on some movie reviews we also see a similar language with comments about
the movies of different categories. Furthermore, we saw that when training set
is big enough, obtaining word embeddings from it (self w2v) is the best option.
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Abstract. Enabling a computer to understand a document so that it
can answer comprehension questions is a central, yet unsolved goal of
Natural Language Processing, so reading comprehension of text is an
important problem in NLP research. In this paper, we propose a novel
Hierarchical Iterative Attention model (HIA), which constructs itera-
tive alternating attention mechanism over tree-structured rather than
sequential representations. The proposed HIA model continually refines
its view of the query and document while aggregating the information
required to answer a query, aiming to compute the attentions not only for
the document but also the query side, which will benefit from the mutual
information. Experimental results show that HIA has achieved significant
state-of-the-art performance in public English datasets, such as CNN
and Childrens Book Test datasets. Furthermore, HIA also outperforms
state-of-the-art systems by a large margin in Chinese datasets, includ-
ing People Daily and Childrens Fairy Tale datasets, which are recently
released and the first Chinese reading comprehension datasets.

Keywords: Machine comprehension · Hierarchical Iterative Attention ·
Tree-LSTM · Chinese machine comprehension · Cloze-style reading com-
prehension

1 Introduction

Reading comprehension is the ability to read text, process it, and understand its
meaning. How to endow computers with this capacity has been an elusive chal-
lenge and a long-standing goal of Artificial Intelligence. A recent trend to mea-
sure progress towards machine reading is to test a system’s ability of answering
questions over the text it has to comprehend. Towards this end, several large-
scale datasets of Cloze-style questions over a context document have been intro-
duced recently which allow the training of supervised machine learning systems
[6,9,10]. Cloze-style queries are representative problems in reading comprehen-
sion. Over the past few months, we have seen much progress that is utilizing
neural network approach to solve Cloze-style questions.

c© Springer International Publishing AG 2017
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In the past year, to teach the machine to do Cloze-style reading comprehen-
sions, large-scale training data is necessary for learning relationships between the
given document and query. Some large-scale reading comprehensions datasets
have been released: the CNN/Daily Mail corpus, consisting of news articles from
those outlets [9], and the Children’s Book Test (CBTest), consisting of short
excerpts from books available through Project Gutenberg [10]. Recently, Cui
et al. [6] has released the first machine Chinese reading comprehension datasets,
including a human-made out-of-domain test set for future research. All previ-
ous works are focusing on automatically generating large-scale training data for
neural network (NN) training, which demonstrate its importance. Furthermore,
the more complicated problems the more data is needed to learn comprehensive
knowledge from it, such as reasoning over multiple sentences etc.

Many NN-based reading comprehension models [2,6,9,10,12,15,16,26,28]
have been proposed, which utilize the attention mechanism with recurrent neural
networks [17,21] to construct sentence representations considering the word
order, but didn’t take the syntactic structure of sentences into account yet.
Recently, tree-structured models [19,24] obtained from the syntactic structures
of the sentences were shown to be able to produce more robust representations
and capture better semantics in certain tasks. But they have not been applied
on machine reading comprehension tasks with attention mechanism.

In this paper, we propose a novel attention-based neural network model:
Hierarchical Iterative Attention model (HIA), designed to study machine com-
prehension of text, which constructs iterative alternating attention mechanism
over tree-structured. The model first construct tree-structured sentence repre-
sentations for sentences from their parsing trees and estimate attention weights
on different nodes of the hierarchies. Then, HIA’s core module, Inference Atten-
tion Module, begins by deploying an iterative inference attention mechanism
that alternates between attending query encodings and document encodings, to
uncover the inferential links that exist between the document, the missing query
word and the query. The results of the alternating attention is gated and fed back
into the inference LSTM. After a number of steps, the weights of the document
attention are used to estimate the probability of the answer.

To sum up, our contributions can be summarized as follows:

– We propose a novel end-to-end neural network models for machine reading
comprehension, which combine Tree-LSTM based embeddings and an infer-
ence attention mechanism to handle the Cloze-style reading comprehension
task.

– Also, we have achieved the state-of-the-art performance in public reading
comprehension datasets, including English datasets and Chinese datasets.

– Our further analyses with the models reveal some useful insights for further
improving the method.
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Table 1. Data statistics of the CNN datasets and Children’s Book Test datasets
(CBTest). CBTest CN stands for CBTest Common Nouns and CBTest NE stands
for CBTest Named Entites. CBTest had a fixed number of 10 options for answering
each question. Statistics provided with the CBTest data set.

CNN CBTest CN CBTest NE

Train Valid Test Train Valid Test Train Valid Test

# queries 380,298 3,924 3,198 879,450 2,000 2,500 108,719 2,000 2,500

Max# options 527 187 396 10 10 10 10 10 10

Avg# options 26.4 26.5 24.5 10 10 10 10 10 10

Avg# tokens 762 763 716 470 448 461 433 412 424

Vocab. size 118,497 53,185 53,063

Table 2. Data statistics of People Daily datasets and Children’s Fairy Tale datasets.

People Daily Children’s Fairy Tale

Train Valid Test Test-auto Test-human

# queries 870,710 3,000 3,000 1,646 1,953

Max# tokens in docs 618 536 634 318 414

Max# tokens in query 502 153 265 83 92

Avg# tokens in docs 379 425 410 122 153

Avg# tokens in query 38 38 41 20 20

Vocabulary size 248,160 NA

2 Problem Notation, Datasets

2.1 Definition and Notation

The task of the HIA is to answer a Cloze-style question by reading and com-
prehending a supporting passage of text. The Cloze-style reading comprehen-
sion problem [25] aims to comprehend the given context or document, and then
answer the questions based on the nature of the document, while the answer is a
single word in the document. Thus, the Cloze-style reading comprehension can
be described as a triple:

(Q, D, A)

where Q is the query (represented as a sequence of words), D is the document,
A is the set of possible answers to the query.

2.2 Reading Comprehension Datasets

Several institutes have released the Cloze-style reading comprehension data, and
these have greatly accelerated the research of machine reading comprehension.



344 Z. Liu et al.

Fig. 1. Example training sample in People Daily datasets. The “X” represents the
missing word. In this example, the document consists of 10 sentences, and the 9th
sentence is chosen as the query.

We begin with a brief introduction of the existing Cloze-style reading comprehen-
sion datasets, two English datasets and the first Chinese reading comprehension
datasets recently released. Typically, there are two main genres of the Eng-
lish Cloze-style datasets publicly available, CNN/Daily Mail1 [9] and Children’s
Book Test (CBTest)2 [10], which all stem from the English reading materials.
Also, there are the first Chinese Cloze-style reading comprehension datasets,
People Daily [6] and Children’s Fairy Tale (CFT)3 [6], which are roughly col-
lected 60K news articles from the People Daily website4 and the Children’s
Fairy Tale by Cui et al. [6]. Figure 1 shows an example of People Daily datasets.
Table 1 provides some statistics on the two English datasets: CNN/Daily Mail
and Children’s Book Test (CBTest). The statistics of People Daily datasets as
well as Children’s Fairy Tale datasets are listed in the Table 2.

3 Proposed Approach

In this section, we will introduce our Hierarchical Iterative Attention model
(HIA) for Cloze-style reading comprehension task. The proposed HIA model is
shown in Fig. 2.

In two recent architectures [19,24], tree-structured models obtained from the
syntactic structures of the sentences were shown to be able to produce more
robust representations and capture better semantics in certain tasks. So we pro-
pose to apply the Tree-LSTM to obtain the representations for the document
and query. The document module computes tree-structured representations for
the sentences using Tree-LSTMs. The query module on the middle left generates
a query vector representation from the word sequence of the query. The model
first construct tree-structured sentence representations for sentences from their
parsing trees and estimate attention weights on different nodes of the hierarchies.
1 CNN and Daily Mail datasets are available at http://cs.nyu.edu/%7ekcho/DMQA.
2 CBTest datasets is available at http://www.thespermwhale.com/jaseweston/babi/
CBTest.tgz.

3 People Daily and CFT datasets are available at http://hfl.iflytek.com/chinese-rc.
4 http://www.people.com.cn.

http://cs.nyu.edu/%7ekcho/DMQA
http://www.thespermwhale.com/jaseweston/babi/CBTest.tgz
http://www.thespermwhale.com/jaseweston/babi/CBTest.tgz
http://hfl.iflytek.com/chinese-rc
http://www.people.com.cn
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In HIA’s core module, Inference Attention module, our model is primarily
motivated by Chen et al. [2], Kadlec et al. [12], Sukhbaatar et al. [23], which aim
to directly estimate the answer from the document, instead of making a predic-
tion over the full vocabularies. But we have noticed that by just concatenating
the final representations of the query RNN states are not enough for represent-
ing the whole information of query. So we propose to utilize the repeated, tight
integration between query attention and document attention, which allows the
model to explore dynamically which parts of the query are most important to
predict the answer, and then to focus on the parts of the document that are
most salient to the currently attended query components.

Fig. 2. Architecture of the proposed Hierarchical Iterative Attention model (HIA).

3.1 Tree-LSTM Model

The input of module includes the transcriptions of the document and the query
using Tree-LSTMs. The query encodings and document encodings are repre-
sented separately as query vector VQ, document VD in Fig. 2. Two variants of
Tree-LSTM [19,24] can be used: the Child-Sum Tree-LSTM and the N-ary Tree-
LSTM [8,18]. A Child-Sum Tree-LSTM over a dependency tree is referred to
as a Dependency Tree-LSTM, which is used here due to its relatively compact
structure. Tree-LSTM generates a vector representation for each node in the
dependency tree based on the vector representations of its child nodes [3]. Each
node t has a hidden state ht as its vector representation and a set of memory cells
ct. It has the input gates it and output gates ot for the memory cells, and the
forget gates ftk that controls the information flowing in from its child node k. It
also takes an input xt, which is the vector representation of the head word of the
node. The hidden state ht at node t is the representation for a phrase consisting
of words in the subtree rooted at node t. Below is how ht of a node t is obtained
from its child nodes k. We thus propose a new variant of tree-structured LSTM
that shares weight matrices Us for same-type children and also allows variable
number of children. For this variant, we calculate vectors in the LSTM unit at
t-th node with C(t) children with following equations [8,18]. First, the hidden
states of the child nodes are summed,

̂ht =
∑

k∈C(t)

hk (1)
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where C(t) denotes the set of children of node t. The representation of the head
word xt of node t and ̂ht in (1) are used to control the input gates it and output
gates ot, and each child k ∈ C(t) has its own forget gate ftk obtained from hk

and xt,

ftk = σ(W (f)xt + U (f)hk + b(f)) (2)

Finally, the hidden state ht and memory cells ct are obtained as the following:

ut = tanh(W (u)xt + U (u)
̂ht + b(u)) (3)

ct = it � ut +
∑

k∈C(t)

ftk ∗ ck (4)

ht = ot � tanh(ct) (5)

where m(�) denotes a type mapping function.

3.2 Inference Attention Model

This phase aims to uncover a possible inference chain that starts at the query and
the document and leads to the answer. Figure 2 illustrates inference attention
module.

Query Attention Module. We use a bilinear term instead of a simple dot
product [10,23] in order to compute the importance of each query term in the
current time step t. This simple bilinear attention has been successfully used in
[6]. We formulate a query glimpse qt at time step t by:

qi,t = softmax
i=1,...,|Q|

q̃T
i Aqst−1 (6)

qt =
∑

i

qi,tq̃i (7)

where qi,t are the query attention weights and q̃i are the query encodings.

Document Attention Module. Our method extends the Attention Sum
Reader [12], and performs multiple hops over the input. The alternating atten-
tion continues by probing the document given the current query glimpse qt. The
document attention weights are computed based on both the previous search
state t − 1 and the currently selected query glimpse qt:

di,t = softmax
i=1,...,|D|

d̃
T

i Ad[st−1,qt] (8)

dt =
∑

i

di,td̃i (9)
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where di,t are the attention weights for each word in the document, and the
document attention is also conditioned on st−1, so it makes the model perform
transitive reasoning on the document side. This use previously obtained docu-
ment information to future attended locations, which is particularly important
for natural language inference tasks [23].

Inference Attention Module. The inference is modeled by an additional
LSTM [11]. The recurrent network iteratively performs an alternating search
step to gather information that may be useful to predict the answer. The mod-
ule performs an attentive read on the query encodings, resulting in a query
glimpse qt at each time step, then gives the current query glimpse qt, it extracts
a conditional document glimpse dt, representing the parts of the document that
are relevant to the current query glimpse. Both attentive reads are conditioned
on the previous hidden state of the inference LSTM st−1, summarizing the infor-
mation that has been gathered from the query and the document up to time t,
making it easier to determine the degree of matching between them. The infer-
ence LSTM uses both glimpses to update its recurrent state and thus decides
which information needs to be gathered to complete the inference process.

Answer Prediction. Finally, after a fixed number of time-steps K, the docu-
ment attention weights obtained in the last search step di,K are used to predict
the probability of the answer. We aggregate the probabilities for tokens which
appear multiple times in a document before selecting the maximum as the pre-
dicted answer:

P (a|Q, D) =
∑

i∈I(a,D)

di,K (10)

where I(a,D) is the set of positions where token a appears in the document
D, we then use cross-entropy loss between the predicted probabilities and true
answers for training.

4 Experiments

4.1 Experimental Setups

The general settings of our neural network model are detailed below.

– Embedding Layer: The embedding weights are randomly initialized with the
uniformed distribution in the interval [−0.05, 0.05].

– Hidden Layer: We initialized the LSTM units with random orthogonal matri-
ces [20].

– Vocabulary: For training efficiency and generalization, we truncate the full
vocabulary (about 200K) and set a shortlist of 100K. During training we
randomly shuffled all examples in each epoch. To speedup training, we always
pre-fetched 10 batches worth of examples and sorted them according to the
length of the document. This way each batch contained documents of roughly
the same length.
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Table 3. Results on the CNN news, CBTest NE (named entity) and CN (common
noun) datasets. The result that performs best is depicted in bold face.

CNN News CBTest NE CBTest CN

Valid Test Valid Test Valid Test

Deep LSTM Reader (Hermann et al. [9]) 55.0 57.0 - - - -

Attentive Reader (Hermann et al. [9]) 61.6 63.0 - - - -

Impatient Reader (Hermann et al. [9]) 61.8 63.8 - - - -

LSTMs (context+query) (Hill et al. [10]) - - 51.2 41.8 62.6 56.0

MemNN (window + self-sup.) (Hill et al. [10]) 63.4 66.8 70.4 66.6 64.2 63.0

AS Reader (Kadlec et al. [12]) 68.6 69.5 73.8 68.6 68.8 63.4

Stanford AR (Chen et al. [2]) 72.4 72.4 - - - -

Iterative Attention (Sordoni et al. [22]) 72.6 73.3 75.2 68.6 72.1 69.2

GA Reader (Dhingra et al. [7]) 73.0 73.8 74.9 69.0 69.0 63.9

EpiReader (Trischler et al. [26]) 73.4 74.0 75.3 69.7 71.5 67.4

CAS Reader (avg mode)(Cui et al. [6]), 68.2 70.0 74.2 69.2 68.2 65.7

AoA Reader (Cui et al. [5]) 73.1 74.4 77.8 72.0 72.2 69.4

HIA (our) 73.2 74.4 76.9 72.1 72.4 70.0

– Optimization: In order to minimize the hyper-parameter tuning, we used
stochastic gradient descent with the ADAM update rule [13] and learning
rate of 0.001 or 0.0005, with an initial learning rate of 0.001.

Due to the time limitations, we only tested a few combinations of hyper-
parameters, while we expect to have a full parameter tuning in the future. The
results are reported with the best model, which is selected by the performance
of validation set. Our model is implemented with Tensorflow [1] and Keras [4],
and all models are trained on Tesla K80 GPU.

4.2 Results

We compared the proposed model with several baselines as summarized below.
To verify the effectiveness of our proposed model, we first tested our model on
public English datasets. Our evaluation is carried out on CNN news datasets [9]
and CBTest NE/CN datasets [10], and the statistics of these datasets are given
in Table 3. The results on Chinese reading comprehension datasets are listed in
Table 4, as we can see that, the proposed HIA significantly outperforms the most
recent state-of-the-art CAS Reader in all types of test set, with a maximum.

English Reading Comprehension Datasets. In CNN news datasets, our
model is on par with the AoA Reader, with 0.1% improvements in validation
set. But we failed to outperform EpiReader. In CBTest CN, though there is a
drop in the validation set with 0.9% declines, there is a boost in the test set
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Table 4. Results on People Daily datasets and Children’s Fairy Tale (CFT) datasets.
The result that performs best is depicted in bold face. CAS Reader (marked with *)
are the most recent works.

People Daily Children’s Fairy Tale

Valid Test Test-auto Test-human

AS Reader 64.1 67.2 40.9 33.1

CAS Reader (avg mode)* 65.2 68.1 41.3 35.0

CAS Reader (sum mode)* 64.7 66.8 43.0 34.7

CAS Reader (max mode)* 63.3 65.4 38.3 32.0

HIA (our) 68.9 71.5 45.8 37.9

with an absolute improvements over other models, which suggest our model is
effective. In CBTest CN dataset, our model gives modest improvements over
the state-of-the-art systems. When compared with AoA Reader and Iterative
Attention model, our model shows a similar result, with slight improvements on
validation and test set, which demonstrate that our model is more general and
powerful than previous works.

Chinese Reading Comprehension Datasets. In People Daily and CFT
datasets, our HIA outperforms all the state-of-the-art systems by a large margin,
where a 3.7%, 3.4%, 2.8% and 2.9% absolute accuracy improvements over the most
recent state-of-the-art CAS Reader in the validation and test set respectively. We
have also noticed that, even we have an absolute improvement of 2.8% at least.
This demonstrates that our model is powerful enough to compete with Chinese
reading comprehension, to tackle the Cloze-style reading comprehension task.

So far, we have good results in machine reading comprehension, all higher
than most baselines above, verifying that hierarchical iterative attention is useful,
suggesting that our HIA models performed better on relatively difficult reasoning
questions.

5 Related Work

Neural attention models have been applied recently to machine learning and
natural language processing problems. Cloze-style reading comprehension tasks
have been widely investigated in recent studies. We will take a brief revisit to
the previous works.

Hermann et al. [9] have proposed a methodology for obtaining large quan-
tities of (Q, D, A) triples through news articles and its summary. Along with
the release of Cloze-style reading comprehension dataset, they also proposed an
attention-based neural network to tackle the issues above. Experimental results
showed that the proposed neural network is effective than traditional baselines.
Hill et al. [10] released another dataset, which stems from the children’s books.
Different from Hermann et al. [9]’s work, the document and query are all gen-
erated from the raw story without any summary, which is much more general
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than previous work. To handle the reading comprehension task, they proposed
a window-based memory network, and self-supervision heuristics is also applied
to learn hard-attention. Kadlec et al. [12] proposed a simple model that directly
pick the answer from the document, which is motivated by the Pointer Network
[27]. A restriction of this model is that, the answer should be a single word and
appear in the document. Results on various public datasets showed that the pro-
posed model is effective than previous works. Liu et al. [14] proposed to exploit
these reading comprehension models into specific task. They first applied the
reading comprehension model into Chinese zero pronoun resolution task with
automatically generated large-scale pseudo training data. Trischler et al. [26]
adopted a re-ranking strategy into the neural networks and used a joint-training
method to optimize the neural network. Sordoni et al. [22] have proposed an iter-
ative alternating attention mechanism and gating strategies to accumulatively
optimize the attention after several hops, where the number of hops is defined
heuristically.

6 Conclusions

In this paper we presented the novel Hierarchical Iterative Attention model
(HIA) over tree-structured sentence representations, and showed it offered
improved performance for machine comprehension tasks. Among the large, pub-
lic Chinese and English datasets, our model could give significant improvements
over various state-of-the-art baselines, especially for Chinese reading compre-
hension corpora, on which our model outperformed state-of-the-art systems by
a large margin.

As future work, we need to consider how we can utilize these datasets (or new
corpora) to solve more complex machine reading comprehension tasks (with less
annotated data), and we are going to investigate hybrid reading comprehension
models to tackle the problems that rely on comprehensive induction of several
sentences. We also plan to augment our framework with a more powerful model
for natural language inference.
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and suggestions to improve the quality of the paper. This research is supported by
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Abstract. Grammar question retrieval aims to find relevant grammar
questions that have similar grammatical structure and usage as the input
question query. Previous work on text and sentence retrieval which is
mainly based on statistical analysis approach and syntactic analysis app-
roach is not effective in finding relevant grammar questions with similar
grammatical focus. In this paper, we propose a syntactic parse-key tree
based approach for English grammar question retrieval which can find
relevant grammar questions with similar grammatical focus effectively. In
particular, we propose a syntactic parse-key tree to capture the grammat-
ical focus of grammar questions according to the blank or answer position
of the questions. Then we propose a novel method to compute the parse-
key tree similarity between the parse-trees of the question query and the
database questions for question retrieval. The performance results have
shown that our proposed approach outperforms other classical text and
sentence retrieval methods in accuracy.

1 Introduction

English, which is widely used for international communications, is probably one
of the most important languages nowadays. To learn English well, it is important
to understand the concepts of English grammar with lots of practice on exer-
cise questions. In addition, it is also important to practice questions according
to grammatical usage such as pronouns, prepositions, etc. When learning Eng-
lish grammar, students are usually interested in finding questions with similar
grammatical structure and usage for practicing. However, it is tedious and trou-
blesome to find, identify and classify questions that have similar grammatical
usage manually. As such, it is highly attractive to develop a retrieval system
for English grammar questions with similar grammatical usage for students to
practice and learn English grammar.

In this research, we propose a syntactic parse-key tree based approach for
English grammar question retrieval. Although the proposed syntactic parse-key
based retrieval approach can be easily altered to applied to other syntactic based
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 353–365, 2017.
DOI: 10.1007/978-3-319-59569-6 44
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retrieval problem, such as example-based querying problems [1], this paper only
consider the grammar question retrieval based on English multiple choice ques-
tions (MCQs), which are the most common form of English grammar questions.
A MCQ question consists of a stem (i.e. a sentence with a blank position) and
four choices. In the database, each question also contains the correct answer.
Table 1 gives two sample English grammar questions. In the questions, the blank
position is represented as ‘*’ for the correct answer. In the retrieval system, users
can submit a question query to retrieve the relevant MCQ grammar questions
from the database. A sample question query can be submitted as “The lady *
you saw performing on stage is our favorite English teacher.” Note that the
submitted query does not contain the question choices.

In English grammar question retrieval, it aims to find from the database the
most similar grammar questions to the input query. Note that the meaning of
similarity here does not refer to textual similarity but the similarity in grammat-
ical structure and usage to the question query. For example, the sample question
query is similar to question Q1 as both of them are about asking the grammatical
usage on clause. Even though the question query and question Q2 share many
similar words, they are in fact not similar due to the fact that question Q2 is
about the grammatical usage on adjective based on the blank position.

Table 1. Sample English grammar questions

Q1 Question Stem: The waitress * we thought deserves a Service Quality award
has resigned
Choices: A. whom B. where C. which D. when
Answer: A. whom

Q2 Question Stem: My favorite teacher is my English teacher, and she is by far
the * teacher that I have ever had
Choices: A. good B. better C. best D. worst
Answer: B. best

Previous works on text and sentence retrieval are mainly based on statistical
analysis approach and syntactic analysis approach which have been shown to be
effective for many practical applications such as Web search engine and question-
answering system. However, these approaches are not effective in finding relevant
grammar questions with similar grammatical focus as they only capture similar
textual content or syntactic sentence structure between the query and database
questions. In this paper, we propose a new syntactic parse-key tree structure, to
capture the grammatical structure according to the blank position of grammar
questions for their grammatical focus. Based on the syntactic parse-key tree, we
propose a novel method to compute the parse-key tree similarity between the
question query and the database questions for question retrieval. The rest of
the paper is organized as follows. Section 2 reviews the related work on text and
sentence retrieval. Section 3 presents the proposed approach for English grammar
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question retrieval. Section 4 discusses the performance evaluation of the proposed
approach. Finally, Sect. 5 concludes the paper.

2 Related Work

In information retrieval (IR), there are many existing models such as statistical
analysis approach and syntactic analysis approach which are widely used for text
and sentence retrieval. The statistical analysis approach relies mainly on term
occurrences in documents to find relevant documents. Some classical methods
such as TF-IDF [10] and BM25 [9] follow this approach.

The syntactic analysis approach exploits the linguistic information for
improving the retrieval results. In particular, part-of-speech (POS) of words
in sentences is commonly used in this approach. Wang et al. [14] incorporated
POS into bag-of-word and Markov Random Field to strengthen the conven-
tional IR models for biomedical information retrieval. Schubotz et al. [11] used
POS based distance methods to extract identifiers to improve math information
retrieval results.

Apart from POS tagging, there are some other syntactic analysis approaches
which exploit the dependency structures of sentences. Carmel et al. [3] used
both statistical features and syntactic features for information retrieval. They
extracted three types of features include common statistical-based features, POS
features and dependence features. Then they use online SVMRank to rank the
documents based on extracted features. Bendersky et al. [2] proposed a retrieval
framework that models dependencies between arbitrary concepts in the query
rather than just query terms. In [15], syntactic roles of words were used to detect
key concepts to help rank the candidate questions. Maxwell and Croft [7] showed
that the retrieval performance can be improved through the use of dependency
parsing techniques in the extraction of non-adjacent subsets of dependent terms.
Recently, Chinkina et al. [4] developed an online information retrieval system
that retrieves Web documents based on the grammatical structures they contain.

In addition to POS tagging and dependency relations, some other approaches
also investigated the use of syntactic tree to help retrieve relevant sentences.
Collins and Duffy [5] proposed tree kernel function to count the common sub-
trees between syntactic trees. Based on this work, Wang et al. [13] proposed
a retrieval framework based on improved tree kernel method to find similar
questions in a community based question-answering system.

3 Proposed Approach

Figure 1 shows our proposed approach for grammatical question retrieval which
consists of the following three processes: Parse-key Tree Construction, Parse-key
Tree Similarity and Ranking.
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Fig. 1. Proposed approach

3.1 Parse-Key Tree Construction

The Parse-key Tree Construction process aims to construct the parse-key trees
from English grammar questions. It consists of the following three steps: syntac-
tic parsing, word-blank distance extraction and tree construction.

Syntactic Parsing. This step uses the Stanford parser [16] to generate the syn-
tactic parse tree of a grammar question. A parse tree is an ordered, rooted syn-
tactic tree that represents the grammatical structure of a sentence. Figure 2(a)
shows the parse tree of the sample query “The lady * you saw performing on
stage is our favorite English teacher.” The leaf nodes in Fig. 2(a) are the words
in the sample query. The leaf nodes’ parents (i.e. pre-terminal nodes) are their
part-of-speech (POS) tags, e.g. noun, verb, pronoun, etc.

Fig. 2. Paser tree and parse-key tree for the sample query

Word-Blank Distance Extraction. The position of the blank space (‘*’)in
the question may provide hint on the grammatical focus of the query. For exam-
ple, the sample query “The lady * you saw performing on stage is our favorite
English teacher.” has the focus on clause, while the question “The lady whom
you saw performing * stage is our favorite English teacher.” has the focus on
preposition. To identify the grammatical focus of a query or question, we define
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word-blank distance to capture the relative position of each word to the blank
position in the query or question.

Definition 1 (Word-blank Distance). Given a grammar question with a
blank position, the word-blank distance of each word in the question is defined as
the distance between the word position and the blank position.

Specifically, we use 0 to represent the word-blank distance of the blank posi-
tion, i to represent the word-blank distance of the i-th word after the blank
position, and −j to represent the word-blank distance of j-th word before the
blank position. For example, for the question stem “lady * you saw”, we can gen-
erate the following word-blank distance information: {“lady”:−1, “*”:0, “you”:
1, “saw”:2}. “lady” is the first word before the blank position, so its word-blank
distance is −1. “you” is the first word after the blank position, so its word-blank
distance is 1.

Tree Construction. The syntactic parse tree can be used to represent the
grammatical structure of a question. However, based on our empirical exper-
iments, it is not necessary to use the entire parse tree in order to find the
grammatical focus of an English grammar question. Here, we incorporate the
word-blank distance into the parse tree, and propose parse-key tree as a sub-
parse tree to represent the grammatical focus of a question.

Definition 2 (Neighbor Nodes). Given a parse tree and two integer parame-
ters M and N , we define neighbor nodes as a set of leaf nodes with word-blank
distance in the range [M , N ].

Consider the parse tree of the question stem “The lady * you saw performing
on stage is our favorite English teacher.” shown in Fig. 2(a). With the parame-
ters M = −1 and N = 2, we can extract the neighbor nodes {“lady”, “*”, “you”,
“saw”}.

Definition 3 (Parse-key tree). Given a grammar question with a blank posi-
tion, the parse-key tree is defined as a sub-parse tree, which consists of the neigh-
bor nodes and their predecessors, together with the information on word-blank
distance.

Algorithm 1 shows the Parse-key Tree Construction process. The algorithm
takes in a question stem Qstem as input and returns the parse-key tree TPK .
First, it uses the Stanford parser to parse the question stem to obtain the parse
tree (line 1). Next, it computes the word-blank distance for the words in Qstem

(line 2). Then, it constructs a parse-key tree from the parse tree and word-blank
distances (lines 3–7). To do this, it first extracts the neighbor nodes from the
parse tree and the predecessor nodes of all neighbor nodes. For example, the
predecessor nodes of the neighbor node “lady” are {“S”, “NP”, “NP”, “NN”}.
The parse-key tree TPK is then initialized as the sub-parse tree consisting of
neighbor nodes and their predecessors. The sub-parse tree enclosed by the dotted
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Algorithm 1. Parse-key Tree Construction
Input: Qstem: A question stem
Output: TPK : A parse-key tree

1 T ← parse tree obtained from Qstem

2 Compute word-blank distances for the words in Qstem

3 neighbor ← neighbor nodes extracted from T
4 predecessor ← predecessor nodes of neighbor nodes extracted from T
5 TPK ← subtree consisting of nodes in neighbor and predecessor
6 for each leaf node n in TPK do
7 Add sibling node labeled with n’s word-blank distance to n
8 return TPK

shape in Fig. 2(a) is the sub-parse tree with parameters M = −1 and N = 2
of the parse tree. Then, for each leaf node n in TPK , we add a sibling node
labeled with n’s word-blank distance to n. For example, word-blank distance of
the “lady” node is “−1”, we add a sibling node labeled “−1” to “lady”. Finally,
the parse-key tree TPK is returned. The parse-key tree of the sample query is
shown in Fig. 2(b).

3.2 Parse-Key Tree Similarity

After constructing the parse-key trees of the query and each database question,
we compute the similarity between them. The proposed parse-key tree similarity
process consists of the following two steps: calculating structural similarity and
calculating POS order similarity.

Calculating Structural Similarity. This step aims to capture the structural
similarity between parse-key trees of the query and each database question. Tree
kernel [5] can be used to capture the structural information from a syntactic tree
[8,12,13]. However, tree kernel does not fit well into parse-key tree. Therefore,
we propose a new method to calculate the structural similarity. The main idea
behind structural similarity is to calculate the common tree fragments between
two parse-key trees.

Definition 4 (Production). Given a node, the production at the node is
the relationship between the node and its children. It is denoted as “node
→ child1 . . . childn”, where child1 . . . childn are the children of the node.

For example, consider the node “SBAR” in Fig. 2(b). The children of “SBAR”
are “SYM” and “S”, so its production is “SBAR→ SYM S”. Note that the
punctuation nodes can change the grammatical structure of a question, while
word-blank distance nodes may provide hint on the grammatical focus of a query.
Therefore, we define specific production to enhance the effect of such nodes.

Definition 5 (Specific Production). Given a pre-terminal node (i.e. node
that only has leaf node) called PT-node, a specific production at PT-node is the
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relationship between PT-node and one of children which is either a punctuation
node, e.g. ‘,’ or a word-blank distance node, e.g. ‘1’. It is denoted as “PT-node
→ child”. The specific production at a node is empty if it is not a pre-terminal
node. Two specific productions are the same only if they are equal and not empty.

PRP

1you
(b)

,

-1,
(a)

Fig. 3. An example for pre-terminal
nodes

NP

PRP

1you

NP

PRP PRP

1you

NP

PRP

1you
(a) (b)

Fig. 4. An example for tree fragment

For example, consider the example in Fig. 3(a). The children of the node
“,” are “,” and “−1”. So it has two specific productions: (1) “, → ,” and
(2) “, → −1”. Let’s consider another example given in Fig. 3(b). The children of
the node “PRP” are “you” and “1”, so its specific production is “ PRP → 1”.

Definition 6 (Tree Fragment). Given a parse-key tree, a tree fragment is a
sub-graph which has more than one node and must be the entire production at
the node.

Consider the parse-key tree shown in Fig. 4(a). It has three different tree
fragments, which are given in Fig. 4(b). Note that “PRP → you” is not a tree
fragment, because “PRP → you” is not the entire production.

The structural similarity between two parse-key trees is based on the number
of common tree fragments.

Definition 7 (Common Tree Fragments). Given two tree fragments, they
are common tree fragments if the production or any specific production at each
node in the two tree fragments are the same.

As defined earlier, a tree fragment is a subgraph of the parse-key tree. Thus,
the number of common tree fragments between the two trees can effectively
capture their structural similarity.

Algorithm 2 shows the structural similarity calculation method. The inputs of
the algorithm are two parse-key trees Tq and Td, and the output of the algorithm
is the structural similarity which is defined as the total number of common tree
fragments in the two trees. We use Nq and Nd to denote the set of non-leaf nodes
in Tq and Td, respectively (lines 1–2). The structural similarity Simstructural is
initialized as 0 (line 3). For each node nq ∈ Nq and node nd ∈ Nd, we compute the
number of common tree fragments rooted at nq and nd, denoted by CTF (nq, nd),
and add the number to Simstructural (lines 3–6).

The function CTF (nq, nd) takes nodes nq and nd as input and computes
the number of common tree fragments rooted at nq and nd as output. The
CTF (nq, nd) is computed as follows:
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Algorithm 2. Structural Similarity Calculation
Input: Tq: parse-key tree of query; Td: parse-key tree of database question
Output: Simstructural: structural similarity

1 Nq ← all the nodes in Tq(exclude leaf nodes)
2 Nd ← all the nodes in Td(exclude leaf nodes)
3 Simstructural = 0
4 for nq ∈ Nq do
5 for nd ∈ Nd do
6 Simstructural = Simstructural + CTF (nq, nd)

7 return Simstructural;

1. If the production and the specific production at nq and nd are both different,
then CTF (nq, nd) = 0.

2. If the production or one specific production at nq and nd are the same, and
nq and nd are pre-terminal nodes, then CTF (nq, nd) = 1.

3. Otherwise, if the productions at nq and nd are the same, and nq and nd are
not pre-terminal nodes, then CTF (nq, nd) =

∏nc(nq)
j=1 [1+CTF (nch(j)

q , n
ch(j)
d )]

where nc(nq) is the number of children of nq and n
ch(j)
q is the j-th child of

the node nq.

In the calculation of CTF , it is quite straight-forward for the first two cases.
For the third case, CTF is defined recursively. Note that to get a common tree
fragment rooted at nq and nd, we can take the production at nq and nd, together
with either simply taking the non-terminal at the child, or taking any one of the
common tree fragments at the child, for each child of nq and nd. Thus, there are
(1 + CTF (nch(j)

q , n
ch(j)
d )) choices for the j-th child. Putting them together, we

can see that CTF can effectively compute the number of common tree fragments
rooted at nq and nd.

Calculating POS Order Similarity. To compute the POS order similarity, we
first define POS tags list and longest common sub-POS sequence (LCS sequence)
between two parse-key trees.

Definition 8 (POS tags list). Given a parse-key tree, the POS tags list of the
parse-key tree is the list of its pre-terminal nodes’ labels.

Definition 9 (LCS sequence). Given two parse-key trees, the longest common
sub-POS sequence (LCS sequence) between the two parse-key trees is the longest
common subsequence between their POS tags lists.



A Syntactic Parse-Key Tree-Based Approach 361

Consider the parse-key tree in Fig. 2(b), the POS tags list of this parse-key
tree is {“NN”, “SYM”, “PRP”, “VBD”}. The LCS sequence between a parse-key
tree with POS tags list {“NN”, “SYM”, “PRP”, “VBD”} and another parse-key
tree with POS tags list {“VBD”, “JJ”, “NN”, “PRP”} is {“NN”, “PRP”}.

Given two parse-key trees Tq and Td, assuming LS is their LCS sequence,
and their POS tags list are Lq and Ld, respectively. PLq

(s) is the position of the
POS tag s in Lq, and PLd

(s) is the position of the POS tag s in Ld. The order
similarity of s in LS is defined as:

Simorder(s) =
1

|PLq
(s) − PLd

(s)| + 1
(1)

where |PLq
(s)−PLd

(s)| is the position distance of s betweenLq andLd. For exam-
ple, the position distance of “NN” betweenLq = {“NN”, “SYM”, “PRP”, “VBD”}
and Ld = {“VBD”, “JJ”, “NN”, “PRP”} is |PLq

(“NN”) − PLd
(“NN”)| = 2,

where PLq
(“NN”) = 1, PLd

(“NN”) = 3.
The POS order similarity SimPOSorder between Tq and Td is calculated as

the summation of order similarity of all elements in their LCS sequence divided
by the longer length of Lq and Ld. Given two parse-key trees Tq and Td, their
POS order similarity is defined as:

SimPOSorder(Tq, Td) =
1

max(|Lq|, |Ld|)
∑

s∈LS

Simorder(s) (2)

where max(|Lq|, |Ld|) is the longer length of lists Lq and Ld.

Parse-Key Tree Similarity. In order to compute the similarity score between
the parse-key trees Tq and Td, we normalize the range of the structural similarity
and POS order similarity to [0, 1] using unity-based normalization1 method.

Given the parse-key trees Tq of query Qq and Td of question Qd in the data-
base. Let Sim′

1(Tq, Td) and Sim′
2(Tq, Td) be normalized Simstructural(Tq, Td)

and SimPOSorder(Tq, Td), respectively. The parse-key tree similarity is the com-
bined score of structural similarity and POS order similarity. The parse-key tree
similarity between Qq and Qd is defined as:

Sim(Tq, Td) = k1Sim
′
1(Tq, Td) + k2Sim

′
2(Tq, Td) (3)

where k1 and k2 are weighting factors.

3.3 Ranking

After computing the parse-key tree similarity, we rank the questions according
to their parse-key tree similarity scores and return the ranked questions to the
user. Noted that, if the query contains correct answer to the MCQ question, we
will replace the blank with the correct answer. Then we will parse the updated

1 https://en.wikipedia.org/wiki/Normalization (statistics).

https://en.wikipedia.org/wiki/Normalization_(statistics)
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question. Parsing the updated question may improve the retrieval accuracy. In
this paper, we only consider the case that the user do not know the correct
answer. Since the input query and the database questions that are parsed by the
Stanford parse contains blank, we may get incorrect parser trees. However, since
we parse both the query and the questions in database with the sentence with
blank, the relevant query and questions still have similar parse-key trees.

4 Performance Evaluation

In this section, we discuss the performance evaluation of the proposed approach.

4.1 Experimental Setup

In the experiments, we use a total of 4,580 English grammar MCQ questions
as the dataset for performance evaluation. The size of the training and test sets
were 180 questions and 4,400 question respectively. The questions are gathered
from primary school leaving examination (PSLE) and Gaokao (NCEE). PSLE
is an annual national examination in Singapore administered by the Ministry of
Education and taken by all students near the end of their sixth year in primary
school before moving on to secondary school. Gaokao is an academic examination
held annually in China, and is a prerequisite for entrance into almost all higher
education institutions at the undergraduate level. We randomly split the test
questions into two sets: 100 questions will be served as test queries, while the
remaining 4,300 questions will be served as database questions for query retrieval.
Relevant database questions for each query are manually annotated.

For evaluation, we use the following two metrics:

– Mean Average Precision2 at rank K (MAP@K): It measures the mean of
the average precision scores for each question query and is calculated as:
MAP@K = 1

Nq

∑Nq

q=1

∑K
i=1 P (q, i)/relevant(q), where Nq is the number of

question queries, rel(i) is an indicator function equaling 1 if the question at
rank i is a relevant question, zero otherwise, P (q, i) means the percentage
of relevant questions ranked at top i positions of query q, relevant(q) is the
number of relevant questions of query q.

– Mean Reciprocal Rank3 (MRR): It measures the average of the reciprocal
ranks of results for a sample of question queries and is calculated as: MRR =
1
Nq

∑Nq

q=1
1

rankq
, where Nq is the number of question queries and rankq is the

ranked position of the first relevant question for the query q.

In the experiments, we measure the performance of the methods using the met-
rics MAP@1, MAP@3, MAP@5 and MRR.

2 https://www.kaggle.com/wiki/MeanAveragePrecision.
3 https://en.wikipedia.org/wiki/Mean reciprocal rank.

https://www.kaggle.com/wiki/MeanAveragePrecision
https://en.wikipedia.org/wiki/Mean_reciprocal_rank
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4.2 Parameter Tuning and Learning

Firstly,wefindtheoptimalvalues fortheparametersM andN whichareusedtocon-
struct parse-key tree as discussed in Sect. 3.1. For this purpose, we study each value
ofM andN from the ranges of [−5, 0] and [0, 5] respectively. Our approach achieves
the best performancewhenM = −1 andN = 2. Secondly,we learn the optimal val-
ues for theparametersk1 andk2 whichareused inEq. (3).For thispurpose,weapply
the ridge regression technique [6] as follows. The training set conclude 30 question
queries. Each query has five most relevant questions in the database ranked from 1
to 5. For each question, we estimate its similarity score as (1 − r−1

5 ), where r is the
rank of this question. We then use Eq. (3) to learn the best combination of the para-
meters using the ridge regression algorithm.The results for the learningmethod are
k1 = 0.25 and k2 = 0.67 for Eq. (3).

4.3 Methods Used for Performance Comparison

In the experiments, apart from evaluating our proposed approach, we also
compare our proposed approach with the following classical text and sentence
retrieval methods:

– BM25 [9]: This is the text retrieval method, which is based on statistical
analysis of term occurrences in the text.

– Collins and Duffy [5]: This is the method based on syntactic parse tree and the
original tree kernel function for counting common sub-trees between syntactic
trees.

– Carmel et al. [3]: This method considers both statistical features and syntactic
features.

– Maxwell and Croft [7]: This is the retrieval model based on the term ranking
algorithm, PhRank.

4.4 Performance Results

Table 2 shows the performance of structural similarity, POS order similarity and
the combined similarity of the proposed approach. As shown in Table 2, the use
of both structural similarity and POS order similarity has improved the perfor-
mance by more than 16.3% in MAP@3 and 14.5% in MRR compared with using
structural similarity or POS order similarity alone. Structural similarity evalu-
ates the structural information while the POS order similarity evaluates word
ordering information. Both similarity measures are useful for English grammar
question retrieval.

Table 3 shows the performance comparison of our proposed approach against
other classical text and sentence retrieval methods. We can observe that our
proposed approach has improved the performance by 37.0% in MAP@3 and
32.3% in MRR when compared with BM25. One intuitive explanation is that
the purpose of grammar question retrieval is to find questions with most simi-
lar grammatical structure and usage, and text retrieval based methods are not
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very effective for this task. When compared with other methods such as Collins
and Duffy, our proposed approach has improved the performance by 30.9% in
MAP@3 and 27.7% in MRR. It shows that our proposed syntactic parse-key
tree approach is more effective than other classical text and sentence retrieval
in retrieving relevant grammar questions with similar grammatical focus.

Table 2. Performance results for the proposed approach

MAP@1 MAP@3 MAP@5 MRR

Structural similarity 54.2 59.4 58.2 64.6

POS order similarity 50.0 55.9 54.9 61.2

Structural similarity + POS order similarity 70.8 75.7 71.7 79.1

Table 3. Performance comparison with other methods

MAP@1 MAP@3 MAP@5 MRR

BM25 36.0 38.7 41.5 46.8

Collins and Duffy 41.7 44.8 44.8 51.4

Carmel et al. 20.8 25.0 31.3 35.8

Maxwell and Croft 31.8 33.7 34.4 43.2

Our approach 70.8 75.7 71.7 79.1

5 Conclusion

In this paper, we have proposed an effective syntactic parse-key tree based app-
roach for English grammar questions retrieval. The proposed parse-key tree is
able to capture the grammatical usage of the question query and database ques-
tions according to their blank or answer position, and the questions are ranked
based on the parse-key similarity between the question query and database ques-
tions. The performance results have shown that our proposed approach has sig-
nificantly outperformed other classical text and sentence retrieval methods such
as BM25 and other syntactic tree based methods for grammar question retrieval.
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Abstract. We propose, assess and compare in this paper a new discriminative
possibilistic query translation (QT) disambiguation approach using both a
bilingual dictionary and a parallel text corpus in order to overcome some
drawbacks of the dictionary-based techniques. In this approach, the translation
relevance of a given source query term is modeled by two measures: the possible
relevance allows rejecting irrelevant translations, whereas the necessary rele-
vance makes it possible to reinforce the translations not eliminated by the
possibility. We experiment this new approach using the French-English parallel
text corpus Europarl and the CLEF-2003 French-English CLIR test collection.
Our experiments highlighted the performance of our new discriminative possi-
bilistic approach compared to both the probabilistic and the probability-to-
possibility transformation-based approaches, especially for short queries and
using different assessment metrics.

Keywords: Cross-Language information retrieval (CLIR) � Query translation
disambiguation � Probabilistic model � Possibilistic model � Relevance

1 Introduction

Nowadays, the number of online non-English documents on the Internet is continu-
ously increased, which requires the availability of high-performance cross-language
information retrieval (CLIR) systems satisfying the Internet users’ needs. Query
translation (QT) techniques are the main research task in the domain of CLIR [12].
Besides, the usefulness of the simple dictionary-based translation approaches in QT has
been improved due to the availability of machine readable bilingual dictionaries for
several languages. However, these approaches are lacked by many major challenges
such as: (i) the translation disambiguation problem known as the difficulty to choose
the correct translation corresponding to each source query term among all the possible
translations existing in the dictionary; and (ii) the poor coverage of the available
dictionaries suffering from the missing of many translations corresponding to new
terminologies. Nevertheless, many research works in the literature [20, 22, 25] are
dedicated to manually or automatically collect larger lexical resources in order to
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increase the coverage of these dictionaries. Moreover, translation ambiguity can
decrease IR effectiveness. In order to overcome this limit, some approaches have used a
phrase dictionary to firstly select noun phrases in the source query and secondly
translate them as units.

We propose, assess and compare in this paper a new discriminative possibilistic QT
approach dedicated to solve the problem of QT ambiguity using both a bilingual
dictionary and a parallel text corpus in order to overcome some drawbacks of the
dictionary-based QT techniques. In this approach, the relevance of a source query term
translation is modeled by two measures: The possible relevance allows rejecting
irrelevant translations, whereas the necessary relevance makes it possible to reinforce
the translations not eliminated by the possibility. We compare this new approach to
both the probabilistic and the probability-to-possibility transformation-based approa-
ches [11], in which we start by identifying noun phrases (NPs) using the Stanford
Parser1 and translating them as units using translation patterns and a language model.
Then, remaining source query terms are translated using a probabilistic word-by-word
translation technique. Indeed, the suitable translation of each source query term or NP
has a tendency to co-occur in the target language documents unlike unsuitable ones.
Besides, additional words and their translations are automatically generated from a
parallel bilingual corpus in order to increase the coverage of the bilingual dictionary.
We assessed our approach using the French-English parallel text corpus Europarl2 and
the CLEF-2003 French-English CLIR test collection. Our results confirmed the per-
formance of our new discriminative possibilistic approach compared to both the
probabilistic and the probability-to-possibility transformation-based approaches [11],
principally for short queries and using various evaluation scenarios and metrics.

This paper is organized as follows. We present in Sect. 2 related works in the field
of QT and discuss the solutions aiming at solving the problem of translation ambiguity.
In Sect. 3, we recall the necessary of possibility theory. The new discriminative pos-
sibilistic QT approach is given in Sect. 4. Section 5 details our experimentations,
expose and discuss a comparative study between QT approaches. Section 6 concludes
our work in this paper and suggests some perspectives for future research.

2 Related Work

Since the early 1990’s, many researchers (e.g. [19]) showed that the usefulness of a
manually translating phrases have performed better results in CLIR effectiveness than a
word-by-word dictionary-based translation. Moreover, CLIR performance was
increased by [6] when they used their phrase dictionary generated from a set of parallel
sentences in French and English. In the same way, Ballesteros and Croft [2] confirmed
that translations of multi-word concepts as phrases are more perfect than word-by-word
translations. Indeed, phrases translations were achieved using information existing in
phrase and word usage available in the Collins machine readable dictionary.

1 http://nlp.stanford.edu/software/lex-parser.shtml.
2 http://www.statmt.org/europarl/.
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Unfortunately, it is hard to find or build an exhaustive phrase dictionary in CLIR since
we have until now many missing phrases in these available lexicons. Therefore, it is not
easy to select all missing phrases in the queries and suitably translate them. Actually,
many unfamiliar phrases suffer from the problem of their identification and translation
since they cannot be identified in any dictionaries. Hence, the problem of the lexicon
coverage is one of the limits of this approach since we cannot know until now: How
can one build an exhaustive phrase dictionary?

On the other hand, many authors have tackled the problem of translation ambiguity
using word sense disambiguation (WSD) techniques. For example, Hull [18] used
structured queries for disambiguation in QT task. Besides, co-occurrence statistics from
corpora are used by Ballesteros and Croft [13] in order to decrease translation ambi-
guity in CLIR. Then, many disambiguation strategies are suggested and evaluated by
Hiemstra and Jong [61] in CLIR tasks. Later, a technique-based statistical term simi-
larity for word sense disambiguation was suggested and tested by [1] in order to
enhance CLIR effectiveness. Even if the difficulty of translation ambiguity was sig-
nificantly decreased, Xu and Weischedel [24] showed that it is not evident to
accomplish perfect enhancement in CLIR performance. Recently, Lefever and Hoste
[21] have argued the advantage of moving from traditional monolingual WSD task into
a cross-lingual one. In fact, this new technique, namely “Cross-Lingual WSD”
(CLWSD) has been involved in CLIR since SemEval-2010 and SemEval-2013 com-
petitions. The participant in these exercises confirmed that CLIR effectiveness has been
enhanced due to the new CLWSD technique which significantly resolves the problem
of translation ambiguity.

QT techniques require training and matching models in order to compute a score of
relevance (or similarities) between source query terms/phrases and their possible transla-
tions. Existing QT approaches in the literature are based on poor, uncertain and imprecise
data,whilepossibility theory isnaturallydedicated to this typeofapplications, since it takes
into account of the imprecision and uncertainty at the same time and it makes it possible to
express ignorance.However, themain challenge of our approach is that the context used in
the translationdisambiguationprocessofagivensourcequery termcanbealsoambiguous.
Consequently, we consider this phenomenon as a case of imprecision. That’s why we are
inspired from thepossibility theorywhichnaturally applies to this kindof imperfection.By
cons, theprobability theory isnot suitable todealwith such typeofdata.Besides, andgiven
that thepossibility theory is thebest framework suitable for imprecision treatment,wehave
taken advantage of possibility distributions in order to solve the problem of translation
ambiguity in CLIR task. Recently, we have proposed and tested in [11] a possibilistic QT
approach derived from the probabilistic one using a probability-to-possibility transfor-
mationasamean to introduce further tolerance inQTprocess.Thisapproachhasachieveda
statistically significant improvement compared to theprobabilistic oneusingboth longand
short queries.

368 W.B. Romdhane et al.



3 Possibility Theory

We briefly present in the following sections the basic elements of possibility theory
such as the possibility distribution (cf. Sect. 3.1), the possibility and necessity measures
(cf. Sect. 3.2) and the possibilistic networks (cf. Sect. 3.3). More details and discus-
sions about possibility theory are available in [7–10].

3.1 Possibility Distribution

The fundamental element of the possibility theory is the possibility distribution. Given
the universe of discourse X = {x1, x2,…, xn}, we symbolised by p the basic concept
corresponding to a function which associates to each element xi 2 X a value from a
bounded and linearly ordered valuation set (L, <). Moreover, the possibility degree is
defined as the value in which our knowledge on the real world is encoded. Indeed, this
scale has two interpretations: (i) when the handled values reflect only an ordering
between the different states of the world, it is the qualitative setting which can be
applied using the min operator; and (ii) when the handled values have a real sense, it is
the quantitative setting which can be applied using the product operator. Flexibility is
modelled by allowing providing a possibility degree from the interval [0, 1]. We note
that p(xi) = 1 means that it is fully possible that xi is the real world, and p(xi) = 0
means that it is impossible that xi is the real world. The possibility theory provides
different significant exacting cases of knowledge as the following: (i) Complete
knowledge (9 xi 2 X, p(xi) = 1 and 8xj 6¼ xi, p(xj) = 0); (ii) Partial ignorance
(8 xi 2 A�X, p(xi) = 1, 8xi 62 A, p(xi) = 0; when A is not a singleton); and (iii) Total
ignorance: all values in X are possible (8 xi 2 X, p(xi) = 1).

3.2 Possibility and Necessity Measures

The two dual measures in which a possibility distribution p on X enables events to be
qualified in terms of their plausibility and their certainty are respectively known as the
Possibility (P) and the Necessity (N) [7]. Given a possibility distribution p on the
universe of discourse X, the corresponding possibility and necessity measures of any
event A�2X are respectively determined by the Eqs. (1) and (2):

Y
ðAÞ ¼ maxw2ApðwÞ ð1Þ

NðAÞ ¼ minw 62Að1� pðwÞÞ ¼ 1�
Y

ðAÞ ð2Þ

In fact, P(A) provides an assessment similar to a degree of non-emptiness of the
intersection of the fuzzy set having p as membership function with the classical subset
A. Thus, P(A) measures at which level A is consistent with our knowledge represented
by p. While, N(A) assesses at which level A is certainly inferred by our knowledge
represented by p; since it is a degree of inclusion of the fuzzy set corresponding to p
into the subset A.
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3.3 Possibilistic Networks (PN)

The numerical and graphical components are the main characteristic of a directed
possibilistic network on a variable set V. These two components are defined as follow:
(i) the distinct links in the graph are quantified via the numerical component. Indeed, it
represents conditional possibility matrix of every node given the context of its parents.
(ii) The graphical component is a directed acyclic graph (DAG). The DAG enables
representing conditional dependency between dependent or independent variables.
Every link denotes a dependency between two variables and every node in the graph
denotes a domain variable. The graph structure encodes independence relation sets
between nodes. Moreover, these possibility distributions should respect the normal-
ization feature [4]. For each variable V:

• If V is a root node and Dom(V) the domain of V, the prior possibility of V should
satisfy:

maxv2DomðVÞPðvÞ ¼ 1 ð3Þ

• If V is not a root node, the conditional distribution of V in the context of its parents
denoted UV should satisfy:

maxv2DomðVÞP vjuVð Þ ¼ 1; uV 2 Dom UVð Þ ð4Þ

Where: Dom(V): domain of V; UV: value of parents of V; Dom(UV): domain of
parent set of V.

We suggest in this paper a new possibilistic approach for QT disambiguation based
on possibilistic network (cf. Sect. 4). We link in this network the possible translations
(Ti) to the terms of a source query SQ = (t1, t2,…,tp), which represents its context. In
this case: vi = ti; uV = Ti; Dom(V) = {t1, t2,…,tp}; and Dom(UV) = {T1, T2,…, TN}.

We provide in Sect. 4.2 an illustrative example including detailed calculus. The
possibilistic graph which associated conditional possibility distribution is based on the
product operator. The product-based possibilistic graph (PPG), is generally comfort-
able for the numerical setting where possibility measures represent numerical values in
[0, 1]. The possibility distribution of product-based possibilistic networks (pp) obtained
by the associated chain class is calculated via Eq. (5):

ppðV1;V2; � � � ;VNÞ ¼
YN

i¼1

PðVijUViÞ ð5Þ

4 The Discriminative Possibilistic QT Approach

We present in Sect. 4.1 the formulae for calculating the Degree of Possibilistic Rele-
vance (DPR) and an illustrative example with a detailed calculus in Sect. 4.2.
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4.1 The Degree of Possibilistic Relevance (DPR)

Let us consider the source query (SQ) enclosing P terms and denoted as: SQ = (t1, t2,
…, tP). We assume that SQ includes only one ambiguous term having several possible
translations. We note the Degree of Possibilistic Relevance of a translation Tj given SQ
by DPR(Tj|SQ). We have taken advantage of a possibilistic matching model of
information retrieval (IR) used in [5, 12–16] in order to assess the relevance of a
translation Tj given a source query SQ. In the case of IR, the matching score is
calculated between a query and a document. However, in case of QT disambiguation,
we model the relevance of a translation given a source query using double measures:
The possible relevance and the necessary relevance. The irrelevant translations are
rejected due to the possible relevance, while the relevance of the remaining translations,
which have not been rejected by the possibility, is reinforced due to the necessary
relevance.

Figure 1 presents our possibilistic network which links the word translation Tj to
the terms of a given source query SQ = (t1, t2,…, tP). The output of the QT disam-
biguation process is the target query TQ = (T1, T2,…, TP). The later will be useful to
retrieve a set of relevant documents on the target language.

Giving the source query SQ, the relevance of every word translation Tj is computed
as the following:

Analogically to the IR matching model proposed in [46–49], the possibility P(Tj|
SQ) is proportional to:

P0 TjjSQ
� � ¼ P t1jTj

� � � . . . �P tPjTj
� � ¼ nft1j � . . . � nftPj ð6Þ

Where:

– nftij = tfij/max(tfkj): the normalized frequency of the source term ti in the parallel text
of the translation Tj.

– tfij is the number of occurrence of the source term ti in the parallel text of the
translation Tj divided by the number of terms in the parallel text of the translation Tj.

Fig. 1. Possibilistic network of the QT disambiguation approach
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We compute the necessity to restore a relevant translation Tj given the source query
SQ, denoted N(Tj|SQ), as the following:

N TjjSQ
� � ¼ 1�P :TjjSQ

� � ð7Þ

Where:

P :TjjSQ
� � ¼ ðP SQj :Tj

� � �P :Tj
� �Þ=P SQð Þ ð8Þ

At the same way P(¬Tj| SQ) is proportional to:

P0 :TjjSQ
� � ¼ P t1j :Tj

� � � . . . �P tPj :Tj
� � ð9Þ

This numerator can be expressed as the following:

P0 :TjjSQ
� � ¼ ð1� /T1jÞ � . . . � ð1� /TPjÞ ð10Þ

Where:

/Tij ¼ Log10 nCT=nTj
� � � nftij

� � ð11Þ

Where: nCT is the number of possible translations in the bilingual dictionary. But,
nTj is the number of parallel texts of the translation Tj containing the source term ti.
This includes all possible translations existing in the bilingual dictionary.

We compute the Degree of Possibilistic Relevance (DPR) of each word translation
Tj giving a source query SQ via the following Eq. (12):

DPR TjjSQ
� � ¼ P TjjSQ

� �þN TjjSQ
� � ð12Þ

Finally, the suitable translations are those which have a high score of DPR(Tj|SQ).

4.2 Illustrative Example

We provide here a numerical calculation example for reasons of brevity. But, we have
already detailed in [11] some data/corpus-based examples in which we have showed
the difference between the probabilistic and the possibilistic QT approaches.

Let us consider the source query SQ = (W, t2, t4, t5, t7), which contains only one
polysemous source query term W in order to simplify the calculus in this example. We
assume that W has two possible translations T1 and T2 in the bilingual dictionary. We
suppose also that the parallel text of T1 is indexed by the three terms {t1, t2, t3, t4} and
the parallel text of T2 is indexed by {t1, t4, t5, t6, t7}. We have:

P(T1|SQ) = nf(W, T1)* nf(t2, T1)* nf(t4, T1)* nf(t5, T1) * nf(t7, T1) = 0*(1/4)*(1/4)
*0*0 = 0. Where: nf(W, T1) is the normalized frequency of W in the parallel text of the
first translation T1.
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P(T2| SQ) = nf(W, T2) * nf(t2, T2) * nf(t4, T2) * nf(t5, T2) * nf(t7, T2) = 0*0*(1/5)*(1/5)*
(1/5) = 0. We have frequently P(Tj| SQ) = 0; except if all the words of the source
query exist in the index of the parallel text of the translation.

On the other hand, we have not null values of N(Tj| SQ):
N(T1| SQ) = 1− ((1 − /(T1, W)) * (1 − /(T1, t2)) * (1 − /(T1, t4)) * (1 − /(T1, t5) *

(1 − /(T1, t7))); nf(T1, W) = 0, so /(T1, W) = 0; /(T1, t2) = log10(2/1)*(1/4) = 0,075;
/(T1, t4) = log10(2/2)*(1/4) = 0; /(T1, t5) = 0; /(T1, t7) = 0. So: N(T1| SQ) = 1 − ((1
−0) * (1−0.075) * (1−0) * (1−0) * (1−0)) = 1− (1* 0.925* 1* 1*1) = 0.075. Thus,
DPR(T1| SQ) = 0.075. N(T2|SQ) = 1− ((1 − /(T2, W))* (1 − /(T2, t2))* (1 − /(T2, t4))
* (1 − /(T2, t5) * (1 − /(T2, t7))). Where: /(T2, W) = 0 because nf(T2, W) = 0; /(T2,
t2) = 0; /(T2, t4) = log10(2/2)*(1/5) = 0; /(T2, t5) = log10(2/1)*(1/5) = 0.06; /(T2,
t7) = log10(2/1)*(1/5) = 0.06. So: N(T2|SQ) = 1 − ((1−0)* (1−0)* (1−0)*(1−0.06)*
(1−0.06)) = 1 − (1* 1*1*0.94* 0.94) = 1 − 0.8836 = 0.1164. Thus, DPR(T2|SQ)
= 0.1164 > DPR(T1|SQ) = 0.075.

We notice that the source query SQ is more relevant for T2 than T1; because it
encloses three terms (t4, t5, t7) of the index of the parallel text of T2 and only two terms
(t2, t4) of the index of the parallel text of T1.

5 Experiments and Discussion

We assess, compare and discuss in this section the discriminative possibilistic approach
for QT disambiguation. Indeed, we suggest various evaluation scenarios and metrics
using the CLEF-2003 standard CLIR test collection. We compare the performance and
the efficiency of the discriminative approach to both the most known efficient proba-
bilistic and the probability-to-possibility transformation-based ones [11]. Moreover, our
evaluation is performed according to the TREC protocol. We used the IR matching
model OKAPI-BM25 existing in Terrier3 platform in order to retrieve English relevant
document. We are focused on performance metrics such as Recall and Precision, mostly
used in the evaluation of CLIR tools. The evaluation assumes that there is an ideal set the
system is supposed to search. This ideal set is useful to define these two metrics as
follows. The recall is the percentage of documents in the ideal set that were retrieved by
the system, while the precision is the percentage of documents retrieved by the system,
which are also in the ideal set. Moreover, we used the precision (Y-axis) over 11 points
of recall in the X-axis (0.0, 0.1,…, 1.0) to draw all recall-precision curves.

Besides, we evaluated these approaches using both the Mean Average Precision
(MAP) and the exact precision (R-Precision). The latter is defined as the precision at
rank R; where R is the total number of relevant documents, while the MAP is the mean
of the average precision scores for each query. The Equations of calculating the MAP
and the R-Precision are given in [11]. We compute also the improvement percentage
between two variations of the model variables. This percentage is obtained in generally
for two variables A and B measuring the percentage of C as %C = [(B − A)/A]*100.
Our 54 test queries enclose 717 French words having 2324 possible English

3 http://terrier.org/.
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translations in the bilingual dictionary. Indeed, we firstly generate our bilingual dic-
tionary from the Europarl parallel corpus using all French words with their possible
translations existing in this corpus in order to enlarge our lexicon coverage. Then, we
have benefited from the online intelligent speller and grammar checker Reverso4 in
order to check this dictionary. Finally, the free online Google translate5 has been used
to enrich and check this bilingual dictionary.

Firstly, we provide in Fig. 2 the Recall-Precision curves comparing monolingual
(English queries provided by CLEF-2003), discriminative, probabilistic and
probability-to-possibility transformation-based (possibilistic) runs using the title part of
the source queries as input data to our CLIR tool described in [11]. Secondly, we
provide the precision values at different top documents P@5, P@10,…, P@1000, the
MAP and the R-Precision. For example, the precision in point 5, namely P@5, is the
ratio of relevant documents among the top 5 returned documents. The goal of the
following experiments and discussion is to show and assess our contributions com-
pared to these competitors QT disambiguation approaches mainly investigated and
tested in [11].

If we focus only on the title part of the query, the context is limited to a few
numbers of terms in which the identification of the NP is not frequent in this case.
Therefore, the discriminative possibilistic approach significantly outperforms both the
probabilistic and the probability-to-possibility transformation-based (possibilistic)
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Fig. 2. Recall-Precision curves comparing monolingual, discriminative, probabilistic and
probability-to-possibility transformation-based (possibilistic) runs

4 http://www.reverso.net/spell-checker/english-spelling-grammar/.
5 https://translate.google.fr/?hl=fr.
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approaches; except in some low-levels points of recall (0 and 0.1). Unfortunately, the
monolingual run is still outperformed these approaches in all points of recall.

On the other hand, and in order to further confirm our conclusions made above, we
provide a comparative study between the monolingual, the discriminative, the possi-
bilistic and the probabilistic runs using the precision at different top documents, the
MAP and the R-Precision metrics (cf. Fig. 3). It is trivial that the precision decreases
when the number of returned documents increases. Moreover, short queries using only
title are more efficient for the discriminative approach for all top returned documents;
except for some rare cases such as P@100 and P@1000 where the number of returned
documents is important, which increases the noise in the retrieved results. Unfortu-
nately, the monolingual run is normally upper bound of CLIR performance in all our
experiments, because we don’t involve in our tests any query expansion step before
and/or after the translation process and no close phrases/words have enriched the
source and/or the target queries before returning search results.

We remark that the discriminative approach outperformed both of them in terms of
the MAP and the R-Precision. In fact, these two metrics confirm again that short query
using title is still suitable for the discriminative approach compared to its two com-
petitors QT techniques. We present in Table 1 the improvement percentage of the
discriminative approach compared to both the probabilistic and the probability-to-
possibility transformation-based approaches using the precision at different top docu-
ments, the MAP and the R-Precision. Firstly, and compared to the probabilistic, the
discriminative approach has performed a significant improvement in terms of precision
of documents returned to the top of list using the title of the source query. For example,
we have registered an improvement percentage more than 15% for P@15 and almost
14% for P@20, while the average improvement for all top documents is about 6%.
Besides, if we focus on the MAP metric, the improvement of the MAP is about 14.4%
and about 6% for the R-Precision metric. Secondly, and compared to the
probability-to-possibility transformation-based approach, the discriminative achieved
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Fig. 3. Results using the precision at different top documents, MAP and R-Precision
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an improvement percentage more than 7.9% for P@10 and more than 11.5% for P@15,
whereas the average improvement for all top documents is about 2.4%. Moreover, the
MAP is about 8.5% and the R-Precision is about 5.3%. These results confirm our
deductions concluded above about the efficiency of the discriminative approach in case
of short queries. It is the case when the user provided to the CLIR tool a few number of
terms in his/her source query due to his/her lack of language or his/her limit knowledge
about the retrieved domain.

On the other hand, we need to more investigate on the statistical significance of the
improvement achieved by the discriminative possibilistic approach compared to its
competitors in terms of precision at different top documents, the MAP and the R-
Precision scores using short queries. To do this, we use the Wilcoxon Matched-Pairs
Signed-Ranks Test as suggested by [17]. This statistical test is a non-parametric
alternative to the paired t-test that enables us to decide whether the improvement by
method 1 over method 2 is significant. Indeed, the t-test computes a p-value based on
the performance data of both methods 1 and 2. The improvement is more significant for
the smaller p-value. Generally, the improvement is statistically significant if the p-value
is small enough (p-value < 0.05).

The improvement of the discriminative possibilistic approach compared to the
probabilistic one is statistically significant (p-value = 0.010793 < 0.05), while it is not
statistically significant (p-value = 0.085831 > 0.05) compared to the probability-to-
possibility transformation-based approach. Globally, these tests confirms again the
performance of our discriminative possibilistic approach in the disambiguation of short
queries using title compared to both the known efficient probabilistic and to the
probability-to-possibility transformation-based approaches using different assessment
metrics. Finally, and in order to provide an objective evaluation of our approach, we are
limited in our empirical comparative study to these two approaches (probabilistic and
possibilistic); because the other state-of-the-art QT techniques detailed in Sect. 2 are
assessed using both different linguistic resources (dictionary and parallel corpora) and
different CLIR test collection for different pair of languages.

Table 1. The improvement percentage of the discriminative compared to both the probabilistic
and the probability-to-possibility transformation-based approaches

Precision
metrics

% improvement Discriminative vs.
Probabilistic

% improvement Discriminative
vs. Possibilistic

P@5 1.53 −1.45
P@10 10.8 7.91
P@15 15.52 11.57
P@20 13.86 8.83
P@30 4.75 0.81
P@50 4.01 0
P@100 −2.88 −5.59
P@1000 0 −2.91
MAP 14.4 8.54
R-Precision 6.14 5.27
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6 Conclusion and Future Work

The translations’ ambiguities in a QT process are considered as cases of imprecision
since many possible translations are available for each ambiguous source query term.
The disambiguation process consists of using the context of the source query which can
be also ambiguous. Consequently, we propose in this paper a new discriminative
possibilistic approach for QT disambiguation dedicated to improve the dictionary-
based QT ones. This new technique has taken advantage of both a parallel text corpus
and a bilingual dictionary in order to overcome some weaknesses of the-state-of-the-art
QT approaches. Indeed, we have modelled the relevance of possible translations within
two measures: the possible relevance allows eliminating irrelevant translations,
whereas the necessary relevance makes it possible to reinforce the translations not
rejected by the possibility. We assessed and compared the discriminative possibilistic
approach using the French-English parallel text corpus Europarl and the CLEF-2003
French-English CLIR test collection. Our experiments highlighted the performance of
our new discriminative possibilistic approach compared to both the known efficient
probabilistic and the probability-to-possibility transformation-based approaches [11]
using different assessment metrics. Indeed, the improvement of the discriminative
approach compared to the probabilistic one is statistically significant in terms of pre-
cision at different top documents, the MAP and the R-Precision.

In spite of its significant efficiency in translating short queries, the discriminative
possibilistic approach suffers from some weaknesses in case of specific domain queries.
Consequently, the identification of the suitable translations requires a domain-specific
translation [23] and a language model. Nevertheless, combining a language model with
a domain-specific translation and their integration in the discriminative approach are
not easy tasks. Moreover, the evaluation processes of our approach should be done in
real contexts by allowing the users to contribute in its assessment. It is also relevant to
assess the impact of QT disambiguation on CLIR efficiency before and/or after query
expansion process using our recent techniques in [3, 13, 15].
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Abstract. In this paper, we describe the development of TALAA-
AFAQ, a Corpus of Arabic Factoid Question Answers that is developed
to be used in the training modules of an Arabic Question Answering Sys-
tem (AQAS). The process of building our corpus consists of five steps, in
which we extract syntactic, semantic features and other information. In
addition, we extract a set of answer patterns for each question from the
web. The corpus contains 2002 question answer pairs. Out of these, 618
question-answer pairs have their answer-patterns. The corpus is divided
into four main classes and 34 finer categories. All answer patterns and
features have been validated by experts on Arabic. To the best of our
knowledge, this is the first corpus of Arabic Factoid Question Answers
which is specifically built to support the development of Arabic QASs
(AQAS).

Keywords: Factoid questions · Answer patterns · Arabic question-
answer corpus

1 Introduction

The interaction of a user with the World Wide Web is most useful when the user
gets short and precise answers to his/her questions. Question-Answering Systems
(QAS) come to satisfy this need. An important challenge facing the development
of good Arabic Question-Answering Systems (AQASs) is the absence of Arabic
Answer Patterns and Arabic Question-Answer corpora.

We present in this paper a corpus that has been developed to support Arabic
QASs. TALAA-AFAQ, a corpus of Arabic FActoid Question-answers consists of
a collection of question-answer pairs that we have classified into main classes
and finer categories; we have also vocalized the questions (i.e. added the Arabic
diacritics to the letters); and extracted a set of lexical, syntactic, and semantic
features. In addition, we have included a set of answer patterns for each question.
To the best of our knowledge, this is the first Arabic corpus that includes very
rich information that supports the various facets of Arabic QASs. This makes
TALAA-AFAQ a rich corpus for this purpose.
c© Springer International Publishing AG 2017
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In the remainder of this paper, Sect. 2 introduces research related to the
development of corpora for QA systems. Section 3 describes TALAA-AFAQ, in
which we describe in detail the building and validation of our corpus. In Sect. 4,
we present different interfaces that we have developed to help the users handle
the corpus as well as contribute to its enrichment. Section 5 presents statistics
related to the corpus and, to conclude, we discuss in Sect. 6 possible applications
as well as some challenges that can be addressed as future work.

2 Related Work

2.1 Question-Answer Corpora for Non-arabic Languages

We have found various works on the development of corpora for QASs, especially
for English. The learning process proposed in [5] for QASs consists of inspecting
a collection of answered questions and characterizing the relation between a
question and its answer through a statistical model. To serve as a collection
of answered questions, they assembled two types of data sets: 1,800 pairs from
Usenet FAQ documents and 5,145 from customer service call-center dialogues.
[1] developed a QAS that was trained on a collection of about 30 000 question-
answer pairs obtained from more than 270 Frequently Asked Question (FAQ)
files on various topics in the FAQFinder project [4]. In [10] the authors built
a large training corpus consisting of QA pairs (for non-factoid questions) with
a broad lexical coverage. The authors reported a total collection of roughly 1
million QA pairs. TrainQA [11] describes the development of an English corpus
of factoid TREC-like QA pairs. The corpus consists of more than 70,000 samples,
each containing a question, its question type, an exact answer to the question, the
different context levels (sentence, paragraph and document) where the answer
occurs inside a document, and a label indicating whether the answer is correct
(a positive sample) or not (a negative sample).

2.2 Arabic Question-Answer Corpora

Research in the field of Arabic QA systems is carried out here and there but one
of the serious challenges facing it is the absence of sizeable Arabic corpora. It
turns out indeed that the development of Arabic QA corpora is less bright than
for other languages. We have found two such QA corpora which are presented in
the remainder of this section. Unfortunately, and to the best of our knowledge,
no Arabic corpus already exists which contains answer patterns and which can
thus support the automatic generation of answer patterns for Arabic QASs. This
explains why we have decided to develop a corpus of question-answer patterns
from scratch. [12] presented a list of 50 definition questions (DefArabicQA),
a set of 50 files containing snippets collected from Wikipedia and a set of 50
files containing snippets from the Google search engine. [9] presented work on
Arabic question-answering by means of instance-based learning from a FAQ
corpus. They described a way of accessing Arabic information using a Chatbot.
Documents containing Frequently Asked Questions were used to build a small
corpus of 412 Arabic QA pairs covering 5 domains.
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3 TALAA-AFAQ: A Corpus of Arabic FActoid
Question-Answers

With the aim of facing the acute need for QAS corpora, we have designed
TALAA-AFAQ in such a way that it can be used in different modules in Ques-
tion Answering Systems. For this reason, we have built a corpus that contains
for each question the right classification, the set of features for each question;
the named entities, keywords, synsets and headword in the question; and the
question POS-tags and question chunks. The development of our corpus was
done in two stages: (1) Building of TALAA-AFAQ, (2) Validation of this corpus.

3.1 Building of the Corpus of Arabic FActoid Question-Answers

In order for the techniques that are used to develop QASs to build robust systems
with good performance, the availability of validated corpora is required. This is
why we have put a lot of effort into building an Arabic factoid question-answer
corpus. The methodology applied to develop this corpus is detailed in this study
as follow:

Step 1: Collection of Question-Answer Pairs. We have first collected a set
of simple Arabic factoid question-answer pairs, that ask for specific information,
while ensuring that the question should be grammatically correct and has only
one correct Answer which is a Named Entity or a numeric value. This step has
used various resources: the QA4MRE@CLEF corpus [3,8], the set of TREC and
CLEF Arabic questions which was made available by Lahsen Abouenour and
Paolo Rosso1, in addition to Question-answer pairs collected from the web, and
others generated from various texts.

Step 2: Classification of the Questions. In the spirit of the model proposed
in [7], we have manually classified our corpus manually classified into 4 main
classes: Name, Location, Time, and Quantity. For each class, we specify the
finer category of the question (34 refined categories) as shown in Table 1.

Step 3: Extraction of Answer Patterns. The aim behind extracting a set of
answer patterns from the question-answer pairs is to use them for the training of
the QAS. The process starts by generating a query through the extraction of the
set of keywords from the question, and these get added to the answer part. Then
the query is sent to the web and a list of snippets is returned the 20 of which
will be selected. The process continues by filtering each document in the list and
selecting the paragraphs which contains the answer. From each paragraph, only
the sentences that contain the answer entity will be returned as the selected set
of patterns for the question-answer pair.

1 http://users.dsic.upv.es/grupos/nle/?file=kop4.php.

http://users.dsic.upv.es/grupos/nle/?file=kop4.php
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Step 4: Vocalization of the Questions. The vocalization (i.e. addition of
diacritics to the Arabic letters) helps in the annotation and chunking process.
It was performed using the Mishkal Arabic Text Vocalization tool2 and then
validated by Arabic language experts.

Step 5: Feature Extraction. In this step, we extracted syntactic and semantic
features from each question in the corpus. These consist in the set of named
entities in the question using [2], the set of keywords and their Synsets, the head
which represents the question focus, and the Part-Of-Speech tags and question
chunks which were generated using the AMIRA tool for Arabic Processing [6].

3.2 Validation of TALAA-AFAQ

The main steps in the process of building TALAA-AFAQ have been validated
via an online web interface which was developed to assist in this task (Fig. 1).
The users are asked to validate the generated answer patterns, the vocalized
questions and the set of extracted features.

Fig. 1. Web interface for the validation of the answer patterns

4 Corpus Access and Usage

The TALAA-AFAQ can be queried via a developed online web interface.
Through this interface, the users can download our corpus or enrich it online. In
addition, the interface allows the validation of extracted features and the eval-
uation of the selected answer patterns for each pair of question-answers in the
corpus. We hope to be able to get the research communitys contribution to the
enrichment and boosting of TALAA-AFAQ.

5 Corpus Statistics

As mentioned above, the TALAA-AFAQ corpus consists of 2002 question-answer
pairs subdivided into in four mains classes (Name, Quantity, Date/Time, Loca-
tion), each of which is subdivided into finer categories that contain questions

2 http://tahadz.com/mishkal/.

http://tahadz.com/mishkal/
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Table 1. Number of questions in each finer category

Main classes Finer categories

Numeric(420) Speed(2), Age(26), Average(2), Count(276), Power(2),
Weight(11), Distance(45), Duration(23), Money(18),
Percent(8), Temperature(6)

Name(926) Group(11), Individual(899), Club(26)

Location(323) Address(13), Location Boundaries(4), Continent(9),
River(1), Country(121), Gulf(3), Island(4), Mountain(2),
Sea(2), Ocean(2), Place(22), Planet(1), Quran Location(2),
State(137)

Time/Date(321) Date(81), Day(1), Month(6), Period(28), Year(204)

that ask for finer types of entities. The number of questions per finer category
is as given in Table 1.

The numbers of question-answer pairs which have answer patterns are shows
in Fig. 2. In addition, the number of validated and non-validated answer patterns
for each main class.

Fig. 2. Number of question-answer pairs sent/or not to the web along with the number
of validated and non-validated answer patterns per QA main class

Figure 3 shows one instance of question-answer pair with all validated infor-
mation, presented as a package in TAALA-AFAQ:

Fig. 3. Example of a (Question-Answer) package in TALAA-AFAQ
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6 Conclusion and Future Work

In this paper, we have described the development of TALAA-AFAQ, a corpus
that is intended to help on many tasks in Arabic QAS. Our corpus consists
of 2002 question-answer pairs collected from various resources. The corpus was
classified into 4 main classes and 34 finer categories; after that, we extract set
of answer patterns of 618 question-answer pairs, from the web. It was enriched
by the vocalization of the questions and a set of lexical, syntactic and semantic
features. To make the TALAA-AFAQ corpus available to the research community
and to boost its development, a web application with an easy-to-use interface has
been developed to allow language experts to enrich the corpus and go through
the process of validation of QA patterns. We believe that TALAA-AFAQ is much
needed by the community working on Arabic QASs.
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Abstract. Frequently asked questions (FAQ) collections are a popular
and effective way of representing information, and FAQ retrieval sys-
tems provide a natural-language interface to such collections. An impor-
tant aspect of efficient and trustworthy FAQ retrieval is to maintain
a low fall-out rate by detecting non-covered questions. In this paper we
address the task of detecting non-covered questions. We experiment with
threshold-based methods as well as unsupervised one-class and super-
vised binary classifiers, considering tf-idf and word embeddings text rep-
resentations. Experiments, carried out on a domain-specific FAQ collec-
tion, indicate that a cluster-based model with query paraphrases outper-
forms threshold-based, one-class, and binary classifiers.

Keywords: FAQ retrieval · Novelty detection · Question answering

1 Introduction

Frequently asked question (FAQ) collections are document collections comprised
of edited question-answer pairs (henceforth: FAQ-pairs). FAQ collections offer
an effective and intuitive way of presenting information to the users. FAQ are
popular with large-scale sevice providers, and are typically domain-specific.

While the task of FAQ retrieval has received considerable attention, not much
work has been done on the task of detecting when a user’s query is not covered
by a FAQ collection. This task is not trivial and it is of particular importance
for FAQ retrieval: as FAQ collections are of limited coverage, there is a chance
of retrieving a non-relevant FAQ-pair, leading to a high fall-out rate (probabil-
ity of false alarms). A high fall-out rate reduces the retrieval effectiveness and
inevitably erodes the users’ trust in the retrieval system.

In this work we address the task of detecting when a user query is not covered
by a FAQ collection. More specifically, the system must classify a user’s query as
covered or not-covered. We see three benefits of solving this task. First is the reduc-
tion of fall-out rates, increasing user’s trust in the system. Secondly, reliable detec-
tion of covered user’s queries could be used to reduce the workload on customer
support services, as only the non-covered queries would have to be forwarded to
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 387–390, 2017.
DOI: 10.1007/978-3-319-59569-6 47
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human agents. Thirdly, it would allow for more efficient maintenance and updat-
ing of the FAQ collection. We tackle the task using several methods with varying
degree of supervision. We demonstrate the difficulty of the task and – although
our results are preliminary – identify the most promising methods for solving it.

2 Related Work

One of the first works to tackle FAQ retrieval was the FAQFinder system [1]. The
system presented in [2] leverages additional metadata associated with FAQ-pairs.
Considerable improvements were obtained using supervised machine learning
with similarity-based features [3] and network-based representations [4].

To the best of our knowledge, this is the first work to explicitly focus on
the detection of non-covered questions in FAQ collections, rather than having
it as one component of a larger system. From a machine learning perspective,
this task is related to the well-studied problem of novelty detection. One of the
most successful algorithms for novelty detection is the one-class SVM [5]. For an
overview of novelty detection methods, the reader is referred to [6].

3 Retrieval Models

We frame the task as follows: given a user’s query qnew , the system should classify
it as either covered or not-covered. We experiment with two groups of models.

Retrieval-based models. This is a baseline approach in which an information
retrieval model is first used to retrieve a ranked list of potentially relevant FAQ-
pairs, after which the query qnew is classified as covered if the score of the top
ranked document is above a threshold t. To this end, we rely on the classic
BM25 model, as well as a standard tf-idf-weighted vector space retrieval model.
We optimize the threshold t on a small validation set.

Cluster-Based Models. In this approach we assume that we have access to a set
of queries, Q = {q1, . . . , qN}, that we know are covered by the FAQ collection.
Moreover, we assume that we know which of the given queries address the same
information need. Thus, the queries can be grouped into clusters, {C1, . . . , CM},
where all queries from the same cluster Ci represent different wordings (para-
phrases) of the same information need. The number of clusters corresponds to
the number of distinct information needs covered by the FAQ collection. The
advantage of such a setup is that we can now model every information need cov-
ered by the FAQ collection using a cluster of queries. To determine whether a
new query is covered, our procedure finds the query that is most similar to qnew .
If this similarity is above a threshold t, the query is classified as covered, other-
wise it is classified as non-covered. More formally, qnew is classified as covered iff
maxi

{
sim(qnew , Ci)

} ≥ t. Same as for the retrieval-based models, t is optimized
on a validation set. In a realistic scenario, we cannot expect to have available
the paraphrased queries pertaining to the same information need. However, these
can be easily produced by rephrasing the question parts of FAQ-pairs already
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Table 1. Classification performance of all models (averages of 10 measurements).

Model P R F1

BM25 0.635 0.902 0.738

VS 0.635 0.896 0.737

Cos 0.741 0.874 0.794

SVMdist 0.588 0.994 0.733

SVMvote 0.821 0.416 0.551

BSVMdist 0.882 0.613 0.714

BSVMvote 0.894 0.606 0.718

present in the collection. We argue that for FAQ collections typically used by
large-scale service providers, whose size is typically a few hundred questions, it
is feasible to produce paraphrases for the entire collection. We expect models
that leverage this additional information to perform better than the baselines,
justifying additional annotation effort. As the vector representation of text for
all models, we experiment with PARAGRAM vectors described in [7], since they
outperformed standard tf-idf weighted vectors in preliminary experiments. We
investigate several ways to implement the sim(qnew ,Ci) function:

Cos – similarity is the an aggregation of cosine similarities of qnew and qi ∈ Ci.
We experiment with min, max , mean as the aggregation function;
SVMdist – for each cluster, we train a one-class SVM [5] with covered as the
positive class. The kernel type and kernel parameters are optimized on the valida-
tion set. The similarity is the distance between qi and the separating hyperplane
for the SVM corresponding to Ci (if qnew is deeper inside the positive side of the
separating hyperplane, then the similarity is higher);
SVMvote – one-class SVM models are trained in the same way as for the
SVMdist model. The similarity is defined as 1 if Ci classified qnew as a positive
example and 0 otherwise. Threshold t is set to 0.5. With these modifications,
SVMdist degenerates into a voting scheme, i.e., qnew will be classified as covered
if at least one of the SVM models classifies it as belonging to its cluster;
BSVMdist – same as SVMdist but with binary SVM models, considering all
examples outside of Ci as negative. Class imbalance problems are handled by
oversampling the positive class;
BSVMvote – the same scheme that transforms SVMdist to SVMvote is used
to transform BSVMdist into BSVMvote.

4 Experiments

To evaluate the models, we use FAQIR, a domain-specific FAQ retrieval collec-
tion compiled by [8]. To make the evaluation more realistic, we modified the
dataset as follows. First, we removed from the dataset all FAQ-pairs that are
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not relevant for any of the queries. The rationale for doing so is that FAQ collec-
tions are generally compiled specifically for the popular queries that are repeated
often. This step left us with 779 FAQ pairs. Furthermore, to simulate the absence
of questions from the FAQ collection, we randomly chose 25 out of the 50 queries
and removed all FAQ-pairs relevant for these queries from the collection.

We evaluate the models using nested cross-validation with 5 inner and 10
outer folds. Results are given in Table 1. We observe that the best clustering-
based models outperform retrieval-based baselines. The SVMdist model achieves
exceptionally high recall, the BSVMdist model achieves good precision, while the
Cos model achieves the best trade-off in terms of the F1-score.

5 Conclusion

We addressed the task of detecting non-covered questions in domain-specific fre-
quently asked question (FAQ) collections. The best results were obtained using a
cluster-based model with word embedding representations of query paraphrases.
On our dataset, this model considerably outperforms all other considered models.
We note that this model relies on manually compiled query paraphrases, how-
ever we argue that the increased performance justifies the low effort required
for paraphrase compilation. These preliminary results provide a basis for further
experiments on detecting non-covered FAQ questions. An immediate direction
for future work is more extensive experimentation with different word represen-
tations and similarity functions across several different data sets.
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Abstract. We introduce a vector space representation of concepts using
Wikipedia graph structure to calculate semantic relatedness. The pro-
posed method starts from the neighborhood graph of a concept as the pri-
mary form and transfers this graph into a vector space to obtain the final
representation. The proposed method achieves state of the art results on
various relatedness datasets.

Combining the vector space representation with standard coherence
model, we show that the proposed relatedness method performs success-
fully in Word Sense Disambiguation (WSD). We then suggest a different
formulation for coherence to demonstrate that, in a short enough sen-
tence, there is one key entity that can help disambiguate every other
entity. Using this finding, we provide a vector space based method that
can outperform the standard coherence model in a significantly shorter
computation time.

Keywords: Semantic relatedness · Entity representation · Word Sense
Disambiguation · Graph methods

1 Introduction

Semantic Relatedness is a real valued function defined over a set of concept-
pairs that can reflect any possible taxonomic or non-taxonomic relation between
them. This measure can be extracted from either unstructured corpora or lexical
resources, each with their own pros and cons [1]. Regarding knowledge based
methods, Wikipedia is gaining popularity due to its broad coverage of concepts
and named entities in different domains; previous research shows that it can
perform close to or even better than human curated domain specific ontologies
and corpora [29]. Wikipedia graph structure provides a rich source for many
graph based Natural Language Processing (NLP) methods and has been used
extensively in text analysis. Our research is motivated by this graph structure,
and investigates efficient and effective ways to represent a concept using this
structure for calculating semantic relatedness. Relying on vector representation
is not necessary for semantic relatedness calculation, but it can provide a large
repository of methods and techniques, referred to by Vector Space Model (VSM).

The proposed method is in fact a compromise between two extremes: one is
to use only in-coming or out-going links of a concept to represent it [20], and the
c© Springer International Publishing AG 2017
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other is to use the whole Wikipedia graph to extract the representation [2,31].
While the former keeps the task simple, it does not take advantage of the full
network structure, and the latter makes the task so complex that it is practically
intractable. We conjecture that using the neighborhood of a vertex benefits the
representation compared to merely in (out)-links, and also that using vertices
further away does not contribute to the representation, and may even decrease
the quality. We demonstrate the quality of the representations in both semantic
relatedness and word sense disambiguation.

To evaluate in WSD, we start from standard coherence model formulated in
Integer Programming to provide a fair comparison with the most popular relat-
edness method in WSD, i.e., WLM [20]. Then, based on our observations, we
conjecture that in a short sentence, there is one key entity that suffices to dis-
ambiguate other entities. Using this assumption, we first simplify the coherence
definition and provide a quadratic time algorithm that can confirm our con-
jecture experimentally. Using this finding, we provide a simple and linear time
complexity algorithm that can benefit from vector space calculations and achieve
superior results compared to the coherence model, but with a dramatically lower
cost.

2 Related Work

Relatedness from Wikipedia. Semantic relatedness approaches are catego-
rized as distributional or knowledge based. The broad coverage of domain spe-
cific terminologies and named entities in Wikipedia has made it a highly popular
knowledge source in recent years. A wide range of approaches have been used to
calculate semantic relatedness from Wikipedia, including adaptations of ontol-
ogy based methods (WikiRelate [26]), distributional (Kore [11], CPRel [12]),
graph-based (Wikipedia Link Measure (WLM)) [20], HITS-Sim [29]) or hybrid
(WikiWalk [31]). To the best of our knowledge, WLM is the most popular method
in different applications of Wikipedia, such as Named Entity Recognition [4,27].

A more recent graph based approach is a Personalized PageRank (PPR)
based method (UKB) [2] which was previously shown to be the state of the art
for WordNet [1], but was not very successful on Wikipedia (WikiWalk)[31]. UKB
achieved this improvement over WikiWalk by using only reciprocal links. The
main idea of the PPR based methods is to run Personalized PageRank on the
whole graph, but customized for a given concept. Being interesting from theoret-
ical point of view, it has some limitations in realistic applications: first, using the
whole link structure of Wikipedia is practically impossible; second, most of the
non-popular entities of Wikipedia do not have a considerable number of recipro-
cal links. Another similar graph based method, HITS-Sim [29] ranks the vertices
in the neighborhood. Despite achieving good results, at the end it works only
by using a mixture of list similarity metrics and combining different similarities
from different neighborhoods. As a result, it fails to provide any representation,
which limits its applicability to different tasks. Several distributional methods
have been proposed for utilizing the text of Wikipedia, such as representing a
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concept using the anchor texts (CPRel [12]) or the keywords (Kore [11]) in the
page associated with it. More recent techniques are mainly focused on applica-
tions of word2vec [18] on the Wikipedia text to represent the concepts [30].

Word Sense Disambiguation (WSD). WSD is a classic NLP task with a
wide range of approaches. In the context of Wikipedia, it is defined as a sub-
task of a more general one, Named Entity Linking, that is linking mentions of
entities in the text to a knowledge base. While using semantic relatedness is not
necessary for the task [16], most entity linking systems benefit from it [4,27]. In
this context, relatedness is usually referred to by semantic coherence and can
be incorporated in a variety of ways in the disambiguation, for example as a
link weight in a subgraph mining algorithm [11], but mostly as a feature fed
to a classifier [4,27]. Most of the mentioned methods use WLM as a popular
relatedness method, although there exist some other tailored relatedness for this
task, such as Kore [11].

3 Concept Representation

We start from preprocessing Wikipedia hyperlink structure and create the graph
G(V,E) following the guidelines of [29]. Given a vertex v, the concept is repre-
sented in the space of Wikipedia graph vertices. This is done in two steps, (1)
we extract the closed neighborhood graph for v, Gv = (Vv, Ev) with adjacency
matrix Av. (2) embed Gv in a vector space defined by the Wikipedia graph
vertices. Five different methods are evaluated to embed the graph into vector
space: Spectral embedding (Fiedler’s vector) [6], HITS [14], Centrality (Katz)
[13] and PageRank [22] (and Reverse PageRank [10]). All these methods return
a normalized vector of assigned values to each node in Vv. This vector is then
augmented by letting the value of vertices not in Vv to zero. This leads to the
embedding of Gv, hence the representation of v, denoted by R(v). Among all
the vectorizing methods, we only explain the winner, which is Reverse PageR-
ank (rvsPageRank). Having the vector representations of two concepts, u and
v, semantic relatedness is defined to be the cosine similarity of the two vectors,
denoted by R(u) · R(v).

We typically could use the whole neighborhood, or using only in or out neigh-
borhoods as defined in [29]. We chose to embed both neighborhoods separately
and then calculate the average vector. This way we can compare the importance
of each neighborhood as well. The results reported in this paper are obtained by
the average vector, unless otherwise stated.

3.1 (Reverse) PageRank

PageRank [22] is a link analysis algorithm primarily used to rank search engine
results. It is defined as a process in which starting from a random vertex, a
random walker with probability α is moving to a random neighbor, or with
probability 1 − α jumps to a random vertex. The values are the limiting proba-
bilities of finding the walker on each vertex. Let Dn×n be the diagonal matrix
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with the out-degree of each vertex on the diagonal. If we set W = AT D−1, then
the PageRank vector, initialized with 1/n, where 1 is a vector of length n, can
be obtained from prt+1 = (1 − α) 1

n1 + αWprt.
Reverse PageRank can be obtained from PageRank simply by inverting the

directions of the edges of the Graph. We had various motivations to analyze
rvsPageRank and it showed to be the most successful embedding: (i) HITS
results showed that hub-score were outperforming authority scores on out-
neighborhood, and rvsPageRank calculates the hub scores similar to HITS [8],
(ii) It has a higher convergence rate and more potential to be locally approxi-
mated [3] (iii) A Wikipedia page is defined and explained by its outgoing rather
than incoming links and in such cases, reversing the links makes more sense to
get the importance of the page in a network, similar to the case of calculating
trust [10].

4 Word Sense Disambiguation (WSD)

In this section we formulate the WSD problem as an optimization that merely
is focused on the quality of the concept representations. We do this by ignoring
other aspects of the problem, such as the effect of non-mention words, prior
distributions of entities or null-mentions.

For every entity e, there exist one or more string representations, a.k.a men-
tions of e, and vice versa. This forms a many-to-many relationship from mentions
to entities. By ignoring non-mention phrases in the text, i.e., phrases that cannot
possibly refer to any entity, we can represent a sentence S by a list of mentions
M = [m1, . . . ,mn]. Each mention mi can have ki potential senses or candidates:
Ci = {c1i , . . . , c

ki
i } and C =

⋃
i Ci is the set of all candidates. The goal is to find

E = [e1, . . . , en] where ei is the “correct” entity to which mention mi refers,
using “only” the semantic relatedness between the concepts.

4.1 Coherence Modeling Using Integer Programming (IP)

While there can be many different ways to measure the coherence of a sentence,
the most popular one is defined by the sum of all mutual semantic relatedness
of the entities of a sentence [15,27]. Let r(·, ·) be the relatedness function and
Ê = [ê1, ..., ên] be a solution, i.e., each mi is resolved to êi, then the problem is
to find the E∗ that maximizes the coherence:

E∗ = arg max
Ê∈(C1×···×Cn)

∑

i<j

r(êi, êj) (1)

Finding optimal solution for Eq. 1 is NP-complete, hence, we use the approach
taken by [15] to solve the NP-complete problem directly by formulating it as an
Integer Programming (IP):

Let sk
i denote whether or not ck

i is selected, sk,l
i,j denote if both ck

i and cl
j are

selected and rk,l
i,j = r(ck

i , cl
j). We can formulate the disambiguation problem as a

Binary IP problem
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Maximize
∑

i<j

sk,l
i,j r

k,l
i,j for 1 ≤ i, j ≤ n, 1 ≤ k ≤ ki, 1 ≤ l ≤ kj

subject to: sk
i ∈ {0, 1} and sk,l

i,j ∈ {0, 1}
∀i

∑

k

sk
i = 1

∀i, j, k, l : sk,l
i,j < sk

i and sk,l
i,j < sl

j (2)

Given a sentence S, an IP is built and solved to find the correct senses for
each mention using COIN-OR Branch and Cut Solution (CBC) [17]. Arbitrary
sized sentences are chunked and fed to the solver to keep the problem tractable.

4.2 Key Entity Modeling

Plato Entity Linker [16] conjectures that, for each mention, there is usually
one context word that suffices to disambiguate it. Using this assumption, they
provide a probabilistic model, referred to as selective context model. Motivated by
this, we advance the idea and conjecture that, given a short sentence, there exists
one entity, referred to as “key entity” in this paper, that can help disambiguating
every other one. With the key entity denoted by e∗, this assumption will lead to
a different formulation for coherence:

(e∗, E∗) = arg max
ε∈C

Ê∈(C1×···×Cn)

n∑

i=1

r(ε, êi) (3)

Unlike Eq. 1, there is a quadratic time solution for this optimization. We first
assign to each entity εi ∈ C a best candidate list Bi = [b1i , ..., b

n
i ] where bj

i is the
best candidate for mj assuming εi be the key entity, i.e., the most similar entity
to εi in Cj . Next, we find the Bi with maximum coherence w.r.t its corresponding
key, εi:

Step 1: ∀εi ∈ C,Bi =

[

arg max
t∈Cj

r(εi, t) | ∀j ≤ n

]

(4)

Step 2: E∗ = arg max
Bi

∑

t∈Bi

r(εi, t)

both steps have O(|C|2) complexity. Our experiments demonstrate the effective-
ness of this method, hence, the existence of such key entity.

4.3 VSM Key Entity Recognition

While solving Eq. 3 is computationally faster, the improvement is not dramatic.
Key entity model, similar to IP, needs to calculate |C|2 similarities which can
be very expensive even with fast relatedness methods. Both our embedding and
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WLM have n log n complexity with n being the number of neighbors (and assum-
ing that the embeddings are computed offline), and moreover, the big size of
Wikipedia and hardware limitations leads to I/O delay in accessing those neigh-
bors, making the whole process expensive. But fortunately the insight that this
approach gives is promising. Inspired by the existence of this key entity, we aim
to guess it by benefiting from the vector representations. The idea is to assume
the key entity to be the one that can be resolved with the highest certainty,
defined as follows. We extend the definition of R(·) to mentions, and define the
representation of a mention m, R(m), to be the average of its candidate rep-
resentations, and the context vector w.r.t mention m, R̂m, to be the average of
other mention representations in the sentence.

Let R(mi) =
1

|Ci|
∑

t∈Ci

R(t) and R̂(mi) =
1

n − 1

∑

mj∈M\mi

R(mj) (5)

And let’s assume that for each mention mi, k1
i and k2

i be the best and second
best candidates w.r.t its context vector:

k1
i = arg max

t∈Ci

R(t) · R̂(mi) and k2
i = arg max

t∈Ci\{k1
i }

R(t) · R̂(mi) (6)

We assume that the difference between the similarities of k1
i and k2

i to the
context representation of mi, R̂(mi), is a good indicator of how certain we are
in resolving mi to the entity k1

i . Therefore, we define the key entity k∗ to be the
one that has the largest margin with its closest competitor:

k∗ = k1
i where i = arg max

i≤n

{
R(k1

i ) · R̂(mi) − R(k2
i ) · R̂(mi)

R(k2
i ) · R̂(mi)

}

(7)

Once k∗ is found, the disambiguated entities E∗, are those with maximum
cosine similarity to R(k∗).

E∗ =
[

arg max
t∈Ci

R(t) · R(k∗) | i = 1 . . . n

]

(8)

Our VSM based key entity recognition method has a linear complexity in
terms of the number of candidates |C| and also calculates only 2|C| similarities.
Surprisingly, the experiments demonstrate that this method, despite its sub-
optimality in terms of coherence, can outperform previous models in terms of
precision. This is not a contradiction: coherence is a measure to predict precision,
but does not imply it.

5 Experiments

5.1 Experiment 1: Semantic Relatedness

As pointed out by [29], Wikipedia does not cover general domain words as well as
a general lexicon such as WordNet, while its main advantage is in domain specific
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vocabularies and entities. We evaluate all methods on both general and domain
specific datasets, but emphasize that due to large number of non-covered or low
quality pages for the general domain, the comparisons on the domain specific
datasets (the right side of Table 1) are more meaningful.

Relatedness datasets typically are lists of word pairs along with their related-
ness associated by experts. In the general domain we use three datasets, Miller
and Charles (MC) [19] (28 pairs), Rubenstein and Goodenough (RG) [28](65
pairs) and the WordSimilarity353 collection [7] disambiguated to Wikipedia
[21](318 pairs). For domain specific datasets we focus on the biomedical domain
that has high quality datasets and are mapped to Wikipedia concepts [29],
namely Pedersen (29 pairs) [25], Mayo benchmark (101 pairs) [24], UMN Simi-
larity benchmarks (587 pairs) [23] and UMN Relatedness benchmarks (566 pairs)
[23]. We also evaluate on a dataset specifically curated for Wikipedia relatedness,
Kore-relatedness [11]. Kore-relatedness has a different structure and the task is
to sort a list of concepts with respect to relatedness to a given concept.

Baselines. Among graph based methods, we use WLM, UKB, HITS-Sim and
two graph similarity metrics. We reimplemented WLM and for UKB, we used the
provided source code1. Among distributional methods, we choose the most recent
approaches, CPRel, Kore and the word2vec embedding method [18]. Concepts
are often more than one single word and this affects word2vec performance,
hence we try two different approaches. First, we use the original method for
phrase detection [18], to which we refer by word2vec1, and then we use the
embeddings from [30], to which we refer by word2vec2. The latter goes through
a preprocessing that uses the link structure of Wikipedia and unifies different
entity mentions by replacing them with the entities they are linked to (we our
best result was obtained with dimensionality set to 300).

Vectorizing the two graphs is not the only way to compare them, because
there exist a few (pure) graph similarity metrics. In our case, the two graphs are
both induced sub-graphs from Wikipedia and therefore, vertex overlap would
result in edge overlap to some extent, referred to by Graph-Overlap (or simply
overlap in the tables). A better approach is to use a variation of Normalized
Graph Edit Distance (NGED) [9] to compare the graphs. NGED, similar to
edit distance in strings, tries to convert one graph to another by means of a
few operations (vertex/edge insertion/deletion/substitution) with different costs
for each operation. The problem is NP-complete in general. In our case edge
substitution is never the case (they are induced subgraphs from the same graph).
We let vertex substitution cost be ∞ for two vertices that have different labels
and every other cost to 1, and derive a simple version of NGED:

NGED(G1, G2) =
|V1 � V2| + |E1 � E2|
|V1 ∪ V2| + |E1 ∪ E2| (9)

1 http://ixa2.si.ehu.es/ukb/.

http://ixa2.si.ehu.es/ukb/
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Table 1. Comparison between Wikipedia based methods: correlation across measures

and ground truth. �: automatic phrase detection, †: manual concept resolution using
anchor texts

General datasets Wikipedia Datasets

Method mc rg ws353 kore-ds Ped Mayo umn-sim umn-rel

Size 28 65 318 400 29 101 566 587

cprel .83 .79 .64

kore (method) .67

word2vec�
1 .85 .77 .62 0 .35 .17 .17 .12

word2vec†
2 .81 .78 .63 .53 .66 .29 .30 .38

WLM .86 .82 .68 .68 .67 .49 .58 .5

UKB .87 .87 .7 .66 .82 .39 .55 .51

HITS-Sim .88 .81 .71 .67 .71 .52 .59 .52

overlap .86 .8 .69 .63 .64 .44 .54 .44

NGED .86 .79 .66 .6 .70 .48 .56 .5

Fiedler .72 .7 .55 .52 .80 .5 .49 .44

Katz .75 .73 .55 .62 .63 .52 .45 .37

HITS auth .85 .72 .67 .56 .59 .49 .47 .41

HITS hub .86 .77 .69 .62 .62 .52 .56 .51

PageRank .8 .69 .61 .54 .16 .12 .22 .15

rvsPageRank .90 .82 .72 .72 .69 .56 .62 .57

where � is the symmetric difference of the two sets. We did not perform any
parameter tuning and used popular default values for the constants, i.e., α =
0.005 for Katz and α = 0.85 for PageRank.2

Relatedness Performance. The results provided in Table 1 show that neigh-
borhood embedding methods are mostly successful. More specifically, rvsPageR-
ank stands out among all and obtains the most promising results. The only
exception is UKB on RG and Pedersen, which are relatively small datasets com-
pared to the rest and moreover, UKB is more than 40 times slower than our
method (1.74 s per concept for rvsPageRank versus 78 s for UKB).

Which Neighborhood Matters? We compare in- and out-neighborhoods
in Table 2 and we observe that, as preferred, out-neighborhood can bene-
fit more from the embedding and generate promising results. Preferring out-
neighborhood results from having a significantly lower upper-bound and a lower
variance (vertices having too many or too few neighbours) on the size: in the
version of Wikipedia we experimented with, the maximum number of outgoing
2 We use Wikipedia 20160305 dump for relatedness.
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links is less than 3000, while the maximum in-link is almost one million. This
results in a more robust, and much faster embedding on the out-neighbourhood.

From the table we can also see that the main advantage of rvsPageRank is
its ability to embed out-neighborhood while PageRank performs very poorly,
as expected. We also tried reciprocal links, as conjectured by [2], which did
not work in our case (not reported in the paper due to lack of space), mainly
because there is a much lower number of them and many of the concepts do not
have any. While it needs to be noted that the main advantage of word2vec and
generally distributional methods is their ability to represent non-concept words,
they underperform when dealing with concepts, mostly due to the rarity of many
concepts in the Wikipedia text, while on the other hand the graph is rich: many
concepts are not mentioned in the text of Wikipedia, while they play a role in
the graph structure via their links to other pages and categories.

Off-the-Shelf Usage: Publicly Available Embeddings. PageRank can be
calculated using power iteration and can converge in a reasonable time. Table 2
summarizes some performance statistics about the method. While on-the-fly per-
formance is acceptable (1.74 s, compared to 78 s for UKB), real-time performance
can be achieved by calculating the embeddings offline. All the pre-embeddings,
the source code for calculating the embeddings and the evaluated datasets, along
with a web-service to facilitate the incorporation are available from the project
website under MIT license3. Experiments are performed on a 32× 2.0 GHz core
computer with 256 GB of RAM.

5.2 Experiment 2: Word Sense Disambiguation

We evaluate our proposed method as well as graph overlap, WLM and word2vec2
on five different datasets: AQUAINT [21] (50 documents from news), MSNB [5]
(20 news document) and Kore [11] (50 human curated hard sentences). We use
two large scale datasets: (a) CoNLL annotated by [11] that consists of 1393

Table 2. Graph comparison (with no-embedding) vs embedding on different kinds of
subgraphs.

Graph stats Method kore rel Ped Mayo umn sim umn rel

in Size 1440 overlap .62 .62 .46 .58 .5

Sparsity .87 NGED .61 .72 .49 .59 .53

T (on the fly) 1.74 (s) PageRank .68 .67 .52 .59 .53

T (pre-embedding) 008 (s) rvsPageRank .64 .67 .58 .59 .53

out Size 302 overlap .61 .61 .43 .49 .4

Sparsity .78 NGED .62 .64 .48 .51 .44

Time (s) (on the fly) .22 PageRank .28 -.08 .02 .14 .06

Time (s) (pre-embedding) .001 rvsPageRank .71 .65 .53 .59 .53

Both� Cols 4-8 form Table 1 rvsPageRank .72 6̇9 .56 .62 .57

3 http://cgm6.research.cs.dal.ca/∼sajadi/wikisim/.

http://cgm6.research.cs.dal.ca/~sajadi/wikisim/
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articles and (b) the first 5000 article of Wikipedia (Wiki dataset). Because enti-
ties are not necessarily linked throughout the whole article, we only choose the
opening paragraphs which tend to have a higher quality4. We experiment with
candidate lists of size 5, 10 and 15 (any number beyond 15 was not feasible with
our hardware), the list always contains the correct entity. Sentences are chunked
and each chunk consists up to 5 mentions.

Standard Coherence: Evaluation of Our Relatedness Method. We plug
different relatedness methods into IP (Eq. 2) and solve the equation to find the
entities. Macro average precisions is reported over the five datasets and different
candidate numbers, shown in Table 3. Our embedding based method outperforms
other methods in most of the datasets and this trend stays the same with the
increase of the number of candidates.

Table 3. Integer programming results for WSD: macro average precision for WSD
methods across different candidate numbers and datasets

Can# Method msnbc aquaint kore conll wikipedia

5 overlap .82 .64 .74 .68 .64

WLM .83 .69 .78 .67 .62

word2vec2 .84 .62 .81 .69 .63

rvsPageRank .86 .72 .86 .73 .67

10 overlap .78 .55 .68 .59 .58

WLM .78 .59 .76 .58 .55

word2vec2 .79 .53 .74 .63 .57

rvsPageRank .82 .64 .75 .66 .59

15 overlap .76 .51 .62 .52 .53

WLM .76 .55 .72 .54 .49

word2vec2 .77 .49 .65 .57 .56

rvsPageRank .80 .59 .72 .61 .54

The Proposed Key Entity Recognition Vs Standard Coherence Model.
The idea that there exist only one entity that can disambiguate the rest as well
as full coherence model (Eq. 3), is supported by the results in Table 4. The results
for our proposed VSM key entity recognition method are shown in the same table.
The model can be very successful despite its simplicity. The main strength point
of the model is its speed, summarized in Fig. 1 (log scale). As we see, a better
performance with a dramatic speedup (more than 50×) provides more evidence
for the quality of the embeddings.

4 The dataset is publicly available on the project website.
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Table 4. comparison (MAP) of � stan-

dard Coherence, † key entity Modeling
and, ‡ VSM based key entity recognition.

Can# Method ms-nbc aqu-aint kore co-nll wiki

5 ILP� .87 .71 .86 .73 .74

key† .87 .70 .87 .73 .75

key-vsm� .87 .70 .89 .81 .79

10 ILP .82 .64 .77 .67 .65

key .82 .61 .79 .67 .68

key-vsm .82 .64 .77 .76 .71

15 ILP .80 .59 .75 .63 .61

key .80 .56 .73 .62 .66

key-vsm .81 .59 .75 .73 .67
Fig. 1. log-lin of time spent for 3 largest
datasets

6 Conclusion

We presented a vector space representation for Wikipedia concepts that per-
forms better in semantic relatedness and also word sense disambiguation. The
representation is constructed by vector space embedding of the neighborhood
graph of the concept. We demonstrate that our method can outperform similar
methods on various relatedness datasets. We also evaluated the method in a
word sense disambiguation task by using a standard coherence modeled based
on Integer Programming (IP) and demonstrated that it performs better than
the other methods used in this task. Moreover, by reformulating coherence, we
demonstrated that there is often one key entity in a sentence that can help disam-
biguating the rest of the entities. This finding led to a very fast yet more accurate
method that we refer to as VSM key entity recognition. We make available the
concept embeddings for public use so that they can be simply incorporated in
any NLP relatedness task with minimum overhead.
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Abstract. Different semantic interpretation tasks such as text entail-
ment and question answering require the classification of semantic rela-
tions between terms or entities within text. However, in most cases it is
not possible to assign a direct semantic relation between entities/terms.
This paper proposes an approach for composite semantic relation clas-
sification, extending the traditional semantic relation classification task.
Different from existing approaches, which use machine learning models
built over lexical and distributional word vector features, the proposed
model uses the combination of a large commonsense knowledge base of
binary relations, a distributional navigational algorithm and sequence
classification to provide a solution for the composite semantic relation
classification problem.

Keywords: Semantic relation · Distributional semantic · Deep learn-
ing · Classification

1 Introduction

Capturing the semantic relationship between two concepts is a fundamental oper-
ation for many semantic interpretation tasks. This is a task which humans per-
form rapidly and reliably by using their linguistic and commonsense knowledge
about entities and relations. Natural language processing systems which aspire to
reach the goal of producing meaningful representations of text must be equipped
to identify and learn semantic relations in the documents they process.

The automatic recognition of semantic relations has many applications such
as information extraction, document summarization, machine translation, or the
construction of thesauri and semantic networks. It can also facilitate auxiliary
tasks such as word sense disambiguation, language modeling, paraphrasing, and
recognizing textual entailment [5].

However it is not always possible to establish a direct semantic relation given
two entity mentions in text. In the Semeval 2010 Task 8 test collection [5] for
example 17.39 % of the semantic relations mapped within sentences were assigned
with the label “OTHER”, meaning that they could not be mapped to the set of

c© Springer International Publishing AG 2017
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9 direct semantic relations1. In many cases, the semantic relations between two
entities can only be expressed by a composition of two or more operations. This
work aims at improving the description and the formalization of the semantic
relation classification task by introducing the concept of composite semantic
relation classification, in which the relations between entities can be expressed
using the composition of one or more relations.

This paper is organized as follows: Sect. 2 describes the semantic relation
classification problem and the related work followed by the proposed composite
semantic relation classification (Sect. 3), Sect. 4 describes the existing baseline
models; while Sect. 5 describes the experimental setup and analyses the results,
providing a comparative analysis between the proposed model and the baselines.
Finally, Sect. 6 provides the conclusion.

2 Composite Semantic Relation Classification

2.1 Semantic Relation Classification

Semantic relation classification is the task of classifying the underlying abstract
semantic relations between target entities (terms) present in texts [10]. The
goal of relation classification is defined as follows: given a sentence S with
the pairs of annotated target nominals e1 and e2, the relation classification
system aims to classify the relations between e1 and e2 in given texts within
the pre-defined relation set [5]. For instance, the relation between the nominal
burst and pressure in the following example sentence is interpreted as
Cause-Effect (e2, e1).

The < e1 > burst < /e1 > has been caused by water hammer < e2 >
pressure < /e2 >.

2.2 Existing Approaches for Semantic Relation Classification

Different approaches have been explored for relation classification, including
unsupervised relation discovery and supervised classification. Existing literature
have proposed various features to identify the relations between entities using
different methods.

Recently, Neural network-based approaches have achieved significant
improvement over traditional methods based on either human-designed features
[10]. However, existing neural networks for relation classification are usually
based on shallow architectures (e.g., one-layer convolutional neural networks or
recurrent networks). In exploring the potential representation space at different
abstraction levels, they may fail to perform [15].

The performance of supervised approaches strongly depends on the qual-
ity of the designed features [17]. With the recent improvement in Deep Neural
1 Cause-Effect, Instrument-Agency, Product-Producer, Content-Container, Entity-

Origin, Entity-Destination,Component-Whole,Member-Collection, Communication-
Topic.
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Network (DNN), many researchers are experimenting with unsupervised meth-
ods for automatic feature learning. [16] introduce gated recurrent networks, in
particular, Long short-term memory (LSTM), to relation classification. [17] use
Convolutional Neural Network (CNNs). Additionally, [11] replace the common
Softmax loss function with a ranking loss in their CNN model. [14] design a nega-
tive sampling method based on CNNs. From the viewpoint of model ensembling,
[8] combine CNNs and recursive networks along the Shortest Dependency Path
(SDP), while [9] incorporate CNNs with Recurrent Neural Networks (RNNs).

Additionally, much effort has been invested in relational learning methods
that can scale to large knowledge bases. The best performing neural-embedding
models are Socher(NTN)[12] and Bordes models (TransE and TATEC) [2,4].

3 From Single to Composite Relation Classification

3.1 Introduction

The goal of this work is to propose an approach for semantic relation classifica-
tion using one or more relations between term mentions/entities.

“The < e1 > child < /e1 > was carefully wrapped and bound into the
< e2 > cradle < /e2 > by means of a cord.”

In this example, the relationship between Child and Cradle cannot be
directly expressed by one of the nine abstract semantic relations from the set
described in [5].

However, looking into a commonsense KB (in this case, ConceptNet V5.4)
we can see the following set of composite relations between these elements:

< e1 > child < /e1 > createdby ◦ causes ◦ atlocation < e2 > cradle
< /e2 >

As you increase the number of edges that you can include in the set of
semantic relations compositions (the size of the semantic relationship path),
there is a dramatic increase in the number of paths which connect the two
entities. For example, for the words Child and Cradle there are 15 paths of
size 2, 1079 paths of size 3 and 95380 paths of size 4. Additionally, as the path
size grows many non-relevant relationships (less meaningful relations) will be
included.

The challenge in composite semantic relation classification is to provide a
classification method that provides the most meaningful set of relations for the
context at hand. This task can be challenging because, as previously mentioned,
a simple KB lookup based approach would provide all semantic associations at
hand.

To achieve this goal we propose an approach which combines sequence
machine learning models, distributional semantic models and commonsense rela-
tions knowledge bases to provide an accurate method for composite semantic
relation classification.

The proposed model (Fig. 1) relies on the combination of the following
approaches:
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i Use existing structured commonsense KBs define an initial set of semantic
relation compositions.

ii Use a pre-filtering method based on the Distributional Navigational Algo-
rithm (DNA) as proposed by [3]

iii Use sequence-based Neural Network based model to quantify the sequence
probabilities of the semantic relation compositions. We call this model Neural
Concept/Relation Model, in analogy to a Language Model.

Fig. 1. Depiction of the proposed model relies on the combination of the our three
approaches

3.2 Commonsense KB Lookup

The first step consists in the use of a large commonsense knowledge base for pro-
viding a reference for a sequence of semantic relations. ConceptNet is a semantic
network built from existing linguistic resources and crowd-sourced. It is built
from nodes representing words or short phrases of natural language, and labeled
abstract relationships between them.

1094 paths were extracted from ConceptNet with two given entities (e.g.
child and cradle) with no corresponding semantic relation from the Semeval
2010 Task 8 test collection (Fig. 1(i)). Examples of paths are:

– child/canbe/baby/atlocation/cradle
– child/isa/animal/hasa/baby/atlocation/cradle
– child/hasproperty/work/causesdesire/rest/synonym/cradle
– child/instanceof/person/desires/baby/atlocation/cradle
– child/desireof/run/causesdesire/rest/synonym/cradle
– child/createdby/havesex/causes/baby/atlocation/cradle
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3.3 Distributional Navigational Algorithm (DNA)

The Distributional Navigational Algorithm (DNA) consists of an approach which
uses distributional semantic models as a relevance-based heuristic for selecting
relevant facts attached to a contextual query. The approach focuses on addressing
the following problems: (i) providing a semantic selection mechanism for facts
which are relevant and meaningful in a particular reasoning & querying context
and (ii) allowing coping with information incompleteness in a huge KBs.

In [3] DSMs are used as a complementary semantic layer to the relational
model, which supports coping with semantic approximation and incompleteness.

For large-scale and open domain commonsense reasoning scenarios, model
completeness, and full materialization cannot be assumed. A commonsense KB
would contain vast amounts of facts, and a complete inference over the entire KB
would not scale to its size. Although several meaningful paths may exist between
two entities, there are a large number of paths which are not meaningful in a
specific context. For instance, the reasoning path which goes through (1) is not
related to the goal of the entity pairs (the relation between Child of human
and Cradle) and should be eliminated by the application of the Distributional
Navigation Algorithm (DNA) [3], which computes the distributional semantic
relatedness between the entities and the intermediate entities in the KB path as
a measure of semantic coherence. In this case the algorithm navigates from e1 in
the direction of e2 in the KB using distributional semantic relatedness between
the target node e2 and the intermediate nodes en as a heuristic method (Fig. 2).

Fig. 2. Selection of meaningful paths

3.4 Neural Entity/Relation Model

The Distributional Navigational Algorithm provides a pre-filtering of the rela-
tions maximizing the semantic relatedness coherence. This can be complemented
by a predictive model which takes into account the likelihood of a sequence of
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relations, i.e. the likelihood of a composition sequence. The goal is to system-
atically compute the sequence of probabilities of a relation composition, in a
similar fashion to a language model. For this purpose we use a Long short-term
memory (LSTM) recurrent neural network architecture (Fig. 3) [6].

∑

Fig. 3. The LSTM-CSRC architecture

4 Baseline Models

As baselines we use bigram language models which define the conditional
probabilities between a sequence of semantic relations r2 after entities r1, i.e.
P (r1 | r2).
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Algorithm 1. Composite Semantic Relation Classification
I : sentences of semeval 2010-Task 8 dataset
O : predefined entity pairs (e1, e2)
W : words in I
R : related relations of w
for all s ∈ I do:

S ← If entities of s are connected in a OTHER relation
end for
for all s ∈ S do:

ep ← predefined entity pairs of s
p ← find all path of ep in ConceptNet (with maximum paths of size 3)
for all i ∈ p do:

sqi ← avg similarity score between each word pairs [1]
end for
msq ← find max sq
for all i ∈ p do:

filter i If sqi < msq - msq
2

end for
dw ← convert s into suitable format for deep learning

end for
model ← learning LSTM with dw dataset

The performance of baselines systems is measured using the CSRC 2 Cloze
task, as defined in Sect. 5.1 where we hold out the last relation and rate a system
by its ability to infer this relation.

– Random Model: This is the simplest baseline, which outputs randomly
selected relation pairs.

– Unigram Model: Predicts the next relation based on unigram probability
of each relation which was calculated from the training set. In this model,
relations are assumed to occur independently.

– Single Model:
The single model is defined by [7]:

P (e1 | e2) =
P (e1, e2)
P (e1)

(1)

where P (e1 | e2) is the probability of seeing a1 and a2, in order. Let A be an
ordered list of relations, |A| is the length of A, For i = 1, .., |A|, define ai to
be the ith element of A. We rank candidate relations r by maximizing F(r,a),
defined as

F (r, a) =
i∑

n−1

logP (r | ai) (2)

With conditional probabilities P (e1 | e2) calculated using (1).

2 Composite Semantic Relation Classification.
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– Random Forest: is an ensemble learning method for classification and other
tasks, that operate by constructing a multitude of decision trees at training
time and outputting the class that is the mode of the classes. Random decision
forests correct for decision trees’ habit of overfitting to their training set.

5 Experimental Evaluation

5.1 Training and Test Dataset

The evaluation dataset was generated by collecting all pairs of entity mentions in
the Semeval 2010 task 8 [5] which had no attached semantic relation classification
(i.e. which contained the relation label “OTHER”).

For all entities with unassigned relation labels, we did a Conceptnet lookup
[13], where we generated all paths from sizes 1, 2 and 3 (number of relations)
occurring between both entities(e1 and e2) and their relations (R).

For example:

e1 − R1i − e2
e1 − R1i − X1n − R2j − e2
e1 − R1i − X1n − R2j − X2m − R3k − e2

where X contains the intermediate entities between the target entity mentions
e1 and e2.

In next step, the Distributional Navigational Algorithm (DNA) is applied
over the entity paths [3]. In the final step of generating training & test datasets,
the best paths are selected manually out of filtered path sets.

From 602 entity pairs assigned to the “OTHER” relation label in Semeval,
we found 27, 415 paths between 405 entity pairs in ConceptNet. With the Distri-
butional Navigation Algorithm (DNA), meaningless paths were eliminated, and
after filtering, we have 2, 514 paths for 405 entity-pairs.

Overall we have 41 relations and 964 entities. All paths were converted into
the following format which will be input into the neural network: e1 − R1i −
X1n − R2j − X2m − R3k − e2 (Table 1).

Table 1. Training data-set for CSRC model

Input Classification

e1 e2 X1n R1i

e1 e2 X2m X1n R1i R2i

e1 e2 X2m R2i X1n R1i R3i

We provide statistics for the generated datasets in the Tables 2 and 3. In
Table 3 our dataset is divided into a training set and a test set with scale
(75 − 25%), also we used 25 % of the training set for cross-validation, 3120
examples for training, 551 for validation and 1124 for testing. Table 2 shows
statistics for test dataset of baseline models.
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Table 2. Number of different length in the test dataset for baseline models

Test dataset # Length 2 # Length 4 # Length 6

Baselines 245 391 432

Table 3. Dataset for LSTM model

Dataset # Train # Dev # Test

CSRC 3120 551 1124

5.2 Results

To achieve the classification goal, we generated a LTSM model for the composite
relation classification task. In our experiments, a batch size 25, and epoch 50 was
generated. An embedding layer using Word2Vec pre-trained vectors was used.

In our experiment, we optimized the hyperparameters of the LSTM model.
After several experiments, the best model is generated with:

– Inputs length and dimension are 6 and 303, respectively.
– Three hidden layers with 450, 200 and 100 nodes and Tanh activation,
– Dropout technique (0.5),
– Adam optimizer.

We experimented our LSTM model with three different pre-training embed-
ding word vector models:

– Word2Vec (Google News) with 300 dimensions
– Word2Vec (Wikipedia 2016) with 30 dimensions
– No pre-training word embedding

The accuracy for the configuration above after 50 epochs is shown in the
table below (Table 4).

Table 4. Validation accuracy

CRSC W2V Google News W2V Wikipedia No pre training

Accuracy 0.4208 0.3841 0.2196

Table 5 contains the Precision, Recall, F1-Score and Accuracy. Between the
evaluated models, the LSTM-CSRC achieved the highest F1 Score and Accu-
racy. The Single model achieved the second highest accuracy 0.3793 followed by
Random forest model 0.3299. The LSTM approach provides an improvement of
9.86 % on accuracy over the baselines, and 11.31 % improvement on the F1-score.
Random Forest achieved the highest precision, while LSTM-CSRC achieved the
highest recall.
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Table 5. Evaluation results on baseline models and our approach, with four metrics

Method Recall Precision F1 score Accuracy

Random 0.0160 0.0220 0.0144 0.0234

Unigram 0.0270 0.0043 0.0074 0.1606

Single 0.2613 0.2944 0.2502 0.3793

Random forest 0.2476 0.3663 0.2766 0.3299

LSTM-CSRC 0.3073 0.3281 0.3119 0.4208

Table 6. The extracted information from Confusion Matrix - Part 1

Relation # Correct
predicted

# Correct
predicted rate

Relation # Correct
predicted

# Correct
predicted rate

notisa 2 1 memberof 1 0.5

atlocation 172 0.67 hasa 24 0.393

notdesires 6 0.666 hassubevent 12 0.378

similar 5 0.625 partof 16 0.374

desires 36 0.593 haspropertry 12 0.375

hasprerequest 23 0.547 sysnonym 54 0.312

causesdesire 17 0.548 derivedfrom 20 0.307

isa 147 0.492 etymologically
derivedfrom

6 0.3

antonym 68 0.492 capableof 13 0.26

instandof 46 0.479 motivationbygoal 3 0.25

usedfor 47 0.475 receivsection 5 0.238

desireof 5 0.5 createdby 4 0.2

hascontext 2 0.5 madeof 3 0.16

haslastsubevent 2 0.5 causes 3 0.15

nothasa 1 0.5 genre 1 0.11

The extracted information from confusion matrix show in Tables 6 and 7.
At table 6 ‘Correctly Predicted’ column indicates the proportion of relations

are predicted correctly, and ‘Correct Prediction Rate’ column indicates the rate
of correct predicted. For instance, our model predicts the relation notisa 100 %
correct.

Table 7 shows the relations which are wrongly predicted (‘Wrongly Predicted’
columns).

Based on the results, the most incorrectly predicted relation is ‘isa′, which
accounts for a large proportion of relations of the dataset (around 150 out of
550). In the second place is ‘atlocation′ relation (172 out of 550). The third place
is the ‘antonym′ relation. On the other hand, some relations which are correctly
unpredicted, can be treated as semantically equivalent to their prediction, where
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Table 7. The extracted information from Confusion Matrix - Part 2

Relation # Correctly
predicted

Rate Wrong
relation 1

# False
predicted for
relation 1

Wrong
relation 2

# False
Predicted
for relation
2

Wrong
relation 3

# False
predicted
for
relation 3

atlocation 172 0.67 antonym 20 Usedfor 17

desire 36 0.593 isa 6 Capableof 6 Usedfor 5

hasprerequest 23 0.547 sysnonymy 4 antonym 3 atlocation 2

causesdesire 17 0.548 usedfor 7

isa 147 0.492 atlocation 26 antonym 22 instanceof 22

antonym 68 0.492 isa 17 atlocation 9

instandof 46 0.479 isa 27 atlocation 8

usedfor 47 0.475 atlocation 26 isa 18

hasa 24 0.393 antonym 11 usedfor 6

hassubevent 12 0.378 causes 5 antonym 4

partof 16 0.374 synonym 12 antonym 3 hasproperty 3

haspropertry 12 0.375 isa 8

sysnonym 54 0.312 isa 31 hasproperty 17 atlocation 12

derivedfrom 20 0.307 isa 10 sysnonym 8 etymologically-
derivedfrom

8

etymologically-
derivedfrom

6 0.3 derivedfrom 6

capableof 13 0.26 usedfor 13 isa 7

motivatedbygoal 3 0.25 causes 3 hassubevent 2

receivsection 5 0.238 atlocation 9 usedfor 3

createdby 4 0.2 antonym 6 isa 5

madeof 3 0.16 isa 7 antonym 3 hsaa 2

causes 3 0.15 causesdesire 6 hassubevent 4 derivedfrom 3

the assignment is dependent on a modelling decision. The same situation occurs
for ‘etymologicallyderivedfrom′ and ‘derivedfrom′ relations.

Another issue is the low number of certain relations expressed int he dataset.

6 Conclusion

In this paper we introduced the task of composite semantic relation classification.
The paper proposes a composite semantic relation classification model which
combines commonsense KB lookup, a distributional semantic based filter and
the application of a sequence machine learning model to address the task. The
proposed LSTM model outperformed existing baselines with regard to f1-score,
accuracy and recall. Future work will focus on increasing the volume of the
training set for under-represented relations.
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Abstract. Using deep learning for different machine learning tasks such
as word embedding has recently gained a lot of researchers’ attention.
Word embedding is the task of mapping words or phrases to a low dimen-
sional numerical vector. In this paper, we use deep learning to embed
Wikipedia concepts and entities. The English version of Wikipedia con-
tains more than five million pages, which suggest its capability to cover
many English entities, phrases, and concepts. Each Wikipedia page is
considered as a concept. Some concepts correspond to entities, such as a
person’s name, an organization or a place. Contrary to word embedding,
Wikipedia concepts embedding is not ambiguous, so there are different
vectors for concepts with similar surface form but different mentions. We
proposed several approaches and evaluated their performance based on
Concept Analogy and Concept Similarity tasks. The results show that
proposed approaches have the performance comparable and in some cases
even higher than the state-of-the-art methods.

Keywords: Wikipedia · Concept embedding · Vector representation

1 Introduction

Recently, many researchers [10,13] showed the capabilities of deep learning for
natural language processing tasks such as word embedding. Word embedding is
the task of representing each term with a low-dimensional (typically less than
1000) numerical vector. Distributed representation of words showed better per-
formance than traditional approaches for tasks such as word analogy [10]. Some
words are Entities, i.e. name of an organization, Person, Movie, etc. On the
other hand, some terms and phrases have a page or definition in a knowledge
base such as Wikipedia, which are called concepts. For example, there is a page
in Wikipedia for Data Mining or Computer Science concepts. Both concepts and
entities are valuable resources for getting semantic and better making sense of a
text. In this paper, we used deep learning to represent Wikipedia concepts and
entities with numerical vectors. We make the following contributions:

– Wide coverage of words and concepts: about 1.7 million Wikipedia concepts
and nearly 2 million English words were embedded in this research, which is

c© Springer International Publishing AG 2017
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one of the highest numbers of embedded concepts that currently exists, to
the best of our knowledge. The concept and words vectors are also publicly
available for research purposes1. We also used one of the latest versions of the
Wikipedia English dump to learn word embedding. Over time, each term may
appear in different contexts, and as a result, it may have different embeddings
so this is why we used one of the recent versions of Wikipedia.

Table 1. Top similar terms to “amazon” based on Word2Vec and GloVe.

Word2Vec itunes www.play.com cli adobe acrobat amiga canada

GloVe www.amazon.com Rainforest Amazonian Kindle Jungle Deforestation

– Unambiguous word embedding: Existing word embedding approaches suf-
fer from the problem of ambiguity. For example, top nine similar terms to
‘Amazon’ based on pre-trained Google’s vectors in Word2Vec [10] and GloVe
[13] models are in Table 1. Word2Vec and GloVe are the two first pioneer
approaches for word embedding. In a document, ‘Amazon’ may refer to the
name of a jungle and not the name of a company. In the process of embed-
ding, all different meanings of the word ‘Amazon’ are embedded in a single
vector. Producing distinct embedding for each sense of the ambiguous terms
could lead to better representation of documents. One way to achieve this is
using unambiguous resources such as Wikipedia and learning the embedding
separately for each entity and concept.

– We compared the quality versus the size of the corpus on the quality of trained
vectors. We demonstrated that much smaller corpora with more accurate
textual content is better than very large text corpora with less accuracy in
the content for the concept and phrase embedding.

– We studied the impact of fine-tuning weights of network by pre-trained word
vectors from very large text corpora in tasks of Phrase Analogy and Phrase
Similarity. Fine-tuning is the task of initializing the weights of the network
by pre-trained vectors instead of random initialization.

– Proposing different approaches for Wikipedia concept embedding and com-
paring results with the state-of-the-art methods on the standard datasets.

2 Related Works

Word2Vec and GloVe are two pioneer approaches for word embedding. Recently,
other methods have been introduced that try to improve both the performance
and quality of the word embedding [3] by using multilingual correlation. A
method based on Word2Vec is proposed by Mikolov et al. for phrase embedding.
[10]. In the first step, they find the words that appear more frequently together
than separately, and then they replace them with a single token. Finally, the

1 https://github.com/ehsansherkat/ConVec.

www.play.com
www.amazon.com
https://github.com/ehsansherkat/ConVec
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vector for phrases is learned in the same way as single word embedding. One
of the features of this approach is that both words and phrases are in the same
vector space.

Graph embedding methods [1] using Deep Neural Networks are similar to the
goals of this paper. Graph representation has been used for information man-
agement in many real world problems. Extracting deep information from these
graphs is important and challenging. One solution is using graph embedding
methods. The word embedding methods use linear sequences of words to learn
a word representation. For graph embedding, the first step is converting the
graph structure to an extensive collection of linear sequences. Perozzi presented
a uniform sampling method named Truncated Random Walk for converting the
graph structure to a linear sequences [14]. In the second step, a word embedding
method such as Word2Vec is used to learn the representation for each graph
vertex. Wikipedia can also be represented by a graph, and the links are the inter
citation between Wikipedia’s pages, called anchors.

Sajadi et al. [16] presented a graph embedding method for Wikipedia using
a similarity inspired by the HITS algorithm [7]. The output of this approach
for each Wikipedia concept is a fixed length list of similar Wikipedia pages and
their similarity score, which represents the dimension name of the correspond-
ing Wikipedia concepts. The difference between this method and deep learning
based methods is that each dimension of a concept embedding is meaningful and
understandable by the human.

Milne and Witten [12] proposed a Wikipedia concept similarity index based
on in-links and out-links of a page. In their similarity method, two Wikipedia
pages are more similar to each other if they share more common in- and out-
links. This method is used to compare the result of the Concept Similarity task
with the proposed approaches.

The idea of using Anchor texts inside Wikipedia for learning phrase vectors is
being used in some other research [17,18] as well. In this research, we proposed
different methods to use anchor texts and evaluated the results in standard
tasks. We also compared the performance of the proposed methods with top
notch methods.

3 Distributed Representation of Concepts

From this point on, we describe how we trained our word embedding. At first
we describe the steps for preparing the Wikipedia dataset and then describe
different methods we used to train words and concepts vectors.

Preparing Wikipedia dataset: In this research, the Wikipedia English text from
the Wikipedia dump on May 01, 2016 is used. In the first step, we developed
a toolkit2 using several open source Python libraries (described in AppendixA)
to extract all pages in English Wikipedia, and as a result 16,527,332 pages were

2 https://github.com/ehsansherkat/ConVec.

https://github.com/ehsansherkat/ConVec
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extracted. Not all of these pages are valuable, so we pruned the list using several
rules (check AppendixB for more information).

As a result of pruning, 5,001,168 unique Wikipedia pages, pointed to by the
anchors, were extracted. For the next step, the plain text of all these pages was
extracted in such a way that anchors belonging to the pruned list of Wikipedia
pages were replaced (using developed toolkit) with their Wikipedia page ID
(the redirects were also handled), and for other anchors, their surface form was
substituted. We merged the plain text of all pages in a single text file in which
each line is a clean text of a Wikipedia page. This dataset contains 2.1B tokens.

ConVec: The Wikipedia dataset obtained as a result of previous steps was used
for training a Skip-gram model [10] with negative sampling instead of hierarchical
softmax. We called this approach ConVec. The Skip-gram model is a type of
Artificial Neural Network, which contains three layers: input, projection, and
output. Each word in the dataset is inputted to this network, and the output
is a prediction of the surrounding words within a fixed window size. We used
a window size of 10 because we been able to get higher accuracy based on this
window size. Skip-gram has been shown to give a better result in comparison to
the Bag of Words (CBOW) model [10]. CBOW gets the surrounding words of a
word and tries to predict the word (the reverse of the Skip-gram model).

As a result of running the Skip-gram model on the Wikipedia dataset, we got
3,274,884 unique word embeddings, of which 1,707,205 are Wikipedia concepts.
Words and Anchors with a frequency of appearance in Wikipedia pages less than
five are not considered. The procedure of training both words and concepts in
the same time, results in that concepts and words belonging to the same vector
space. This feature enables not only finding similar concepts to a concept but
also finding similar words to that concept.

ConVec Fine-Tuned: In image processing approaches, it is customary to fine-
tune the weights of a neural network with pre-trained vectors over a large dataset.
Fine-tuning is the task of initializing the weights of the network by pre-trained
vectors instead of random initialization. We tried to investigate the impact of
fine-tuning the weights for textual datasets as well. In this case, we tried to fine-
tune the vectors with GloVe 6B dataset trained on Wikipedia and Gigaword
datasets [13]. The weights of the skip-gram model initialized with GloVe 6B pre-
trained word vectors and then the training continued with the Wikipedia dataset
prepared in the previous step. We called the concept vectors trained based on
this method ConVec Fine-Tuned.

ConVec Heuristic: We hypothesize that the quality of concept vectors can
improve with the size of training data. The sample data is the anchor text
inside each Wikipedia page. Based on this assumption, we experimented with a
heuristic to increase the number of anchor texts in each Wikipedia page. It is a
Wikipedia policy that there is no self-link (anchor) in a page. It means that no
page links to itself. On the other hand, it is common that the title of the page
is repeated inside the page. The heuristic is to convert all exact mentions of the
title of a Wikipedia page to anchor text with a link to that page. By using this
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heuristic, 18,301,475 new anchors were added to the Wikipedia dataset. This
method is called ConVec Heuristic.

ConVec Only-Anchors: The other experiment is to study the importance and
role of the not anchored words in Wikipedia pages in improving the quality of
phrase embeddings. In that case, all the text in a page, except anchor texts were
removed and then the same Skip-gram model with negative sampling and the
window size of 10 is used to learn phrase embeddings. This approach (ConVec
Only-Anchors) is similar to ConVec except that the corpus only contains anchor
texts.

An approach called Doc2Vec was introduced by Mikolov et al. [8] for Docu-
ment embedding. In this embedding, the vector representation is for the entire
document instead of a single term or a phrase. Based on the vector embeddings
of two documents, one can check their similarity by comparing their vector sim-
ilarity (e.g. using Cosine distance). We tried to embed a whole Wikipedia page
(concept) with its content using Doc2Vec and then consider the resulting vec-
tor as the concept vector. The results of this experiment were far worse than
the other approaches so we decided not to compare it with other methods. The
reason is mostly related to the length of Wikipedia pages. As the size of a doc-
ument increases, the Doc2Vec approach for document embedding results in a
lower performance.

4 Evaluation

Phrase Analogy and Phrase Similarity tasks are used to evaluate the different
embedding of Wikipedia concepts. In the following, detailed results of this com-
parison are provided.

Phrase Analogy Task: To evaluate the quality of the concept vectors, we used the
phrase analogy dataset in [10] which contains 3,218 questions. The Phrase anal-
ogy task involves questions like “Word1 is to Word2 as Word3 is to Word4”.
The last word (Word4) is the missing word. Each approach is allowed to suggest
the one and only one word for the missing word (Word4). The accuracy is cal-
culated based on the number of correct answers. In word embedding the answer
is finding the closest word vector to the Eq. 1. V is the vector representation of
the corresponding Word.

VWord2 − VWord1 + VWord3 = VWord4 (1)

V is the vector representation of the corresponding Word. The cosine sim-
ilarity is used for majoring the similarity between vectors on each side of the
above equation.

In order to calculate the accuracy in the Phrase Analogy, all four words
of a question should be present in the dataset. If a word is missing from a
question, the question is not included in the accuracy calculation. Based on this
assumption, the accuracy is calculated using Eq. 2.

Accuracy =
#CorrectAnswers

#QuestionsWithPhrasesInsideApproachV ectorsList
(2)
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Table 2. Comparing the results of three different versions of ConVec (trained on
Wikipedia 2.1B tokens) with Google Freebase pre-trained vectors over the Google-
100B-tokens news dataset in the Phrase Analogy task. The Accuracy (All) shows the
coverage and performance of each approach for answering questions. The accuracy for
common questions (Accuracy (Commons)) is for fair comparison of each approach.
#phrases shows the number of top frequent words of each approach that are used to
calculate the accuracy. #found is the number of questions where all 4 words are present
in the approach dictionary.

Embedding name #phrases Accuracy (All) Accuracy (Commons)

#found Accuracy #found Accuracy

Google Freebase Top 30,000 1048 55.7% 89 52.8%

Top 300,000 1536 47.0% 800 48.5%

Top 3,000,000 1838 42.1% 1203 42.7%

ConVec Top 30,000 202 81.7% 89 82.0%

Top 300,000 1702 68.0% 800 72.1%

Top 3,000,000 2238 56.4% 1203 61.1%

ConVec (Fine-Tuned) Top 30,000 202 80.7% 89 79.8%

Top 300,000 1702 68.3% 800 73.0%

Top 3,000,000 2238 56.8% 1203 63.6%

ConVec (Heuristic) Top 30,000 242 81.4% 89 80.9%

Top 300,000 1804 65.6% 800 68.9%

Top 3,000,000 2960 46.6% 1203 58.7%

We compared the quality of three different versions of ConVec with Google
Freebase3 phrase vectors pre-trained over the Google-100B-token news dataset.
The Skip-gram model with negative sampling is used to train the vectors in
Google Freebase. The vectors in this dataset have 1000 dimensions in length.
For preparing the embedding for phrases, the authors used a statistical approach
to find words that appear more together than separately and then considered
them as a single token. In the next step, they replaced these tokens with their
corresponding freebase ID. Freebase is a knowledge base containing millions of
entities and concepts, mostly extracted from Wikipedia pages.

In order to have a fair comparison, we reported the accuracy of each app-
roach in two ways in Table 2. The first accuracy is to compare the coverage and
performance of each approach over all the questions in the test dataset (Accu-
racy All). Based on the training corpus and the frequency of each word vector
inside the corpus, each approach is able to answer a different subset of questions
from the list of all questions inside the phrase analogy dataset. An approach
can answer a question if all four words of a question are present in the dataset.
For example, the ConVec base model is able to answer 2,328 questions out of
3,218 questions of the phrase analogy dataset for the top 3,000,000 phrases. The

3 https://code.google.com/archive/p/word2vec.

https://code.google.com/archive/p/word2vec
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second accuracy is to compare the methods over only common questions (Accu-
racy commons). Common questions are the subset of questions where all four
approaches in Table 2 are able to answer them.

Each approach tries to answer as much as possible the 3,218 questions inside
the Phrase Analogy dataset in Accuracy-for-All scenario. For the top 30,000
frequent phrases, Google Freebase was able to answer more questions, but for
the top 3,000,000 frequent phrases ConVec was able to answer more questions
with higher accuracy. Fine-tuning of the vectors does not have impact on the
coverage of ConVec; this is why the #found is similar to the base model. We used
the Wikipedia ID of a page instead of its surface name. The heuristic version
of ConVec has more coverage to answering questions in comparison with the
base ConVec model. The accuracy of the heuristic ConVec is somehow similar
to the base ConVec for the top 300,000 phrases, but it will drop down for the
top 3,000,000. It seems that this approach is efficient to increase the coverage
without significantly sacrificing the accuracy, but probably it needs to be more
conservative by adding more regulations and restrictions in the process of adding
new anchor texts.

Only common questions between each method are used to compare the
Accuracy-for-Commons scenario. The results in the last column of Table 2 show
that the fine-tuning of vectors does not have a significant impact on the quality
of the vectors embedding. The result of the ConVec Heuristic for the common
questions, argues that this heuristic does not have a significant impact on the
quality of the base ConVec model and it just improved the coverage (added more
concepts to the list of concept vectors). The most important message of the third
column of Table 2 is that even a very small dataset (Wikipedia 2.1 B tokens)
can produce good vectors embedding in comparison with the Google freebase
dataset (100B tokens) and consequently, the quality of the training corpus is
more important than its size.

Phrase Similarity Task: The next experiment is evaluating vector quality in
the Phrase similarity datasets (Check Table 3). In these datasets, each row con-
sists of two words with their relatedness assigned by a human. The Spearman’s
correlation is used for comparing the result of different approaches with the
human evaluated results. These datasets contain words and not the Wikipedia
concepts. We replaced all the words in these datasets with their corresponding
Wikipedia pages if their surface form and the Wikipedia concept match. We used
the simple but effective most frequent sense disambiguation method to disam-
biguate words that may correspond to several Wikipedia concepts. This method
of assigning words to concepts is not error prone but this error is considered for
all approaches.

Wikipedia Miner [12] is a well-known approach to find the similarity between
two Wikipedia pages based on their input and output links. Results show that
our approach for learning concepts embedding can embed the Wikipedia link
structure properly since its results are similar to the structural based similar-
ity approach of Wikipedia Miner (See Table 3). The average correlation for the
heuristic based approach is less than the other approaches, but the average of
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Table 3. Comparing the results in Phrase Similarity dataset. Rho is Spearman’s cor-
relation to the human evaluators. !Found is the number of pairs not found in each
approach dataset. The average scores are weighted average score of the approach for
each of the datasets. The weights are number of found pairs for each dataset.

Datasets Wikipedia Miner Google Freebase ConVec ConVec (Heuristic)

# Dataset Name #Pairs !Found Rho !Found Rho !Found Rho !Found Rho

1 WS-REL [4] 251 114 0.6564 87 0.3227 104 0.5594 57 0.5566

2 SIMLEX [6] 961 513 0.2166 369 0.1159 504 0.3406 357 0.2152

3 WS-SIM [4] 200 83 0.7505 58 0.4646 81 0.7524 41 0.6101

4 RW [9] 1182 874 0.2714 959 0.1777 753 0.2678 469 0.2161

5 WS-ALL [4] 349 142 0.6567 116 0.4071 136 0.6348 74 0.5945

6 RG [15] 62 35 0.7922 14 0.3188 36 0.6411 25 0.5894

7 MC [11] 28 15 0.7675 9 0.3336 16 0.2727 12 0.4706

8 MTurk [5] 283 155 0.6558 123 0.5132 128 0.5591 52 0.5337

- Average 414 241 0.4402 217 0.2693 219 0.4391 136 0.3612

Table 4. Comparing the results in the Phrase Similarity datasets for the common
entries between all approaches. Rho is Spearmans’s correlation.

Datasets Wikipedia
miner

HitSim ConVec ConVec
(Heuristic)

ConVec
(Only
anchors)

# Dataset name #Pairs Rho Rho Rho Rho Rho

1 WS-REL 130 0.6662 0.5330 0.6022 0.6193 0.6515

2 SIMLEX 406 0.2405 0.3221 0.3011 0.3087 0.2503

3 WS-MAN [4] 224 0.6762 0.6854 0.6331 0.6371 0.6554

4 WS-411 [4] 314 0.7311 0.7131 0.7126 0.7136 0.7308

5 WS-SIM 108 0.7538 0.6968 0.7492 0.7527 0.7596

6 RWD 268 0.3072 0.2906 0.1989 0.1864 0.1443

7 WS-ALL 192 0.6656 0.6290 0.6372 0.6482 0.6733

8 RG 20 0.7654 0.7805 0.6647 0.7338 0.6301

9 MC 9 0.3667 0.5667 0.2667 0.2167 0.2833

10 MTurk 122 0.6627 0.5175 0.6438 0.6453 0.6432

- Average 179 0.5333 0.5216 0.5114 0.5152 0.5054

not-found entries in this approach is much less than in the others. It shows that
using the heuristic can increase the coverage of the Wikipedia concepts.

To have a fair comparison between different approaches, we extracted all
common entries of all datasets and then re-calculated the correlation (Table 4).
We also compared the results with another structural based similarity approach
called HitSim [16]. The comparable result of our approach to structural based
methods is another proof that we could embed the Wikipedia link structure
properly. The result of the heuristic based approach is slightly better than our
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base model. This shows that without sacrificing the accuracy, we could increase
the coverage. This means that with the proposed heuristic, we have a vector
representation of more Wikipedia pages.

Results for the only anchors version of ConVec (see the last column of Table 4)
show that in some datasets this approach is better than other approaches, but
the average result is less than the other approaches. This shows it is better to
learn Wikipedia’s concepts vector in the context of other words (words that are
not anchored) and as a result to have the same vector space for both concepts
and words.

5 Conclusion

In this paper, several approaches for embedding Wikipedia concepts are intro-
duced. We demonstrated the higher importance of the quality of the corpus than
its quantity (size) and argued the idea of the larger corpus will not always lead
to better word embedding. Although the proposed approaches only use inter
Wikipedia links (anchors), they have a performance as good as or even higher
than the state of the arts approaches for Concept Analogy and Concept Simi-
larity tasks. Contrary to word embedding, Wikipedia concepts embedding is not
ambiguous, so there is a different vector for concepts with similar surface forms
but different mentions. This feature is important for many NLP tasks such as
Named Entity Recognition, Text Similarity, and Document Clustering or Clas-
sification. In the future, we plan to use multiple resources such as Infoboxes,
multilingual version of a Wikipedia page, Categories and syntactical features of
a page to improve the quality of Wikipedia concepts embedding.

A Appendix: Python Libraries

The following libraries are used to extract and prepare the Wikipedia corpus:

– Wikiextractor: www.github.com/attardi/wikiextractor
– Mwparserfromhell: www.github.com/earwig/mwparserfromhell
– Wikipedia 1.4.0: www.pypi.python.org/pypi/wikipedia

The following libraries are used for Word2Vec and Doc2Vec implementation
and evaluation:

– Gensim: www.pypi.python.org/pypi/gensim
– Eval-word-vectors [2]: www.github.com/mfaruqui/eval-word-vectors

B Appendix: Pruning Wikipedia Pages

List of rules that are used to prune useless pages from Wikipedia corpus:

– Having <ns0:redirect>tag in their XML file.
– There is ‘Category:’ in the first part of age name.

www.github.com/attardi/wikiextractor
www.github.com/earwig/mwparserfromhell
www.pypi.python.org/pypi/wikipedia
www.pypi.python.org/pypi/gensim
www.github.com/mfaruqui/eval-word-vectors
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– There is ‘File:’ in the first part of page name.
– There is ‘Template:’ in the first part of page name.
– Anchors having ‘(disambiguation)’ in their page name. Anchors having ‘may

refer to:’ or ‘may also refer to’ in their text file.
– There is ‘Portal:’ in the first part of page name.
– There is ‘Draft:’ in the first part of page name.
– There is ‘MediaWiki:’ in the first part of page name.
– There is ‘List of’ in the first part of the page name.
– There is ‘Wikipedia:’ in the first part of page name.
– There is ‘TimedText:’ in the first part of page name.
– There is ‘Help:’ in the first part of page name.
– There is ‘Book:’ in the first part of page name.
– There is ‘Module:’ in the first part of page name.
– There is ‘Topic:’ in the first part of page name.
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Abstract. Today, service information for technical devices (machines,
plants, factories) is stored in large information systems. In case of a
problem-situation with the artefact, usually a service technician needs
these systems to access relevant information resources in a precise
and quick manner. However, semantic information systems demand the
resources to be semantically prepared. For new resources, semantic
descriptions can be easily created during the authoring process. How-
ever, the efficient semantification of legacy documentation is practically
unsolved. This paper presents a semi-automated approach to the seman-
tic preparation of legacy documentation in the technical domain. The
knowledge-intensive method implements the document structure recov-
ery process that is necessary for a further semantic integration into the
system. We claim that the approach is simple and intuitive but yields
sufficient results.

Keywords: Document structure recovery · Semantic information sys-
tems · Technical documentation

1 Introduction

Semantic information systems in the technical domain proved to be industri-
ally successful in the past years. The meta-data of the information resources are
represented by ontologies, thus facilitating better search, navigation, and compo-
sition of information resources [3]. In industry, there typically exist large corpora
of legacy documentation mostly stored as PDF documents. Obviously, a standard
PDF document is not suitable for the integration into a semantic information
system, since the partitioning of information resources and the availability of
describing meta-data is typically not existent – we call this situation the legacy
gap. For the integration into a (semantic) information system the transformation
of legacy data into a more meaningful format becomes necessary. Such a format
has to describe (1) atomic information units and (2) semantic annotations (rep-
resenting the topic/subject). In this paper, we introduce a knowledge-intensive
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approach to recover information units from legacy technical documentation. For
a thorough description of the subsequent semantic annotation of recovered infor-
mation units please refer to previous work [2].

We first will refine the general document structure recovery process for techni-
cal documentation in Sect. 2. Here, we introduce set-covering models as a classic
knowledge representation for handling uncertain classification knowledge and we
show the application of this representation to the structure recovery process. A
case study and a practical implementation demonstrate the applicability of the
approach in Sect. 3. The paper is concluded in Sect. 4.

2 Structure Recovery for Technical Documents

2.1 Methodology and Distinction

Multiple prior works surveyed the topic of document structure recovery (mainly
on scientific articles), for example see Mao et al. [6]. While the basic methodology
of (1) identifying contiguous text blocks, (2) classifying these text blocks and (3)
‘post-processing’ these classified text blocks is similar, the presented approach
introduces novel aspects that especially improve the recovery of structures in
technical documents. Formally defined: Given a document first find contiguous
blocks of text b, such that document D = ∪ b; then, for each contiguous block of
text b ∈ D find a logical class C that correctly represents its semantics. Similar
to scientific articles technical documentation usually follows special (corporate)
style guides. In contrast to scholarly works, however, the number of classifica-
tion targets, is much higher; around 40 [5] in scholarly texts versus more than
400 structures [9] in technical documents. This induces higher error susceptibil-
ity and semantic ambiguity. Another shortcoming of existing solutions (based
on rules or machine learning algorithms) is that they can be hardly applied by
domain experts/technical writers. Thus, the application of existing approaches
for structure recovery is in most cases not practically applicable for technical
documents. Therefore, the presented approach adapts the idea of exploiting for-
matting information but operates on a knowledge representation that (a) appears
more natural for domain experts and (b) is more flexible with respect to incon-
sistencies and similarities of and between document structures, see Sect. 2.2.

2.2 Knowledge Representation

Document Structure Ontology. The goal of the presented approach is the
decomposition of a document into its logical structures for the subsequent use in
semantic information systems. Hence, the fundamental knowledge representation
is an ontology describing structures that might occur in technical documents and
relations between these structures. Document structures that shall be recognized
during the recovery process are modeled as classes, which are instantiated for
concrete text blocks after the classification process. The underlying idea of such
ontologies is the description of structures that can occur in a certain relation
with other structures in a document.
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Excursus: Set-Covering Models. The presented approach uses Set-Covering
Models [1,7] to explicitly represent syntactic knowledge about the document
structure. In the following we give a brief introduction into the key concepts, for
more details we refer to the original works. In contrast to rules, Set-Covering
Models allow for an independent modeling and the inherently support of uncer-
tainty. The key idea of set-covering models is the definition of set-covering rela-
tions of the following form:

Definition 1. If a class is assigned, then the parameters (attributes) A1, ..., An

are usually observed with corresponding values v1, ..., vn.

A set covering relation is formally defined as r = C → A : v where A : v
denotes a feature and C a target class. In this paper a target class is derived from
an ontology describing document structures (see Sect. 2.2). A single set-covering
relation expresses that a class covers a feature.

In the following we give some basic definitions. We define ΩC as the universal
set of all classes. The universe of all possible parameters (attributes) is defined
as set ΩA where each parameter A has a range of values dom(A). The universe
of all possible values is defined by ΩV = ∪A∈ΩA

dom(A). From the universe of
all parameters and all values we define the set of all features as ΩF = {A :
v |A ∈ ΩA, v ∈ dom(A)}. Then ΩR denotes the universal set of all set-covering
relations. A set-covering model is then defined as R ⊆ ΩR.

An observation is defined as a subset FO ⊂ ΩF of all possible features. A
subset H ⊆ ΩC of classes is defined as hypothesis. A hypothesis H = {C1, ..., Cn}
can be handled as a conjunction of classes C1 ∧ ... ∧ Cn which shall explain the
given observation FO. During the classification the goal is to find the best match-
ing hypothesis H that explains all observed features. A hypothesis H explains
all observed features, if all features are covered by at least one class C ∈ H.

Quality measures are employed for the evaluation of a hypothesis. These
quality measures are functions that compute the difference between the observed
features FO and expected features FH = ∪C∈HFC , where FC corresponds to the
features of class C.

Textual Parameters for Set-Covering Models (Classifying Style
Sheets). In the specific implementation of set-covering models for the clas-
sification of text blocks the universal set of all classes ΩC corresponds to the set
of structures that shall be recovered from a legacy document, e.g. section head-
ers on different levels, paragraphs, and many more. The universes of all possible
parameters ΩA and associated values ΩV correspond to features of text blocks
and their value ranges respectively. These features can consider different aspects
of the text, e.g. alignment (left, middle, right) font and formatting information
(font name, bold, italics etc.), statistical features (density, frequencies etc.) or the
text itself. In this context, a set-covering relation is defined as a relation between
a document structure (e.g. section header) and a textual feature (e.g. alignment)
including its corresponding value (e.g. left). For a document structure typically
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multiple set-covering relations exist. We refer to the grouped set-covering rela-
tions for a single document structure as Classifying Style Sheets (in analogy to
the well-known Cascading Style Sheets [4]).

2.3 Classification

Set-Covering-based Classification. Once the Classifying Style Sheets have
been created, the subsequent classification of complete documents using set-
covering models is very simple: Given a set of observed features, i.e., parameter-
value pairs, a hypothesize-and-test strategy [8] is employed. Text blocks are
classified as follows: First the textual parameters and values (observed features)
are extracted from an unclassified text block. Then, a hypothesis is generated,
i.e., a set of possibly matching classes. Given a set-covering model the covering
degree between the observed features from the text block and the hypothesis
is computed. Hypotheses with a covering degree exceeding a certain threshold
are assigned as possible classes to the text block, i.e., in this phase a text block
might have multiple classes assigned (ensuring a high recall).

A single class assignment for an individual text block is defined as triple
t = {b,H, q} with the text block in focus b, the corresponding hypothesis H and
a quality score q. For each individual text block multiple class assignments can
exist, they are grouped in a set gb = {t1, ..., tn}. All grouped class assignments
define the classification result Γ = {gb1 , ..., gbm}.

Class Disambiguation (Ontology-Based Optimization of Global
Coherence). A classification Γ is assumed to have a high recall but might
contain multiple class assignments for single text blocks, due to the uncertainty
considerations that where integrated in the underlying set-covering model. We
compute a globally optimized classification result Γ ∗ being a classification result
Γ

′
with a single class assignment t for each text block b by solving the following

equation:

Γ ∗ = argmax Γ
′ ∑

gb

[φ(t) + θ(Γ
′
)]

Where φ(·) denotes a local optimization function for a class assignment of a
text block and function θ(·) ensuring that the document structure constraints are
not violated for a classification result Γ

′
, i.e., by computing a bonus or penalty

on basis of the information contained in the document structure ontology.

3 Implementation Remarks and Case Study

Although Classifying Style Sheets are assumed to have a catchy knowledge repre-
sentation, their creation remains a cumbersome task when operating without tool
support. We therefore created the visual knowledge acquisition tool TEKNO1

1 TEKNO: TEchnical KNowledge Ontology.
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Fig. 1. TEKNO Studio: tool support for interactive knowledge acquisition

Studio. TEKNO Studio (see Fig. 1) consists of three fundamental views, a side-
bar (1–1) with thumbnails of considered documents, the main view (1–2) for
the selection of text blocks and the model view (1–3) for creating, modifying
or deleting Classifying Style Sheets and associated set-covering relations. We
successfully applied the TEKNO approach and the knowledge acquisition tool
TEKNO Studio in several industrial projects. However, the underlying corpora
of technical documentation are not publicly available and can not be published.
Therefore, we also evaluated the approach against a PDF version of the “Pi-Fan”
data set [10]. The Pi-Fan corpus comprises multilingual technical documentation
for fictive table fans and has been created for benchmarking content management
and content delivery systems. In the training phase we created classifying style
sheets for the most important structures with 7 covering relations on average.
We classified single text blocks using the classifying style sheets created during
the training phase and achieved 95,52% precision and 83,11% recall.

4 Conclusion

Structure recovery is one of the fundamental steps in a semantics-aware infor-
mation environment. In this paper we introduced a novel approach to the semi-
automated structure recovery of technical documents. The approach is based
on set-covering models that we have adapted to the special needs of the struc-
ture recovery problem of technical documents. The employed set-covering mod-
els are an intuitive knowledge representation for building annotation systems,
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however their definition without tool support is a cumbersome task. Hence, we
also demonstrated a prototype implementation for the interactive knowledge
acquisition. We showed how a subsequent classification step uses strong-problem
solving methods to align legacy documentation with semantic structure. The
semi-automated knowledge acquisition process in TEKNO Studio can be further
improved. For instance, in the future, we are planning to implement a testing
tool for the created classifications.

Acknowledgments. The work described in this paper is supported by the Ger-
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Abstract. In this paper, we propose a new document classification
model which utilizes background knowledge gathered by ontologies for
document representation. A document is represented using a set of ontol-
ogy concepts that are acquired by exact matching technique and through
identification and extraction of new terms which can be semantically
related to these concepts. In addition, a new concept weighting scheme
composed of concept relevance and importance is employed by the model
to compute weight of concepts. We conducted experiments to test the
model and the obtained results showed that a considerable improvement
of classification performance is achieved by using our proposed model.

Keywords: Document classification · Domain ontologies · SEMCON ·
iCVS

1 Introduction

Ontology-based document classification utilizes ontologies as a means to exploit
content meaning of documents which are typically represented as vectors of
features. These vectors are composed of concepts acquired from ontologies, and
concepts weight indicated by frequency of occurrences of the concept in the
document. Concepts gathered from an ontology are associated with a document
using an exact matching technique. The idea behind this technique is searching
only concept labels that explicitly occur in a document.

Background knowledge exploited by ontologies is extensively used for enrich-
ing documents representation with semantics, particularly documents from med-
ical domain. The work presented by Camous et al. [1] is an example where
Medical Subject Headings (MeSH) ontology is used to enrich with semantics
the existing MeSH based representation of documents. New concepts are iden-
tified and acquired in documents using semantic similarity measure computed
by counting number of relations between concepts in the MeSH hierarchy. The
authors in [2] presented a similar approach to Camous et al. but they employed
a different measure, namely content based cosine similarity measure for extrac-
tion of the domain concepts. Sy et al. [3] presented another similar approach
and they developed an ontology-based system called OBIRS to enrich document
representation with semantics using MeSH ontology.
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 435–438, 2017.
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Even though the existing approaches use background knowledge derived by
ontologies for enriching document representation, they however have some draw-
backs. Firstly, they focus on searching only the presence of concept labels thereby
limiting the capability of capturing and exploiting the whole conceptualization
involved in user information and content meaning. Secondly, the concept weight
is computed by considering only the concept relevance and does not take into
account the importance of the concept.

These drawbacks are addressed in this paper by proposing a new document
classification model supervised by domain ontologies. The proposed model relies
on background knowledge derived by domain ontologies for document representa-
tion. It associates the document with a set of concepts using the exact matching
technique and also through identification and acquiring new terms which can be
semantically related to the concepts of ontologies. We achieve this by employ-
ing SEMCON [4], which is an objective metric developed for enriching domain
ontologies with new concepts by combining context and semantic of terms occur-
ring in a document. Weight of concepts are computed using concept weighting
technique described in [5]. This weighting technique computes the weight of a
concept using both, the relevance and the importance of the concept.

The model is tested running experiments on a real ontology and a data set
and the results achieved by experiments show that the classification performance
is improved using our proposed model.

2 Proposed Classification Model

The proposed model presented in this paper is a supervised learning model and
it utilizes background knowledge exploited by ontologies as a means for enriching
document representation. The model, illustrated in Fig. 1, consists of two phases:
training and testing.

The training phase departs from a set of documents which are labelled man-
ually into appropriate categories by an expert of the domain. These documents
are simply represented as plain text and there is no semantics associated with
them at this point.

Next step of the training phase is incorporation of semantics into documents.
The semantics is embedded using the matching technique which relies on match-
ing the terms in the document with the relevant concepts in the domain ontology.
Term to concept mapping is achieved using SEMCON metric. It maps a term to a
concept by the exact matching which searches only the concepts (concept labels)
that explicitly occur in a document, and through identification and extraction
of semantically associated terms.

The exact matching performed by SEMCON is a straightforward process.
There maybe single label concepts, i.e. grant, in a domain ontology as well as
compound label concepts i.e. project funding. To acquire single label concepts,
SEMCON searches only those terms from the document for which an exact term
exists in the ontology, while to acquire compound label concepts, it searches those
terms in the document which are present as part of a concept in the ontology.



Improving Document Classification Effectiveness 437

Fig. 1. Proposed classification model

Identification and extraction of new terms that are related with the concepts
of the domain ontology is a more complex process accomplished by SEMCON
than the exact matching. To achieve this, it primarily computes an observation
matrix which is composed of three statistical features, namely, term frequency,
term font type, and term font size. Observation matrix is then used as input
to derive the contextual information computed by using the cosine measure.
In addition to the contextual information, SEMCON embeds the semantics by
computing a WordNet based semantic similarity score.

Once we embed the semantics into documents, we then build the category
semantics by aggregating the semantics of all documents which belong to the
same category. By doing this, the classification system can replicate the way
an expert categorizes the documents into appropriate categories. This way, each
category is represented as a vector composed of two components: concepts of the
domain ontology and concepts weights.

Concept weight is computed using the concept weighting technique described
in [5]. This technique defines the weight of a concept as the quantity of informa-
tion given by the presence of that concept in a document and it is computed by
the relevance of the concept and the importance of the concept. Relevance of a
concept is defined by the number of occurrences of that concept in the document,
while concept importance is defined as the number of relations a concept has
to other concepts and it is computed using one of the Markov-based algorithms
employed into the ontology graph.

The final step of the training phase is to employ one of the machine learning
algorithms to train the classifier and to create a predictive model which can be
used for classifying a new unlabelled document into an appropriate category.

The testing phase of the model deals with new unlabelled documents. Each
document that has to be classified is primarily represented as a concept vector.
Such representation of the document is done by using the same steps described
above in the training phase. Finally, a document goes through the predictive
model built by the machine learning algorithms and it is being classified into the
appropriate category.

To demonstrate the applicability of our proposed model we conducted experi-
ments using three different scenarios: (1) baseline ontology, (2) improved concept
vector space model (iCVS), and (3) enriched ontology. Decision Tree is used as
a classifier and the INFUSE dataset consisting of 467 documents is used for
training and testing the classifier. The result obtained for each category and the
weighted average results of the dataset are shown in Table 1.
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Table 1. Classification results using baseline, iCVS, and enriched ontology

Concept Baseline (%) iCVS (%) Enriched (%)

P R F1 P R F1 P R F1

Culture 63.8 66.7 65.2 64.8 77.8 70.7 82.5 73.3 77.6

Health 81.8 75.0 78.3 80.0 77.8 78.9 83.3 83.3 83.3

Music 50.0 16.7 25.0 50.0 16.7 25.0 100 16.7 28.6

Society 62.0 75.6 68.1 69.8 73.2 71.4 71.1 92.7 80.9

Sportssociety 50.0 33.3 40.0 66.7 33.3 44.4 70.0 58.3 63.6

Weighted avg. 66.1 66.4 65.5 69.1 70.0 68.8 79.2 77.9 76.7

As can be seen from the results given in Table 1, an improvement of classifi-
cation accuracy is achieved when it is performed using iCVS, and the enriched
ontology, respectively. This improvement can be reflected by the F1 measure
which is increased from 65.5% to 68.8% when iCVS is being employed. More-
over, a substantial improvement of classification performance, from 65.5% to
76.7%, is achieved using the enriched ontology.

3 Conclusion and Future Work

An ontology-based classification model for classifying text documents from the
funding domain is presented in this paper. The model represents a document as a
concept vector whose components are a set of ontology concepts acquired using
SEMCON model, and concepts weights computed using an enhanced concept
weighting scheme.

In future work we plan to test our model on larger datasets and ontologies.
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Abstract. The document aboutness problem asks for creating a succinct
representation of a document’s subject matter via keywords, sentences
or entities drawn from a Knowledge Base. In this paper we propose an
approach to solve this problem which improves the known solutions over
all known datasets [4,19]. It is based on a wide and detailed experimental
study of syntactic and semantic features drawn from the input document
thanks to the use of some IR/NLP tools. To encourage and support
reproducible experimental results on this task, we will make accessible
our system via a public API: this is the first, and best performing, tool
publicly available for the document aboutness problem.

1 Introduction

In Information Retrieval (IR), document aboutness is the problem that asks for
creating a succinct representation of a document’s subject matter by detecting in
its text salient keywords, named entities, concepts, snippets or sentences [12]. It
is not surprising then that document aboutness is become a fundamental task on
which several IR tools hing upon to improve their performance, such as contex-
tual ads-matching systems [16], exploratory search [1], document similarity [5],
classification, clustering and web search ranking [6].

The first solutions to the document aboutness problem were based on the
extraction of salient lexical elements from the input text such as keywords, terms
and sentences (aka keyphrases) by means of several heuristics [8,10]. But unfor-
tunately the use of keyphrases showed four well-known limitations (e.g. see [7]):
(i) their interpretation is left to the reader (aka, interpretation errors); (ii) words
that appear frequently in the input text often induce the selection of not-salient
keyphrases (aka, over-generation errors); (iii) infrequent keyphrases go unde-
tected (aka, infrequency errors); and (iv) by working at a pure lexical level the
keyphrase-based systems are unable to detect the semantic equivalence between
two keyphrases (aka, redundancy errors).

Given these issues, some researchers [4,19] tried very recently to introduce
some “semantics” into the aboutness representation of a document by taking
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advantage of the advances in the design of entity annotators (see e.g. [21] and
references therein). The idea is to represent the document aboutness via well-
defined entities drawn from a Knowledge Base (e.g. Wikipedia, Wikidata, Free-
base, etc.) which are unambiguous and, moreover, can exploit the structure of
the graph underling those KBs in order to implement new extraction algorithms
and more powerful document representations, such as the ones introduced in
[11,18]. These approaches are called entity-salience extractors and their best
implementations are given by the Cmu-Google’s system [4] and the Sel sys-
tem [19].

The Cmu-Google’s system [4] uses a proprietary entity annotator to extract
entities from the input text and a binary classifier based on very few simple
features to distinguish between salient and non-salient entities. Authors of [4]
have shown that their system significantly outperforms a trivial baseline model,
via some experiments executed over the large and well known New York Times’
dataset, and concluded that: “There is likely significant room for improvement,
[. . . ]. Perhaps features more directly linked to Wikipedia, as in related work on
keyword extraction, can provide more focused background information”.

Last year Trani et al. [19] proposed the Sel system that hinges on a super-
vised two-step algorithm comprehensively addressing both entity linking (to
Wikipedia’s articles) and entity-salience scoring. The first step is based on a
classifier aimed at identifying a set of candidate entities that are likely to be
mentioned in the document, thus maximizing the precision without hindering
its recall; the second step is based on a regression model that aims at choosing
and scoring the candidate entities actually occurring in the document. Unfortu-
nately Sel was compared only against pure entity annotators (such as the old
TagMe, 2010), which are not designed for salience detection; moreover, their
experiments were run only over a new dataset (i.e. Wikinews), much smaller
than NYT, and dismissed a comparison against the Cmu-Google’s system.

The net result is that the literature offers two entity-salience solutions whose
software are not available to the public and whose published performance are
incomparable. In our paper we continue the study of the document aboutness
problem and address the issues left open in the previous papers by proposing
an entity-salience algorithm, called Swat, that offers three main novelties: (i)
it carefully orchestrates state-of-the-art tools, publicly available in IR and NLP
literature, to extract several new features from the syntactic and the semantic
elements of the input document; (ii) it builds a binary classifier based on those
features that achieves improved micro and macro F1-performance over both
available datasets, namely New York Times and Wikinews, thus showing that
Swat is the state-of-the art for the document aboutness problem via the first
throughout comparison among all known systems; and (iii) it will be released
to the scientific community (unlike [4] which deploys proprietary modules and
unlike [19] which is not publicly available) thus allowing its use as a module of
other IR tools or the reproduction of our experiments, possibly on other datasets.

Technically speaking, the algorithmic structure of Swat is based on several
novel features which are extracted from the input document by means of three
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main IR/NLP tools: (i) CoreNLP [9], the most well-known NLP framework
to analyze the grammatical structure of sentences, that will be used to extract
the morphological information coming from the dependency trees built over the
sentences of the input document; (ii) Wat [15], one of the best publicly available
entity annotators [21], that will be used to build an entity graph which differs
in structure and use from the ones introduced in [4,19]; (iii) TextRank [10],
the popular document summarizer which returns a powerful keyphrase score
for each sentence of the input document. The final set of extracted features
expands significantly the ones investigated in the previous papers [4,19], and
leads a binary classifier to achieve improved detection performance of the salient
entities present in the input document.

The performance of Swat will be assessed via a large experimental test
executed over the two datasets mentioned above (i.e. NYT and Wikinews) and
involving both the Cmu-Google’s system and Sel, plus few other solutions
that will allow us to dig into the contributions and specialties of the various
features we introduce. This will constitute the second contribution of this paper
which will offer, for the first time in the literature, a throughout comparison
among the best known tools for the document aboutness problem.

This experimental comparison will show that Swat raises the known state-
of-the-art performance in terms of F1 up to about 10% (absolute) over Cmu-
Google’s system and up to 5% (absolute) over Sel’s system in either of the two
experimented datasets. These results will be complemented with a throughout
study of the contribution of each feature (old and new ones) and an evaluation
of the performance of known systems in dealing with documents where salient
information is not necessarily biased to the beginning. In this setting, we will
show that the improvement of Swat wrt to Cmu-Google’s system over the
largest dataset NYT gets up to 9% in micro-F1.

In summary, the main contributions of the paper are the following ones:

– We design and implement Swat, an effective entity-salience system that iden-
tifies the aboutness of a document via novel algorithms that extract a rich
set of syntactic (sentences’ ranking, dependency trees, etc.), and semantic
(computed via a new graph representation of entities and several centrality
measures) features.

– We are the first ones to offer a thoughtful comparison among all known entity-
salience systems (i.e. Swat, Sel and the Cmu-Google’s system, plus several
other baselines) over two available datasets: namely, New York Times (pro-
vided by [4]) and Wikinews (provided by [19]).

– This comparison shows that Swat improves the F1 performance of the Cmu-
Google’s system [4] and Sel [19] consistently over both datasets. Precisely
the improvement is up to about 10% (absolute) over Cmu-Google’s system
and up to 5% (absolute) over Sel’s system.

– These figures are accompanied by a thoughtful feature and error analysis
showing that the new features are crucial to achieve those improved perfor-
mance, they are flexible in detecting salient entities independently of their
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position in the input document, and generalize better than other systems to
new datasets when NYT is used for training.

– In order to encourage and support reproducible research, we release Swat
as a public API which actually implements the full annotation-and-salience
pipeline thus allowing its easy plugging in other IR tools.

2 Related Work

Known solutions to document aboutness are based on two main algorithmic
approaches: the first and classic one, known as keyphrase extraction [7], repre-
sents the aboutness of an input document via some of its lexical elements such as
words labeled with specific POS-tags [8,10], n-grams [20], or words which belong
to a fixed dictionary of terms [13] or identified as proper nouns [6]. The candidate
keyphrases are then filtered via supervised or unsupervised approaches [6,13].
Limitations of this approach have been discussed in the previous Section.

The more recent and powerful approach, known as entity salience, captures
the aboutness of an input document by its semantic elements represented via
entities drawn from a KB, such as Freebase or Wikipedia. The detection of
entities in texts is a well studied problem for which several effective solutions
are known (see e.g. [21] and refs therein); on the other hand, the task of assigning
a salience score to those entities is still in its infancy and just two solutions are
known: the first one denoted as Cmu-Google’s system [4] is based on few simple
features tested over the large and well known New York Times’ dataset [17], and
the second one denoted as Sel [19] deploys a more extended set of features tested
just over the small Wikinews dataset.

Hence the literature offers two systems which have been not compared to each
other, are not available to the public for reproducing their experimental results
or for deploying them in other IR tools, and are incomparable in the published
figures. Swat and the large set of experiments performed in this paper will
address those issues.

3 Our Proposal: Swat

Swat is a novel entity-salience system that aims at identifying the semantic
focus of a document via a pipeline of three main stages: document enrichment,
feature generation and entity-salience classification.

Stage 1: Document Enrichment. This stage aims at enriching the input
document d with a set of semantic, morphological and syntactic information
generated by orchestrating three IR/NLP tools, as follows:

1. CoreNLP [9] tokenizes the input document d, assigns a part-of-speech-tag
to each token, generates dependency trees, identifies proper nouns and finally
generates the co-reference chains.
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2. Wat [15] enriches d with a set of annotations (m, e), where m is a sequence of
words (called, mentions) and e is an entity (i.e. Wikipedia page) that disam-
biguates the mention m. Wat assigns to each annotation two scores: (i) the
commonness score, that represents the probability that m is disambiguated
by e in Wikipedia, and (ii) a coherence score (denoted by ρ), which represents
the semantic coherence between the annotation and its context in d. Swat
uses Wat in two ways: first to annotate the mentions which are the proper
nouns identified by CoreNLP; second to generate an entity graph in which
nodes are the annotated entities and edges are weighted with the relatedness
between the edge-connected entities (see next).

3. TextRank [10] scores and ranks the sentences of d via a random walk over
a complete graph in which nodes are sentences and edge-weights are com-
puted as a function of the normalized number of common tokens between the
connected sentences.

Stage 2: Feature Generation. The second stage deploys the enriched doc-
ument representation above to map each entity annotation (m, e) into a rich
set of features. We remark one of the key novelties of Swat: we manage the
pair mention-entity (i.e. annotation) instead of the individual entities because
we wish to exploit at the best both syntactic and semantic features, as we will
detail in the next pages. Different from [19], where a mention can have more
than one relevant entity, we rely on unambiguous annotations: this allows us to
directly identify each mention with one unique entity and to model it with a
feature space which is unique within the document where the entity appears.

Stage 3: Entity-salience Classification. The goal of this third and last stage
is to classify entities into salient and non salient given the features computed in
the previous stage. For this we deploy the efficient and highly scalable eXtreme
Gradient Boosting (XGBoost) suitable for handling sparse data [3] and trained
as will be detailed in Sect. 4.

3.1 More on Feature Generation (Stage 2)

Let us dig into the algorithms deployed to map each annotation (m, e) detected in
d onto the rich set of features we designed for this task. It is clear that our feature
space spans well-known features (i.e. frequency- and position-based) as well as
novel features (i.e. summarization-, annotation-, relatedness- and dependency-
based). For the sake of space, we comment only the new features introduced in
Swat and refer the reader to a web page1 for the full list of them.

Position-based Features: spread and bucketed-freq. These features are
derived from the position of an entity e within the document d, in terms of
tokens or sentences. For token-level features (indicated with t) we consider the
index of the first token of the mention of e, normalized by the number of tokens
of d; whereas for sentence-level features (indicated with s) we consider the index

1 pages.di.unipi.it/ponza/research/aboutness.

http://pages.di.unipi.it/ponza/research/aboutness
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of the sentences where the entity e is annotated, normalized by the number
of sentences of d. The key idea underlying those set of features is to take into
account the distribution of the entity mentions within the document in order
to predict their salience score; this feature naturally improves the 1st-loc(e, d)
feature introduced in [4] thus making more robust Swat wrt the distribution of
salient entities, as shown in Sect. 5.

Summarization-based Features: TextRank-stats. Our intuition behind
these features is that summarization algorithms assign high scores to sentences
that contain salient information and thus possibly contain salient entities. So we
computed, for each entity e, some statistical measures derived from the scores
assigned by TextRank [10] to the sentences where a mention of e occurs.

Linguistic-based Features: dep-*. Our intuition behind these features is to
exploit the grammatical structure of sentences in order to generate features which
rely on the relation between entities given the dependency trees of their occur-
ring sentences. Unlike [4], where dependency trees are used to extract only the
head of a mention, we combine frequency, position and summarization infor-
mation with dependency relations generated by the CoreNLP’s dependency
parser. Moreover, we take into account only the mentions m of e that have at
least one token dependent of a specific dependency relation, limited to those
ones where salient entities appear more frequently in the training set: they were
preposition-in, adjective modifier, possessive, noun compound modifier and sub-
ject dependency relations. The investigation of the usage of other dependency
relations is left to future work.

Relatedness-based Features: rel-*. These features are introduced to capture
how much an entity e is related to all other entities in the input document d, with
the intuition that if an entity is salient then its topic shouldn’t be a singleton in d.
In this context we use the Jaccard-relatedness function described in [15], since
its deployment in the disambiguation phase allows Wat to reach the highest
performance over different datasets [21]. We introduce two classes of features:
(i) the ones computed via several centrality algorithms (i.e. Degree, PageRank,
Betweeness, Katz, HITS, Closeness and Harmonic [2]) applied over the entity
graph described in Stage 1 of the Swat algorithm; (ii) the ones computing proper
statistics over the Jaccard-relatedness scores concerning with some entity e and
the other entities in d.

Other known features. For the sake of completeness, Sect. 5 will experiment
also with the whole feature set proposed in [4] in order to investigate the relevance
of these features wrt our novel proposals. We remark that our extended set of
features supersedes the ones introduced in [19] in terms of ensemble of computed
statistics, for the use of annotations (instead of just entities), and for the use of
the entity-relatedness not only to compute the graph but also to evaluate the
coherence between entities. So our experimental evaluation of the features set
will implicitly consider also those ones.
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4 Experimental Setup

4.1 Datasets

New York Times. The annotated version of this dataset for the document
aboutness problem was introduced in [4]. It consists of annotated news drawn
from 20 years of the New York Times newspaper (see also [17]). It is worth to
point out that the numbers reported in [4] are slightly different from the ones we
derived by downloading this dataset: authors informed us that this is due to the
way they have exported annotations in the final release. Such a difference will
impact onto the F1-performance of their system, as reported in [4], for about
−0.5% in absolute micro-F1.2 We will take these figures into account in the rest
of this section when comparing Swat with the Cmu-Google’s system.

Since the entity annotator used in [4] is not publicly available (and this
was used to derive the ground truth of the NYT dataset), we kept only those
entities which have been generated by Swat and the Cmu-Google’s system.
The final figures are the following: the news in the training + validation set are
99, 348 = 79, 462 + 19, 886, and are 9577 in the test set; these news contain a
total of 1276742 entities in the training + validation set (i.e. 1021952 + 254790)
and 119714 entities in the test set. Overall the dataset contains 108925 news,
with an average number of 975 tokens per news, more than 3 million mentions
and 1396456 entities, of which 14.7% are labeled as salient.

Wikinews. This dataset was introduced in [19]. It consists of a sample of news
published by Wikinews from November 2004 to June 2014 and annotated with
Wikipedia entities by the Wikinews community. This dataset is significantly
smaller than NYT in all means: number of documents (365 news), their lengths
(an average of 297 tokens per document) and number of annotations (a total
of 4747 manual annotated entities, of which 10% are labeled as salient). Never-
theless, we will consider it in our experiments because it has some remarkable
features wrt NYT: the ground-truth generation of the salient entities was more
careful being based on human-assigned scores rather than being derived in a
rule-based way, and because salient entities are both proper nouns (as in NYT)
and common nouns (unlike NYT).

As far as the dataset subdivision and evaluation process are concerned, we
used the following methodology. For the NYT, we use the same training + testing
splitting as defined by [4], using as validation set a portion of the training set
(20%). For Wikinews we deploy the evaluation procedure described by [19],
namely the averaged macro-F1 of a 5-fold cross-validation.

4.2 Tools

Baselines. We implemented four baselines. The first one is the same baseline
introduced in [4], it classifies an entity as salient if it appears in the first sen-
tence of the input document. The other three baselines are new and try to better

2 Thanks to the authors of [4] for pointing this out to us.
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investigate the individual power of some novel features adopted by our Swat.
More precisely, the second baseline extends the previous one by adding the check
whether the ρ-score (capturing entity coherence) is greater than a fixed thresh-
old. This will be called the ρ-baseline. The third (resp. fourth) baseline classifies
an entity as salient if its maximum TextRank (resp. Rel-PageRank) score is
greater than a fixed threshold.

Cmu-Google’s System and our re-implementation. This system uses a
proprietary entity annotator which links proper nouns to Freebase entities. The
ntity-salience classification works by deploying a small number of standard text-
based features, based on position and frequency, and a graph-based central-
ity score. We decided to implement the Cmu-Google’s system from scratch,
because it is not available [4], by substituting the proprietary modules with
open-source tools. So we used Wat as entity annotator [15] and a state-of-the-
art logistic regressor as classifier (shortly, LR [14]). This (re-)implementation
achieves very close performance to the original system (see Table 1) and thus
it is useful to obtain a fair comparison over the Wikinews dataset (where the
Cmu-Google’s system has not been experimented).

Sel. A supervised system that uses a machine learning regressor to detect salient
entities via a set of features that is larger than the ones used in Cmu-Google’s
system (see our comments in Sect. 3.1). In the following, since this system is
not available to the public, we will report in our Tables its performance figures
published [19].

Configuration of Swat and Baselines. We experimented upon two configu-
ration settings, according with the characteristics of the ground-truth datasets.
For NYT, where the ground truth was generated by assuming that salient enti-
ties can be mentioned in the text only as proper nouns, we configured Swat and
the baselines to annotate only proper nouns detected by CoreNLP, whereas for
Wikinews, where the ground truth comes with no assumptions, we tested two
versions of our systems: one detecting only proper nouns, the other detecting
both proper and common nouns.

4.3 Experimental Results

Experimental figures on the two datasets are reported in Tables 1 and 2, where
we denote by Cmu-Google-ours our implementation of the system in [4]. This
system is only slightly worse than the original one, which could depend both on
the differences in the NYT dataset commented above and in the deployment of
open-source modules which are possibly different from the proprietary ones. In
any case the performance is so close to what claimed in [4], and in footnote 2,
that our implementation will be used to derive the performance of Cmu-Google
over the Wikinews dataset too.

We notice that both TextRank and Rel-PageRank baselines obtain the
lowest micro- and macro-F1 performance over NYT and Wikinews. This figure
is probably due to the characteristics of the datasets: the salient information in
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news is typically confined to initial positions, so those systems are drastically
penalized by ignoring positional information. This statement is further supported
by the results of Positional and Positional-ρ baselines: they are trivial but yet
achieve better performance.

Table 1. Performance on the New York Times’ dataset.

System Micro Macro

P R F1 P R F1

Positional baseline 59.1 38.6 46.7 39.0 32.7 33.0

Positional-ρ baseline 61.9 36.9 46.2 38.5 31.0 32.0

TextRank 27.0 58.8 37.0 30.0 48.6 33.4

Rel-PageRank 20.3 62.5 30.6 21.3 55.3 28.0

Cmu-Google [4] 60.5 63.5 62.0 n.a. n.a. n.a.

Cmu-Google-ours 58.8 62.6 60.7 47.6 50.5 46.1

Swat 62.2 63.0 62.6 50.0 50.7 47.6

Results on New York Times’ dataset. We notice that the new syntactic
and semantic features introduced in Swat allow our system to outperform Cmu-
Google-ours by 1.9% in micro-F1 and by 1.5% in macro-F1; the improvement
against the originalCmu-Google’s system is +1.1% in micro-F1 (see footnote 2).
This contribution is particularly significant because of the size of NYT.

Fig. 1. On the left: micro-F1 performance through first token positions: point (x, y)
indicates that the micro-F1 is y for all salient entities whose position is larger than x.
On the right: The histograms plot the frequency distribution of salient versus non-
salient entities according to their positions in the documents.

In order to shed more light on the previous experimental results we inves-
tigated how much the difference in performance of the top-systems depends on
the distribution of the salient entities in the input documents. We already com-
mented about this issue when discussing the poor performance of the baselines
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TextRank and Rel-PageRank, here we dig more into it and derive an esti-
mate on the flexibility of the known systems: thus addressing a question posed
in [4]. Figure 1(right) shows the distribution of the salient and non-salient entities
within the NYT dataset. As expected most of the salient entities are concentrated
at the beginning of the news but, surprisingly, there is a significant number of
them occurring at the end of news too. This motivated us to investigate the per-
formance of Swat and Cmu-Google as a function of the position of the salient
entities.3 Figure 1(left) shows this comparison: both systems are highly effective
on the classification of salient entities mentioned at the beginning of the docu-
ment, but their behavior differs significantly when salient entities are mentioned
at the documents’ end: in this case, Swat does not overfit upon the positional
feature and, indeed, obtains a high improvement wrt Cmu-Google-ours which
is up to 9% in micro-F1. As a consequence we can state that Swat is more flex-
ible wrt salient-entities’ position than Cmu-Google, so that it could be used
consistently over those documents where salient information are not necessarily
mentioned at the beginning.

Results on Wikinews. On this dataset the improvement of Swat against the
state-of-the-art is even more significant than in NYT: it is about 4.8% in macro-
F1 wrt Sel and it is about 10% in micro-F1 wrt Cmu-Google-ours (remind
that Cmu-Google is not available).

Table 2. Performance on the Wikinews dataset. For each system we report the score
obtained by the system configured to annotate either only proper nouns (top) or both
proper and common nouns (down).

System Micro Macro

P R F1 P R F1

Positional baseline 19.6 67.1 30.4 21.0 56.1 28.5

11.9 72.0 20.4 13.4 60.6 20.8

Positional-ρ baseline 31.5 60.3 41.4 31.8 51.3 36.2

29.2 58.5 38.9 30.2 51.1 34.9

TextRank 10.7 47.1 17.4 12.1 40.8 17.3

4.6 49.2 8.5 5.2 42.4 8.9

Rel-PageRank 9.1 45.4 15.1 8.8 37.5 13.6

9.0 35.6 14.4 9.2 28.9 12.2

Cmu-Google-ours 37.6 57.1 45.3 35.7 48.6 38.0

33.0 58.2 42.1 34.1 50.5 37.6

Sel [19] n.a. n.a. n.a. 42.0 51.0 43.0

Swat 54.7 56.9 55.6 45.9 56.3 47.5

49.3 63.6 55.3 47.3 55.2 47.8

3 Remind that Sel’s implementation is not available.
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The second question we experimentally investigated is about the generaliza-
tion ability of the feature set of Swat: so we trained it over NYT and tested
it over Wikinews. In Table 3 we consider two variants of Swat: Swat-nyt, the
system trained over NYT and directly used over Wikinews and Swat-nyt-prob,
the system whose regressor was trained over NYT but whose classifier is tuned
over Wikinews by maximizing the macro-F1 over the training folds (as done
by [19]).

According with Table 3, Swat-nyt obtains performance lower than the sys-
tems trained over Wikinews (as expected), such as Swat and Sel, but the differ-
ence is small and the system turns actually to be better than Cmu-Google-ours
by +2.2% in macro-F1. The tuning on Wikinews by Swat-nyt-prob allows to
achieve better performance in macro-F1 than both Cmu-Google-ours and Sel,
respectively by 6.8% and 1.8%, but yet Swat (trained over Wikinews) is still bet-
ter. These figures show that the features introduced by Swat are flexible enough
to work over news, independently from their source and without overfitting the
large single-source training data (e.g. NYT).

Table 3. Generalization ability of Swat. For each system we report the score obtained
by the system configured to annotate either only proper nouns (top) or both proper
and common nouns (down).

System Micro Macro

P R F1 P R F1

Swat-nyt 33.3 68.5 44.8 34.6 58.1 40.2

24.7 73.8 36.9 28.0 63.4 36.2

Swat-nyt-prob 46.2 60.0 52.1 44.4 51.9 44.8

42.7 59.5 49.6 41.8 51.9 42.9

5 Feature and Error Analysis

A crucial step in our experiments was to analyze the impact on Swat’s perfor-
mance of the many and variegated features introduced in this paper. This study
was driven by the importance score assigned to each feature by XGBoost, which
captures the number of times that feature splits the data across all decision trees.

Let us jointly discuss the most important features emerged from incremental
feature additions experimented on both datasets (see Fig. 2). Through this analy-
sis we aim to shed the light onto the understanding of the key elements needed
for the aboutness’ identification. We notice that the most important features
depends on four common elements: (i) position (e.g. title or the beginning of
the document), (ii) frequency (e.g. head-count), (iii) the “quality” of the entity
annotation (e.g. ρ- and commonness-based features) and (iv) the relationships
between entities (relatedness-based features). On the other hand, several other
features based on TextRank and Dependency Relations appear between 20–50
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Fig. 2. Incremental feature addition on NYT (on the left) and on Wikinews (on the
right) according to the feature ranking provided by XGBoost. The red, green, yellow
and blue dashed lines report the performance of Cmu-Google, Cmu-Google-ours,
Sel and Swat (with all features), respectively. (Color figure online)

and 10–20 positions for NYT and Wikinews, respectively. In spite of their mar-
ginal role, they allow Swat to refine its predictions and eventually get the top
performance claimed in Tables 1 and 2.

In order to gain some insights on Swat’s performance and possible improve-
ments, we analyzed its erroneous predictions by drawing a subset of 80 (40+40)
documents from the NYT and Wikinews datasets. The most significant result
here is to prove what argued by [7]: namely that the deployment of semantic
knowledge (i.e. entities) into the identification of document aboutness eliminates
some errors that originally afflicted keyphrase extraction algorithms. However,
we notice that false-negative errors (i.e. entities classified as non-salient, despite
being salient) are mainly due to the position-based features which frequently
induce to miss a salient entity because it is not at the beginning of the news. On
the other hand, a large percentage of the analyzed news of NYT (∼35%) and
Wikinews (∼40%) contain false-positive errors which are ground-truth errors: in
these cases Swat correctly identifies the salience of an entity, but the ground
truth does not label it as salient and so it is unfortunately counted as an error
in our Tables!

This analysis suggests that Swat’s performance may be actually higher than
what we claimed before and a better ground-truth dataset should be devised.
In future work we aim to improve the quality of the NYT dataset (which is the
largest one and which allows Swat to generalize the task also when tested on
news of different sources), by (i) augmenting its annotations with common nouns
(which are fundamental in the understanding of the aboutness of documents) and
(ii) by labeling its ground-truth via a crowdsourcing task.

6 Future Work

For the contributions of this paper we refer the reader to the introduction. Here
we comment on two research hints spurring by the extensive experiments we
have conducted over the NYT and Wikinews datasets: (i) scaling up to the
mining of large datasets, such as NYT, needs faster entity annotators (the current
annotation by Wat needed about 20 days!); (ii) a recent trend in document
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analysis is deploying deep neural networks (e.g. word2vec) to extract powerful
word-distributional features which should be checked for effectiveness also in the
entity-salience’s context. These directions will be the topic of our future research.
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Abstract. This paper presents SoCRFSum, a summary model which
integrates user-generated content as comments and third-party sources
such as relevant articles of a Web document to generate a high-quality
summarization. The summarization was formulated as a sequence label-
ing problem, which exploits the support of external information to model
sentences and comments. After modeling, Conditional Random Fields
were adopted for sentence selection. SoCRFSum was validated on a
dataset collected from Yahoo News. Promising results indicate that by
integrating the user-generated and third-party information, our method
obtains improvements of ROUGE-scores over state-of-the-art baselines.

Keywords: Data mining · Document summarization · Social context
summarization · Sequence labeling

1 Introduction

Online news providers, e.g. Yahoo News1 interact with readers by providing a
Web interface where readers can write their comments corresponding to an event
collected from an original Web page. For example, after reading the Boston
bombing event mentioned in an article, users can directly write their comments
(user-generated content) on the interface of Yahoo News. In the meantime, by
searching the title of the article using a search engine, we can retrieve relevant
Web documents (third-party sources), which have two characteristics: (i) they
have an implicit relation with the original document and (ii) they also include
the event content in a variation. The user-generated content and third-party
sources, one form of social information [1,5,9,14,17,22,24,26], cover important
aspects of a Web document. This observation inspires a challenging summary
task, which exploits the user-generated content and third-party sources of a Web
document to support sentences for generating a summarization.
1 http://news.yahoo.com.
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Extractive summarization methods usually formulate sentence selection as a
binary classification task [11,21,26], in which they mark summary sentences by
a label. These methods, however, only consider internal document information,
e.g. sentences while ignoring its social information. How to elegantly formulate
sentence-comment relation and how to effectively generate high-quality sum-
maries by exploiting the social information are challenging questions.

Social content summarization has been previously studied by various
approaches based on different kinds of social information such as hyperlinks [1],
click-though data [22], user-generated content [8,9,14,17,24,26]. Yang et al. [26]
proposed a dual wing factor graph model for incorporating tweets into the sum-
marization and used Support Vector Machines (SVM) and Conditional Random
Fields (CRF) as preliminary steps in calculating the weight of edges for build-
ing the graph. Wei and Gao [24] used a learning to ranking approach with a
set of features trained by RankBoost for news highlight extraction. In contrast,
Gao et al. [8] proposed a cross-collection topic-aspect modeling (cc-TAM) as a
preliminary step to generate a bipartite graph, which was used by a co-ranking
method to select sentences and tweets for multi-document summarization. Wei
and Gao [25] proposed a variation of LexRank, which used auxiliary tweets for
building a heterogeneous graph random walk (HGRW) to summarize single doc-
uments. Nguyen and Nguyen [17,18] presented SoRTESum, a ranking method
using a set of recognizing textual entailment (RTE) features for single-document
summarization. These methods, however, exist two issues: (i) ignoring the sup-
port from third-party sources which can be seen as a global information and (ii)
eliminating sequential aspect which is the nature of the summarization.

Our objective is to automatically extract summary sentences and comments
of a Web document by incorporating its user-generated content and third-party
sources. This paper makes four main contributions:

– It denotes the relation of sentences and comments in a mutual reinforcement
fashion, which exploits both local and social information.

– It proposes sophisticated features which integrate the social information into
the summary process.

– It conducts a careful investigation to evaluate feature contribution, which
benefits the summarization in selecting appropriate features.

– It presents a unified summary framework which exploits user-generated con-
tent and third-party sources for producing the summarzation.

We next introduce our idea and data preparation for the summarization, then
we describe the process of SoCRFSum. After generating the summary, we show
compared results over baselines with discussions and deep analysis. We finish by
drawing important conclusions.
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2 Summarization with User-Generated Content and
Third-Party Sources

2.1 Basic Idea

We formulate the summarization in the form of sequence labeling, which inte-
grates the user-generated content and third-party sources of a Web document.
Such information represents supporting features, which help to enrich the infor-
mation of each sentence or comment. For example, in Fig. 1, when modeling a
sentence, a set of comment features (the red line) and third-party features (the
purple line) from relevant documents are exploited to support local features.
Similarly, social features from sentences (the blue line) and third-party features
are also utilized to support local features of each comment. In this view, we
also consider information from sentences as the social features of comments.
After modeling, a dual CRF-based [12] summarization model is trained to select
sentences and comments as the summarization.

Fig. 1. The overview of SoCRFSum. (Color figure online)

Our approach is different from [8,17,20,21,23–25] in two aspects: (i) exploit-
ing both the information from users and relevant documents and (ii) formulating
the summarization as a sequence labeling task.

2.2 Data Preparation

Since DUC (2001, 2002 and 2004)2 lacks social information, we used a stan-
dard dataset for social context summarization named SoLSCSum from [19]. The
SoLSCSum [19] is an English dataset collected from Yahoo News3. It contains
157 news articles along with 3,462 sentences, 5,858 gold-standard references,
and 25,633 comments, which were manually annotated. To create third-party
sources, we manually retrieved 1,570 related documents by selecting top 10 Web
pages, which appear on the search result page of Google4 by searching the title
of each document. Unnecessary information, e.g. HTML tags was removed to
obtain raw texts. We kept the order of the relevant documents.

2 http://duc.nist.gov/data.html.
3 https://www.yahoo.com/news/.
4 https://www.google.com.

http://duc.nist.gov/data.html
https://www.yahoo.com/news/
https://www.google.com
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2.3 Summarization by SoCRFSum

Basic Model with Local Information: As mentioned, our goal is to build
a sequence model for the summarization. To do that, we followed the model
with basis features stated in [21]. The basic features include sentence position,
sentence length (the number of tokens with stopword removal), log-likelihood,
thematic words, indicator words (count the number of indicator words using
a dictionary), uppercase words, Cosine similarity with previous and next N
(N = 1, 2, 3) sentences, LSA and HIT score. The remaining sections describe
our new features used to improve the performance of the summary model.

New Local Features: We define a set of new features5, which represent inher-
ent information of each sentence. They capture the similarity of a sentence (or
comment) with a title, informativeness, and topical covering aspect.

– Common Word: counts common words of the title and a sentence.
– Stop Word: counts the number of stop words in a sentence or comment.
– Local LDA Score: bases on a hypothesis that a summary sentence or com-

ment usually contains salient information represented in the form of topics.
We trained two topic models for sentences and comments by using Latent
Dirichlet Allocation (LDA6) [2] (k = 100, α = β = 0.01 with 1000 iterations).
Given a document d with its comments, we formed sentences and comments
into dS and dC , two smaller documents. For each dS (or dC), LDA infers to
obtain top five topics, which have the highest topic distribution with dS (or
dC). With each topic, we select top five topical words, which have the highest
weights. As the result, each dS (or dC) has 25 topical words. Given a set of
topical words TW = {w1, ..., wk}, Eq. (1) defines the local LDA score of a
sentence:

local-lda-score(si) =

∑k
j=1 weight(wj)

n
if wj ∈ si (1)

where: weight() returns the word weight of wj (normalized in [0, 1]) in si; n
is the number of words in si after removing stop words.

Social Context Integration: We consider the user-generated content, e.g.
comments and third-party sources, e.g. relevant news articles returned by a
search engine as the social context of a Wed document d. In this view, the
content of a document is not only mentioned in comments but also described in
other Web pages from different news providers. We generated 13 new features, in
which each feature covers the characteristic of a summary sentence or comment,
that may match with the gold-standard references.

User-generated Features: cover semantic similarity, topic, and textual entailment
aspect of a sentence-comment pair.

5 We remove stopwords when modeling all features.
6 http://mallet.cs.umass.edu.

http://mallet.cs.umass.edu
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– Maximal W2V Score: This feature captures the generation behavior of read-
ers, in which they generate comments based on sentences in a variation form.
For example, a sentence and comment containing word “police” and “cops”
can be considered to be similar. Equation (2) defines this feature:

w2v-score(si) = max
(

m

sentSim
j=1

(si, cj)
)

(2)

where: m is the number of comments, sentSim() returns semantic similarity
of si and cj and is calculated by Eq. (3):

sentSim(si, cj) =

∑Ns

wi

∑Nc

wj
w2v(wi, wj)

Ns + Nc
(3)

where: Ns and Nc are the number of words in si and ci; w2vSim() returns
the similarity of two words computed by Word2Vec [15].

– Auxiliary LDA Score: states that the content of a summary sentence should
also appear in comments represented by topics. This feature is similar to Local
LDA Score but topics and topical words were inferred from comments.

– Maximal Lexical Similarity: denotes the lexical similarity of a sentence and
auxiliary comments, in which the content of a summary sentence should
appear in several comments. We exploited similarity measures in [17] for
modeling this feature. Equation (4) presents the lexical similarity aspect:

rte-lex(si) = max
(

m

lexSim
j=1

(si, cj)
)

(4)

where: m is the number of comments; lexSim() returns the lexical similarity
of si and cj and is computed by Eq. (5):

lexSim(si, cj) =
1

|F |
|F |∑

n=1

fn(si, cj) (5)

where: F contains lexical features [17]; fn() is a similarity function computed
by each nth feature.

– Maximal Distance Similarity: This feature shares observation with the lexical
feature but using distance aspect. It was calculated by the same mechanism
in Eq. (4), but using distance features [17]. By adding two new similarity
features, we cover the entailment aspect between a sentence and comment.

Third-party Features: An event in an original document is also mentioned in
relevant Web documents from different news providers. We define the relation
of the original and its related documents D as an implication because all the
documents are created independently without the presence of social users. We
only apply these features to the relevant documents instead of comments due to
the implicit relation. The features capture social voting, social distance, and the
appearance of frequent words of a sentence in the related documents D.



Summarizing Web Documents Using Sequence Labeling 459

– Voting: bases on a hypothesis that the relevant documents should include
salient terms in a summary sentence. Given a sentence si in the original
document d, the voting in Eq. (6) counts Cosine similarity (greater than a
threshold) with all sentences in the relevant documents.

n vote(si) =

∑m
j=1 cos(si, tj)

NS
(6)

where: m is total sentences in the relevant documents and NS is the number
of sentences in d.

– Cluster Distance: states that a summary sentence should be close to clusters
represented by the relevant documents, in which each of them is a cluster.
Given a sentence si and a relevant document rdj ∈ D represented by a set of
frequent terms, Eq. (7) denotes this feature.

c-dist(si,D) =

∑ND

j=1 eucDist(si, rdj)
ND

(7)

where: eucDist() returns Euclidean distance of si and rdj using bag-of-words
model, ND is the number of relevant documents.

– Sentence-third-party Term Frequency: bases on a hypothesis that a sentence
containing frequent words appearing in both of the original document and
third-party sources is more important than other ones. Given a sentence si
in d and NSD is total sentences in D, Eq. (8) defines this feature.

stp-TF (si) =

∑|si|
j=1 TF (wj) × IDF (wj)

|si| (8)

TF (wj) = the frequency of wj in d (9)

IDF (wj) = log(
NSD

DF (wj)
) (10)

where: DF (wj) is the number of sentences in D containing wj .
– Frequent-Terms Probability: The remaining features base on an assumption

that the summarization should include the most frequent words if they appear
frequently in the relevant documents. We first collected a set of frequent
terms from the raw texts of D. If frequency of a term is greater than a
certain threshold, it was considered to be frequent. Given a frequent term set
FT = {w1, ..., wt} and the original document d, we included three probability
features: the average probability of frequent terms (aFrqScore), frequent term
sum score (frqScore), and relative frequent term sum score (rFrqScore) [23].
Equations (11), (13) and (14) present these feature.

aFrqScore(si) =

∑
w∈si

p(w)
|w ∈ si| (11)

where: w ∈ FT .

p(w) =
count(w)
|w ∈ d| (12)
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where: count(w) is the frequency of w in d, and |w ∈ d| is total number of
frequent words in d.

frqScore(si) =
∑

w∈si

p(w) (13)

rFrqScore(si) =

∑
w∈si

p(w)
|si| (14)

Note that we also applied the features to model comments in the same mecha-
nism. After modeling, two CRF-based models were separately trained for gen-
erating the summarization.

Summarization: We employed Viterbi7 algorithm for decoding to generate the
summarization. In decoding, if the number of sentences and comments labeled
by 1 is larger than m, we select top m sentences and comments8; otherwise, we
select all of them as the summarization.

3 Results and Discussion

3.1 Experimental Setup

Comments with fewer than five tokens were removed. 10-fold cross-validation
was used with m = 6 as the same setting in [19]. Summaries were stemmed9.

Word2Vec was derived by using SkipGram model10 [15], dimension = 300,
data from Google 1 billion words. Language models for learning to rank (L2R)
baseline are uni-gram and bi-gram taken from KenLM11. The threshold of term
frequency used for Eqs. (11), (13) and (14) is 0.65 when modeling sentences and
0.35 when modeling comments.

3.2 Baselines

– SentenceLead: chooses the first m sentences as the summarization [16].
– LexRank12: was proposed by [6]. We employed LexRank with tokenization

and stemming13.
– SVM: was proposed by [4] and used in [19,26]. We adopted SVM14 by using

RBF kernel with feature scaling in [−1, 1]; comments were weighted by 85%
as the suggestion in [19] by using features in [26].

7 https://en.wikipedia.org/wiki/Viterbi algorithm.
8 We do this because baselines also pick up top m sentences.
9 http://snowball.tartarus.org/algorithms/porter/stemmer.html.

10 https://code.google.com/p/word2vec/.
11 https://kheafield.com/code/kenlm/.
12 https://code.google.com/p/louie-nlp/source/browse/trunk/louie-ml/src/main/

java/org/louie/ml/lexrank/?r=10.
13 http://nlp.stanford.edu/software/corenlp.shtml.
14 http://www.csie.ntu.edu.tw/∼cjlin/libsvm/.

https://en.wikipedia.org/wiki/Viterbi_algorithm
http://snowball.tartarus.org/algorithms/porter/stemmer.html
https://code.google.com/p/word2vec/
https://kheafield.com/code/kenlm/
https://code.google.com/p/louie-nlp/source/browse/trunk/louie-ml/src/main/java/org/louie/ml/lexrank/?r=10
https://code.google.com/p/louie-nlp/source/browse/trunk/louie-ml/src/main/java/org/louie/ml/lexrank/?r=10
http://nlp.stanford.edu/software/corenlp.shtml
http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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– SoRTESum: was proposed by [17] using a set of similarity features. This
method contains two model: using inter information (SoRTESum Inter Wing)
and dual wing information (SoRTESum Dual Wing).

– CRF: was used in [21] for single document summarization. We used basic
features in [21] to train two summary models for sentences and comments.

3.3 Evaluation Method

Gold-standard references (labeled by 1) were used for evaluation by using F-1
ROUGE-N15 (N = 1, 2) [13].

3.4 Results

We report the summary performance of all methods in term of F-1 ROUGE-
scores. The results in Tables 1 and 2 indicate that SoCRFSum clearly outper-
forms the baselines except for LexRank in ROUGE-1 on the comment side, i.e.
0.232 vs. 0.244. In sentence selection, our method slightly surpasses CRF with
the basic features, e.g. 0.426 vs. 0.413 in ROUGE-1. It is understandable that the
basic features in [21] are efficient to capture sequence aspect in documents. On
the other hand, our method obtains significant improvements compared to CRF
in comment extraction, e.g. 0.232 vs. 0.074. This is because the sequence aspect
does not exist in comments; therefore, basic features, e.g. Cosine (N = 1, 2, 3)
score are inefficient for covering summary comments. In this sense, our proposed
features boot the summary performance.

In document summarization, SoCRFSum significantly outperforms SVM
because our method exploits the sequence aspect and new features from addi-
tional sources. Our method achieves sufficiently improvements compared to other
baselines because it exploits the support from both user-generated content and
third-party sources. For example, there is a big gap between our approach and

Table 1. Sentence selection performance; * is supervised methods; bold is the best,
italic is second best; methods with S use social information.

Method ROUGE-1 ROUGE-2

Avg-P Avg-R Avg-F Avg-P Avg-R Avg-F

SentenceLead 0.749 0.242 0.365 0.635 0.216 0.322

LexRank 0.671 0.217 0.328 0.517 0.171 0.258

SVM* 0.712 0.185 0.293 0.573 0.151 0.239

SoRTESum Inter Wing (S) 0.705 0.239 0.357 0.582 0.201 0.298

SoRTESum Dual Wing (S) 0.721 0.242 0.362 0.593 0.203 0.302

CRF* 0.925 0.266 0.413 0.864 0.253 0.391

SoCRFSum* (S) 0.939 0.275 0.426 0.882 0.264 0.407

15 http://kavita-ganesan.com/content/rouge-2.0-documentation.

http://kavita-ganesan.com/content/rouge-2.0-documentation
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Table 2. Comment summarization, SentenceLead was not used.

Method ROUGE-1 ROUGE-2

Avg-P Avg-R Avg-F Avg-P Avg-R Avg-F

LexRank 0.541 0.157 0.244 0.360 0.087 0.140

SVM* 0.507 0.082 0.141 0.296 0.042 0.073

SoRTESum Inter Wing (S) 0.523 0.153 0.237 0.341 0.084 0.134

SoRTESum Dual Wing (S) 0.518 0.129 0.206 0.339 0.068 0.113

CRF* 0.639 0.039 0.074 0.539 0.033 0.062

SoCRFSum* (S) 0.870 0.134 0.232 0.767 0.121 0.209

SoRTESum even though SoRTESum also integrates social information. The com-
parison is consistent in comment extraction. However, in some cases, our method
is limited due to the sequence aspect in comments. For example, LexRank and
SoRTESum Inter Wing slightly surpass our method in ROUGE-1, e.g. 0.237 vs.
0.232, but in ROUGE-2, our method is the best.

We compared our model to state-of-the-art methods reported in [19] for social
context summarization. Table 3 indicates that our method performs significantly
better than other methods except for ROUGE-1 in comment extraction. As men-
tioned, the lack of sequence aspect in comments challenges our approach. The
results of L2R CCF and SVM Ranking suggest that formulating sentence extrac-
tion by learning to rank benefits the summarization. HRGW achieves competi-
tive results due to the integration of social information. The results of cc-TAM
are quite poor because it is used for multi-document summarization while the
dataset in [19] is for single document summarization.

Table 3. Comparison results; *: supervised learning methods.

Method Document Comment

ROUGE-1 ROUGE-2 ROUGE-1 ROUGE-2

HGRW [25] 0.377 0.321 0.248 0.145

cc-TAM [8] 0.321 0.268 0.166 0.088

L2R* CCF [24] 0.363 0.321 0.217 0.111

SVM Ranking* [19] 0.420 0.317 0.365 0.154

SoCRFSum* 0.426 0.407 0.232 0.209

3.5 Feature Contribution

We investigated feature contribution by the minus ROUGE-scores of SoCRFSum
using all and n−1 features (leave-one-out-test). Table 4 shows that in document
summarization, most of the features positively affect our model. Our proposed
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Table 4. Feature contribution, bold: new basic and italic: basic features.

Basic
Feature

Document Comment User-generated
Feature

Document Comment Third-party
Feature

Document Comment
R-1 R-2 R-1 R-2 R-1 R-2 R-1 R-2 R-1 R-2 R-2 R-2

Position 5x10-3 0.001 -0.034 -0.001 In title 9x10-3 0.003 -0.002 -0.002 Voting 0.002 0.003 8x10-3 0.003
Length -0.003 -0.003 -0.005 -0.004 #Stop words 0.001 0.005 -0.015 -0.014 c-distance 0.001 0.002 0.035 0.028
Log-LH -3x10-3 1x10-3 0.006 0.007 Local LDA 3x10-3 0.001 -2x10-3 -3x10-3 stp-TF -0.001 -5x10-5 0.005 0.006
Them-word 7x10-3 7x10-3 -5x10-3 6x10-3 Aux LDA 3x10-3 0.001 -2x10-3 -3x10-3 A-Frq-Score 9x10-3 0.001 0.002 0.001
Upp-word -8x10-3 -0.004 -0.013 -0.015 Max Cosine 6x10-5 -3x10-6 0.004 0.003 Frq-Score 1x10-3 -3x10-3 0.003 0.003
Cosine (N-1) 0.001 0.002 0.018 0.015 Max-dist RTE 3x10-3 0.001 0.007 0.007 R-Frq-Score -3x10-3 7x10-3 0.004 0.003
Cosine (N-2) -0.001 8x10-3 7x10-3 -6x10-3 Max-lex RTE 3x10-6 0.002 0.004 0.004 — — — — —
Cosine (N-3) 5x10-3 0.001 0.004 0.004 Max-aux W2V 3x10-3 0.001 0.007 0.007 Cosine (N+2) 0.002 0.002 0.004 0.002
Cosine (N+1) -0.001 -7x10-3 0.009 0.006 — — — — — Cosine (N+3) -0.001 1x10-3 0.004 0.004
Ind-word 0.003 0.004 -0.010 -0.007 LSA score 0.001 0.002 -0.003 -3x10-3 HIT score 3x10-3 0.001 0.007 0.007

features contribute to the model except for stp-TF and relative frequent term
score (R-Frq-Score). In comment extraction, most of new features are positive
except for in title, #Stop words, local and aux LDA compared to basic features,
which most of them are negative. This observation explains the results in Tables 1
and 2. Interestingly, #Stop words is positive in sentence selection but is negative
in comment extraction because comments are less formal than sentences. Also,
sentence position and in title are inefficient for comments.

We also observed the contribution of feature groups by running our method
with each separate group. Figure 2 indicates that in both document and comment
extraction, the usage of all features benefits the summarization. In sentence
selection, the model with the basic or user-generated features outputs similar
performance, but in comment extraction, basic features are inefficient due to the
lack of sequence aspect. Interestingly, in the both cases, the model with third-
party features performs comparably to SoCRFSum with all features because
many Web pages contain salient keywords in the summary sentences.

Fig. 2. The contribution of feature groups; UGC denotes user-generated content fea-
tures; TPS presents third-party-sources features.
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3.6 Summarization with L2R Methods

We observed the contribution of our features with learning to rank (L2R) meth-
ods by running three L2R methods: RankBoost [7], RankNet [3] implemented in
RankLib16, and SVM Ranking17 [10] with default settings.

Table 5. The performance of L2R methods with our features; methods with NF com-
bine the old and new features.

System Document Comment

ROUGE-1 ROUGE-2 ROUGE-1 ROUGE-2

RankBoost 0.417 0.342 0.283 0.153

RankBoost (NF) 0.414 0.344 0.285 0.158

RankNet 0.388 0.317 0.219 0.120

RankNet (NF) 0.389 0.318 0.219 0.120

SVMRank 0.414 0.345 0.341 0.168

SVMRank (NF) 0.421 0.337 0.379 0.175

The results in Table 5 (NF means that an L2R method uses new features)
show that our features contribute to improve the summary performance, espe-
cially with SVM Ranking. The improvement in comment extraction is larger
than sentence selection. However, it is slightly increased compared to Tables 1
and 2. This is because our features may be appropriate for sequence labeling
rather than L2R. The results in Tables 5 and 3 are consistent, in which L2R
methods obtain competitive results. They point out that the summarization can
also be presented in the form of L2R [23,24].

3.7 Error Analysis

In Table 6, SoCRFSum selects two correct sentences and comments (denoted
by [+]) which clearly mention the event of Boston man shot by police. This is
because summary sentences and comments contain important words “Boston”,
“police” and “arrest”, which appear frequently in the comments and relevant
documents. As a result, our features, e.g. max-rte lexical similarity, social voting,
or sentence-third-party term frequency can efficiently capture these sentences.
In addition, max-w2v score feature can represent a sentence-comment pair con-
taining words “police” and “arrest” by using semantic similarity. This leads to
the improvements in Tables 1 and 2.

On the other hand, non-summary sentences (denoted by [−]), e.g. S3 and
C3 also including salient keywords challenge our method. For example, C3 con-
tains “police” and “gun”; therefore, our features are inefficient in this case. In
16 http://people.cs.umass.edu/∼vdang/ranklib.html.
17 https://www.cs.cornell.edu/people/tj/svm light/svm rank.html.

http://people.cs.umass.edu/~vdang/ranklib.html
https://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html
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Table 6. A summary example of 121th document. Three extracted sentences and
comments are shown in stead of six ones due to space limitation

Summary

Sentences Comments

[+]S1: The 26-year-old man, identified as
Usaamah Rahim, brandished a knife and
advanced on officers working with the
Joint Terrorism Task Force who initially
tried to retreat before opening fire, Boston
Police Superintendent William Evans told
reporters

[+]C1: “Boston Police and State Police
made an arrest this evening in Everett”

[+]S2: “The FBI and the Boston Police
did everything they could to get this
individual to drop his knife,” Evans said

[+]C2: This looks like the police are
looking for an acceptable reason to shot
and kill people

[+]S3: Law enforcement officials are
gathered on a residential street in Everett,
Massachusetts

[+]C3: It makes it sound like the police,
armed with guns, were frightened
nearly beyond control

addition, the similar sentence length of S3 and C3 also challenges our method.
However, these sentences are still relevant to the event. SoCRFSum generates
C1 which perfectly reflects the content of the document. C2 and C3 show the
guess of readers after reading the document. These comments support sentences
to provide a perspective viewpoint on the event.

4 Conclusion

This paper presents a summary model named SoCRFSum to address social con-
text summarization. The model regards a document as a sequence of sentences
and learns to generate a label sequence of sentences and comments. Our work is
the first to combine both user-generated content from readers and relevant Web
documents in a unified model, which operates in a mutual reinforcement fashion
for modeling sentences or comments. We conclude that: (i) sequence labeling
with the support of additional information improves the summarization over
state-of-the-art baselines and (ii) our features and proposed model are efficient
for summarizing single Web documents.

For future directions, an obvious next step is to examine how the model
generalizes to other domains and text genres. More sophisticated features should
be considered to address the sequence problem in comments.

Acknowledgments. This work was supported by JSPS KAKENHI Grant number
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Abstract. Neural Networks have been utilized to solve various tasks
such as image recognition, text classification, and machine translation
and have achieved exceptional results in many of these tasks. However,
understanding the inner workings of neural networks and explaining why
a certain output is produced are no trivial tasks. Especially when dealing
with text classification problems, an approach to explain network deci-
sions may greatly increase the acceptance of neural network supported
tools. In this paper, we present an approach to visualize reasons why a
classification outcome is produced by convolutional neural networks by
tracing back decisions made by the network. The approach is applied
to various text classification problems, including our own requirements
engineering related classification problem. We argue that by providing
these explanations in neural network supported tools, users will use such
tools with more confidence and also may allow the tool to do certain
tasks automatically.

Keywords: Visual feedback · Neural networks · Artificial intelligence ·
Machine learning · Natural language processing · Explanations · Require-
ments engineering

1 Introduction

Artificial Neural Networks have become powerful tools for performing a wide
variety of tasks such as image classification, text classification, and speech recog-
nition. Within the natural language processing community, neural networks have
been used to tackle various tasks such as machine translation, sentiment analysis,
authorship attribution, and also more fundamental tasks such as part-of-speech
tagging, chunking, and named entity recognition [4]. More recently, convolu-
tional neural networks that were almost exclusively used for image processing
tasks were also adapted to solve natural language processing tasks [5].

However, neural networks usually do not explain why certain decisions are
made. Especially when incorporating a trained neural network in a tool with
heavy user interaction, users may need to understand why the network produced
c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 468–479, 2017.
DOI: 10.1007/978-3-319-59569-6 55
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certain results in order to make better decisions. If such an explanation is not
provided, users may be frustrated because they do not understand the reasons
behind some decisions and consequently do not profit from the tool. In order to
provide such explanations, additional techniques are required.

In this paper, we propose a technique to trace back decisions made by convo-
lutional neural networks and provide visual feedback to explain these decisions.
The basic idea is to identify which parts of the network contributed the most to
a decision and to further identify the corresponding words in the input sentence.
We use that information to highlight certain parts within the input sentence.

The remainder of this paper is structured as follows. Our approach for com-
puting Document Influence Matrices and creating visual representations is pre-
sented in Sect. 3. In Sect. 4, we evaluate our approach on three different datasets.
We describe how we apply our approach on a specific use case in Sect. 5. Section 6
concludes.

2 Related Research

Understanding neural networks and providing explanations for network decisions
is a well-established area of research. Early approaches use fuzzy logic and create
rules from trained networks, ultimately explaining how input neurons relate to
output neurons [2,3]. In contrast to these works, our approach operates on indi-
vidual classification results, similar to what has been presented in [1,8]. These
methods usually exploit the weights of a trained network to compute an expla-
nation gradient. These gradients may then be used to identify individual inputs
as particularly important.

Application of this type of approach to image classification tasks are pre-
sented in [10,11]. Here, the authors visualize intermediate networks layers to
understand what the network has learned.

Within the natural language processing community, approaches to explain
natural language classifiers exist as well. In [6], the authors visualize network
structures to show the impact of salient words on the classification outcome.

3 Document Influence Matrices

In this section, we present our approach to compute Document Influence Matri-
ces, which contain information about how strongly each word in an input docu-
ment contributes to a decision made by a convolutional neural network. These
matrices may then be used to create visual representations, which highlight indi-
vidual words that contributed most to the classification outcome.

3.1 Classifying Text Using CNNs

This section describes the operations performed by convolutional neural net-
works as proposed by [5]. The architecture of the network is displayed in Fig. 1.
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(1)
word embedding

(2)
convolution

(3)
1-max-pooling

(4)
concatenation
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input

sentence

Fig. 1. Network architecture as proposed by [5] (Color figure online)

(1) Word embedding. The first step is to transform documents into numerical
representations. This is done by using the word2vec [7] word embedding
technique. Word2vec maps individual words to vectors v ∈ R

emb , where emb
is the number of dimensions used for the word embedding. The word vectors
are obtained by training the word2vec model on a corpus. Furthermore, each
input document may be transformed into a matrix s ∈ R

len,emb , where len
is the length of the input document.

(2) Convolution. Next, a convolution operation applies filters to the input
document matrix. A filter is a matrix f ∈ R

flen,emb of trainable weights,
where flen is the length of the filter. A filter set is a rank-3 tensor fs ∈
R

fnum,flen,emb and contains fnum filters of the same length. Multiple sets of
filters with varying filter lengths may be used. In Fig. 1, two sets of filters
(blue and red) with filter length 3 and 2 are illustrated. A filter set is applied
to a document matrix by moving each filter as a sliding window over the
matrix, producing a single value at each position resulting in a matrix v(1) ∈
R

fnum,len+1−flen :

v
(1)
i,j = σ

((flen∑
k=1

emb∑
l=1

fsi,k,l · sj+k−1,l

)
+ bi

)
(1)

In this equation, σ is an arbitrary activation function, such as sigmoid or
rectified linear units and b ∈ R

fnum holds a trainable bias for each filter.
(3) 1-max-pooling. 1-max-pooling reduces v(1) from the previous step to a

vector v(2) ∈ R
fnum by selecting the maximum value of each filter:

v
(2)
i = max

(
v
(1)
i,1 , v

(1)
i,2 , ..., v

(1)
i,len+1−flen

)
(2)

(4) Concatenation. The computations described in step 2 and 3 are performed
once for each filter set, resulting in multiple matrices v(2,i). Given fsnum filter
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sets, these are concatenated to form a feature vector v(3) ∈ R
fsnum·fnum :

v(3) = v(2,1)‖v(2,2)‖...‖v(2,fsnum) (3)

(5) Fully connected layer. This feature vector is used as the input for a fully
connected layer, in which values from the feature vector are associated with
the output classes. Given cnum output classes, the output v(4) ∈ R

cnum of
this layer is computed as follows:

v
(4)
i =

⎛
⎝fsnum·fnum∑

j=1

wj,i · v
(3)
j

⎞
⎠ + bi (4)

In this equation, w ∈ R
fsnum·fnum,cnum is a matrix of trainable weights and

b ∈ R
cnum is a vector of trainable biases.

Finally, the values computed for the output classes are transformed into true
probabilities by applying the softmax function.

After the network is trained on a training dataset, its filters have learned to
identify output classes based on the presence or absence of certain words and
word groups. For any given input document, the network yields probabilities for
all classes, indicating which class the input document belongs to.

3.2 Computing Document Influence Matrices

A Document Influence Matrix is a matrix DIM ∈ R
len,cnum . Each value DIM i,c

indicates how strongly the word at position i influences the network to classify
the document as class c. A high value at DIM i,c means that the word at position
i strongly suggests the classification of the document as class c, whereas a value
close to 0 means that there is no correlation between the word and the class.

To compute a Document Influence Matrix for a particular input document,
we analyze the output of the network and trace the decisions made by the net-
work at each layer back to its input. This is done by consecutively computing
intermediate influence matrices (IIM) at each major step.

(1) Examining the network output. When the network has reliably classified
a document as a particular class, the output of the network for this true class
will be close to 1, whereas the outputs for the other classes will be close to 0.
The definition of the softmax function implies that the output of the fully
connected layer for the true class is much higher than any of the outputs for
the false classes.

(2) Tracing back fully connected layers. Let us examine Eq. 4 for computing
the output of a fully connected layer in more detail. It may also be written
as follows:

v
(4)
i = w1,i · v

(3)
1 + w2,i · v

(3)
2 + ... + wm,i · v(3)

m + bi (5)

Since the result of this equation for the true class is much higher than the
result for any of the other classes, it must have more wj,i · vj summands
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with high values. Therefore, a wj,i · vj summand with a high value has a
strong influence towards classifying an input document as a particular class,
whereas a wj,i · vj summand with a negative value has a strong influence
against classifying an input document as a particular class.
Furthermore, each wj,i · vj summand may be associated with one particular
input neuron of the layer. The influence of one particular input neuron on a
certain class is thus defined by the sum of all related wj,i ·vj summands. The
matrix IIM (fcl) ∈ R

inum,cnum for a fully connected layer with inum input
neurons and onum output neurons is computed as follows:

IIM (fcl)
i,c =

onum∑
j=1

IIM j,c · wi,j · vi (6)

(3) Tracing back concatenation. In Sect. 3.1, step 4, multiple feature vectors
are concatenated to form a single feature vector. To trace back the concate-
nation operation, the previous IIM is sliced into multiple pieces, resulting in
fsnum matrices IIM (concat,fsnum) ∈ R

fnum,cnum :

IIM (concat,n)
i,c = IIM (n−1)·fnum+i,c (7)

Each of these matrices is traced back further individually.
(4) Tracing back 1-max-pooling. 1-max-pooling is used to select the highest

out of several values resulting from the application of one particular filter
everywhere in the input document. Only this highest value has impact on
the classification outcome and thus receives all influence. The rank-3 tensor
IIM (1max) ∈ R

fnum,len+1−flen,cnum is computed as follows:

IIM (1max)
i,j,c =

{
IIM j,c v

(1)
i,j = v

(2)
j

0 otherwise
(8)

(5) Tracing back convolutional layers. Tracing back convolutional layers
follows the same principles as tracing back fully connected layers. The rank-
3 tensor IIM (conv) ∈ R

len,emb,cnum is computed as follows:

IIM
(conv)
i,j,c =

fnum∑

k=1

len+1−flen∑

l=1

IIM k,l,c · si,j ·
{
fsk,i+1−l,j i + 1 − l ∈ [1,flen]

0 otherwise
(9)

(6) Putting it all together. So far we have defined operations for computing
IIMs for each operation of the neural network. A DIM may be computed
using the following procedure:
1. Define an initial influence matrix IM ∈ R

cnum,cnum where IM c,c = outc
for each class c. All other fields are zero. Given the output of the last
layer of the network, this matrix states that each output has influence on
its respective class only.

2. Compute Intermediate Influence Matrices according to the architecture
of the network. At the concatenation step, continue individually for every
split.
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3. Perform element-wise summation of all IIM (conv) matrices:

IIM (sum) =
fsnum∑
i=1

IIM (conv ,i) (10)

The matrix IIM (sum) holds influence values of all word2wec components
of each word of the input document on each of the output classes.

4. Reduce the matrix IIM (sum) to a matrix DIM ∈ R
len,cnum :

DIM i,c =
emb∑
j=1

IIM (sum)
i,j,c (11)

This matrix finally contains individual influence values of each word on
each output class.

3.3 Creating a Visual Representation from Document Influence
Matrices

A visual representation of a Document Influence Matrix may be created by
following these steps:

1. Normalize the matrix so that all of its values are within the range [0, 1].
2. Select a distinct color for each class.
3. For each word in the document, select the highest value from the normalized

matrix, select the color of the class corresponding to this value, use the value
as the colors transparency, and use that color as the background for the word.

Table 1 shows examples from the datasets used in our experiments.

4 Experiments and Results

To prove the effectiveness of our approach, we conducted two different experi-
ments on multiple datasets.

The datasets used in these experiments are listed in Table 2. The Require-
ments dataset contains natural language requirements written in German and
taken from multiple requirement specification documents describing automo-
tive components and systems, such as wiper control, outside lighting, etc. It
also contains an equal number of Information objects (e.g. examples, informal
descriptions, and references). More information on this dataset is given in Sect. 5.

The Question dataset1 contains short natural language questions asking for
different kinds of answers, such as locations, numeric answers (dates, numbers),
persons, entities, descriptions, and abbreviations. The task is to detect what
kind of information a question asks for.

The Movie Reviews dataset2 consists of single line movie reviews. These are
either positive or negative.
1 http://cogcomp.cs.illinois.edu/Data/QA/QC/.
2 https://www.cs.cornell.edu/people/pabo/movie-review-data/.

http://cogcomp.cs.illinois.edu/Data/QA/QC/
https://www.cs.cornell.edu/people/pabo/movie-review-data/
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Table 1. Examples

Table 2. Datasets

Dataset Classes Train examples Test examples Classification accuracy

Requirements 2 1854 206 84.95 %

Questions 6 4906 546 83.70 %

Movie Reviews 2 9595 1067 73.29 %

4.1 Analyzing Most Often Highlighted Words

The goal of our first experiment is to prove that our approach is capable of finding
and highlighting relevant words within input documents. Since our approach
assigns high influence values to important words and low influence values to
unimportant words, aggregating highly influential words per class should yield
lists of words commonly used to describe individuals of a particular class.

We computed Document Influence Matrices for all examples in the test set of
each dataset. Then, for each individual word used in the dataset, we aggregated
the total influence of that word across all Document Influence Matrices per class.
This results in lists of words per class and their influence on that class (i.e. how
often are they highlighted in the test set). The words were sorted descending by
their accumulated influence.
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Table 3. Requirements dataset: most often highlighted words

Class Most often highlighted words

Requirement must, of, must (plural), contractor, be, shall, may, client, that, shall
(plural), active, to, supply voltage, a, agreed, must (old German
spelling)

Information described, can (plural), two, can, the, defined, requirements, in,
only, included, description, vehicle, so, require, deliver, specification

Table 4. Questions dataset: most often highlighted words

Class Most often highlighted words

Abbreviation stand, does, abbreviation, mean, is, for, an, number, beer, fame, term

Description how, what, is, do, are, the, does, why, a, origin, did, of, difference, mean

Entity what, the, name, was, is, of, a, fear, are, for, does, did, to, do, color

Human who, what, was, name, the, of, and, actor, company, school, tv

Location where, country, city, can, capital, the, was, state, are, what, does, in, of

Numeric how, many, when, did, does, was, year, long, the, do, average, is, of

Table 3 shows the results for the Requirements dataset. Words commonly used
to write requirements such as must and shall and their various German varia-
tions (i.e. “The system shall . . . ” and “The contractor must ensure that . . . ”)
are highlighted most frequently, which is exactly what we expected. A com-
monly used information-type sentence in our dataset is a reference to another
document (i.e. “further requirements are specified in ...”) and as such, the word
specified is highlighted very often. The other words are not particularly signifi-
cant. Furthermore, many sentences not containing certain requirement keywords
are information, although it is hard to specifically tell why exactly a sentence is
an information based on its words.

The results for the Questions dataset are displayed in Table 4. Most of the
classes can be identified very easy based on certain combinations of question
words and pronouns. Questions starting with “how many” are most likely asking
for numeric answers, “who was” is a strong indicator for a question asking for
a human’s name, and sentences containing “in which city” usually ask for a
specific location. The results in the table show that these terms are indeed the
most frequently highlighted.

Table 5 contains the most often highlighted words for the Movie Reviews
dataset. The list of positive words contains expected words such as best, worth,
fun, good and funny, but also words that we would not associate with positive
reviews at all (e.g. that, is, of, etc.). It seems that these words are often used in
phrasings with a positive sentiment. The word but is highlighted most in negative
reviews since it is often used when something is criticized (e.g., “The plot was
okay, but . . . ”). Also, different negative words such as bad, doesn’t, no, and isn’t
appear in this list since these are often used to express negative sentiment.
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Table 5. Movie Reviews dataset: most often highlighted words

Class Most often highlighted words

Positive that, is, of, a, has, film, us, with, best, makes, an, worth, performances,
it’s, fun, who, good, documentary, funny

Negative but, too, and, more, bad, no, so, movie, in, or, doesn’t, just, only, about,
the, there’s, i, are, isn’t

4.2 Measuring the Quality of the Visual Representations

We have conducted an empirical study to assess the quality of the visual repre-
sentations created by our approach in more detail.

For each example in the test sets, we manually decided which words should
be most important for deciding the class and then compared our expectation
to the actual visual representation. Each example is then assigned one of the
following quality categories:

– Perfect match. Our approach highlighted exactly all words that we consid-
ered to be important. No additional and unexpected words are highlighted.

– Partial match. Only some of the words we considered to be important are
highlighted. No additional and unexpected words are highlighted.

– Mixed match. The visual representation highlights some or all of the
expected words. Additionally, some words, which we considered to be irrele-
vant, are also highlighted.

– Mismatch. The visual representation did not highlight any expected words.

After conducting this evaluation on all three datasets, we accumulated the
count of perfect, partial, mixed, and mismatches in total. In order to better
understand the results, we also separately accumulated the counts on correctly/
incorrectly classified examples and on examples with prediction probabilities
greater/less than 95%. The results are displayed in Fig. 2.

On the Requirements dataset, 57% of the examples are highlighted according
to our expectations. On 16% of the examples, the visual representations are not
useful at all. On the visual representations of the remaining 27% of the examples
either not all expected words are highlighted or some unexpected words are
highlighted as well.

The separated results on correctly and incorrectly classified examples reveals
that our approach naturally fails to provide reasonable visual representations for
incorrectly classified examples. Contrariwise, for almost all (94%) correctly clas-
sified examples, the visual representation contained all or at least some relevant
words. Inspecting the prediction probabilities also reveals an interesting correla-
tion: The visual representation of an example with a high prediction probability
is more likely to be correct than the visual representation of an example with a
low prediction probability.

Within the Question dataset, about 59% of all examples are accurately
highlighted. 11% of the examples are partially highlighted, whereas within the
remaining 30%, irrelevant words are highlighted. Just as with the Requirements
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Fig. 2. Relation between important words and words highlighted by the approach.

dataset, the overall quality of the visual representations on correctly classified
examples and examples with high prediction probabilities is much higher than
the overall quality on incorrectly classified examples and examples with low pre-
diction probabilities.

Results on the Movie Reviews dataset are considerably worse than the results
on the other two datasets. Only 32% of the examples had completely correct
visual representations. In 69% of all cases, at lease some relevant words are
highlighted. In 55% of all examples, irrelevant words are highlighted as well. We
suspect that this is due to the lower accuracy of the model compared with the
other two models and due to the higher complexity of the classification task.

Based on the individual results for these three datasets, we made the following
general observations:

– The overall quality of the visual representations strongly correlates with the
performance of the trained model. The higher the accuracy of the model on
the test set, the better the overall quality, i.e. more relevant and less irrelevant
words are highlighted.

– The quality of an individual examples’ visual representation correlates with
the probability on the predicted class. Higher probabilities usually lead to
visual representations closer to what we expected.

5 Application to Natural Language Requirements
Classification

We have applied the approach presented in our previous works [9] in an indus-
trial setting to automatically classify natural language requirements, which
are written down in requirements specification of automotive systems. These
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requirements documents specify the properties and behavior of systems. Most of
the content consists of natural language sentences. Apart from formal and legally
binding requirements, these documents also contain auxiliary information such
as clarifications, chapter overviews, and references to other documents. This kind
of content is not legally binding and as such is not relevant to e.g. third party
suppliers who implement a system. To better differentiate between requirements
and additional information, each content element has to be explicitly labeled
as either a requirement or an information. This task is error-prone and time-
consuming, as it is performed manually by requirements engineers.

We have build a tool that assists the requirements engineer in performing this
task. This tool analyzes a requirements documents, classifies each relevant (i.e.
only sentence, no headings, figures etc.) content element as either requirement
or information, and issues warnings when a content element is not classified as
predicted by the tool. Alongside these warnings, we used the approach presented
in this paper to highlight the words responsible for classifying a content element
as either information or requirement.

By using the visualization approach presented in this paper, the requirements
engineers were able to better understand why the tool made specific decisions.
If a user does not understand the classification outcome, the user is pinpointed
to phrases or individual words that contribute to the outcome. The user can
interpret these results and react to them in several ways:

– The user recognizes that the chosen phrasing may not be suitable for the
kind of content the user wants to express. Therefore, the user may revise the
sentence and thus increase the quality of the specification.

– The user recognizes that rules for classifying content items are used inconsis-
tently between requirements engineers. Therefore, the user initiates a discus-
sion for specific phrases or formulations w.r.t. their classification.

– The user recognizes that the tool has learned something wrong or that the
learned decision procedure does not match the current classification rules
(which may change over time). Therefore, the user marks this result as a
false positive. The neural network may adapt to this decision and keep up to
date (c.f. active learning).

6 Conclusions and Future Work

In this paper, we have presented an approach to create visual representations
for natural language sentences, which explain classifier decisions by highlighting
particularly important words. As shown in our evaluation, these visual represen-
tations are accurate as long as the underlying model is accurate.

As we integrated our approach in our requirement classification tool, we have
received very positive feedback from industry experts. We argue that an approach
to explain network classification decisions to users increases both usability and
acceptance of a tool. A visual approach as presented in this paper is sufficient
although any other approach may work as well.

In the future, we plan to conduct a more extensive field study on a large user
base to better understand the qualities and limitations of our approach.
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Abstract. Previous works have recognized that linguistic features such
as part of speech and dependency labels are helpful for sentence com-
pression that aims to simplify a text while leaving its underlying mean-
ing. In this work, we introduce a gating mechanism and propose a
gated neural network that selectively exploits linguistic knowledge for
deletion-based sentence compression. Experimental results on two popu-
lar datasets show that the proposed gated neural network equipped with
selectively fused linguistic features leads to better compressions upon
both automatic metric and human evaluation, compared with a previous
competitive compression system. We also investigate the gating mecha-
nism through visualization analysis.

Keywords: Sentence compression · Neural network · Gating
mechanism · Linguistic knowledge

1 Introduction

Sentence compression is an important task in text simplification that aims to
simplify a text while remaining leaving its underlying meaning. In this technique,
the grammar and structure of sentences are compressed to generate more concise
sentences, which contributes ideally to improving the automatic summarization
and statistical machine translation [1]. In recent years, most of the sentence
compression systems have been deletion-based; the compressions consist of sub-
sequent tokens of the original sequence [1,5,10,12,13]. For example, if an input
sentence, as the Fig. 1 shows, is, A man suffered a serious head injury after an
early morning car crash today., an appropriate compression would be A man
suffered a serious head injury after an car crash. In such a way, compression is
generated by keeping and dropping tokens in the original input.

To avoid introducing grammatical mistakes in the compressions, previous
works have usually relied on syntactic information or syntactic features as sig-
nals [2,5,10,13], or directly pruned dependency or constituency trees [1,7,12]

c© Springer International Publishing AG 2017
F. Frasincar et al. (Eds.): NLDB 2017, LNCS 10260, pp. 480–491, 2017.
DOI: 10.1007/978-3-319-59569-6 56
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A man suffered a serious head injury after an early morning car crash today .

det nsubj root det amod nn dobj prep det amod nn nn pobj dep punct

DT NN VBD DT JJ NN NN IN DT JJ NN NN NN NN .
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Fig. 1. Dependency parsing result of the example sentence from Google dataset, which
lies in the first row. Bold words refer to the compression, the second row consists of
dependency labels for each word, while the third row consists of part-of-speech tags for
each word.

to generate compressions. Recently, much attention has been given to neural-
networks-based approaches that does not require labor-intensive feature designs.
Filippova et al. [8], for the first time, applied LSTM to sentence compression;
Klerke et al. [11] further leveraged eye-movement information in multi-tasking
through LSTMs and achieved encouraging performance. In this work, we propose
linguistic knowledge based gated neural networks capable of selectively utilizing
these linguistic features to make prediction. We will detail it later in Sect. 2. In
short, our contributions are two-fold:

– Incorporate linguistic knowledge into recurrent neural networks to make bet-
ter use of syntactic information for sentence compression.

– Propose a gating mechanism for sentence compression to selectively exploit
linguistic features and achieve competitive results on the downstream
datasets. A visualization analysis of the gating mechanism is also conducted.

2 Models

2.1 Linguistic Knowledge

In this work, two kinds of linguistic features are considered, dependency labels
and part-of-speech (POS) tags. We firstly parse1 the input sentences and yield
the dependency labels as well as POS tags for each word. Figure 1 gives an
example; each node (word) in a dependency tree would have a unique parent
node except for the root node for which we assign the “ROOT” label. We take the
modified relations labels between target word and its parent as the dependency
labels. Likewise, we label each word in sentences with POS tags using parser.

1 We use Parsey McParseface, one of the state-of-the-art English parsers released by
Google https://github.com/tensorflow/models/tree/master/syntaxnet.

https://github.com/tensorflow/models/tree/master/syntaxnet
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2.2 Lookup Table

In total, we found that there were 45 distinct dependency labels and at most
38 distinct POS tags in the training datasets. Each of these labels and tags cor-
responds to a low-dimensional real vector through their own lookup tables, as
shown in Fig. 2. We randomly initialized the lookup tables. Furthermore, similar
to [8], we pre-trained word vector embedding using the skip-gram model2 [14].
Therefore, we finally have embedding, dependency, and POS lookup tables. By
virtue of these lookup tables, each word corresponds to three feature represen-
tations whose concatenation is taken as the input of neural networks.

2.3 Linguistic Knowledge Based Recurrent Neural Network
(LK-RNN)

The recurrent neural network (RNN) [6] is able to model sequences with arbitrary
length and bi-directional RNN is even more powerful, capable of capturing both
forward and backward information. Formally, the hidden layer h1

i in the forward
direction and the hidden layer h2

i in the backward direction are

h1
i = tanh(W1xi + U1h

1
i−1 + b1),

h2
i = tanh(W2xi + U2h

2
i+1 + b2),

where W1, U1, b1 and W2, U2, b2 are model parameters. As shown in Fig. 2, we
obtain h12

i = [h1
i ;h

2
i ] for the i-th word in input sentences. Here, [ ] means the

concatenation operation of vectors. We take the concatenation of feature rep-
resentations as input to a two layer bi-directional RNN (two bi- RNN units)
followed by a fully connected layer. The output layer is a SoftMax classifier that
predicts label 1 if a word is to be retained in the compression or label 0 if a word
is to be dropped.

2.4 Linguistic Knowledge Based Gated Neural Network (LK-GNN)

On the top of LK-RNN, we add a gated neural network (GNN) unit between
the bi-directional RNN and Softmax layer, as shown in Fig. 2. The added GNN
is capable of fusing each feature to yield a combination in the first place.

r1 = sigmoid(W3[h12
i ;xemb

i ] + b3)

r2 = sigmoid(W4[h12
i ;xdep

i ] + b4)

r3 = sigmoid(W5[h12
i ;xpos

i ] + b5)

Here, the contextual information, h12
i , can be seen as a conditioning signal

for gates. Similar to candidate activation in a GRU unit [3], the combination of
three feature inputs, hr

i , is yielded through element-wise multiplication �.

hr
i = r1 � xemb

i + r2 � xdep
i + r3 � xpos

i

2 https://code.google.com/p/word2vec/.

https://code.google.com/p/word2vec/
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Fig. 2. Graphical illustration of gated neural network. Emb, Dep, and Pos respectively
stand for word embedding, dependency, and part-of-speech lookup tables.

Then, update gates z1, z2, z3 and z4 are used to yield linear interpolation
between three feature inputs and their combination, hz

i .

z1 = exp(W6[h12
i ;xemb

i ] + b6)

z2 = exp(W7[h12
i ;xdep

i ] + b7)

z3 = exp(W8[h12
i ;xpos

i ] + b8)

z4 = exp(W9[h12
i ;hr

i ] + b9)

Each zi is normalized by their sum
∑

i zi. Finally,

hz
i = z1 � xemb + z2 � xdep + z3 � xpos + z4 � hr

i

Here, hz
i is fed into the SoftMax layer to make a prediction. xemb, xdep,

xpos, Wi, bi (i ranges from 1 to 9), U1, U2 and W10, b10 (for the SoftMax layer)
are parameters to be learned during training. Models are trained to minimize a
cross-entropy loss function, with a l2 regularization term.

L(θ) = −
∑

w∈S

C∑

i=1

P
′
i logPi +

λ

2
‖ θ ‖2,

where θ is the set of model parameters, w refers to a word, S refers to a sentence,
C is the number of classes (here, C = 2) and Pi is the predicted probability.
P

′
i has a 1-of-K coding scheme where k equals the number of classes, and the

dimension corresponding to the ground truth is 1, with all others being 0. λ is
the regularization hyper-parameter.
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3 Experiment

3.1 Datasets

To evaluate the proposed models, we used two popular deletion based datasets
with different compression ratios, BROADCAST [4] with a 0.27 compression
ratio, and a subset of GOOGLE with 0.87 compression ratio (note that 0.87
is for the 10,000 sentence-compression pairs data), which is publicly available
[8]. The BROADCAST consists of 1,370 pieces of manually compressed English
newswire text, while the GOOGLE consists of 10,000 pairs of headlines and
the first sentences from English newswire. For comparison purposes, we used
the same testing sets as the previous works did [8,11]. Finally, the partition of
training, development, and testing set were 882/78/410 for BROADCAST, and
8000/1000/1000 for GOOGLE.

3.2 Baseline and Proposed Models

LSTM [9] has shown promises in lots of NLP tasks due to its ability to overcome
the vanishing gradient problem and thus retain long-distance dependency. Klerke
et al. [11] applied three-layer bi-LSTM to the sentence compression problem. As
such, we implemented this three-layer bi-LSTM as the baseline. Furthermore,
we also implemented a sequence-to-sequence (seq2seq) framework whose both
encoder and decoder are both LSTM, since LSTM network shows promising
performance in a variety of NLP tasks. As for parameters setting, the dimension
of each input feature was set to 50. The number of dimensions of hidden layers
were 150 in the case of GOOGLE, for BROADCAST, these dimensions were
halved due to the relatively small size of the training corpus.

The models were trained by using stochastic gradient descent and regulariza-
tion hyper-parameter λ equals 10−4. The iterations stopped when the accuracy
on the development set did not increase any more for a while. All of the experi-
ments were conducted using a deep learning framework, Theano (version 0.8.2).
The datasets and codes are publicly available on github 3.

4 Evaluation and Analysis

4.1 Automatic Evaluation

Token-level F1 score results are presented in Table 1. We observed that both
proposed models lead to improvements over the baseline, three-layer bi-LSTM,
and across two datasets, suggesting that the introduction of linguistic knowledge
did help the models to exploit syntactic information to determine which of the
words should be kept or dropped.

Among the others, LK-GNN significantly outperformed the previous state of
the art [11], and also showed better performance than LK-RNN (although not

3 https://github.com/Dodo-Cho/NLDB-2017.

https://github.com/Dodo-Cho/NLDB-2017
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Table 1. F1 Results for BROADCAST dataset with three annotators and GOOGLE
dataset. †, ‡, and ♦ respectively stand for significant difference with 0.95 confidence
between two results in the same column. Best results are in bold font.

Model BROADCAST1 BROADCAST2 BROADCAST3 GOOGLE

Seq2seq (LSTM) 72.44†‡ 79.16†‡ 66.88†‡ 74.83†‡
Baseline 73.91†‡ 79.92†‡ 68.30†‡ 79.90†‡
Klerke et al. (16) 75.19 82.17 70.12♦ 80.97♦
Our LK-RNN 75.76† 82.09† 71.71† 82.32†
Our LK-GNN 76.41‡ 82.00‡ 72.34 ‡♦ 82.73‡♦

significantly). We speculate that this may be because the gating-mechanism-
based RNN selectively fuses and exploits features according to different target
words and adaptively captures the long-distance relations by virtue of integrating
the linguistic knowledge, rather than just capturing sequential relations in the
LSTM baseline. It is worth pointing out that while the huge dataset of sentence
compressions in [8] is not available to us, we achieved competitive results by
using 10,000 sentence-compression pairs (less than 0.5%) instead of 2 million
pairs.

To further observe how much of a contribution each linguistic feature makes,
we conducted experiments with different combinations of the features as the
Table 2 shows. The results show that the combination of all features performed
the best, suggesting that all of the features do contribute to the final predic-
tion. Also, adding dependency labels seems to bring a few improvements over
the model with word embedding only, while not significantly. This is also true
for the part-of-speech feature. These results imply that the dependency label
feature and part of speech feature are relatively independent, which is consistent
with the fact: a dependency parse connects words according to their dependency
relationships, while a constituency parse aims to use sub-phrases in text to form
a tree.

Table 2. F1 Results for BROADCAST and GOOGLE dataset. “Emb” means using the
word embedding feature only; “Emb+ Dep” means using both word embedding and
dependency label as features; “Emb+ Pos” means using word embedding and part-of-
speech tags as features; “All features” is the our LK-RNN model that uses all the word
embedding, dependency label, and part-of-speech tags.

Feature BROADCAST1 BROADCAST2 BROADCAST3 GOOGLE

Emb 74.01 80.41 70.88 80.67

Emb + Dep 74.11 81.55 71.41 81.86

Emb + Pos 74.65 81.61 71.24 81.48

All features 75.76 82.09 71.71 82.32
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4.2 Human Evaluation

We conducted a human evaluation in which the compressions (of the first 200
sentences in the GOOGLE dataset) generated by LK-GNN and the baseline
method were shown to two native English speakers. We asked them to rate
them in terms of grammatical correctness without showing the original sentences.
Then, they were to assign one label out of GNN, BASELINE, BOTH, NEITHER
to each pair of sentences, according to the criteria above. Here, GNN means
that the compression generated by LK-GNN was better. BASELINE means that
the compression generated by the baseline was better. BOTH means that the
compressions generated by the two models were the same or nearly the same, and
NEITHER means that neither made sense or neither was complete. The results,
which are summarized in Fig. 3, show that, on average, in 45% of cases (90/200),
the proposed LK-GNN was better than the baseline in terms of syntactically
correctness, while in 22.5% of cases (45/200), the baseline performed better.
Also, we observed that, in 20% of cases (40/200), the two models performed
nearly equally. Both failed in only 12.5% of cases (25/200) where both fail. To
assess the inter-assessor agreements, we computed Cohenś unweighted κ [18].
The computed unweighted κ was 0.485, reaching a moderate agreement level 4.
We therefore conclude that the linguistic knowledge supervised neural network
is more likely to generate more grammatically correct sentences that make sense.
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Fig. 3. Human evaluation results of two native English raters. The number on top of
each bar means the number of sentences.

For further analysis, we investigated the examples listed in Table 3, which
shows that by incorporating syntactic information, gated neural networks per-
formed well in some cases such as in compressing less important phrases (such
as Gg

2 and Gb
1) or clauses such as (Gb

2), but failed in some ways (such as Gg
2

and Bb
3) compared with the baseline model. We are aware of this problem of the

4 Landis and Koch [17] characterize κ values < 0 as no agreement, 0–0.20 as slight,
0.21–0.40 as fair, 0.41–0.60 as moderate, 0.61–0.80 as substantial, and 0.81–1 as
almost perfect agreement.
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Table 3. Examples for original sentences (O) and compressions. B and G respectively
stand for compression generated by baseline model and proposed LK-GNN. Best one
of each set is in bold font. First half of examples are from GOOGLE, while the second
half of examples are from BROADCAST.

Og
1 : A woman accused of beating her poodle puppy to death and then burying it in

her backyard was allowed to go free Thursday

Bg
1 : A woman accused of beating her poodle puppy to death

Gg
1: A woman accused of beating her puppy to death was allowed to go

free

Og
2 : A man who was shot in the head in front of his teammates as he walked off a

soccer pitch knew his life was in danger, an inquest heard

Bg
2 : A man who was shot off a knew life was

Gg
2: A man who was shot knew his life was in danger

Og
3 : BWV group middle east has confirmed that the new bmw 5 series will go on

sale in the middle east in september

Bg
3 : New BWV 5 series will go on sale

Gg
3: The new BWV 5 series will go on sale east

Ob
1: Against this background, it is somewhat surprising that EPA would, on its own

initiative, undertake a major new program as part of its brownfields action
agenda

Bb
1: would, on its own initiative, undertake a major new program as part of its

brownfields action agenda

Gb
1: It is surprising EPA would on initiative, undertake a major new

program as part of its brownfields action agenda

Ob
2: I think we have heard from a very small minority, and unfortunately, they’re

bullies

Bb
2: think we have heard from a very small minority, and unfortunately, they’re

bullies

Gb
2: We have heard from a minority and, they’re bullies

Ob
3: He has a plan where you go, what to do, what to talk about

Bb
3: He has a plan where you go, what to do, what to talk about

Gb
3: He has a plan where what to do, what to talk about

quality of compressions generated by our method not always being satisfactory,
which we believe could be improved by applying a natural language generator
to our present compression results. We leave this as the future work.

4.3 Visualization of Gating Mechanism

To further investigate how the gating mechanism adaptively makes use of dif-
ferent linguistic features, we visualized the gates z1, z2, z3 and z4 using a color
gradient map. Each gate was actually a vector and each dimension of this vector
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corresponds to a real value between 0.0 and 1.0. Gates were normalized by their
sum, thus satisfying z1+z2+z3+z4 = 1. All gates depended on the contextual
information h12

i of the current word. On top on that, z1 is further depended
on word embedding; z2 is further depended on dependency label embedding;
z3 is further depended on part of speech embedding; z4 is further depended on
the fused embedding of word, dependency label, and part of speech embedding.
Similar to the GRU unit [3], each gate was thought to be able to control the
flow of information and we accordingly assume that the bigger the value of a
gate is, the more information flow could go through that gate. For instance, if
the dependency gate z2 had a bigger value on each of its dimensions, it would
mean that the dependency label embeddings made more of a contribution to
the final prediction. Furthermore, since each gate is a vector, for simplicity, we
average all dimensions of a gate vector and took its mean as the representative
to draw the color gradient map. Thus, each gate vector was turned into a real
value (scalar) between 0.0 and 1.0.

Fig. 4. Emb, Dep, Pos, and Cadi respectively refers to z1, z2, z3 and z4 of our proposed
LK-GNN model (Sect. 2.4). The darker each gate is, the more information that flows
through each gate; the lighter each gate is, the less information flows through each
gate. Words kept by LK-GNN are underlined.

Figure 4 show three example sentences processed by our LK-GNN model:
(a), (b), and (c). Emb, Dep, Pos, and Cadi respectively refer to word embed-
ding gate z1, dependency label embedding gate z2, part of speech embedding
gate z3, and fused embedding gate z4. The darke the corresponding box gets, the
more information that flows through the gate; the less the information that flows
through the gate, the lighter the box gets. In all example sentences, dependency
gate z2 allows more information to go through it, suggesting that dependency
information may play an important role in the decision to keep (words with an
underline) or drop (word without underline), we did not do statistical signifi-
cance tests though. To be more specific, for case (b) and (c), the words modified



Gated Neural Network for Sentence Compression 489

by (nsubj, root, and dobj) were respectively (Beatrix, undergone, surgery) and
(google, introduced, bean), which can be viewed as the core of those sentences.
This implies that the model learned that these dependency labels are crucial for
sentence compression by having more information flow go through that gate. On
the other hand, word free in (a) made more use of the part-of-speech gate to
decide whether it should be kept or not. This means that the proposed model
seemed to consider different feature sources to make the best prediction. How-
ever, a further and more exact explanation would require more experiments in
future.

As a matter of fact, the gating mechanism and attention mechanism share
a lot in common. For instance, they both allocate different weights to different
information sources, allowing neural network models to focus on the information
important to the prediction. However, it is worth pointing out the difference
between both. The attention mechanism was originally developed to solve the
word alignment problem in neural machine translation. To condition words in
a decoder on more relevant hidden states in an encoder, attention weights are
used to be as relevant coefficients for each hidden states in the encoder. Its
weight is usually a scalar (0-dimensional tensor) in many works such as [20],
while it could be a vector (1-dimensional tensor) in a few works such as [21]. In
contrast, a gate is a vector capable of dynamically controlling the neural network
architecture in that gates seem to change the direction in which the information
flow goes by opening or closing the gates. Here, element-wise product operation
plays an important role. More importantly, due to the introduction of gates, the
neural network has both control information (gate) and data information (such
as a neural network layer), which make it a bit different from the commonly
used McCulloch-Pitts neural network [22]. Our experimental results also show
that through the neural network learning (training), a gate, as a controller of
information, is capable of conditioning the prediction on different information
sources (inputs), achieving a dynamic network architecture in a sense.

5 Related Works

There are two research lines regarding deletion-based sentence compression. The
first one relies on linguistic knowledge such as syntactic information or syntactic
features as signals [2,5,10,13]. These linguistic features function as an indicator
for compression. In another, [1,7,12] generate compressions directly by pruning
dependency or constituency trees. Among others, [16] incorporates linguistic
knowledge into a compression model, which is similar to ours. Instead of dropping
or keeping words on the word level, they focus on operating on nodes in syntactic
trees, yielding better sentence quality.

Another research line is based on neural network methods due to the advances
in computational power and data amount. Such kind of methods rely on big
labeled data to automatically extract features, with promising results. In 2015,
Filippova et al. [8], for the first time, applied LSTM to sentence compression in a
sequence-to-sequence learning fashion. They constructed over 2 million sentence-
compression pairs and yielded encouraging results. In 2016, [15] represented a
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neural network architecture for deletion-based sentence compression using over
2.3 million instances as [8] did. They represented word with word embedding,
dependency labels, as well as part of speech tags, and sliding a window left-to-
right to make decisions on the basis of the local context. However, neither of
their large deletion-based sentence compression datasets are publicly available.
On the other hand, in the same year, Klerke et al. [11] leveraged eye-movement
information as external knowledge in a multi-task learning fashion to achieve
comparable performance. Their work implies that external knowledge usually
helps in the case of small training datasets. We follow this fashion and take it as
a sequence labeling task. While the previous works such as [15,19] also exploit
dependency labels and part-of-speech tags, our work is different from them in
two ways. Firstly, we represent a neural network architecture that is able to
selectively make use of different feature sources. Secondly, we further investigate
the gating mechanism through visualization analysis.

6 Conclusion and Future Work

In this work, we proposed a linguistic-knowledge-based gated neural network
(LK-GNN) for deletion-based sentence compression. Two kinds of syntactic
knowledge are considered, namely, the dependency labels and part-of-speech
tags. Experimental results on two popular sentence compression datasets showed
that the proposed LK-GNN yielded comparable or better performance in terms
of F1 score and was able to generate more readable sentences. Furthermore, visu-
alization of the gating mechanism suggests that the proposed model seems to be
able to selectively employ different features to make the best prediction. In the
future, we will consider more semantic features such as combinatory categorical
grammar tags or dependency minimal recursion semantics relations to enrich
our feature extractions. Also, since our proposed framework is easy to extend to
other sequence labeling tasks, we plan to apply it to other relevant NLP tasks.

Acknowledgments. This work was supported by JSPS KAKENHI Grant Numbers
15H02754, 16H02865. We also thank anonymous reviewers for their careful reading and
helpful suggestions.

References

1. Berg-Kirkpatrick, T., Gillick, D., Klein, D.: Jointly learning to extract and com-
press. In: Proceedings of the 49th Annual Meeting of the Association for Compu-
tational Linguistics: Human Language Technologies, vol. 1, pp. 481–490 (2011)

2. Bingel, J., Søgaard, A.: Text simplification as tree labeling. In: The 54th Annual
Meeting of the Association for Computational Linguistics, pp. 337–343 (2016)
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Abstract. This paper presents a novel statistical Natural Language
Generation (NLG) approach relying on language models (Positional and
Factored Language Models). To prove and validate our approach, we
carried out a series of experiments in the scenario of story generation.
Through the different configurations tested, our NLG approach is able
to produce either a regeneration in the form of a summary of the original
story, or a recreation of one story, i.e., a new story based on the entities
and actions that the original narration conveys, showing its flexibility
to produce different types of stories. The results obtained and the sub-
sequent analysis of the generated stories shows that the macroplanning
addressed in this manner is a key step in the process of NLG, improving
the quality of the story generated, and decreasing the error rate with
respect to not including this stage.

Keywords: Natural language generation · Macroplanning · Content
selection · Surface realisation · Story generation

1 Context and Motivation

Macroplanning (i.e., what to say) and surface realisation (i.e., how to say it) are
two key stages in the process of Natural Language Generation (NLG). Research
in the area usually addresses each of them separately due to their different chal-
lenges and goals, with the macroplanning part mostly fixed a priori or manually
determined. This results in ad-hoc NLG systems, barely adaptable for being
used in several contexts with different communicative goals.

Advancing towards the development of more flexible NLG systems, the main
objective of our research is the analysis, design, and evaluation of a novel method
able to automatically produce a text according to some genre constraints. Specif-
ically, our current work is focused on the possibility to learn about the pres-
ence, relevance or distribution of different kind of elements (i.e., lexical fverbs,
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nouns,...) as well as their linguistic realisation, in the context of narrative text,
in particular, stories for children. We conduct a preliminary analysis into how
the approach performs on two tasks: (i) regeneration of stories in the form of an
abstractive summary, and (ii) recreation of a story, that consists of generating a
new story taking into account the same structure and vocabulary of another.

Previous work in narrative and storytelling have been addressed for regen-
erating stories from graphs of intentions [5] or differentiating levels of narrative
simultaneously (discourse/story planning) [11]. Nevertheless, in the first case the
graph has to be populated by humans and in the second one, certain informa-
tion is required to start with, as a set of action types or the goal conditions. The
novelty of our proposal lays on the use of language models to learn dynamically
the document plans from plain text, so the required content is first extracted
and then provided to the surface realisation stage, where sentences are generated
from the information also obtained through language models. In this manner,
more flexible systems may be produced.

2 Statistical Approach Based on Language Models

Figure 1 depicts our proposed NLG approach. At the end of the process, infor-
mation for each position and word remains stored -matrix of scores(MS). The
relevant content will appear as an intermediate representation, the document
plan (DP), that would work as guidance from the macroplanning to the surface
realisation stage, where Factored Language Models (FLM) will be used, follow-
ing an overgeneration and ranking strategy (o&r) to select for the story the best
sentence from a set of candidate generated sentences.

2.1 Positional Language Models for Macroplanning

Usually based on bag-of-words approaches, language models have represented
text as a set of elements with little or no consideration for their location along
the document. Positional Language Models (PLM) can overcome such issue gen-
erating a model for each position of the text, on the basis of term propagation.

It is possible to calculate a score for each term at every position of a text, by
means of a propagation function f(k,j) that rewards term repetition and closeness

Fig. 1. Overview of our statistical generation process.
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of the appearance. In this sense, for any position in the text k, it is calculated a
a model that assigns a value to each term of the vocabulary V, P (w|k):

P (w | k) =

∑|D|
j=1 c(w, j) × f(k, j)
∑

w′∈V c(w′, k)
(1)

where c(w,j) ∈ [0, 1], and indicates the presence of term w in the position j,
and |D| refers to the length of the document. Therefore, information about both
location and relevance of the term w in place k can be processed in order to
elicit knowledge that improves the content selection and structuring, which are
in fact the essential elements that define macroplanning.

2.2 Factored Language Models for Surface Realisation

FLMs are an extension of language models proposed in [1], which have been
successfully employed in NLG [7,8]. The main objective of a FLM is to create a
statistical model P (f |f1, . . . , fN ) where the prediction of a feature f is based on
N parents {f1, . . . , fN}. In this model, a word is viewed as a vector of k factors
such that w ≡ {f1, f2, . . . , fK}. These factors can be any lexical, syntactic or
semantic features such as lemmas or stems.

Differently from previous NLG approaches, FLMs are used in our approach
to generate text based on the information given by the macroplanning stage,
applying over-generation and ranking techniques. For each line specified in the
DP a set of candidate sentences is generated according to the grammar.

Then, these candidate sentences are ranked by their probability in order to
select only one, following the approach suggested in [2]. The selected sentence
is then inflected using a rule-based system developed for this purpose. This
generation process is repeated for each sentence specification within the DP.

3 Experimental Scenario: Story Generation

A corpus of 67 English children stories extracted from Bedtime Stories1 was used
for the experiments. To enrich and complete the experimentation, it was enlarged
for some stages of the process, with other fairy tales corpora (825 documents
in total). All the documents were pre-processed at different linguistic analyses
(sentence segmentation, tokenisation, etc.) using Freeling [9].

3.1 Determining the Structure and Content (Macroplanning)

In this paper, we proposed an approach based on the construction of one matrix
of scores for each document of the corpus from which a DP is drawn up, con-
taining information about the relevant elements and their position.

1 https://freestoriesforkids.com/.

https://freestoriesforkids.com/
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Computing the Matrix of Scores. The first step for filling the MS is to
elaborate a matrix of importance (MI), a bi-dimensional collection of values
with one row per word of the vocabulary and as many columns as positions
in the text. MI[w,j] is equal to one if the term w appears in the position j,
zero otherwise. For the current experiments, the decision was to generate very
basic structures, simple verbal and noun phrases that could contain nouns and
adjectives. Therefore, only lemmas of these categories would shape the set of
terms of interest and, thus, the vocabulary. Afterwards, the proximity-based
count is calculated using a propagation function. Several functions can be used
here but, following previous work [4,6], we used the Gaussian Kernel:

f(k, j) = e
−(k−j)2

2σ (2)

In Eq. 2, the parameter σ is responsible for the spread of kernel curves and
represents the semantic scope of a term. Some experiments, later explained, were
conducted to finally set its value in 25.

At this stage, MS[w,k ], which is equivalent to P (w|k) in equation (1), can
be computed for a term w in the position j, through the aggregation of the
Gaussian value for each position of the same term in different places of the text:
∑|D|

j=1 c(w, j) × f(k, j).

Generating the Document Plan. The scores in the MS serve to create the
DP. In this first attempt, values are retrieved respecting certain partitions or
sections, constituted by the set of positions (sub-matrix of MS) conforming each
sentence. Since our purpose was to recreate or to regenerate a story, this allows
to keep the same number of sentences in both stories, the initial and the final
one. From each sub-matrix, it is possible to distinguish those terms with higher
values. Among them, for each sentence to be generated, the same amount of
words of the three categories accepted (verb, noun, adjective) is selected into
the DP. This number is constrained by one preset very simple grammar, so
the length of generated sentences will range between 5 and 7 words. For this
experiment, 5 words per category are transferred into the DP.

At this point, we were able to experiment with several values for σ, being
finally empirically determined (25) after analysing results for a set of values (25,
75, 100, 175). It was observed that upper values led to a lower variety of elements
in the DP and, thus, to poorer outcomes.

3.2 Surface Realisation

For surface realisation, several FLMs were used. On the one hand, a FLM using
the whole corpora was trained, in order to enrich the vocabulary to perform the
generation of a new story with original content. On the other hand, a single FLM
for each of the stories within the 67 English children tales was trained too. This
duality led to the possibility of producing two types of texts: (i) an abstractive
summary (regeneration task) , and (ii) a new story based on the same vocabulary
and elements of a particular tale (recreation task).
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Additionally, a baseline method was defined: during the generation, the infor-
mation extracted from the title of the original stories was employed instead of
the information given by the DP, i.e., no macroplanning stage is used.

4 Evaluation and Discussion

As a quality indicator, the word variation was measured both in all the outputs
and the source stories (i.e., the original ones). To obtain this value, we consider
the ratio between the total number of words and the number of different words
in such set (unique words). The higher the value, the richer the variety and the
better the output. Results are shown in Table 1.

Table 1. Results for the regeneration and recreation task (%)

Regeneration task Recreation task

Baseline
(no DP)

Macro-
planning

Originals Baseline
(no DP)

Macro-
planning

Originals

General variation 54.34 34.61 61.06 59.49 34.43 61.06

Verb V 40.80 18.15 61.74 64.23 26.09 61.74

Noun V 55.49 40.02 55.49 55.94 36.96 55.49

Adjective V 73.97 42.64 78.83 59.08 39.79 78.83

ROUGE-1 R 47.00 52.00 – – – –

Furthermore, Rouge metric [3] was employed for the regeneration task to
compare the regenerated stories (i.e., summary) with the original ones. The recall
measure for unigrams is reported, showing the results improvement when the
macroplanning stage is used. This indicates that the macroplanning is providing
the appropriate information about what elements to incorporate into the story.

In all the cases, regarding variety, the values for the original stories are higher,
but as well the length of the documents, since they are not limited by the gram-
mar applied. The baselines, i.e., the approach without the macroplanning stage,
present more variety than those generated from the data in the DP. This is
because introducing the DP implies a restriction in the choices the model can
make and furthermore, because it is possible that words with high value in the
MS appear in consecutive lines when the surface realisation looks for relevant
terms there, which clarifies these results.

Additionally, the generated sentences (i.e., with both configurations) were
evaluated with the TER [10] metric, comparing them with the original story from
the corpus. In this respect, the results obtained using macroplanning improve
against those obtained for the baseline, specifically, showing an increase of 3.81%
for recreation and 5.74% for regeneration.
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4.1 Error Analysis

A manual analysis of the results revealed several limitations. Regarding the verbs
within the generated stories, there is a high number of repetitions of the most
commonly used verbs in English (e.g., to be, to have), which leads to a low verb
variability problem in some of the stories (lowest rates in Table 1).

Moreover, the election of a simple grammar for our first attempt has advan-
tages but clear limitations too, from the inability to create negative or interrog-
ative sentences to the restriction regarding the extent for a richer vocabulary, or
the enlargement of types of elements (adverbs, pronouns, etc.).

5 Conclusion and Future Work

This paper presents a novel NLG approach that integrates the stages of
macroplanning and surface realisation. Macroplanning employs PLMs to locate
and extract the elements of interest shaping the document plan. From there, real-
isation is made through FLMs trained both from the whole corpora and from
each tale itself, which gives way to two different tasks: recreation and regenera-
tion of the original texts. The preliminary results obtained are very promising,
opening an interesting research line.

In the future, we plan to increase the set of elements of interest for the
macroplanning (e.g., synonymy relations), as well as analyse how different con-
figurations for the PLMs (kernel selection, sigma parameter) may influence on
the document plan. Regarding surface realisation, we plan to improve the app-
roach, especially for other languages.
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