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Preface

Welcome to the proceedings of CAiSE 2017 – the 29th International Conference on
Advanced Information Systems Engineering, held in Essen, Germany, June 12–16,
2017. The goal of the CAiSE conference series is to bring together the R&D com-
munity working on models, methods, techniques, architectures, and technologies
addressing the design, the engineering, the operation, and the evolution of information
systems.

The conference theme of CAiSE 2017 was “Digital Connected World—Informed,
Disruptive Business Transformation.” Private and public organizations are entering in
the digital world where real-time data are available about their processes, their oper-
ations, their operating environments, third-party services offered to increase their
performance as well as chances in the demands of their customers. This data abundance
offers new opportunities but also raises new challenges for information systems. The
key challenge thereby is to evolve traditional information systems into “digital, smart
systems.” These systems have to be sufficiently agile to rapidly analyze, predict, and
manage the disruptive and incremental business transformations of operations. From a
center of profit, information systems are now becoming the center for innovation and
sustainability of the organizations. The three invited keynotes of CAiSE 2017
addressed three important aspects of digital transformation:

• Dr. Reinhold Achatz (thyssenkrupp AG): “Digital Transformation at thyssenkrupp:
Challenges, Strategies and Examples.”

• Prof. Dr. Jorge Sanz (Luxembourg Institute of Science and Technology): “The
Need for Modularizing Industries and Accelerating Digital Transformation in
Enterprises - Could Productivity Be Significantly Improved and Innovation
Revamped for Growth in the World’s Economy?”

• Prof. Dr. Reinhard Schütte (University of Duisburg-Essen): “Information Systems
for Retail Companies – Challenges in the Era of Digitalization.”

The accepted research papers as well as the CAiSE Forum addressed facets related
to the theme of the conference as well as more “traditional” topics associated with
information systems design, engineering, and operation. The program included the
following paper sessions:

• IS Architecture, Transformation and Evolution
• Business Process Model Readability and Notation
• User Knowledge Discovery, Process Discovery
• Business Process Performance, Adaptation and Variability Management
• Data Mining, Big Data Exploration

For CAiSE 2017, we received 178 papers, from 221 submitted abstracts. This year,
a new selection process was put it place where each paper was reviewed by at least two
Program Committee members. At the end of the first phase, we rejected papers with



consistent negative evaluations. In the second phase of evaluation, all papers with at
least one positive evaluation were reviewed by one program board member. During the
online discussion, the reviewer of the paper assessed the reviews. The final decision
about acceptance and rejection of the papers was made at the Program Committee
Board meeting, which took place in Luxembourg during February 21–22, 2017. The
evaluation process of the papers resulted in the selection of 37 high-quality papers
(acceptance rate of 21%). In addition, the Program Committee Board recommended 25
papers for acceptance in the CAiSE 2017 Forum. The final program of CAiSE 2017
was complemented by five workshops, five co-located working conferences, and a PhD
consortium. Separate proceedings are published for all these events. We warmly thank
the workshop chairs (Andreas Metzger, Anne Persson), the forum chairs (Xavier
Franch, Jolita Ralyté), the doctoral symposium chairs (Raimundas Matulevičius,
Camille Salinesi, Roel Wieringa), and the publicity chair (Selmin Nurcan) for their
excellent work and contributions.

CAiSE 2017 would not have been possible without the efforts and expertise of a
number of people who selflessly offered their time and energy to help make this
conference a success. We would like to thank everyone from the Organizing Com-
mittee, especially Christina Bellinghoven, Eric Schmieders, and Vanessa Stricker.
Special thanks to Dalia Boukercha, Christophe Feltus, and Richard van de Stadt for
their responsive and helpful support during the paper evaluation and selection process,
as well as during the preparation of the proceedings.

As editors of this volume, we also offer our sincere thanks to the members of the
Program Committee and the external reviewers for their dedication in providing fair
and constructive evaluations. We would like also to thank the members of the Program
Board who agreed to take additional duties in the new reviewing process and devoted
their time and knowledge to reviewing and discussing the submitted papers.

We hope you enjoy the proceedings of CAiSE 2017.

April 2017 Eric Dubois
Klaus Pohl
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Keynotes



Digital Transformation at thyssenkrupp:
Challenges, Strategies, and Examples

Reinhold Achatz

thyssenkrupp AG, Essen, Germany
Reinhold.Achatz@thyssenkrupp.com

Abstract. The digital transformation is changing the world in a continuously
accelerating pace. Traditional industrial companies have a good chance to be the
winner of the digital transformation. They can create additional value to their
customer by optimizing and extending their current business and by creating
new business models offering smart services.

This keynote describes thyssenkrupp’s strategy for the digital transforma-
tion illustrated by real examples.



Information Systems for Retail Companies

Challenges in the Era of Digitization

Reinhard Schütte

Institute for Computer Science and Business Information Systems,
University of Duisburg-Essen, Universitätsstr. 9, 45141 Essen, Germany

reinhard.schuette@icb.uni-due.de

Abstract. Worldwide the retail sector is driven by a strong intra-competition of
existing retailers and an inter-competition between traditional and new pure
digital players. The challenges for retail companies can be differentiated into a
business and an application system (architecture) perspective.

Based on a domain-oriented architecture that covers all steps of value cre-
ation through to the customer, the potential influence of digitization on the tasks
of Retail Information Systems are examined from five different perspectives.
The domain perspective is divided into five levels: master data, technical pro-
cesses, value based processes, administrative processes and decision oriented
tasks.

The technical challenges of application systems are not least characterized
by the complexity of such architectures. The traditional mass data problem in
retail is increasing in times of big data and several different omni-
channel-scenarios. This leads towards really large enterprise systems, which
require an understanding of the main challenges in the future. So, that the IT
manager can gain and keep the flexibility and the software maintenance of
applications (and the application architecture).



The Need for Modularizing Industries
and Accelerating Digital Transformation
in Enterprises - Could Productivity Be
Significantly Improved and Innovation

Revamped for Growth
in the World’s Economy?

Jorge L.C. Sanz1,2

1 Luxembourg Institute of Science and Technology, Esch-sur-Alzette,
Luxembourg

2 National University of Singapore, Singapore, Singapore
jorge.sanz@list.lu

Keywords: Business Modularization • Business Componentization • Business
Analytics • Digital Transformation of Enterprises

Summary. In this keynote presentation, the need and challenge to build modular
models of operations in industries will be addressed. While modularization (or com-
ponentization) in enterprises has been studied and applied in the context of certain
operations, the focus has been generally limited to some most-mature processes and
very selected competences. If a new and significant economy of scale is to be realized,
enterprises across the same segment of an industry and even some Lines of Business
(LoBs) in enterprises across different industries will need to undertake a much deeper
level of componentization across their organizations and thus, benefit from new and
significant savings.

On the other hand, while digitization has penetrated consumer markets significantly
affecting individuals’ lifestyles, the speed of the transformation of organizations
through digital is not happening yet at nearly comparable speeds. For innovation that
matters to revenue growth and for enabling additional productivity gains from the
adoption of digital, business analytics brings the most promising opportunity to
accelerate transformation and deliver new or much enhanced services.

In the light of a continuous decrease of labor growth rate in the world, new forms of
productivity increase need to be developed and deployed across industries and enter-
prises to generate badly needed economic expansion. In spite of the fact that most
organizations in a given industry segment have very similar operations and their dif-
ferentiation is relatively limited to certain specific capabilities, enterprises have limited
their outsourced operations to a few cross-industry competences such as Information
Technology (IT), selected processes in Finance and Accounting (FA), Human
Resources (HR), Customer Contact Centers (CCC), etc.



In addition, while advances and adoption of digitization have significantly perme-
ated throughout the life of individuals, fundamentally accomplished by different seg-
ments in the Information and Communication Technology Industry and new companies
that were born entirely digital, the reality is that genuine new revenues from business
models have not been achieved to the levels expected. For example, while most
enterprises in different consumer sectors have invested huge efforts in digitalization of
channels, the sought improvements in “customer experience” still remain illusory.

The author maintains that there is a fundamental opportunity and need to realize
much deeper economies of scale by identifying and standardizing the widely common
operations that the majority of enterprises exhibit in the same industry. The level of the
said standardization has to go beyond the commonly encountered in an enterprise
across different geographies for its same Lines-of-Business operating across countries
and regions and definitely, beyond conventional outsourcings of IT, HR, FA, CCC, etc.
In addition, the opportunity for using digitization as a vehicle for generating new
revenues in all industries is huge. However, this economic opportunity has not been yet
fully realized. One of the pillars of this shortfall is that organizations have struggled to
share information effectively and cooperatively across their entire supply chains (in-
ternally and externally).

In this keynote, the author will share his experience across hundreds of enterprises in
different industries and how business componentization and business analytics are
helping unleash the above opportunities and needs. Several core applied research
problems as well as the ongoing work by the author in these two domains will be briefly
summarized. The experiential aspects through business practice (applied and consul-
tative research, professional services) with a number of organizations will also be shared
through different examples coming from cases the author has led or been part of in the
last years in global organizations operating in Asia, Europe and North America.

XVI J.L.C. Sanz
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Digital Transformation at thyssenkrupp:
Challenges, Strategies and Examples

Reinhold Achatz(&)

thyssenkrupp AG, Essen, Germany

Abstract. The digital transformation is changing the world in a continuously
accelerating pace. Traditional industrial companies have a good chance to be the
winner of the digital transformation. They can create additional value to their
customer by optimizing and extending their current business and by creating
new business models offering smart services.
The paper describes thyssenkrupp’s strategy for the digital transformation

illustrated by real examples.

Keywords: Digital transformation � Industrie 4.0 � Industrial internet of
things � Internet business � Big data � Predictive analytics � PLM � Agile
processes � Smart services

1 Introduction

Since years, thyssenkrupp is going through a major transformation from a steel and
materials company to a technology company. Since the disinvestment of the Brazilian
steel plant, steel is only 25% of thyssenkrupp’s business. This does not only mean a
change in business, this is a major culture change as well. The digital transformation is
one element of this transformation.

The success of a digital transformation is built on top line growth and bottom line
effects through higher efficiency. The top line growth is created through new products
and new ways how products are sold. This may as well lead to new business models.

The bottom line effects are created through a number of steps of process opti-
mization, which are supported by digital tools.

This paper will address the following topics:

• New products: Shift from mechanical to mechatronic products, new production
processes

• Internet Business
• Industrie 4.0/Industrial Internet of Things
• Big data/Predictive Analytics/Secure Data exchange
• Virtual Reality/Augmented Reality/Mixed Reality
• Artificial Intelligence
• PLM and Agile Processes
• Implementation startegy.
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E. Dubois and K. Pohl (Eds.): CAiSE 2017, LNCS 10253, pp. 3–12, 2017.
DOI: 10.1007/978-3-319-59536-8_1



2 Shift from Mechanical to Mechatronic Products, New
Production Processes

The way how products and solutions are built, is continuously changing since many
years. In the beginning, all products were mechanical and hardware-oriented. In later
steps electrical and hydraulic technology was enhancing the products. Since the
invention of the computer in the last century more and more software in combination
with electrical and electronic solutions is replacing hardware and hydraulic
components.

A typical example is the steering system in a car. Being mechanical for many years,
with higher speed and heavier weight the driver needed hydraulic support. Today there
is a clear shift to electrical steering. Electrical motors controlled by software are
replacing the old hydraulic technology. It is creating more customer value through
better sensitivity, adaptality and higher flexibility at lower cost. What might be even
more important, electrical steering is the precondition for drive by wire and future
autonomous driving (Picture 1).

A second paradigm shift is happening in the elevator business. Currently thys-
senkrupp is testing its new MULTI, an elevator where the mechanical component rope
is replaced by magnetic forces created with electrical and electronic components and
controlled by software (Picture 2).

Without ropes the system can have more than one cabin in a shaft. This allows
generating a highly efficient flow of cabins instead of one cabin going up and down.
For tall buildings this reduces the number of shafts needed and therefore reduces the
size of space needed for services and allows more usable space per floor.

This list of examples could be extended easily.

Picture 1. Electrical steering system
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3 Internet Business

Today more and more people are ordering all kind of products over internet. The B2C
internet business is growing dramatically. Customers like it, because internet is
available 24/7/365 and goods are directly shipped to their homes.

Why not do the same for industrial goods in the B2B business? Goods, which are
standardized or are easily configurable by the user, are offered now on internet as well.

thyssenkrupp’s internet platforms “Metals Online” in US and “materials4me” in
Europe are successful examples for that trend.

4 Industrie 4.0/Industrial Internet of Things

Maybe the most recognized element of the digital transformation in industry is
Industrie 4.0 or Industrial internet of things how the Americans call it.

The definition of Industrie 4.0 is the seamless vertical and horizontal integration as
well as the integration over time (Picture 3).

Vertical integration is not new. Since many years we are using enterprise resource
planning systems (ERP) and manufacturing execution systems (MES). What is new, is
the intensity of data exchange and the new implementation structure.

Today’s technology allows a seamless horizontal integration as well, the commu-
nication on all levels between sensors, machines and even factories.

Picture 2. MULTI, an elevator without ropes
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I still see room for improvement in the integration over the whole life cycle which
is described by Product life cycle management (PLM). There is still unused potential in
the use of data created in early phases of the product in later phases.

There are numerous examples for the implementation of Industrie 4.0. For this
paper I selected two.

4.1 Example: Camshaft Production in Ilsenburg

thyssenkrupp produces camshafts for the control of combustion engines for cars in
Ilsenburg. This production is on one hand highly automated; on the other hand data of
previous production phases are used to optimize later production steps. The production

Picture 3. The three elements describing “Industrie 4.0”

Picture 4. Camshaft production in Ilsenburg
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is identifying each workpiece individually. This allows to conduct later steps in pro-
duction only to the extend, which is really necessary. This optimization is only possible
through 100% data transparency and tracking of each individual work piece (see
Picture 4).

4.2 Example: thyssenkrupp Medium Wide Strip Production
in Hohenlimburg

thyssenkrupp produces in Hohenlimburg medium wide strip coils (Picture 5). The slabs
are produced by the supplier, the steel mill HKM in Duisburg, and transported by rail to
Hohenlimburg. To optimize stock in Hohenlimburg, a horizontal integration between
customers, the production and the suppliers was implemented. Based on framework
contacts, customers order the coils in advance by specifying their need directly using the
system of the producer. The producer informs the supplier of the slabs of that need. The
execution order is placed only days before the customer’s immediate need. This triggers
the transport of the slabs from Duisburg to Hohenlimburg. The production starts, as soon
as the material is available and the coil is shipped to the customer immediately after the
last production step (the cooling down to transportable temperature). In addition the
slabs and the coils are 100% tracked during the whole logistics and production process.
This gives the customer a high flexibility in terms of production, which can be changed
basically until production has started, and in delivery time.

The hot role mill in Hohenlimburg could increase its production with the available
space and reduce assets on premises.

Picture 5. Order process at the hot role mill thyssenkrupp Hohenlimburg
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Both examples demonstrate the optimization opportunities which seamless inte-
gration of processes through today’s communication and integration technology offer.

5 Big Data/Predictive Analytics/Secure Data Exchange

Production and other devices are creating a lot of data and information. Today this data
is only used to a minimal percentage or is only used locally. Modern communication
and analytics technology allows utilization, which is creating more value and is much
more efficient. Communication allows the transport of huge amounts of data and
analytics methods, originally created to analyze behavior of users in social networks,
can be used for industrial purposes as well.

5.1 Example Predictive Maintenance of Elevators

A good example is predictive maintenance of elevators. Picture 6 shows how elevator
movements are collected by a so called “blue box”. This box has a standardized
interface to the cloud, where algorithms can identify not normal behavior of the device.
Based on this information maintenance orders are created to fix a problem, even before
it strikes.

The benefit for the user is higher availability of the elevator and the benefit for the
service provider is the opportunity to optimize service activities.

Other examples are optimization of stock turn, optimization of utilization of loading
docks for trucks or truck logistics.

Picture 6. Predictive maintenance at thyssenkrupp elevator (Color figure online)
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5.2 Secure Data Exchange

Secure data exchange is another important element in this discussion. It is obvious that
the use of knowledge from data creates value; the intelligent combination of data
creates even more value.

In B2C business consumers often share their data without any concern. This does
definitely not work in a B2B environment. For that reason the Industrial Data Space
Association was founded in January 2016 by a group of companies on basis of a
technology proposal from Fraunhofer and with the support of the German government.
The idea was to define an international standard, which allows the exchange of data,
where the generator of the data stays the owner of the data shared. This is implemented
on basis of a software readable contract attached to each piece of data. The whole eco
system is shown in Picture 7.

6 Virtual Reality/Augmented Reality

Virtual and augmented reality are known and demonstrated since many years. Only the
development of adequate devices for reasonable cost and good performance and
usability is now driving the use.

Augmented realty is implanted in examples, like maintenance support for elevators
(Picture 8) or the support for a worker by showing the construction sequence during
commissioning a system.

Virtual reality is widely used for training with big and expensive devices like
boarding bridges in combination with airplanes or for training of complex tasks like
welding.

Picture 7. Industrial data space eco system
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7 Artificial Intelligence

The next upcoming trend is autonomous systems. We already see the test of autono-
mous cars on roads, autonomous drones in the air and autonomous submarines sub see.
This trend can soon be seen in factories as well. The technology behind this is artificial

Picture 8. Virtual reality supporting an elevator service person

Picture 9. Human machine collaboration at thyssenkrupp system engineering
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intelligence. Systems are able to see and recognize the environment, analyze the sit-
uation and define actions.

This way human beings and robots will be able to collaborate in factories (see
Picture 9). Robots will take over work which is hard for people, like lifting heavy work
pieces or performing highly repeatable steps in the production process.

8 PLM and Agile Processes

Adequate processes play a key role in the implementation of the digital transformation.
The implementation of the digital transformation therefore always starts with

customers and the understanding of the needs of the customers. To serve those needs a
company defines their business models, old ones and new business models.

The business models form the basis for the processes and the necessary data
definitions.

8.1 PLM Process

One of the key processes in thyssenkrupp is the PLM process, the Product lifecycle
management process (see Picture 10).

This process describes the principle steps and milestones to be performed in the
lifecycle of a product, a service or a system. It was designed, to make success in all
phases of a product life repeatable, independent from individuals.

8.2 Agile Development Process

This process works very well in a stable environment with incremental improvement
steps. It does not describe how to handle disruptive, game changing ideas.

Picture 10. thyssenkrupp product lifecycle management process
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For that reason agile extensions were defined (see Picture 11).

This process allows flexible and lean alternative processes to implement radical
ideas. In case of success of the implementation in a “Garage” or in a start-up at a
defined time a reintegration in the regular PLM process is taking place.

9 Implementation Strategy

The online version of the volume will be available in LNCS Online. Members of
institutes subscribing to the Lecture Notes in Computer Science series have access to
all the pdfs of all the online publications. Non-subscribers can only read as far as the
abstracts. If they try to go beyond this point, they are automatically asked, whether they
would like to order the pdf, and are given instructions as to how to do so.

Please note that, if your email address is given in your paper, it will also be
included in the meta data of the online version.

10 Conclusion

It is important for industrial companies to identify the benefits of the digital world.
There are many ways for the implement the digital transformation. The tools are
available today!

In the B2B arena traditional industrial companies have a good chance to be the
winner of the digital transformation, if they are able to combine their classical strength
like technology know-how and customer intimacy with the ability to use the new
digital technologies.

It is a long journey, but even the longest journey starts with the first step.

Picture 11. thyssenkrupp PLM process supporting radical innovation
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Information Systems for Retail Companies

Challenges in the Era of Digitization

Reinhard Schütte(&)
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Universitätsstr. 9, 45141 Essen, Germany
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Abstract. Worldwide the retail sector is driven by a strong intra-competition of
existing retailers and an inter-competition between traditional and new pure
digital players. The challenges for retail companies can be differentiated into a
business and an application system (architecture) perspective.
Based on a domain-oriented architecture that covers all steps of value creation

through to the customer, the potential influence of digitization on the tasks of
Retail Information Systems are examined from five different perspectives. The
domain perspective is divided into five levels: master data, technical processes,
value based processes, administrative processes and decision oriented tasks.
The technical challenges of application systems are not least characterized by

the complexity of such architectures. The traditional mass data problem in retail
is increasing in times of big data and several different omni-channel-scenarios.
This leads towards really large enterprise systems, which require an under-
standing of the main challenges in the future. So, that the IT manager can gain
and keep the flexibility and the software maintenance of applications (and the
application architecture).

Keywords: Digitization � Retail � IS complexity � Application architecture

1 Corporations in a Globalized World

The effect of digitization is not independent of the institutional context, as, if nothing
else, the investigation of North has suggested [1]. The institutional conditions are
continuously shaped by decades of globalization of companies that has led to a con-
siderable concentration on national and international markets. Trading companies have
been intensively competing on particularly concentrated markets, mainly oligopolies,
for a long time. Many trading businesses have reached a huge market size when
revenue or number of employees serve as a rule. What is more, industrial companies
have been carrying out trading functions all along, such as mineral oil traders Exxon or
Shell in the Oil and Gas branch.

The existence of retail corporations (even though the term “trading company”
would reflect the object of investigation more precisely since it refers to companies that

© Springer International Publishing AG 2017
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are equally active in wholesaling or retailing, for the sake of common practice we will
instead only use the term “retail company” to refer to such aforementioned companies
that exercise wholesale or retail functions) has been a subject of academic discussions
for decades [2]. Regardless of the institutional economic discussion about retail
enterprises, the tasks intended by retail functions are beyond dispute and economically
necessary too. They are expressed at the levels of goods, money/capital and infor-
mation in four different bridging dimensions (see Fig. 1): bridging space by classic
logistical functions, transportation and handling, bridging time by the classic function
of warehousing, bridging quantities by the function of handling and bridging quality by
manipulating or upgrading the goods.

Against the backdrop of increasing concentration of companies within a branch and
most notably the increasing extension of companies over multiple value-added steps
and taking into account today’s degree of digitization in organizations, it seems sen-
sible not to structure domains too narrowly, but rather to choose a higher degree of
abstraction. Thereby, application architectures can also be described by overarching
value chains.

This requirement by many verticalized concerns such as H&M, Tom Tailor, Nike,
Adidas, Zara, Tesco, etc. has led to the development of a domain oriented architecture
for information systems that encompasses all value-added steps from the production
through to the customer [3].

The development of an architecture along value-added chains takes place according
to a two-dimensional structural pattern. The first dimension in line with a shell model
makes a distinction between the type of task, which fundamentally starts with the
master data, without which no processes are possible, and proceeds to technically
dominated tasks, which are very machine-oriented, and even includes three different
business management tasks (direct value-added tasks in operational terms, adminis-
trative tasks and finally decision-oriented tasks) (see Fig. 2).

Fig. 1. Digitization of retail corporations – analysis from a macro perspective
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The individual, business management specifications of tasks, which also together
represent the form of the dispositive factor, form the second dimension. They are
characterized by the relevant value-added stage, so that, taken together, they produce
individual application system architectures for industry, wholesalers, retailers and
customers. They take into account the potential variety of functional requirements, so
that all the functional requirements can be systemized and also consolidated.

Using the shell model, a structuring of all the functions for the retail and wholesale
stage, which are necessary for completing retail tasks, has been completed for retail and
wholesale corporations. This is very suitable for providing a standard framework for
the different functions. The development of an architecture for information systems for
tasks at a wholesale level (see the lower part for Fig. 3), is initially based on the master
data, which affects the general conditions of operational business, particularly items,
customers, companies and conditions (1st circle). The technical task areas are mapped
based on the master data (2nd circle). The business management/operational processes
(3rd level) at a retail corporation, which start with merchandise management from a
tactical and operational perspective, are also based on the master data. Merchandise
management covers purchase and sales considerations and forms the combination
of these two tasks formerly separated in the “retail H model” [1]. The business
management/administrative tasks are shown in the architecture for information systems
for wholesale tasks on the fourth level and are to be viewed as a depiction of the value
of the consumption of resources underlying the operational processes. The information
for managing the company, which is required as part of controlling or for individual
decisions about problems, is mapped in standard form in a layer known as “business
intelligence” which makes available information for decision problems and ideally
suggests a recommendation for a decision in algorithmic form (5th level).

The tasks for the retail stage can be structured in a similar way to the ideas for the
wholesale stage (see Fig. 3 – upper part).

Fig. 2. The shell model underlying the domain oriented IS architectures [3]
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2 Application Systems Challenges – Digitization Impact
from a Domain Oriented Perspective

The current discussion about the “fashions” of digitization and “disruption” [4] caused
by new technologies must be viewed critically from a scientific perspective. The
impression is being given that there is a categorical difference between digital and
“analog” corporations. Corporations or enterprises have been viewed as sociotechnical
systems in business management theory for decades. This understanding of corpora-
tions still continues and there is no need to adapt this definition: No wholly digital
company exists. At least the stockholders in each company are individuals or
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institutions. There are therefore still system elements of a technical and social nature in
each corporation. It has now become normal to talk about “digital corporations” or
“digital players”, but it is important to state that this contradicts the facts.

The phenomenon of digitization however has to be rated as especially efficacious.
By way of illustration [5], one might invoke a metaphor that is based upon the
mathematical function of 2 n − 1. For now, let n be limited to the number of squares of
a chessboard, that is 64. The function yields the number of rice grains for each square,
given one doubles the number of grains from square to square: On square 1, there
would be 1 grain, on square 2, there would be 2 grains, on, square 3, there would be 4
grains, and so on. Then, the number of grains would grow to approx. 8 billion grains in
total through square 32 and approx. 18 quintillion in total through square 64. As
Brynjolfsson and McAfee [6] elucidate this constitutes the difference between a large
rice field - a still conceivable magnitude - and a volume of rice exceeding that of the
Mount Everest - a much less imaginable dimension that results from said power
function. The phenomenon of digitization however is not only characterized by a single
power function that is derived from Moore’s law for the rudimentarily yearly doubling
of computational power per dollar, but also from the addition (maybe even multipli-
cation) of multiple power functions, for in other disciplines such as material science
(otherwise, 3D printing would not be that relevant), genome research, robotics and
kinetics similar developments can be observed. Furthermore, the power function is not
limited to 64 as is the case on the chessboard. As a result, the opportunities of invention
are so comprehensive, that not only the Mount Everest should serve a metaphor, but the
Himalaya itself which figuratively speaking can be produced over and over again in
discretionary fields and whose volume is only limited by today’s scientific boundaries.

It is important to recognize that all these opportunities for invention and thus later
on for innovation lie beyond our ability of prognosis and moreover that these oppor-
tunities illustrate the importance of integrating matter and information which will
become a part of application development in a domain context.

The following analysis focuses on the problem of identifying potential that already
exists in different areas of retail information systems and is expected by the author. It is
presupposed that there is a discrepancy between the current and the possible state of
digitization in a retail information system, i.e. digitization potential of more than zero
exists (problem presupposition). We also assume that there are and will be technolo-
gies, which determine the degree of digitization potential (technology potential pre-
supposition). The technologies underlying the following remarks, which have been
used in our forecast of possible digitization potential for information systems, need to
be outlined before discussing the digitization fields. No importance is placed on any
possible classification or typification of technologies. Instead, a McKinsey study will
be used as an example, which makes an important distinction in the sense of the
technology potential presupposition. It was prepared between the technology’s depth of
impact and the medium- and long-term probability that it will occur and also for the
consumer goods industry and the retail sector [7]. Figure 4 primarily focuses on 3D
printing, the Internet of Things, advanced robotics, big data (and therefore also on
advanced marketing shown separately in the figure), the mobile world and artificial
intelligence as the enablers of new opportunities.
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These developments are identified as primary trends. Trends like cloud computing,
sensors and actuators, natural interfaces and the huge expansion of networks, storage
capacity and processor capabilities have also become established as secondary trends.

In principle, all the trends create a situation where data formerly not accessible to
information systems is subjected to processing so that the data volume to be handled
and the execution capabilities of the application systems and the hardware have to
increase. It has only become clear recently which development paths have to operate
relatively quickly, even if the familiar concepts for designing the systems do not
represent any new findings scientifically. However, because of the new opportunities
and the level of digitization achieved, the solutions can be implemented. This differ-
ence is possibly most clearly evident with artificial intelligence. It is a subdiscipline of
computer science, which has a long tradition and has already developed many methods
and solution principles in the past and could achieve a breakthrough in many appli-
cation fields in the near future.

There is a basic trend that information and objects grow together. This also triggers
a need to consider all-round approaches when shaping application systems, as they find
expression particularly in the integration of systems in business information
technology.

2.1 Considerations on the Master Data Level with Increasing Digitization

A value-added oriented analysis of typical digitization potential is designed to initially
focus on the core of all the application systems, following the shell model: i.e. the
master data. Through the Internet of Things, it is possible for information and objects to
become one, as it were. It is even possible to document the data on the surrounding
conditions of the object and the interaction conditions of customers, which are con-
stantly changing. This new reality will fundamentally change the master data situation

Fig. 4. Assessment of the effectiveness of technologies for customers [7]

18 R. Schütte



in application systems. Structured and non-structured object information will grow
closer. This will become more and more relevant for customers and their information
requirements and there is a need to break through any thresholds between the appli-
cation systems in industry and retail, which still exist, since faulty information about
products, even in the form of photos of products and brands, is far too often the cause
of enormous inefficiencies and sub-standard customer information in the processes
nowadays. In addition to extending the master data perspective to the complete
value-added chain and the increase in quality demands on the master data, the scope of
master data is increasing too. Alongside ever more comprehensive information, which
the law requires, there are also elements like location information, transport path
information, CO2 footprints etc., which open up new information possibilities covering
complete performance objects in the economy by bringing together the object and
information; this is not only relevant for the corporation’s system, but also for the
diverse peripheral systems at an enterprise.

As a result, master data can firstly expect to grow in importance in terms of the
integration perspective of the value-added chain and, secondly, as regards the scope of
the information. Thirdly – and this seems to achieve a particularly long-term change in
master data management in the view of the author – the question arises as to whether
master data in the past was adequately mapped in terms of the character of the real
objects represented in systems. Master data is that data on a real or conceivable object,
which only exists in a time and space continuum. The modelling of time in conjunction
with the master data, however, only has a short-lived tradition, for usually price
information (purchase and sales prices) is handled in the systems related to time – but
not the information on the object itself. This affects the grouping and classification
logics used in systems. For example, one set of material master data in industry is
embedded in standard hierarchies, but in retail information systems, groups of goods
are the typical way of categorizing items and this is normally geared towards product
features (e.g. food groups like yoghurt, butter, chocolate). In addition, the items are
assigned to an external product classification, like the global product classification code
at GS1, which also helps to conduct a comparison of sales between retail corporations.

This grouping of items creates a situation in enterprise system architectures with
data warehouse systems, where, if changes are made in the assignment of groups,
reclassification has to take place, which is problematic for operating the system, as
millions of data sets have to be set up once again. This is based on methodically faulty
modelling or non-modelling of time in master data, which was, however, necessary in
the past. The individual objects are taken in their own right and depend on time in their
assignment to a group. This applies all the more if the promises provided by the
Internet of Things are met. The features of an object should always be available in a
time-dependent manner in an information technology world without any technical
restrictions in the system. The systems would create a completely different picture of
master data if the demands of sensors and actuators were seriously considered, as the
characteristic difference between master and transaction data – at least on the level of
objects – would disappear. This fundamental modification of master data in the systems
would also enable a different perspective on customers. It is also true that customers
should not be mapped in a time-dependent manner, but many of their attributes can
only be interpreted like this.
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2.2 Digitization Potential at a Technical Task Level

The technical tasks are arranged on the second level of the IS architectures and they
help integrate very machine-oriented information in applications for management and
control purposes or directly in machines as embedded systems. These applications
establish integration in the context of the Internet of Things, ubiquitous computing, the
mobile world, etc., which was not normal in this form in the past. This newly available
information allows the establishment of new kinds of processes. For example, sensible
maintenance intervals or maintenance requirements can be determined at retail cor-
porations for a large number of technical devices, ranging from freezers, fresh food
areas, tills at stores to warehouse equipment and conveyor vehicles and trucks in the
future (predictive maintenance), instead of planning this in advance. This enables
corporations to make huge savings in maintenance, for the current practice of agreeing
maintenance intervals between the investment goods manufacturers and the retail
corporations in advance is very often uneconomical for retail enterprises.

In addition to the example of optimizing maintenance costs, energy controls are a
second important area where considerable improvement opportunities open up through
digitization and the controls available for electronic devices. This initially concerns the
basic capability of controlling devices based on sensor information about temperatures,
air conditions, etc. and opens up a whole new set of different control options for
refrigeration units and other power-consuming devices. When retail corporations draw
up contracts with energy suppliers, decisions also have to be made about the times of
the day when maximum energy is consumed (or until when). These peak loads, in turn,
are responsible for the costs of the contracts.

In conclusion, it is possible to state that the process innovations outlined here offer
enormous potential in important resource areas at retail corporations – not only those in
warehouses, but also those at retail enterprises.

2.3 Digitization Potential at an Operational Task Level

The operational tasks, by definition, involve those that are vital for the retail corpo-
ration’s value added. The key task of a retail enterprise consists in ensuring that
sufficient quantities of products are available in a combination of product lines at
competitive prices. The key areas of competence required for a retail company involve
the production or purchase of items at prices that are as low as possible (production,
purchase, procurement and sales function), “designing” good items, a cheap purchase
price, establishing product lines and placing them on the shelves or on websites and
setting competitive or profitable sales prices. The special offer or campaign business
with its independent definition of product lines, prices and positioning and the special
challenges of logistics should also be mentioned.

During the last few decades, little has changed in the functions mentioned here,
which are devoted to the central object of goods at retail enterprises. The fierce quality
and price competition in Germany has created a situation where a personnel-oriented
resource policy has largely been pursued – i.e. the oligopolists have attempted to cope
with the tasks through the employees’ qualifications or hiring them from rivals.
Application systems have only played a secondary role, for the definition of
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requirements has been primarily geared to customer needs and this has only permitted
automation in certain areas. This automation opportunity for operational tasks
(managing prices, creating and managing listings etc.) will be increasingly linked to
decision automation in the future, which is arranged on the fifth circular level of the IS
architectures. The more technologies that are introduced like the approach followed by
SAP for an in-memory database with the many associated optimization measures, the
less potential there will be for the operational level to independently exist without the
decision level. The operational tasks and the decision tasks can therefore be viewed
together: Firstly, they enable an enormous leap in effectiveness, which would primarily
be assigned to the decision level (automation of decision-making or thinking, so to
speak). Secondly, a leap in efficiency for the operational tasks would be possible,
strictly speaking, and this is primarily achieved by automating actions.

In addition to the marketing mix parameters, special focus is required for opti-
mizing logistics processes in line with supply chain controls. The logistics costs from
the supplier to the shelf at a retailer or to the customer represent the most important
type of expense alongside other human resources costs and the rent. As part of
increasing multi-channel offers, the significance of this cost component will continue to
grow, for the delivery of the goods to customers is added as a further cost dimension
(and the rent becomes less important in contrast to an in-store retail company). The
logistics tasks at retail enterprises are logically differentiated between the two main
processes of procurement and distribution logistics, which can also be intertwined with
each other in time synchronization.

2.4 Digitization Potential at an Administrative Task Level

No radical process changes are expected for administrative tasks, which initially do not
provide any value added as cross-sectional tasks. However, administrative tasks are
expected to accelerate as information is available more promptly and processes are
geared towards real time. The current practice of presenting accounts for certain periods
does not match the need for prompt reporting about the company’s economic and
financial situation for managers.

The ongoing process of digitization involving efforts lasting decades to improve
electronic data exchange, the increasing refinement of information from the receipt to
the item level, the opportunities of exchanging data with industry and the pressure to be
able to make available the latest, high-quality master data for consumer purposes will
trigger enormous efficiency potential and a significantly more informative analysis
basis in the areas downstream, automation in bookkeeping and make the preparation of
assessments more flexible.

2.5 Digitization Potential for the Decision-Oriented Task Level

There have been some experiments with artificial intelligence tools, for example, to
optimize pricing policy, but there are no all-round strategic competition models or
sophisticated game theory points of contact. The aspect of forming product lines has
been neglected by retail corporations in their systems too.
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In the future, new digitization opportunities will particularly open up enormous
potential for improvements in the value-added areas. Initially, real-time-oriented sim-
ulations will be able to reduce the acceptance barrier for using systems in the most
important area at retail enterprises. Simultaneous optimization – for a retail corpora-
tion’s set goal – of the different parameters in the marketing mix at retail companies
will be part of the future, because the data now available enables intelligent and
retail-experienced users to formulate hypotheses and falsify them by using real data in
order to gain increasingly refined findings about customers and competition events
through permanent checks. Based on the data available, oligopolistic assumptions
about behavior (in the form of price leadership and its associated behavior) can already
be confirmed. The normal trend at retail enterprises at the moment of believing that
prices and product lines in the existing dimension can be controlled by people con-
tradicts the actual situation at retail corporations. The responsibility for many thousands
of items in a product line section is not economically feasible for individual managers;
even the scope of responsibility at discount stores contradicts the findings about human
processing capabilities. Arguments are usually presented with reference to the com-
pany’s behavior in the past or references to the competition, although both argument
chains do not necessarily lead to an ideal offer price. Current practice at retail corpo-
rations is not rationally justifiable and the following will be crucial in the future: There
are much more effective and more efficient opportunities by involving intelligent
algorithms and the application systems supporting them. Whether a simulation of the
purchase prices based on the ingredients, which is linked to the development in the
prices of raw materials, is used to calculate purchase and sales prices for different
quantities at different sales channels or a quantity-weighted sales price analysis of rivals
is used to offer industry’s own sales price needs – there are many examples available.
According to the author, the product line policy as the most relevant economic task is
not adequately supported and there are too few experts particularly for this task.

3 Application Systems Challenges – Technological
Perspective

The outlined potentials of and requirements on the tasks of trading companies will have
to be modelled on the application system level, leading to even further complex
application architecture, even though and because digitization progresses and actions to
external demands have to be taken. The application architectures of companies are
shaped by the data-driven system size, the plurality and pluralism of the systems in use
and the degree of change of the single system [8] or taken together by the complexity of
the system landscape (complexity as a measure for variety and dynamics of a system)
[9]. Information systems in trading and retailing have to administrate and process
enormous amounts of data by now and the growth is formidable. The total volume of
data at Walmart, the largest trading company world-wide, amounts to about 30.000 TB
[10]. Per year, 13 billion consumer baskets have to be processed [11]. Still many
companies only store information on receipt level instead of item level and even more
only allow access for a certain time span, e.g. two or three months.
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A further restriction that has been assumed, is the dominance of standard systems in
the context of Enterprise Systems and the thereby predefined number of different
systems [12]. Enterprise Systems are widely understood as an advancement of ERP-II
systems and consist of an ERP core, a CRM, an SCM and a BI system (with many
further individual products/systems that are operated by the companies [13]. One can
observe a high number at that, as an example may illustrate:

Assume the following systems in a retailing company: ERP, PIM, SRM, Financial,
HR, CRM, SCM, SRM, Forecast & Replenishment, Category Management, Online
Shop, Online Marketing, Middleware, POS Data Management, POS System and
Peripheral Control. Then, already 16 system types have to be managed. These products
are usually developed in releases, considering that the individualization of standard
solutions requires professional release management. This release management however
has to account for the software logistics that provides a concept for multi-stage
development systems, quality assurance systems, production systems, sandbox sys-
tems, training systems, consolidation and performance test systems. As each of the
above-mentioned 16 system types is instantiated for each purpose - let’s just say for the
4 purposes of development, QA, production, training – one obtains the number of
systems that have to be operated by multiplication, that is 64 systems in the sample
concern. What is more, when as part of a template approach the systems are operated in
multiple computing centers, the number of system embodiments multiplies once again.
Assuming a factor of 6, the number of systems amounts to 384.

If alternative releases are in use, another multiplication supervenes. Even though,
this does not necessarily mean a reduplication, possibly more than 700 systems have to
be operated.

In reality, there is a plethora of additional systems, that have to be operated for
reasons not to be presented here. Thus, from an Enterprise Systems perspective, more
than 1000 systems may have to be considered. This complexity presents challenges to
project management, requirements management, integration management, test man-
agement, development management and software logistics in an extent that greatly
surpasses the problems discussed in literature. By reference to a requirement from an
omni-channel scenario this complexity is illustrated in the following. When it comes to
an omni-channel offer of a wholesaler or retailer, the question arises how the price
calculation is to be formulated if customer price differentiation and same prices at all
channels is required at the same time. Such a scenario at a traditional brick and mortars
retailer with a cash system who wants to offer and sell products online will result
in situation, where the price calculation logic that is implemented on the one hand in
the cash system but on the other hand has to be changed in the back-end system for the
online shop, so that both channels access the same functional building blocks. But then,
the offline/online difficulty has to be modelled, since in today’s trading companies there
are no pure synchronous online connections, but always hybrid scenarios of online
functionalities that involve functions that are only available offline for reasons of
technical restriction.

The degree of change of the systems however is determined by especially two
causes: first, by the strategy and system manifestation of the standard software producer
and secondly by the strategy and system requirements of the domain company, i.e. the
company that uses the software.
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At first glance, one has to state that the Enterprise Systems market is dominated by
few vendors: it can be characterized as a supply oligopoly. This background competition
policy must always be considered at the domain companies, as there are distinct
principal-agency problems that are debated insufficiently even though they can lead to
significant problems because of diverse information asymmetries. But the strategy of the
software producer presents a paradigmatic restriction for the domain company so that an
adoption of the software producer’s strategy is required for the trading company. For
instance, SAP has provoked a pressure for change at the customers’ sides when – with
the development of the SAP HANA database and the (partially) newly designed
applications such as S/4 HANA Financials, Merchandise Management etc. – they
announced the end of the maintenance period for 2025. Hereof, the degree of change is
at times very high, since SAP has completely change a number of functions due to new
architecture principles. For example, following the strategy of abandoning aggregated
data (by integrating OLAP and OLTP), new processes are created and the implemen-
tation of the system does not only change single applications, but the entire system
architecture. This means, that a strategy for the comprehensive application architecture
is require in order to prevent product specific responsibilities and perspective which in
turn lead to a subpar solution. A further dimension of complexity is elicited by the fact
that applications are being narrowed for service considerations and cloud use cases. In
order to be economically advantageous in the cloud, standardization is needed which is
currently not the case. Therefore, the implication is not to realize existing demands with
cloud solutions. In many case, the only alternatives are “Standardization 2.0” in the
cloud vs. on premise usage. If a cloud service is used, the problem of system integration
emerges. There are many cases in the past, where an order in a Salesforce system could
not be integrated in an SAP system. Hybrid approaches that allow for a connection of
Software as a Service and self-operated application will become an integral part of the
architecture and application management.

The domain company itself has also its own release strategy, that covers the
integration of changes by the standard software producer – via releases and patches –
and the realization of requests by the domain company itself. Ultimately, the functional
and technological changes coalesce in the release management, independent from the
origin of the change.

The change of complex application systems and architecture requires – as elabo-
rated on – among others multi project management, cross-application requirements
management, integration management, integrative test management. The integration of
separated tasks becomes necessary and an essential success factor for the management
of system landscapes in a world of applications that is subject to change.
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Abstract. Blockchain technology is regarded as highly disruptive, but there is a
lack of formalization and standardization of terminology. Not only because there
are several (sometimes propriety) implementation platforms, but also because
the academic literature so far is predominantly written from either a purely
technical or an economic application perspective. The result of the confusion is
an offspring of blockchain solutions, types, roadmaps and interpretations. For
blockchain to be accepted as a technology standard in established industries, it is
pivotal that ordinary internet users and business executives have a basic yet
fundamental understanding of the workings and impact of blockchain. This
conceptual paper provides a theoretical contribution and guidance on what
blockchain actually is by taking an ontological approach. Enterprise Ontology is
used to make a clear distinction between the datalogical, infological and
essential level of blockchain transactions and smart contracts.

Keywords: Enterprise ontology � Business model ontology � REA �
Blockchain

1 Introduction

It has been said that blockchain is the emergent technology that everybody talks about
but few actually know what it is [1]. According to [2], blockchain research arguably
lacks scientific rigor due to its young age and is primarily concerned with what
blockchain could become as a disruptive technology for the Internet of Things (IoT).
Glaser and Bezzenberger [4] state that existing academic literature with regards to
cryptocurrency and blockchain is predominantly written from either an economic- or
technical perspective, like the various types of blockchains [1–3, 5], ledgers [1, 3],
consensus mechanisms [3, 4], crypto-currencies [6–8] and governance mechanisms [9,
10]. To date, no paper provides a formal overview of the blockchain concept and
ecosystem across the various types and implementations, thereby missing the oppor-
tunity to reduce ambiguity and formalize blockchain as a concept. This scientific reality
is also evident in blockchain trials in the financial services industry, which struggle to
develop an industry-wide and generic blockchain solution, as many banks developed a
proprietary implementation instead of joining collective blockchain tests (e.g. R3cev).
The result is an offspring of blockchain solutions, types, roadmaps and interpretations.
For blockchain to be accepted as a technology standard in established industries, it is
pivotal that policy makers, ordinary internet users and business executives have a basic
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yet fundamental shared understanding of the workings and impact of blockchain.
Against this background, this paper aims to provide a theoretical contribution and
guidance on what blockchain actually is instead of what it could become by using an
ontological approach. The main result of this paper is a blockchain domain ontology
which so far does not exist. This ontology, once validated, could serve as a reference
for blockchain research concerned with the structure, applicability and impact of
blockchain.

Ontology has been recognized as a useful instrument for reducing conceptual
ambiguities and inconsistencies while identifying value-creating capabilities in a cer-
tain domain [11]. Ontology is becoming an increasingly important instrument for
reducing complexity by structuring domains of interests [12]. According to the popular
OntoClean methodology [13], domain structuring starts with the identification of a set
of classes in a taxonomy, followed by assigning metaproperties for each property.
Then, it needs to be verified whether constraints are violated by these metaproperties.

In order to formalize the blockchain ecosystem, it would be insufficient to study it
solely from an information systems’ perspective, as it should also relate to the business
operation and processes of potential enterprise adopters. Enterprise ontology provides a
collection of terms and natural language definitions relevant to these enterprise adop-
ters. Well-known examples of enterprise ontology frameworks are TOVE, EO [14] and
the Enterprise Ontology ofDEMO [15]. DEMO is inspired by the language/action
perspective, which has been initially developed as a philosophy of language and was
built on the speech act theory [16]. It is based on explicit specified axioms charac-
terized by a rigid modeling methodology [17], and is focused on the construction and
operation of a system rather than the functional behavior. It emphasizes the importance
of choosing the most effective level of abstraction during information system devel-
opment in order to establish a clear separation of concerns [18]. As DEMO has been
proven to be a helpful methodology to formalize systems that are ambiguous, incon-
sistent or incomplete [17], especially when it comes to reducing modeling complexity
[19], this paper will use Enterprise Ontology to describe the blockchain ontology from
a datalogical, infological and essential (business) perspective.

The structure of this paper is as follows. Section 2 provides an introduction to
blockchain terminology in order to identify the key concepts. Section 3 presents a
blockchain ontology using the three levels of abstraction of Enterprise Ontology. In
Sect. 4, we use this ontological analysis to get a better picture of what is new in
blockchain compared to existing Information Systems The research outcomes and
directions for future research conclude this paper in Sect. 5.

2 Defining the Basic Terminology

Ontology design only makes sense once the designer and audience have basic yet
fundamental understanding of the various blockchain structures that exist. In essence,
blockchain is a distributed consensus system for parties that do not trust each other to
transact. Hereby, blockchain differentiates from traditional transaction systems with
respect to how it irreversibly stores transaction data in a distributed ledger. Once
verified and stored, there is no way to manipulate data on the blockchain, as changes
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are immediately reflected in all active copies of the ledger across the network. Eco-
nomic transactions (e.g. payments) are tracked and combined into blocks, each of them
with a unique block header, which cryptographically commits to the contents of the
block, a timestamp and the previous block header. Together with previous block
headers they form a chain. Each block also contains the chain’s Merkle root or ‘hash of
all hashes’, which prevents the need to download the entire chain in order to verify the
validity of the chain for each transaction (Fig. 1).

There are various ways to name this chain; most people refer to this chain as a
‘blockchain’, as ‘blockchain technology’ or as the ‘blockchain concept’, which could
refer to either ‘the Blockchain’(in the case for Bitcoin) or to an altchain like Ethereum.
The Bitcoin blockchain is hereby capitalized, as it is often regarded as the original
blockchain, every alternative is considered an Altchain. In this paper, the concept of a
chain is decomposed and explained. As transactions come by, the chain builds a digital
ledger that is distributed, sequential, digitally signed and contains validated records of
ownership [21]. Like the decentralization of communication lead to the creation of the
internet, the blockchain is believed to decentralize the way we manage information [10]
and may refresh mindsets toward established concepts like voting, contracts and reg-
istries. A recent development accelerating the impact of blockchain is the concept of
servification, whereby physical goods can be risk-free exploited as a service, like car
rental services that remotely disable the ignition system if the event payment fails
according to data available from the blockchain.

Blockchain operates in three forms; public, private or hybrid, each form will be
briefly explained. A public blockchain, like Bitcoin, is an open blockchain whereby
anyone can participate by reading or sending transactions or by joining the consensus
process (Proof of Work, Proof of Stake, etc.) by means of an anonymous node. Public
blockchains offer maximum transparency and its main goal is to prevent concentration
of power. In contrast, some industries only transact with trusted peers, like the banking
industry. To fit those industries, private blockchains have emerged that operate in a
more closed environment, making the blockchain seemingly more attractive to entities
that do not like the idea that users are anonymous and that the consensus process is
performed by anonymous nodes. Participants prefer that write permissions are

Fig. 1. Illustration of a blockchain transaction [20]
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privileged to a single organization like a Government or Notary, which amount to an
organizational process of Know-Your-Business and Know-Your-Customer allowing
for the white listing (or blacklisting) of user identity [3]. Read permissions may be
public or restricted to an arbitrary extent. Likely applications include auditing systems,
concerned with evaluating data integrity, system effectiveness, or system efficiency and
systems internal to a single company. Public readability may not be necessary in many
cases, though in other cases public auditability may be desired. As opposed to a public
blockchain network, the transaction validators in a private blockchain are not (always)
incentivized in the form of tokens (money), but in having the benefit of being a part of
the ledger and being able to read data they consider valuable. To validate transactions,
byzantine fault tolerant algorithms are used to exhibit arbitrary behavior [3]. In the
continuum between public and private blockchains, hybrid blockchains utilize a con-
sensus process that is controlled by a pre-selected set of miners (e.g. servers running
specific software) to validate transactions instead of a strict public/private dichotomy.
Examples include a consortium of institutions, each of which operates a miner or node
and must sign every block in order for the block to be valid. The right to read the
blockchain may be public, or restricted to the participants, and there are also hybrid
routes of the blocks being public together with a so-called Web 3.0 API that public
members use to make queries and get back cryptographic proves of parts of the
blockchain state [3].

As common with emerging technologies, there are multiple interpretations of
blockchain technology found in whitepapers and literature and as a result, no formal
blockchain model and terminology exist that can be applied for research purposes. For
example, the terms blockchain versus distributed ledger are used interchangeably and
often confused. Some mention ‘permissioned blockchains’ while others call those
‘private distributed ledgers’, which refer essentially to the same construct. The arbitrary
usage of ‘tokens’ versus ‘public/private keys’ is confusing as well, even for those with
knowledge of security concepts. Figure 2 is a collection of terminology as provided by
whitepapers [1–3] and articles [4–9] and aims to clarify the various terminologies used
for blockchain constructs. This paper refers to this terminology going forward.

Consensus Type Governance Trust Scalability Use

Decentralized, 
based on proof

Public, Not 
permissioned 

Anonymous 
nodes 

Low Limited e.g. Virtual 
currency 

Hybrid, based 
on validation

Consortium, 
Private, 
Permissioned 

Pre-selected set 
of nodes

Mediu
m 

Unlimited e.g. Banking 
system

Centralized, 
based on 
validation 

Private, 
Permissioned 

Single 
organization 

High Unlimited e.g. 
Government, 
Notary 

Fig. 2. Common terminology for blockchain constructs
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3 Designing a Blockchain Ontology

An important development in the history of databases in the early ‘70s was the sep-
aration of implementation choices from the database conceptual model (the principle of
data independence). We believe that a similar separation is highly needed for the
blockchain domain. We propose to adopt the distinction axiom of Enterprise Ontology
as ontological basis for this separation.

The distinction axiom of Enterprise Ontology distinguishes three basic human
abilities: performa, informa, and forma [15]. The forma ability concerns the form
aspects of communication and information. Production acts at the forma level are
datalogical in nature: they store, transmit, copy, destroy, etc. data. The informa ability
concerns the content aspects of communication and information. Production acts at the
forma level are infological in nature, meaning that they reproduce, deduce, reason,
compute, etc. information, abstracting from the form aspect. The performa ability
concerns the bringing about of new, original things, directly or indirectly by com-
munication. Communicative acts at the performa level are about evoking or evaluating
commitment; these communicative acts are realized at the informa level by means of
messages with some propositional content.

The distinction axiom is highly relevant for the blockchain. Following the three
abilities, we distinguish three ontological layers (Fig. 3). We start from the datalogical
layer that describes blockchain transactions at the technical level in terms of blocks and
code. From there, we make an infological abstraction in order to describe the block-
chain transactions as effectuating an (immutable) open ledger system. This layer aims
to abstract from the various implementations that exist today or will be developed in the
future. To describe the economic meaning of the infological transactions we use the
essential layer. This is the preferred level of specification for a blockchain application
as it abstracts from the implementation choices.

3.1 Datalogical Blockchain Ontology

In most of the publications on blockchain, the concept is described in terms of the
technology that is used, that is, in terms of blocks, miners, mainchains (the blockchain),
sidechains (a chain that communicates with the mainchain for enhanced functionality)
etc. This technological basis is to be positioned at the datalogical level, the level of data
structures and data manipulation. To build a blockchain domain ontology for this level

Fig. 3. Enterprise ontology layers applied to blockchain transactions
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we have used taxonomies as identified in cryptocurrency [4], blockchain research [22]
and technical implementations by blockchain- and cloud providers [5].

Several specialized ontology languages are available nowadays, but one of most
wide-spread modeling approaches is Object Management Group’s Unified Modeling
Language (UML) together with its associated Object Constraint Language (OCL) [23],
so this is why we have chosen to use it for the first version of our blockchain ontology.
First, an overview is provided for the UML classes that are used to construct the
domain ontology for blockchain at the datalogical abstraction layer (Fig. 4). The chain
concept is not included as it will be expanded in a separate taxonomy.

Class Explanation
Actor An actor is a virtual ID which (for any individual or organization) that owns a wallet

Wallet A wallet initiates transactions on the blockchain and receives the transaction output. 

Transaction A transaction is a request to the blockchain nodes that contains an input, amount and 
output (The Blockchain) or custom data like code (altchain).

Node A node is an entity in the blockchain network that either proves (public transactions) or 
validates (hybrid or private transactions) and subsequently adds it to a block with a 
unique hash. The hash will be used by the next transaction as the input.  Nodes receive 
rewards for every successful transaction that is added to the block. 

Miner A miner is an anonymous node (e.g. server) that cryptographically proofs a public 
transaction to be valid using a proving mechanism like Proof of Work, Proof of 

Resource, Proof of State, Proof of Activity, etcetera

Mining 
Mechanism 

A mining mechanism is a mechanism to mine transactions in public blockchains, 
altchains or sidechains. 

Validator A validator is a non-public node that) validates hybrid or private transactions based on 
validation mechanisms like byzantine fault tolerances or double spending. 

Validating 
Mechanism 

A validating mechanism is a mechanism to validate transactions in non-public 
blockchains, altchains or sidechains. An example of a validation mechanism is a 
byzantine fault tolerance mechanism. 

Block A block is a transaction container with a unique block header, which cryptographically 
commits to the contents of the block, a timestamp and the previous block header.

Uncle An uncle is a block that is very close to being the "correct" next block in the blockchain. 
By mining and rewarding for uncles, the proofing process becomes more reliable.  

Cousin A cousin is a block that is very close to being the "correct" next uncle in the blockchain.
By mining and rewarding for cousins, the proofing process becomes more reliable.  

Runtime A runtime (or cryplet) enables secure interoperation and communication between 
blockchain middleware and clouds like Microsoft Azure, Amazon AWS and others.

Middleware Middleware is software that is included in the blockchain and enables third parties to 
interact with blockchain records to provide services like identity management 

Fig. 4. Datalogical domain ontology classes for the blockchain
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Figure 5 provides an overview of the blockchain domain ontology in UML.

Central to the domain ontology are the wallet, the transaction and the node. Each
blockchain concept relies on these concepts, whereby a transaction can either be simple
or contain smart contract code. Interactions with the blockchain (from outside the
ecosystem) occur through nodes (via runtime and middleware) by means of API’s and
sockets, or via sidechains directly, which is our next focus.

For readability purposes, the ontological structure of a chain has been detailed in a
dedicated view, to explain the nature of the blockchain ecosystem. Within this tax-
onomy, the following objects can be distinguished (Fig. 6).

Figure 7 shows the datalogical taxonomy for chains and chain interactions. A chain
can be either a mainchain or a sidechain. Sidechains are always related to one or more
mainchains for enhanced functionality. In this overview, a Blockchain should not be
confused with the blockchain as a concept, but must be read as the Blockchain as
implemented by Bitcoin. Although not included in the ontology, technical off-chain

Fig. 5. Datalogical domain ontology for a blockchain transaction
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solutions living outside the blockchain ecosystem may become an entity of significance
in the future, as governments and enterprises build infrastructures containing non-vital
information (like master data) and capable of interacting with a blockchain.

3.2 Infological Blockchain Ontology

In the 1970s, Langefors was the first to make the important distinction between
information (as knowledge) and data (as representation) [26]. This separation of

Class Explanation

Chain A chain is a combination of blocks

Mainchain A main chain is a chain that contains the block headers of all blocks that are digitally 
signed and containing validated records of ownership that are irreversible, depleting the 
necessity for the reconciliation of data. A blockchain that is deployed as a service contains 
middleware and a runtime (or cryplets). 

Blockchain Blockchain refers to a main chain implemented according to the Bitcoin codebase

Altchain An altchain refers to a main chain implemented according to an alternative codebase.

Sidechain A sidechain is a chain that allows for the transfer of assets to the mainchain and vice 
versa. The benefit of a sidechain is that it can store assets and data that cannot be saved (or 
is too expensive) on the main chain and may increase the transaction speed significantly by 
using pre-mined main chain addresses.

Drivechain A drivechain is a sidechain that provides a two-way peg allowing transfers of a 
cryptocurrency from a mainchain to another mainchain requiring low third party trust [24]  

Pegged 
Sidechain 

A pegged sidechain is a sidechain that enables assets to be moved between multiple main 
chains, thereby illuminating counterparty risk, enabling atomic transactions (the 
transaction is executed in its entirety or not at all), enforcing firewalled chains and making
chains independent from each other [25].

Fig. 6. Datalogical domain ontology classes for the blockchain

Fig. 7. Datalogical domain taxonomy for the blockchain ecosystem
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content and form created a new field in knowledge engineering called Information
Systems Engineering or Infology, aiming to make complicated structures intellectually
manageable [15].

When blockchain is described in the current literature as a “distributed ledger” [27],
this is an infological characterization that abstracts from the encrypted data blocks,
miners, chains, etcetera that make up the datalogical level. A transaction, in this ledger
system, is not just a block of data, but a transfer of some value object (e.g. Bitcoin).
A ledger consists of accounts (e.g. debit account), and this concept is indeed generic
across the majority of blockchain providers that are part of this analysis. Accounts are
not limited to have a (crypto)currency- balance or quantity, but may also refer to other
types like stocks or a claim as mainchains other than Bitcoin (not taking sidechains into
account) allow to register custom account types (Fig. 8).

We made a distinction between journals and ledgers. In a traditional accounting
system, journals and ledgers reside where business transactions are recorded. In
essence, detail-level information for individual transactions is stored in one of several
possible journals, while the information in the journals is then summarized and
transferred (or posted) to a ledger. In the blockchain context, such a division can be
maintained (and supported at the datalogical level by a combination of mainchain and
sidechain), but it is also possible to see the ledger as an aggregated view on the journal.
Anyway, the term “ledger” typically refers to a subset of all accounts. For that reason,
we have modeled the ledger here as a set of accounts where we do not require every
account to be part of a ledger.

Transactions must comply with rules of engagement. One axiomatic rule of
engagement in Blockchain is that for each transaction, input equals output (debit =
credit). Inputs and outputs in this context represent any tangible or intangible asset and
are not limited to cryptocurrency (Fig. 9).

Class Explanation 

Ledger A ledger maintains a continuously growing list of timestamped transaction 
records, connected to a block as defined at the datalogical level

Account An account sends and receives value to and from a transaction

Object An object type is a custom stock or a claim (type) traded by an account via 
a transaction. 

Transaction A transaction represents the atomic inputs and outputs between accounts

Journal A journal is list of transactions

RulesOfEngagement Smart contracts (essential level) are enforced by rules of engagement that 
are implemented as blockchain code.

Fig. 8. Infological domain ontology classes for the blockchain
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3.3 Essential Blockchain Ontology

The essential or business level is concerned with what is created directly or indirectly
by communication. In the Language/Action Perspective [16], the key notion in com-
munication is commitment as a social relationship based on shared understanding of
what is right and what is true. Communicative acts typically establish or evaluate
commitments. In a narrower sense, a commitment (promise, commissive) is about what
an actor is bound to do (so what is right in a future situation). Such a commitment being
agreed upon by two parties is a change in the social reality, as is the agreed upon
fulfillment of that commitment.

Given the institutional context to be in place, an infological blockchain transaction
moving some value from one account to another represents a change in the social
reality, e.g. transfer of ownership. Such a change is what we identify as the essential
blockchain transaction.

Enterprise Ontology is not specific about the content of the change. For that reason,
we combine Enterprise Ontology with the Business Ontology of REA [29]. The REA
model developed by Bill McCarthy [30] can be viewed as a domain ontology for
accounting. REA intends to be the basis for integrated accounting information systems
focused on representing increases and decreases of value within an organization or
beyond. REA inherits the stock-flow nature of accounting, but lifts the syntactic
structure of accounts to a semantic level of resources and events.

The accounting perspective is quite appropriate in the blockchain context. Block-
chain is facilitating and recording (in an immutable and transparent way) value
transfers between economic actors in a shared data environment while accountants (and
their customers) are interested in reliable information on these transfers and the
resulting value positions of actors.

REA atomic constituents of processes are called economic events. Economic events
are carried out by agents and affect a certain resource, like a (crypto) currency or
physical good. The relationship between an economic event and a resource is called
stock-flow. REA presents five generalized stock-flows: produce, use, consume, give
and take. These stock-flows can generate value flows by conversion (produce, use and
consume) or exchange (give and take). In the REA independent view, the give, use and
consume stock-flows are process inputs (provide) and produce and take are process
outputs (receive). The duality axiom says that provides and receives are always in
balance. For instance, in a physical conversion process, some resources are used or

Fig. 9. Infological ontology for a blockchain transaction
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consumed in the process of producing other resources. In our blockchain ontology, we
will use the term “transaction” to represent such a combination of provide and receive
events (Fig. 10).

REA also includes the notion of contract as a bundle of reciprocal commitments.
Following REA and Enterprise Ontology, we have both transactions and commitments.
Transactions can exist on their own, for instance, an instant bitcoin transfer from one
party to another, but also be part of a contract. A special feature of a smart contract
(originally introduced by Szabo [28]) is that at least some of the commitments are
executed automatically. In this case, the commitments are self-fulfilling; the committed
transactions are irreversibly saved on the blockchain and executed once certain con-
ditions are matched. This is a very powerful concept as the contract no longer has to
rely on trust or complicated trade procedures (Fig. 11).

Business transactions are realized in the blockchain by a set of infological trans-
actions, typically one for each outflow/inflow pair. Commitments are also realized by
infological transactions – in his case, a transfer to a commitment type account. The
fulfillment is realized by a transfer from that commitment type account. The difference
between conversions and exchanges is that in the latter case, the provided resource is
the same as the received resource, while they are different in the former case.

Class Explanation
Agent An agent is individual or organization that controls resources and can 

initiate a transaction or commitment

Resource A resource is an asset with a certain economic value controlled by an 
agent

Stock-flow event Stock-flow events represent the provide or receive of a resource

Transaction A (business) transaction is a process that changes the economic reality 
(exchange or conversion) consisting of increment and decrement stock-
flow events

Economic Exchange An economic exchange is a transaction that changes the economic reality 
by means of exchange

Economic Conversion  An economic conversion is a transaction that changes the economic 
reality by means of conversion

Commitment Commitments are promises of future stock-flow events that are fulfilled 
with the execution of these events 

Smart Contract A contract is an agreement between agents consisting of mutual 
commitments. A smart contract is a contract in which the commitment
fulfillment is completely or partially performed automatically. 

Fig. 10. Essential (business) domain ontology classes for the blockchain
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4 Discussion

This paper applied the concept of abstraction on the blockchain concept utilizing
Enterprise Ontology. The chosen structure aimed to explain blockchain with maximum
separation of concern with regards to substance, context and audience. It turns out that
a blockchain transaction, regardless of its complex ecosystem and cryptographical
ingredients at the datalogical layer, shows significant infological and essential con-
ceptual similarities with traditional economic transactions as used today.

However, although the concepts are not different, their properties change. It makes
a difference when mutable records are replaced by immutable records, and when the
fulfilment of commitments is left to the infrastructure rather than to the voluntary acts
of the parties. Figure 12 summarizes a comparison between blockchain and traditional
transaction systems.

At the datalogical level, the difference is not only that records become immutable,
but also that the transaction databases get positioned in between companies, rather than
inside companies, thus removing data redundancy that exists today (although another

Fig. 11. Essential ontology of a blockchain transaction

Blockchain Traditional
Essential Communication success 

based on non-tamperable 
infrastructure

Communication success based 
on subjective and objective 
trust (control procedures)

Infological Performative transactions 
integrating descriptive and 
prescriptive transactions

Descriptive transactions (to be 
verified) and prescriptive 
transactions (to be realized and 
evaluated)

Datalogical Immutable records (based 
on consensus mechanism),
stored outside the company

Mutable records (to be 
protected), stored within the 
company

Fig. 12. Comparison between blockchain and traditional transaction systems
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form of redundancy is introduced in the consensus mechanisms). On the infological
level, control procedures are not relevant anymore. An interesting feature of blockchain
transactions is that they are not just a description of some transfer (e.g. of Bitcoins) but
the very existence of the transfer depends on this description. This performative property
also applies to other transactions, like service deliveries, when the blockchain is tightly
coupled with IoT services, and to commitments (their bare existence). At the essential
level, smart contracts also add the automatic fulfillment of commitments, and more in
general, there is a change in what makes the communication successful: trust, perhaps
grounded in control procedures, or the impersonal and non-tamperable infrastructure.

5 Conclusion

This paper describes an initial blockchain ontology on three levels. As such, it supports
a better understanding of this disruptive technology. It also can be used to support
application development, as it suggests to specify the blockchain application on the
business level first. In our view, it should be possible then to generate the blockchain
implementation automatically, with some design parameters to be set. For the speci-
fication of the business level, in terms of contract languages and graphical formats, it is
possible to draw on already proven modeling approaches.

In the context of this paper, we have not been able to do an extensive validation of
the ontology yet, so the proposed model should be seen as an initial one. Validation is
pivotal to test and improve the capability of our ontology to reduce blockchain’s
ambiguity and inconsistency. Apart from the formal verification using top ontologies
like DOLCE, further validation is to be done with applications as well as by estab-
lishing mappings to the various blockchain implementations that exist. We cannot
claim that the present model is complete, but at least it provides a first reference point.

The current ontology does not stop the need for further research on blockchain
technology of course. On the contrary, an important next step is to understand and
formalize interactions between mainchains, sidechains and off-chains within or across
the public, private and hybrid domain (blockchain zoning), to mention one issue.
Separating the goal – immutable transactions, smart contracts – from the implemen-
tation can help to better explore all implementation variants without dogmatism.
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Abstract. Open innovation is becoming an important strategy in software
development. Following this strategy, software companies are increasingly
opening up their platforms to third-party products. However, opening up soft-
ware platforms to third-party applications raises serious concerns about critical
quality requirements, such as security, performance, privacy and proprietary
ownership. Adopting appropriate openness design strategies, which fulfill
open-innovation objectives while maintaining quality requirements, calls for
deliberate analysis of openness requirements from early on in opening up
software platforms. We propose to treat openness as a distinct class of
non-functional requirements, and to refine and analyze it in parallel with other
design concerns using a goal-oriented approach. We extend the Non-Functional
Requirements (NFR) analysis method with a new set of catalogues for speci-
fying and refining openness requirements in software platforms. We apply our
approach to revisit the design of data provision service in two real-world open
software platforms and discuss the results.

Keywords: Ecosystems � Open platforms � Software design � Requirements

1 Introduction

Open innovation is becoming an increasingly important strategy in software devel-
opment. Following this strategy, software development organizations open up their
processes and software platforms to external developers in order to use external ideas,
knowledge and paths to markets (as well as the internal ones) to advance their tech-
nology [1]. External developers become part of a software ecosystem offering com-
plementary products and services for the open platforms [2–5].

However, opening up software platforms to third-party products is recognized as
one of the most difficult transitions in software product development. While openness
has the potential to create momentum for the widespread adoption and support of the
platform in the market, it may lead to losing overall control of the platform [2].
Moreover, opening up platforms to third-party applications raises serious concerns
about critical quality requirements, such as security, performance, proprietary owner-
ship of the platform and its complementary applications. Yet, there is no systematic
method to address these concerns in opening up platforms.
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A successful transition to an open platform relies on adopting openness design
strategies that can fulfill open innovation objectives while preserving the quality of the
platform and complementary applications and services. Adopting such balanced design
strategies calls for deliberate analysis of the requirements that openness introduces on
the design of software platforms from early on in the transition process. Nevertheless,
openness is only one design concern among many that should be accommodated in
software platforms. Effective openness design strategies should optimally fulfill all of
these concerns.

Example. Consider a common design scenario in opening up software platforms:
providing data service to third-party applications. The design includes decisions about
how a platform communicates data with third-party applications and how third-party
applications communicate data with each other. Three design alternatives can be
considered for opening up platform data to third-party applications; namely: (1) Cen-
tralized data provision (CDP): Platform centrally checks every data communications
between third-party applications; (2) Semi-centralized data provision (SDP): A medi-
ator (either the platform or the end-user) decides whether and under what conditions
third-party applications can communicate directly; and (3) Decentralized data provi-
sion (DDP): Third-party applications communicate data directly without any central
control.

To choose an appropriate design strategy to open up platform data, performance
can be a critical concern for a specific platform. Considering this, centralized data
provision is not an appropriate design since central data control imposes additional load
on the platform and increases data access time for third-party applications. Data
integrity can be another requirement for the platform. In this regard, centralized data
provision performs well since every data operation is performed under direct control of
the platform, helping eliminate inconsistencies in simultaneous data read and write
operations. Comparably, semi-centralized data provision also works well enough if
platform is the mediator and if the platform decides to control critical data operations
itself. Decoupling third-party applications is also important for the open platform since
with the increase of third-party applications, it will be difficult to maintain the platform
and prevent potential erroneous and malicious data communications. Considering this,
centralized data provision is the most effective design since it minimizes the coupling
of third-party applications. Increasing adoptability of the platform among external
developers can be one main reason for opening up the platform. However, centralized
data provision creates “accessibility” barriers for the platform since third-party appli-
cations should be checked and permitted by the platform to be installed and access their
required run-time data. This difficulty negatively impacts the platform adoptability.

To choose the most appropriate openness design strategy, systematic methods are
required that help decide between these competing and interacting requirements.

Contributions. We propose to treat openness as a distinct class of non-functional
requirements, and to refine and analyze it in parallel with other concerns in designing
software platforms using a goal-oriented requirements modeling language [6]. The
proposed approach allows to specify and refine the business requirements behind
openness, the technical quality requirements that openness imposes on the design of
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software platforms, and the concerns that openness introduces on other quality
requirements. The refined requirements are used as criteria for selecting optimal design
alternatives. To facilitate specification and analysis of openness requirements, we
propose three types of catalogues: (1) Openness requirements specification and
refinement catalogues; (2) Openness operationalization catalogues; and (3) Openness
correlation catalogues. The catalogues encode alternative paths for refining and
operationalizing openness requirements, which can be customized for a particular
design context. We apply our proposed approach to revisit the design of data provision
service in two real-world open software platforms and discuss the results.

2 The Proposed Approach

We consider openness as a concern that should be met in the design of platforms
functionalities [7]. We describe openness as a soft goal (i.e. an objective that can be
fulfilled to various degrees) and refine it using contribution links. We assess the ful-
fillment degree of openness requirements in alternative design mechanisms using the
goal-oriented forward evaluation procedure [6].

To deal with openness requirements, we customize the Non-Functional Require-
ments (NFR) analysis method [6]. The customized approach is comprised of seven
main steps, which can be performed iteratively: (1) Specifying and refining openness
requirements; (2) Specifying and refining other design concerns; (3) Prioritizing the
requirements; (4) Identifying possible alternative operationalizations; (5) Evaluating
fulfillment degree of the identified requirements in each operationalization; (6) Ana-
lyzing potential trade-offs; and (7) Selecting an appropriate design mechanism.

To facilitate specification and analysis of openness as a class of non-functional
requirements, we extend NFR with a new set of catalogues, namely openness cata-
logues. Openness catalogues are of three main types: (1) Openness requirements
specification and refinement catalogues; (2) Openness requirements operationalization
catalogues; and (3) Openness correlation catalogues. These catalogues are used in the
related steps described above, and provide extensible and customizable patterns for
specifying, refining and operationalizing openness requirements in the design of
software platforms.

In the following, we present instances from each type of the openness catalogues.
To save space, we omit the details about the complete definition and refinement of the
items in the presented catalogues, and the sources from which the items are extracted.

Openness Requirements Specification and Refinement Catalogues. These cata-
logues help characterize and refine the specific requirements and concerns that open-
ness introduces on the design of software platforms. Openness requirements catalogues
are of three types: (1) Business-level openness requirements catalogues. (2) System-
level openness requirements catalogues; and (3) General design concerns catalogues.

System-Level Openness Requirements Catalogues. These catalogues characterize
general technical and quality requirements that should be met in the design of open
platforms. Three instances of system-level openness requirements catalogues are
shown in Fig. 1. For example, the first catalogue (Fig. 1a) identifies that openness
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introduces seven types of requirements on the design of software platforms, including
“accessibility” and “extensibility”. From this catalogue, requirements specification
paths can be generated, such as: “To open up a platform, the platform needs to be
accessible to third-party applications”, or “To open up a platform, the platform design
needs to be extensible”. The second catalogue (Fig. 1b) identifies that “accessibility”
requirement can be refined in four ways, including “accessibility [functionality or
service]” and “accessibility [data]”. From this catalogue, more detailed requirements
specifications can be generated, such as “To open up a platform, platform data need to
be accessible to third-party applications”. The third catalogue (Fig. 1c) identifies that
“extensibility” requirement introduces six types of requirements on a platform design,
including “composability [Platform]” and “deployability [Third-party applications]”,
each of which needs to be further refined into more fine-grained requirements. From
this catalogues, refinement paths can be generated such as “To make a platform design
extensible, the platform needs to be composable”, and subsequently “To make a
platform composable, third-party applications should be decoupled from the platform
and from each other”.

To develop system-level openness requirements catalogues, two steps are per-
formed: (1) The content of the catalogues is extracted from the Software Engineering
literature discussing technical requirements in open software platforms. (2) The
requirements are classified, related, and refined using two types of non-functional
requirement refinement [6]: topic refinement (e.g. “Accessibility” catalogue) and type
refinement (e.g. “Openness” and “Extensibility” catalogues). To structure the content,
related elements of the goal-oriented requirements modeling language are used. “Soft
goal” element is used to represent non-functional requirements, and “Help” contribu-
tion link is used to relate and refine the requirements.
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[Pla orm]
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Fig. 1. Three instances of the system-level openness requirements catalogues
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Business-Level Openness Requirements Catalogues. These catalogues characterize
general non-technical requirements in open software platforms and relate them to
system-level openness requirements. Non-technical requirements include the business
and organizational incentives that drive the need for openness as well as the social
requirements that should be met in open software platforms. Each business-level
openness requirements catalogue has two parts: a set of non-technical requirements and
the related technical requirements. Two instances of these catalogues are depicted in
Fig. 2. For example, the first catalogue (Fig. 2a) identifies that “Stickiness” and
“Market Presence” are two non-technical requirements in open software platforms.
Stickiness refers to the degree that a software platform supports its continued use by a
user instead of switching to a competitor platform [14]. “Stickiness” can be further
related to more fine-grained business requirements such as “Network size”. Network
size refers to the number of complementary application and services that support a
platform [15]. From this catalogue, specifications and refinement paths can be gener-
ated, such as “One objective in opening up a software platform is to increase the
stickiness of the platform.”, and then “To increase the stickiness of a platform, the
network size of the platform should grow.” “Network size” requirement can then be
related and refined to system-level openness requirements, such as “accessibility”. One
refinement is as follows: “To increase the network size of a platform, the platform
needs to be made accessible to third-party applications.”

To develop business-level openness catalogues, three steps are taken: (1) The
content of the catalogues is extracted from a set of Business and Software Engineering
literature discussing open innovation, and the business, organizational, and social needs
that it introduces on the development of software platforms. (2) The requirements are
described using soft goals, and categorized, related and refined using “help” contri-
bution links. Since business-level openness requirements are often described as
openness business objectives, the notion of soft goal is conceptually close for
describing these requirements. (3) The last row of refinement in each business-level
openness catalogue is related to a set of first-row refinements in the system-level
openness requirements (i.e. Figure 1a) using “help” contribution links. Contribution
links allow to smoothly refine and relate the business-level requirements into the
system-level requirements.
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Fig. 2. Two instances of the business-level openness requirements catalogues
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General Design Concerns Catalogues. These catalogues characterize general concerns
and requirements raised in opening up software platforms. These concerns may have
synergistic or conflicting relationships with openness requirements, and need to be
refined and operationalized in parallel with openness requirements in designing soft-
ware platforms. Two instances of this group are shown in Fig. 3. For example, the first
catalogue (Fig. 3a) identifies “security” as a general concern in opening up software
platforms and also characterizes the specific types of security requirements (such as
“integrity” and “availability”) that are potentially impacted by openness requirements.
From this catalogue, specifications can be generated, such as “Security needs to be
assured in opening up a platform”. Then this requirement can be further refined as
follows: “To assure platform security, integrity of the platform data should be
preserved.”

The content of this group of catalogues is extracted from a set of Software Engi-
neering and Business literature discussing problems, concerns, and requirements in
opening up software platforms. The content is then structured similar to the previous
catalogues. Some requirements in this group, such as security and performance overlap
with existing NFR catalogues [6]. The existing catalogues have been reused and
customized according to the specific context of open software platforms.

Openness Requirements Operationalization Catalogues. Operationalization cata-
logues identify the system functionalities that should be specifically designed to open
up platforms to third-party products. They also enumerate alternative mechanisms and
patterns for designing these functional requirements. Each openness operationalization
catalogue has two parts: (a) Design objectives: the specific functionality that need to
designed or implemented; and (b) Design alternatives: Alternative mechanisms to
realize the design objective. An instance of the openness operationalization catalogues
is illustrated in Table 1. The catalogue is related to the design of “Data provision and
communications service”. The catalogue elaborates on three generic alternative
mechanisms for designing this functionality, namely: (1) Centralized data provision;
(2) Semi-centralized data provision; (3) Decentralized data provision.
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The content of these catalogues is extracted from a set of Software Engineering
research resources discussing technical design of open software platforms.

Openness Correlation Catalogues. Openness correlation catalogues identify the
impact of each openness design alternative (in the operationalization catalogues) on the
fulfillment of the related openness requirements (in the specification and refinement
catalogues). An instance of a correlation catalogue is shown in Fig. 4. For example,
one security concern in designing data provision service can be data integrity
(“Integrity [platform data]”). This requirement can be further decomposed into “ac-
curacy [data]” and then “consistency [data]”. The presented catalogue identifies that
“centralized data provision” design alternative meets the requirement of data consis-
tency. In contrast, the other two alternatives of “semi-centralized data provision” and
“decentralized data provision” violate this requirement. Another requirement that may
be important in opening up a platform is “accessibility [platform]”, which can be
further refined into “accessibility [data]”. The catalogue identifies that “centralized
data provision” has a negative impact on the accessibility of platform data. In contrast,
the other two alternatives have a positive impact on this requirement.

To develop correlation catalogues, two steps are performed: (1) The related
requirements that are affected by each alternative operationalization are selected from
the requirement refinement catalogues. (2) The positive or negative impact of the
alternative on fulfilling the related alternatives is assessed. The assessment is done
based on expert knowledge from the design alternatives and must be accompanied by a
sound reasoning or evidence. The alternative mechanisms are assessed against the last
row of refinement for each related requirement, and are described using “help” or
“hurt” contribution links. A detailed example of an assessment is provided in [7].

Table 1. One instance of the openness requirements operationalization catalogues

Design Objective: To provide data service to third-party applications
Design Mechanism 1: Centralized Data Provision (CDP) [16]
The platform controls every data and information interactions between third-party applications
and the platform, and between one third-party application and another. In this design, all data is
stored and exchanged through a single API in the platform. Data is accessed through the
platform API either by explicit get/set operations or publish/subscribe at run-time. An API
identifies available data at run-time.
Design Mechanism 2: Semi-Centralized Data Provision (SDP) [17]
Third-party applications can communicate data directly in some cases. Third-party applications
declare what data they need at install-time. The requests are initially submitted to a mediator (i.e.
end-user or platform). The mediator decides to allow data communications directly or not. If yes,
third-party applications can communicate directly. If no, the mediator decides to control data
read operations, data write operations or both.
Design Mechanism 3: Decentralized Data Provision (DDP) [10]
Third-party applications can directly exchange data and information with each other. Data
interactions between two third-party applications are controlled and supervised by the third-
party application that provides the requested data. Data access requests are declared at run-time
and the data provider application is responsible for managing the requests and controlling the
consistency of data read and write operations.
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3 Application of the Proposed Approach

We use the proposed approach to revisit the high-level architectural design of data
provision service in two real-world open software platforms. Both platforms are
embedded operating systems. The first platform is an operating system controlling the
electronic units of a vehicle and the second one is an operating system for smartphone
devices.

To apply the proposed approach on each design case, two preparatory steps have
been taken: (1) The documents containing information about the design of each plat-
form have been collected from the literature. (2) The information required for applying
the proposed approach has been extracted from the collected documents. The extracted
information is of two types: (a) the important design requirements for each case; i.e. the
requirements that openness introduces and other general concerns that should be
considered in opening up each platform; and (b) the priority of each design require-
ment. Where the required information was absent or not explicitly mentioned, we have
augmented the information based on our own understanding from the case. Augmented
information is distinguished from the extracted information using “*”.

To use the catalogues, two preparatory steps need to be performed. (1) The domain
requirements are matched with the requirements items available in the catalogues. If the
wording of a requirement is different, the most similar requirement item in the cata-
logues is selected. If no similar item is found, the correct placement of the requirement
is found and the related catalogue is augmented with new the content. Adding new
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content may also need modifying the structure of the catalogue. (2) The evaluation of
design mechanisms in the correlation catalogues may also be revised in each context.

To re-design the data provision service in each case, the seven steps described in
the beginning of Sect. 2 are performed. To refine the requirements in each design
context, the related refinement paths in the catalogue presented in Fig. 4 are used.
Refinement is done up to the level that there is evaluation data for the refined
requirement and the three alternative designs in the correlation catalogue. The fulfill-
ment of the requirements is then evaluated using the goal-oriented forward evaluation
procedure. The evaluation results identify the degree of requirements fulfillment in
each design alternative. Requirements fulfillment is described in five degrees: Satificed
(Sat), Partially Satisficed (PSat), Conflict (Conf), Partially Denied (PDen), and Denied
(Den). The evaluation results are used to compare alternative designs and identify the
potential trade-offs that should be made between identified requirements by choosing
each option. Based on the comparison results, the most appropriate design for the data
provision service is selected. The selected option is then compared to the original
design.

An Open Embedded Automotive Software Platform. The information related to this
platform is extracted from [16]. In [16], the process of designing the platform is
explained in detail. The document explains the requirements of the platform, their
priorities, the decisions that were made to design the platform, and the rationale for
those decisions. However, no modeling and analysis has been done in the design
process. All the information required for our analysis was available in the document.

The platform is an operating system sitting on top of the electronic hardware of a
vehicle to control the vehicle electronic units. The platform has to deal with safety
critical functionalities and data. Thus it should be highly dependable. The platform has
been opened to different types of third-party applications, such as applications devel-
oped by certified developers and applications developed by undirected developers.
Third-party applications sit on top of the platform and add functionality to it. Examples
of these additional functionalities include: automatic control of the speed of the vehicle
or displaying the speed of the vehicle in the display. To perform such operations,
third-party applications may need read or write access to data (such as speed and lateral
acceleration data), controlled by the platform or other third-party applications.

The important design requirements of the platform and their priorities are described
in Table 2. The related paths in the catalogue of Fig. 4 that help specify and refine the
requirements as well as their fulfillment in each alternative design are shown in Fig. 5.

Table 3 summarizes the fulfillment of key requirements in each design alternative.
As shown, “centralized data provision” outperforms the other two alternatives in
fulfilling all the requirements except performance. In contrast, the other two alterna-
tives partially satisfice performance. However, “semi-centralized data provision” vio-
lates two openness requirements of “composability” and “deployability”, and
“decentralized data provision” underperforms in the fulfillment of all the other
requirements.

Although “centralized data provision” fulfills four of the five important design
requirements and achieves the highest rank among the three alternatives, it has negative
impact on the performance of the platform. Centralized control over all data
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interactions creates a bottleneck in the platform. In case of several simultaneous data
read and write requests, this design creates a queue of requests that should be checked
by the platform and increases the waiting time of data operations. However, the
automotive platform is in charge of safety-critical and real-time operations. Consid-
ering this, performance is not a negligible requirement.

Table 2. Design requirements for the open embbedded automotive platform

Design
requirements

Text description

Openness requirements
Type:
“Composability”
Priority: “High”

“The software platform must fulfil a set of properties to allow the
decoupling of applications and eliminate the need for development
synchronization. The architecture should allow development, integration
and validation of applications independent of other applications.
Non-technical users cannot do this themselves, it must be provided for
by application and/or platform developers.”

Type:
“Deployability”
Priority: “High”

“The applications must be possible to be deployed independently of each
other, and the product behavior must not depend on the order in which
applications are installed. There must also be a deployment
infrastructure in place which fulfils necessary integrity requirements.”

General design concerns
Type:
“Dependability”
Priority: “High”

“Many embedded domains have stringent dependability requirements;
i.e. real-time requirements for the execution of individual applications,
integrity requirements, high availability, and mechanisms to eliminate
undesired feature interaction if several applications interact with the
same actuators.”
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In comparison, “semi-centralized data provision”, though violating two openness
requirements of “composability” and “deployability”, alleviates the load of platform by
delegating the control of some data interactions to the related third-party applications.
Since critical third-party applications are developed by certified developers, the plat-
form can easily decide to control which data operations, delegating the control of less
critical data interactions to the related third-party applications. Considering this,
semi-centralized control does not negatively impact the integrity and security of the
platform data. Accordingly, we assess the final impact of “semi-centralized data
provision” on “Security [Platform]” as positive. Thus, it would be reasonable to sac-
rifice some degrees of “composability” and “deployablity” to achieve higher degrees of
performance for real-time operations of the automotive platform.

In [16], “centralized data provision” alternative has been adopted to open up the
automotive platform data to all types of third-party applications. The problem of
performance (real-time data access) is alleviated via attaching different priorities to
different types of third-party applications waiting in the data request queue. However,
according to our analysis, for the third-party applications with less safety-critical
operations “semi-centralized data provision” is also appropriate. Thus, using both
options of centralized and semi-centralized data provision to open platform data to
different types of third-party applications improves performance, while minimizing
negative impacts on the openness requirements of composability and deployability.

This difference might have several reasons: (1) Performance has been sacrificed to
gain higher degrees of composability and deployability, and probably security. (2) It is
also possible that the track of performance requirements has been lost in designing data
provision service. This is plausible due to the large number of decisions made during
the design and the lack of support for requirements tracking. (3) Alternatively, due to
some domain characteristics not mentioned explicitly in the design document, such as
the hardware infrastructure, performance is not significantly impacted by the bottleneck
of centralized data provision.

An Open Embedded Mobile Operating System Platform. Different pieces of
information related to the design of the mobile platform have been collected from [2,
15, 17]. Some requirements and priorities have been added based on our understanding
from the context, which are distinguished by “*”.

Table 3. Fullfillment of the important requirements in design alternatives for data provision

Requirements Security Openness Performance

OS IY CP DP RT
Priority H H H H H

CDP PSat PSat PSat PSat PDen
SDP PSat PDen PDen PDen PSat
DDP PDen PDen PDen PDen PSat

OS: Operational Security [Platform]; IY: Integrity [Platform Data]; CP: Composability [TP
Application]; DP: Deployability [TP Application]; RT: Response Time [Platform]; H: High
(Very Critical)
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The platform is an operating system sitting on top of the hardware device of a
smartphone to control its functionalities. The platform hosts native and non-native
applications. Third-party applications add a wide range of functionalities that could be
of potential interest to various mobile users. Development of mobile applications is
highly knowledge-intensive. Thus, mobile application development is usually open to a
wide range of third-party developers. Third-party applications may need read or write
access to platform data or the data generated by other third-party applications.

The requirements of the mobile platform and their priorities are described in
Table 4. The related specification and refinement paths from the catalogue of Fig. 4
and the fulfillment degree of the requirements in each design alternative are shown in
Fig. 6.

Table 5 summarizes the fulfillment of the identified requirements in each design
alternative. As shown, “centralized data provision” underperforms in fulfilling all the
high-priority requirements, namely “accessibility”, “adoptability”, “partner ecosystem
gravity”, “innovative features”, and “performance”. Interestingly, this alternative out-
performs in fulfilling medium-priority requirements, such as “composability”, “de-
ployability” and “ownership”. In contrast, the other two design alternatives equally
satisfice high-priority design requirements. However, “semi-centralized data provi-
sion” performs better in fulfilling “privacy [data]” requirement.

Table 4. Design requirements for the open mobile platform

Design requirements Text description

Openness requirements

Type:
“Innovative Products”
Priority: “High”

“In many knowledge intensive domains, users and external
parties play an important role in developing innovative
products. The mobile operating system providers benefit
from emerging external innovations because having a high
number of applications increases the attractiveness of the
platform for potential customers. Having large number of
customers lead to a bigger market share in the mobile
application market.” [15]

Type: “Partner Ecosystem
Gravity”
Priority: “High”

“Third-party developers have to be considered as important
players in the mobile ecosystems. While not every application
can be considered innovative, a larger pool of developers will
provide more innovative output. The network size of
developers and end users (i.e. network effects) will be a
significant factor for application developers in selecting which
mobile ecosystem to join.” [15]

Type: “Low Entry
Barriers” (Accessibility)
Priority: “High”

“Entry barriers of both monetary and technical nature,
including entry barriers for application market, development
resource needs and programing languages, will be a
significant factor for developers in selecting which mobile
platform to join. Openness and entry barriers include aspects
of hardware, software and market in open platforms.” [15]
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Although “semi-centralized data provision” satisfices all the high-priority
requirements and achieves the highest score from among the three design alterna-
tives, its implementation has negative impact on two openness requirements of
“composability” and “deployability”. It also violates “data ownership” requirement.
Nevertheless, composability and deployability are two important technical quality
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Table 5. Fullfillment of the important requirements in design alternatives for data provision

Requirements Security Openness:
system-level

Openness:
business-level

Performance Ownership

*PV AC *CP *DP PEG ICF *PR * OW

Priority *M H *M *M H H *H *M

CDP PSat PDen PSat PSat PDen ^ Conf ! PDen PDen PSat
SDP PSat PSat PDen PDen PSat ^ Conf ! PSat PSat PDen
DDP PDen PSat PDen PDen PSat ^ Conf ! PSat PSat PDen

PV: Privacy [Platform Data]; AC: Accessibility [Platform]; CP: Composability [Plat];
DP: Deployability [TP App]; PEG: Partner Ecosystem Gravity [Platform]; ICF: Innovative and
Complementary Features; PR: Performance; OW: Ownership; H: High (Very Critical);
M: Medium (Critical); ^: Conflict is resolved to partially denied or partially satisficed.
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attributes for an open platform. Decoupling third-party applications from each other
and reducing their dependencies plays an important role in the maintainability and
controllability of the platform. Specifically when the size of a platform and its com-
plementary applications and services grow, which is usually the case for an open
mobile platform. Moreover, the ownership of platform data is not a negligible
requirement for a platform owner.

However, “accessibility” and the impact it has on the “adoptability” and ‘inno-
vative features” is strategically critical to the success of a mobile platform in the
market, specifically in a fierce competition with other platforms. Thus, it would be
reasonable to sacrifice some degrees of the system-level openness requirements to gain
more support from innovative and complementary applications (the business-level
openness requirements), specifically in a knowledge-intensive domain as mobile
applications.

The result of our analysis indicates that “semi-centralized data provision” is the
best option from among the three alternatives to open up mobile platform data to
third-party applications. This result is consistent with real-world implementation of
open mobile platforms such as Android [17]. In Android, third-party applications
declare the data they require from the platform and other third-party applications at
install time. The access is permitted by the end user (i.e. end user is the mediator).

4 Discussion

Our goal was to provide a method to determine appropriate design strategies for
opening up software platforms to third-party applications. We proposed to treat
openness as a non-functional requirement and to use a goal-oriented approach to refine
and analyze openness in parallel with other requirements. The refined requirements are
used to select optimal design options. We have developed a set of catalogues that
facilitate reasoning about openness requirements.

We applied the proposed approach to revisit the design of data provision service in
two real-world open software platforms: an automotive platform and a mobile platform.
Our goal was to determine themost appropriate openness design strategy for each case. In
the first case, our analysis identifies that a combination of centralized and semi-
centralized data provision can be used to open up the platform data to different types of
third-party applications. This result is slightly different from the original design of the
platform, which is only centralized data provision. We aim to discuss the results of our
analysis with the original designers in a future interview. In the second case, our results
are consistent with the design of open mobile platforms, such as Android. The analysis
justifies the accessibility of mobile platforms to external applications. Moreover, the
analysis shows that system-level openness requirements can be sacrificed to fulfill
business-level openness requirements. Finally, in both cases there is no design option that
can fulfill all the identified requirements. In each case, trade-offs should be made.
Therefore, it is crucial to detect and analyze the trade-off points.

The proposed approach allows to reason about openness as a distinct requirement.
This approach complements recent research efforts on the development of open
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software platforms, which either focus on the technical design of the platforms,
including API development (e.g. [9, 13, 18]) or on the business aspect (e.g. [2, 19]).

This paper presents only one instance of a complete openness correlation catalogue
that we have developed. The complete definition and refinement of the requirements
and operationalizations in the presented catalogues in addition to other catalogues will
be published in a future work.

To improve the applicability of the proposed approach, three issues need to be
further addressed: (1) The catalogues and the models developed for a specific domain
become complex too quickly. To handle this complexity, automated support is
required. (2) The evaluation procedure to select optimal design strategies needs to be
made efficient via omitting exhaustive evaluations of all the options. (3) The evaluation
procedure should allow to assess the final impact of selecting multiple operational-
izations on the fulfillment of the identified requirements in a design process.

Further research is needed to extend and validate the content of the proposed
catalogues and to compare the proposed approach with peer requirements analysis
methods for software systems, such as Architecture Trade-Off Analysis Method
(ATAM) [20].

5 Conclusion

We proposed a goal-oriented approach for analyzing openness requirement in software
platforms. The proposed approach is supported by a set of catalogues that facilitate
specification and refinement of openness requirements. We presented instances of these
catalogues herein. Specification and analysis of requirements is essential for adopting
effective openness design strategies that are “open enough” to benefit from the con-
tributions of third-party applications and at the same time possess the quality of
“closed” systems. Adopting such balanced strategies is crucial for the viability and
sustainability of open platforms. Further research is needed to assess the effectiveness
of the proposed approach and catalogues in case studies of open platform projects.
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Abstract. Despite their drawbacks, paper-based questionnaires are still
used to collect data in many application domains. In the QuestionSys
project, we develop an advanced framework that enables domain experts
to transform paper-based instruments to mobile data collection applica-
tions, which then run on smart mobile devices. The framework empow-
ers domain experts to develop robust mobile data collection applications
on their own without the need to involve programmers. To realize this
vision, a configurator component applying a model-driven approach is
developed. As this component shall relieve domain experts from techni-
cal issues, it has to be proven that domain experts are actually able to
use the configurator properly. The experiment presented in this paper
investigates the mental efforts for creating such data collection applica-
tions by comparing novices and experts. Results reveal that even novices
are able to model instruments with an acceptable number of errors. Alto-
gether, the QuestionSys framework empowers domain experts to develop
sophisticated mobile data collection applications by orders of magnitude
faster compared to current mobile application development practices.

Keywords: Process-driven applications · End-user programming ·
Experimental results

1 Introduction

Self-report questionnaires are commonly used to collect data in healthcare, psy-
chology, and social sciences [8]. Although existing technologies enable researchers
to create questionnaires electronically, the latter are still distributed and filled
out in a paper-and-pencil fashion. As opposed to paper-based approaches, elec-
tronic data collection applications enable full automation of data processing
(e.g., transfering data to spreadsheets), saving time and costs, especially in the
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context of large-scale studies (e.g., clinical trials). According to [15], approxi-
mately 50–60% of the data collection costs can be saved when using electronic
instead of paper-based instruments. Besides this, the electronic instruments do
not affect psychometric properties [5], while enabling a higher quality of the col-
lected data [14]. In this context, [12] confirms that mobile data collection applica-
tions allow for more complete datasets compared to traditional paper-based ones.
Additionally, the collected data can be directly stored and processed, whereas
paper-based approaches require considerable manual efforts to digitize the data.
Note that this bears the risk of errors and decreases data quality. In general,
electronic questionnaires are increasingly demanded in the context of studies
[11]. However, the development of mobile data collection applications with con-
temporary approaches requires considerable programming efforts. For example,
platform-specific peculiarities (e.g., concerning user interfaces) need to be prop-
erly handled. Furthermore, profound insights into mobile data collection scenar-
ios are needed. Especially, if more sophisticated features are required to guide
inexperienced users through the process of data collection, hard-coded mobile
applications become costly to maintain. Note that adapting already deployed
and running mobile applications is challenging, as the consistency of the data
collected needs to be ensured.

To relieve IT experts from these challenges and to give control back to domain
experts, the QuestionSys framework is developed. The latter aims at supporting
domain experts in collecting large amounts of data using smart mobile devices.
QuestionSys offers a user-friendly configurator for creating flexible data collec-
tion instruments. More precisely, it relies on process management technology and
end-user programming techniques. Particularly, it allows domain experts without
any programming skills to graphically model electronic instruments as well as
to deploy them to smart mobile devices. Furthermore, the framework provides
a lightweight mobile process engine that executes the individually configured
questionnaires on common smart mobile devices.

To demonstrate the feasibility and usability of the QuestionSys framework,
this paper presents results from a controlled experiment evaluating the config-
urator component we implemented. For this purpose, subjects were asked to
create data collection instruments. Altogether, the results indicate that domain
experts are able to properly realize mobile data collection applications on their
own using the configurator. The paper is structured as follows: In Sect. 2, fun-
damentals of the QuestionSys framework are introduced. Section 3 presents the
conducted experiment, while Sect. 4 discusses experimental results. Related work
is discussed in Sect. 5; Sect. 6 summarizes the paper.

2 Mobile Data Collection with QuestionSys

This section introduces the fundamental concepts of the QuestionSys framework.
In particular, we focus on the configurator component, which will be evaluated
in the presented experiment.
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2.1 The QuestionSys Framework

The main goal of the QuestionSys framework is to enable domain experts (e.g.,
physicians, psychologists) that have no programming skills to develop sophis-
ticated data collection instruments as well as to deploy and execute them on
smart mobile devices. In particular, development costs shall be reduced, devel-
opment time be fastened, and the quality of the collected data be increased.
Moreover, changes of already running data collection applications shall be pos-
sible for domain experts themselves without the need to involve IT experts [21].

Fig. 1. The QuestionSys approach: (1) modeling a data collection instrument; (2)
mapping it to an executable process model; (3) executing it on a smart mobile device.

In order to enable domain experts to develop flexible mobile applica-
tions themselves, a model-driven approach is introduced. This approach allows
describing the logic of an instrument in terms of an executable process model (cf.
Fig. 1). The latter can then be interpreted and executed by a lightweight process
engine running on smart mobile devices [20]. By applying this approach, process
logic and application code are separated [17]. The process model acts as a schema
for creating and executing process instances (i.e., questionnaire instances). The
process model itself consists of process activities as well as the control and data
flow between them. Gateways (e.g., XORsplit) are used to describe more complex
questionnaire logic. Following this model-driven approach, both the content and
the logic of a paper-based instrument can be mapped to a process model. Pages
of an instrument directly correspond to process activities; the flow between them,
in turn, matches the navigation logic of the instruments. Questions are mapped
to process data elements, which are connected to activities using READ or WRITE
data edges. These data elements are used to store answers to various questions
when executing the instrument on smart mobile devices. Altogether, Question-
Sys applies fundamental BPM principles in a broader context, thus enabling
novel perspectives for process-related technologies.

To properly support domain experts, the QuestionSys framework considers
the entire Mobile Data Collection Lifecycle (cf. Fig. 2). The Design & Modeling
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Fig. 2. Mobile data collection lifecycle

phase allows designing sophisticated data collection instruments. During the
Deployment phase, the modeled instrument is transferred to and installed on
registered smart mobile devices. In the Enactment & Execution phase, multiple
instances of the respective mobile data collection instrument may be executed on
a smart mobile device. The Monitoring & Analysis phase evaluates the collected
data in real-time on the smart mobile device. Finally, different releases of the
data collection instrument can be handled in the Archiving & Versioning phase.
In order to address domain-specific requirements on one hand and to support
domain experts on the other, technologies known from end-user programming
are applied [21]. The presented study focuses on the configurator component of
the presented framework. The latter covers the Design & Modeling, Deployment
and Archiving & Versioning phases of the lifecycle.

2.2 Configurator Component

The configurator component we developed (cf. Fig. 3) applies techniques known
from end-user programming and process management technology to empower
domain experts to create flexible data collection instruments on their own. Due
to lack of space, this component is only sketched here [19]:

(a) Element and Page Repository View (cf. Fig. 3a). The element repos-
itory allows creating basic elements of a questionnaire (e.g., headlines and
questions). The rightmost part shows the editor, where particular attributes
of the respective elements may be edited. Note that the configurator allows
handling multiple languages. It further keeps track of different element revi-
sions. Finally, created elements may be combined to pages using drag and
drop operations.
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Fig. 3. The QuestionSys configurator: (a) combining elements to pages; (b) modeling
a data collection instrument.

(b) Modeling Area View (cf. Fig. 3b). Domain experts may use previously
created pages and drag them to the model in the center part. Furthermore,
they are able to model sophisticated navigation operations to provide guid-
ance during the data collection process. The graphical editor, in turn, strictly
follows a correctness-by-construction approach; i.e., it is ensured that created
models are executable by the lightweight process engine that runs on hetero-
geneous smart mobile devices. When deploying the model to smart mobile
devices, it is automatically mapped to an executable process model.

Altogether, the configurator component and its model-driven approach allow
domain experts to visually define data collection instruments. Thus, development
time can be reduced and data collection applications can be realized more easily.
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3 Experimental Setting

In order to ensure that domain experts are able to properly work with the config-
urator component, the overall concept presented in Sect. 2 needs to be evaluated.
This section presents a controlled experiment, whose goal is to evaluate the fea-
sibility and usability of the configurator component. In particular, we provide
insights into the subjects and variables selected. Finally, we present the experi-
mental design. Note that the latter constitutes a valuable template for conduct-
ing mental effort experiments on mobile data collection modeling approaches in
general. Furthermore, when using the presented experimental setting, gathered
results may indicate further directions on how to integrate mobile data collection
with existing information systems.

3.1 Goal Definition

When developing an application, various software developing models (e.g., water-
fall, V-model, SCRUM) may be chosen. Although these models include testing or
validation phases, it cannot be guaranteed that end-users accept the final soft-
ware product. Therefore, additional aspects need to be covered. For example,
ISO25010 defines main software product quality characteristics, like functional
suitability, performance efficiency, usability, and security [16]. The experiment
presented in this paper, focuses on the usability of the presented configurator
component. In particular, the experiment investigates whether domain experts
understand the provided modeling concept and, therefore, are able to work prop-
erly with the configurator. For the preparation of the experiment, the Goal Ques-
tion Metric (GQM) [2] is used in order to properly set up the goal (cf. Table 1).
Based on this, we defined our research question:

Research Question

Do end-users understand the modeling concept of the questionnaire con-
figurator with respect to the complexity of the provided application?

The subjects recruited for the experiment are students from different domains
as well as research associates. [9] discusses that students can act as proper sub-
stitutes for domain experts in empirical studies. We do not require specific skills
or knowledge from the subjects. The conducted experiment considers two inde-
pendent variables (i.e., factors). First, we consider the experience level of the

Table 1. Goal Definition

Analyze the questionnaire configurator
for the purpose of evaluating the concept
with respect to the intuitiveness of the modeling concept
from the point of developers and researchers
in the context of students and research associates in a controlled environment.
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respective subjects with its two levels novice and expert. We assign subjects to
one of the two groups based on answers regarding prior experience in process
modeling given in the demographic questionnaire. In applied settings, novices
would be domain experts with little experience in process modeling and experts
would be domain experts with more experience in process modeling. Another
variable we consider is the difficulty level of the task to be handled by the sub-
jects (i.e., easy and advanced levels). As a criterion for assessing the complexity
of a task, we decide to focus on the number of pages and decisions as well as the
number of branches of the instrument to be modeled.

Two dependent variables are selected to measure an effect when changing the
above mentioned factors. The experiment focuses on the time needed to solve
the respective tasks as well as the number of errors in the resulting data collec-
tion instrument. We assume that prior experience in process modeling directly
influences the subject’s time to complete the tasks. In particular, we expect that
experts are significantly faster than novices when modeling instruments. In order
to automatically measure both dependent variables, a logging feature is added
to the configurator. This feature, in turn, allows generating an execution log
file containing all operations (i.e., all modeling steps) of respective subjects. We
further record snapshots (i.e., images) of the data collection instrument modeled
by a subject after each operation in order to allow for a graphic evaluation as
well. The errors made are classified manually based on the submitted model and
are weighted accordingly. Finally, hypotheses were derived (cf. Table 2).

3.2 Experimental Design

To be able to quickly react to possible malfunctions, the study is conducted as
an offline experiment in a controlled environment. For this scenario, the com-
puter lab of the Institute of Databases and Information Systems at Ulm Univer-
sity is prepared accordingly. The lab provides 10 workstations, each comparable
with respect to hardware resources (e.g., RAM or CPU cores). Each worksta-
tion is equipped with one monitor using a common screen resolution. Before the

Table 2. Derived Hypotheses

Ha0 Novices are not slower when solving advanced tasks compared to easy tasks

Ha1 Novices are significantly slower when solving advanced tasks compared to easy tasks

Hb0 Experts are not slower when solving advanced tasks compared to easy tasks

Hb1 Experts are significantly slower when solving advanced tasks compared to easy tasks

Hc0 Novices do not make more errors when solving advanced tasks compared to easy tasks

Hc1 Novices make significantly more errors when solving advanced tasks compared to easy tasks

Hd0 Experts do not make more errors when solving advanced tasks compared to easy tasks

Hd1 Experts make significantly more errors when solving advanced tasks compared to easy tasks

He0 Novices are not slower than experts when solving tasks

He1 Novices are significantly slower than experts when solving tasks

Hf0 Novices do not make more errors than experts when solving tasks

Hf1 Novices make significantly more errors than experts when solving tasks
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Fig. 4. Experiment design

experiment is performed, respective workstations are prepared carefully. This
includes re-installing the configurator component and placing the consent form,
task descriptions, and mental effort questionnaires beside each workstation.

The procedure of the experiment is outlined in Fig. 4: The experiment starts
with welcoming the subjects. Afterwards, the goal of the study is described
and the overall procedure is introduced. Then, the subjects are asked to sign an
informed consent form. Next, we provide a 5 min live tutorial to demonstrate the
most important features of the configurator component. Up to this point, the
subjects may ask questions. Following this short introduction, the subjects are
asked to fill in a demographic questionnaire that collects personal information.
Afterwards, subjects have to model their first data collection instrument using
the configurator, followed by filling in questions regarding their mental effort
when handling respective task. Then, subjects have to model a second instrument
(with increasing difficulty) and answer mental effort questions again. Thereby,
subjects need to answer comprehension questions with respect to fundamental
aspects of the developed configurator component. In the following, one final
questionnaire dealing with the quality of the modeled data collection instruments
has to be answered. Altogether, the experiment took about 60 min in total1.

4 Evaluation

A total of 44 subjects participated in the experiment. Prior to analyzing the
results, data is validated. [23] states that it has to be ensured that all subjects
understand the tasks as well as the forms to be processed. Furthermore, invalid
data (e.g., due to non-serious participation) has to be detected and removed. Two
datasets need to be excluded due to invalidity (one participant aborts the study
during Task 2) and doubts regarding the correctness of demographic information

1 The dataset can be found at https://www.dropbox.com/s/tjte18zfu1j4bfk/dataset.
zip.

https://www.dropbox.com/s/tjte18zfu1j4bfk/dataset.zip
https://www.dropbox.com/s/tjte18zfu1j4bfk/dataset.zip
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Fig. 5. Total time (novices) Fig. 6. Total time (experts)

(> 20 years of process modeling experience). After excluding these datasets, the
final sample comprises 42 subjects. Based on their prior experience in process
modeling, subjects are divided into two groups. Applying our criterion (have
read no more than 20 process models or have created less than 10 process models
within the last 12 months) finally results in 24 novices and 18 experts. Most
of the subjects receive between 15 and 19 years of education up to this point.
As no special knowledge is required for participating (besides prior experience
in process modeling to count as expert), we consider the collected data as valid
with respect to the goal of the study.

First, the total time (sec) subjects need to complete both modeling tasks is
evaluated (cf. Table 3). Overall, novices need less time than experts to complete
respective tasks. This may be explained by the fact that novices are not as con-
scientious as experts. Possibly, novices do not focus on all details needed to create
data collection instruments. Next, the difference in the median is approximately
80 sec. for Task 1. The time to complete Task 2, however, barely differs for both
groups. Furthermore, both groups need less time for modeling Task 1. Given
the fact that Task 2 is more complex than the first one, this can be explained
as well. Figs. 5 and 6 present boxplots for the total time needed. Note that the
plot for novices indicates outliers in both directions. All outliers are carefully
analyzed to check whether they need to be removed from the dataset. However,

Table 3. Total time and number of errors when handling tasks (median values)

Total time (sec) Number of errors

Group Task 1 Task 2 Task 1 Task 2

Novices 528.61 620.97 4 1

Experts 601.08 625.98 1 1
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Fig. 7. Number of errors (novices) Fig. 8. Number of errors (experts)

when considering other aspects (e.g., the number of errors), it can be shown that
the outliers represent valid datasets and, therefore, must not be removed.

Second, the number of errors in the resulting models are evaluated (cf.
Table 3). As expected, experts make fewer errors than novices in the context
of Task 1. Considering the results for the time needed, one can observe that
novices are faster, but produce more errors than experts when accomplishing
Task 1. When modeling Task 2, however, both groups can be considered the
same. This may be explained by the fact that experts have prior knowledge with
respect to process modeling. Furthermore, it is conceivable that some kind of
learning effect has taken place during Task 1 as novices make fewer errors when
performing the second one. Boxplots in Figs. 7 and 8 show results for each task.
Again, outliers can be observed in the group of novices.

Third, mental effort and comprehension questionnaires are evaluated with
respect to the previously mentioned variables. Recall that each subject has to
fill in a short questionnaire after handling a certain task (cf. Table 4, top part).
Figures 9 and 10 show respective medians. The calculated score (median value)

Table 4. Mental effort questionnaires

Question Answers

The mental effort for creating the questionnaire model was considerably high 7 Point Likert-Scale

The mental effort for changing elements was considerably high 7 Point Likert-Scale

I was able to successfully solve the task 7 Point Likert-Scale

Do your models represent the questionnaires in the given tasks? 7 Point Likert-Scale

Are there significant aspects that are missing in your models? 7 Point Likert-Scale

Do your models represent the logic of the given questionnaires exactly? 7 Point Likert-Scale

Are there any significant errors in your models? 7 Point Likert-Scale

Would you change your models if you were allowed to? 7 Point Likert-Scale
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Fig. 9. Mental effort (novices) Fig. 10. Mental effort (experts)

Fig. 11. Quality of models

Table 5. Comprehension questionnaire

Group Score (median)

Novices 20.5 out of 25

Experts 21.5 out of 25

for the comprehension questionnaire is shown in Table 5. We consider the results
for both the mental effort and comprehension questionnaire as reasonable. Table 4
(bottom part) shows the questions for rating the model quality when completing
the experiment (cf. Fig. 11). When combining answers of the subjects (e.g., how
satisfied they are with their own models) with the analysis of the errors made,
results are convincing. Interestingly, novices rate their models better compared
to experts. Note that from 84 data collection instruments in total (Task 1 and
Task 2 combined), 43 models (21 models from novices and 22 from experts) have
zero or one error. The results regarding mental effort, comprehension, and model
quality questionnaires as well as the submitted instrument models do not differ
largely among the two groups. Therefore, our results indicate that the modeling
concept of the developed configurator component is intuitive and end-users with
relatively low prior process modeling experience are able to use the configurator.

The collected data is further checked for its normal distribution (cf. Fig. 12).
The first graph shows a quantile-quantile (Q-Q) graph plotting the quantiles of
the sample against the ones of a theoretical distribution (i.e., normal distribu-
tion). The second graph presents a histogram of probability densities including
the normal distribution (i.e., blue) and density curve (i.e., red line).

Considering the presented results, several statistical methods are used to test
the hypotheses described in Sect. 3.1 (with p-value ≤ α (0.05)). For normally
distributed datasets, t-Tests are applied. Non-normally distributed datasets
are tested with One-Tailed Wilcoxon(-Mann-Whitney) Tests [23]. When apply-
ing the tests, Ha showed significant results (p-value = 0.046). The other tests,
however, show non-significant results (with p-value > 0.05) and the corre-
sponding null hypotheses are accepted. Besides the hypothesis that novices are
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Fig. 12. Distribution of total time for Task 1 (novices) (Color figure online)

significantly slower in solving more advanced tasks, all other alternative hypothe-
ses have to be rejected. In particular, the one stating that experts are faster than
novices (i.e., hypothesis He1) cannot be confirmed. Considering the errors in the
context of Task 1, however, novices make more errors. This may be explained
by the fact that subjects having no prior experience in process modeling are
not as conscientious as subjects with more experience. Novices, in turn, possibly
not focus on details needed to model data collection instruments properly. The
latter may be addressed by conducting an eye-tracking experiment with respec-
tive subjects. Furthermore, the assumption that experts make fewer errors than
novices (i.e., hypothesis Hf1) cannot be confirmed. Although there is a difference
in the descriptive statistics in Task 1, the difference does not attain statistical
significance. In summary, results indicate that the prior experience of a subject
does not affect the modeling of data collection instruments. In particular, the
experiment shows that users without prior experience may gain sufficient knowl-
edge within approximately 60 min (total time of the experiment) to model data
collection applications themselves. Moreover, the learning effect between the first
and second task have to be addressed more specifically in a future experiment.

To conclude, the results indicate the feasibility of the modeling concept.
Overall, 43 out of 84 created instruments have been completed with zero or only
one error. Given the fact that none of the subjects had ever used the application
before, this relatively low number of errors confirms that the application can be
easily used by novices. Hence, the QuestionSys configurator is suited to enable
domain experts create mobile data collection applications themselves.

Threats to Validity. First of all, external, internal, construct and conclusion
validity, as proposed in [7], were carefully considered. However, any experiment
bears risks that might affect its results. Thus, its levels of validity need to be
checked and limitations be discussed. The selection of involved subjects is a
possible risk. First, in the experiment, solely subjects from Computer Science
(34) and Business Science (8) participated. Second, 36 participants have already
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worked with process models. Concerning these two risks, in future experiments
we will particularly involve psychologists and medical doctors (1) being experi-
enced with creating paper-based questionnaires and (2) having no experiences
with process modeling. Third, the categorization of the subjects to the groups
of novices and experts regarding their prior experience in process modeling is a
possible risk. It is debatable whether an individual, who has read more than 20
process models or created more than 10 process models within the last 12 months,
can be considered as an expert. A broader distinguishing, for example, between
novices, intermediates, and experts (with long-term practical experience) could
be evaluated as well. The questionnaires used for the modeling task of the exper-
iment constitute an additional risk. For example, if subjects feel more familiar
with the underlying scenario of the questionnaire, this might positively affect the
modeling of the data collection instrument. Furthermore, the given tasks might
have been too simple regarding the low number of modeling errors. Hence, addi-
tional experiments should take the influence of the used questionnaires as well
as their complexity into account. In addition, we address the potential learning
effect when modeling data collection instruments in more detail. Finally, another
limitation of the present study is the relatively small sample size of N = 42 par-
ticipants. However, the sample is large enough to run meaningful inferential
statistical tests, though their results can only be seen as preliminary with lim-
ited external validity. Therefore, we will run another experiment to evaluate the
configurator component with a larger and more heterogeneous sample.

5 Related Work

Several experiments measuring mental efforts in the context of process model-
ing are described in literature. Common to them is their focus on the resulting
process model. For example, [13] evaluates the process of modeling processes
itself. Furthermore, [22] identifies a set of fixation patterns with eye tracking for
acquiring a better understanding of factors that influence the way process mod-
els are created by individuals. The different steps a process modeler undertakes
when modeling processes are visually presented in [6]. However, in our study
the process models represent data collection instruments. Therefore, additional
aspects have to be modeled that are normally not important for process mod-
els (e.g., different versions of elements). On the other hand, these aspects may
increase overall mental efforts during modeling. Consequently, our experiment
differs from the ones conducted in the discussed approaches.

Various approaches supporting non-programmers with creating software have
proven their feasibility in a multitude of studies. For example, [10] provides an
environment allowing system administrators to visually model script applica-
tions. An experiment revealed the applicability of the proposed approach. In
turn, [3] introduces a graphical programming language, representing each func-
tion of a computer program as a block.

Regarding the systematic evaluation of configurators that enable domain
experts to create flexible questionnaires on their own, only few literature exists.
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For example, [1] evaluates a web-based configurator for ambulatory assessments
against movisensXS. More precisely, two studies are described. On one hand,
the configurator component is assessed by two experts. On the other, 10 sub-
jects evaluate the respective client component capable of enacting the configured
assessment. Both studies, however, rely on standardized user-experience ques-
tionnaires (e.g., System Usability Scale [4]) to obtain feedback. The results are
limited due to the low number of subjects. In [18], a web-based application
to create and coordinate interactive information retrieval (IIR) experiments is
presented. The authors evaluate their application in two ways: First, usabil-
ity analyses are performed for the application backend by a human computer
interaction researcher and a student. Both confirm an easy-to-use user interface.
Second, the frontend is evaluated by performing an IIR experiment with 48 par-
ticipants. Thereby, the time to complete tasks is measured by the application and
participants are asked to provide feedback on how they rate their performance.
Though these studies focus on the usability of the developed applications, our
study pursues a different approach as it evaluates the configurator by observing
correctness aspects when solving specific tasks. To the best of our knowledge,
when using a configurator application for modeling data collection instruments,
no similar approaches are available so far.

6 Summary and Outlook

This paper investigated the questionnaire configurator of the QuestionSys frame-
work with respect to its usability. The configurator, in turn, shall enable domain
experts to create mobile data collection applications on their own. To address
the usability of the configurator, a controlled experiment with 44 participants
was conducted. For the experiment, the participants were separated into two
groups, based on their background knowledge and experience in process model-
ing. To evaluate differences between both groups, we focused on the total time
needed to solve specific tasks as well as the number of errors in the submit-
ted models. We showed that user experience in process modeling has minimal
effects on the overall understanding of the configurator. Furthermore, the sub-
jects gained respective knowledge to use the configurator in adequate time. One
could argue that a learning effect took place. However, contrary to our expecta-
tions, the study showed that there are no significant differences in working with
the configurator regarding the experience the user has with process modeling. In
order to evaluate the results with respect to domain differences, we plan a large-
scale study with subjects from multiple domains. Currently, we are recruiting
subjects from Psychology and Business Science. Furthermore, we address the
learning effect observed and, therefore, rerun respective studies multiple times
with the same subjects. The results obtained in this study confirm the intu-
itiveness and improve the overall user-experience of the developed configurator
component. Altogether, the QuestionSys approach will significantly influence the
way data is collected in large-scale studies (e.g., clinical trials).
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Abstract. A crucial requirement for compliance checking techniques is
that observed behavior, captured in event traces, can be mapped to the
process models that specify allowed behavior. Without a mapping, it
is not possible to determine if observed behavior is compliant or not.
A considerable problem in this regard is that establishing a mapping
between events and process model activities is an inherently uncertain
task. Since the use of a particular mapping directly influences the com-
pliance of a trace to a specification, this uncertainty represents a major
issue for compliance checking. To overcome this issue, we introduce a
probabilistic compliance checking method that can deal with uncertain
mappings. Our method avoids the need to select a single mapping, but
rather works on a spectrum of possible mappings. A quantitative eval-
uation demonstrates that our method can be applied on a considerable
number of real-world processes where traditional compliance checking
methods fail.

Keywords: Compliance checking · Event-to-activity mapping · Process
mining · Matching · Uncertainty

1 Introduction

Compliance management supports organizations by ensuring that their processes
satisfy legal requirements and are executed in an efficient manner [27]. Compli-
ance checking techniques (cf. [3,20,26]) play an important role in this regard [17].
These techniques enable organizations to automatically check whether business
processes are executed according to their specifications. Specifically, they check
if any observed behavior, as recorded in an IT system and represented in the
form of an event trace, conforms to the allowed process behavior, as captured in
a process model [5]. A crucial requirement for compliance checking is that the
events contained in an event log can be related to the activities of a process
model [25]. Without knowing the relations between events and model activities,
it is not possible to determine if the behavior within an event trace conforms to
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the behavior specified by a process model. Despite this dependence of compli-
ance checking techniques on the existence of such a, so-called, event-to-activity
mapping, these mappings are often not readily available [8].

Furthermore, actually establishing event-to-activity mappings is a highly
complex task. The effort required to manually perform this task is hardly man-
ageable in practical scenarios, due to the task’s combinatorial complexity [9].
Automated mapping techniques also face considerable challenges. These chal-
lenges are caused by, among others, cryptic event names, noncompliant behavior,
and noise [7]. As a result, automated mapping techniques often cannot provide
a certain solution to the mapping problem. In fact, the task of establishing
event-to-activity mappings is conceptually equivalent to matching tasks found
in the fields of schema matching and process matching. Such matching tasks have
been shown to be inherently uncertain [14,28]. Due to this uncertainty, the goal
of mapping techniques becomes choosing the best mapping from the potential
ones [18]. Hence, there is always the risk that the selected mapping is wrong, i.e.
that the selected mapping does not correctly capture the relations between event
traces and a process model. In the context of compliance checking, selecting an
incorrect mapping is particularly harmful. If the selected mapping is incorrect,
the results obtained through compliance checking based on this mapping cannot
be trusted.

To overcome this issue, this paper presents a compliance checking method
that can be applied in spite of an uncertain mapping of events onto activi-
ties. Our method assesses the compliance of a trace by considering the entire
spectrum of potential mappings, rather than focusing on a single one. To cap-
ture this spectrum, we build on the notion of probabilistic behavioral spaces.
These behavioral spaces provide a means to capture behavioral uncertainty, i.e.
varying interpretations on described process behavior, in a structured manner.
We originally introduced this notion to capture behavioral uncertainty caused
by ambiguity in textual process descriptions [2]. We extend the original notion
with probabilistic information in the current paper and apply it in the context
of mapping uncertainty. These probabilistic behavioral spaces can be used for
compliance checking without the need to resolve uncertainty, i.e. without the
need to select a single event-to-activity mapping from a number of alternatives.
As a result, our compliance checking method avoids the risks associated with the
selection of an incorrect mapping. A quantitative evaluation demonstrates that
this method can be used to obtain comprehensive compliance checking results
for a considerably higher number of processes than traditional methods.

The remainder of this paper is structured as follows. Section 2 motivates
the problem of compliance checking in the context of uncertain event-to-
activity mappings. Then, Sect. 3 provides some necessary preliminary definitions.
Section 4 describes our compliance checking method. We evaluate the usefulness
of our method in Sect. 5. Finally, we consider streams of related research in
Sect. 6 and conclude the paper in Sect. 7.
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2 Problem Illustration

In this section, we illustrate the problem of compliance checking in the context of
mapping uncertainty. The goal of compliance checking is to determine if behavior
captured in event traces is allowed by the behavior specified in the form of a
process model. An event trace captures an execution sequence of events. These
events correspond to the actual behavior of a process, because they are extracted
from information systems that record the execution of process steps. By contrast,
process models are used in compliance checking scenarios to specify the allowed
behavior of a process. A crucial prerequisite for compliance checking is that the
events in event traces can be related to the activities of a process model. For
example, given an event trace t = <e1, e2, e3, e4, e5> and the process model
M depicted in Fig. 1, the events in t must be mapped to activities in model
M . Otherwise, it is impossible to understand which activities have occurred in
reality and, thus, whether or not t complies with M .

Fig. 1. Example of a BPMN process model

Unfortunately, establishing a correct mapping between events and activities
is a considerable challenge. Existing techniques addressing this task can at best
indicate potential mappings and their likelihoods, instead of providing a definite
solution [8,9]. The reason why mapping techniques fail to provide definite solu-
tions is that the information they can take into account when constructing map-
pings often does not suffice to identify relations with certainty. As an example,
consider an event with the label “Product obtained”. By considering the labels,
it is not possible to determine with certainty whether this event corresponds to
activity B (“Retrieve product from warehouse”) or to activity C (“Manufacture
requested product”). Both of these activities obtain a product, but in a different
way. Even more problematic are the commonly observed event labels with cryp-
tic database field names such as CDHDR or I SM E [9]. In these cases, not even
advanced linguistic analysis tools are able to identify reliable mappings.

The inability of techniques to reliably establish event-to-activity mappings
leads to mapping uncertainty. As a result, mapping techniques generally con-
struct a number of potential mappings without being able to determine with
certainty which mapping is correct. Since existing compliance checking tech-
niques require a single event-to-activity mapping, mostly the mapping with the
highest likelihood is selected as a basis for compliance checks. However, there is
always the risk that this selected mapping is incorrect and that, consequently,
compliance checking results based on the selected mapping are incorrect as well.

To illustrate the risk of selecting a single mapping in the context of map-
ping uncertainty, assume that trace t corresponds to the activity sequence
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σ = <A,B,C,E, F>. This means that t is not compliant with model M , because
M does not allow for the activities B and C to be executed in the same process
instance, while σ contains both of these. Further assume that, due to map-
ping uncertainty, a mapping technique returns two possible mappings, one cor-
responding to the noncompliant sequence σ, but the other to the compliant
sequence σ′ = <A,B,D,E, F>. In this scenario, the ability to correctly identify
the noncompliance of t to M fully depends on the ability to select the appropri-
ate mapping from the two alternatives. In case the mapping corresponding to
σ′ is selected, then t will be considered to be compliant with M , event though
in reality the process behavior contained in t does not comply to the allowed
behavior specified by M .

The previous example illustrates that compliance checking results based on
the selection of a single, potentially incorrect mapping are not trustworthy. To
provide a comprehensive solution to this problem, this paper introduces a com-
pliance checking method that takes the entire set of potential mappings into
account. Therefore, our method eliminates the need to select a single, possibly
incorrect mapping. Hence, it mitigates the risk of drawing incorrect conclusions
about process compliance.

3 Preliminaries

This section introduces the preliminaries on which we base our compliance check-
ing method. For the purposes of this paper, we use the behavioral profile rela-
tions from [24] to capture and compare behavior contained in event traces and
process models. These behavioral relations build on a weak order relation �.
For a single event trace t = <e1, . . . , en> over a set of event classes Et, the
relation �t⊆ (Et ×Et) contains all pairs (x, y) ∈ (Et ×Et) such that there exist
two indices j, k ∈ 1, . . . , m with j < k ≤ m for which holds that ej = x and
ek = y. Intuitively, the weak order relation contains any pair (x, y) for which an
occurrence of event class x precedes an occurrence of event class y. A behavioral
profile derives three distinct behavioral relations from this weak order relation:
strict order, exclusiveness, and interleaving order. Definition 1 provides a formal
definition for the behavioral profile of a single event trace.

Definition 1 (Behavioral Profile – Trace). Let t be an event trace over a
set of event classes Et and with a weak order relation �t. Then a pair of event
classes (x, y) ∈ Et × Et is in at most one of the following relations:

– The strict order relation �t, iff x �t y and y �t x;
– The exclusiveness relation +t, iff x �t y and y �t x;
– The interleaving order relation ||t, iff x �t y and y �t x;

The set BPt = {�t,+t, ||t} is the behavioral profile of t.

For a process model M , a behavioral profile BPM is computed in a similar
manner as for an event trace. The difference is that �M contains all pairs (x, y)
for which there is an event trace t possible in M such that (x, y) ∈ �t. Therefore,
the behavioral profile of a process model builds on an aggregation of the weak
order relation of all its possible traces. Definition 2 formally describes this.
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Definition 2 (Behavioral Profile – Process Model). Let M be a process
model with an activity set AM and with a weak order relation �M . Then an
activity pair (x, y) ∈ AM × AM is in at most one of the following relations:

– The strict order relation �M , iff x �M y and y �M x;
– The exclusiveness relation +M , iff x �M y and y �M x;
– The interleaving order relation ||M , iff x �M y and y �M x;

The set BPM = {�M ,+M , ||M} is the behavioral profile of M .

The behavioral profile relations form the basis of our compliance checking
method. Given an event trace t and a process model M , we can determine the
compliance of t with M by comparing the relations in BPt to those in BPM . It is
crucial to understand the different nature of the behavioral profile of a trace and
of a process model. BPt provides information on observed behavioral relations
for a single trace, whereas BPM describes constraints for these traces. Therefore,
to perform a compliance check, we do not check if the behavioral relations in BPt

and BPM are equal. Rather, we check if the relations in BPt are allowed within
the relations in BPM . This can be achieved by considering the subsumption of
behavioral profile relations, as introduced in [26]. The subsumption predicate
S(R,R′) determines if a relation type R of a process model subsumes a relation
R′ of a trace. S(R,R′) is defined as given by Definition 3. In this definition, the
short-hand notation x �−1 y is used to denote that y � x.

Definition 3 (Subsumption Predicate). Given two behavioral relations
R,R′ ∈ {�,�−1,+, ||}, the subsumption predicate S(R,R′) is satisfied iff
(R ∈ {�,�−1} ∧ R′ = +) or R = R′ or R = ||.
Intuitively, the notion of subsumption builds on the different strengths of behav-
ioral profile relations. For example, due to parallelism in the model M of the run-
ning example, the behavioral profile of M contains the relation D || F . However,
in the behavioral profile of a trace, parallelism cannot be observed, because only
a single execution of each of these activities should occur, e.g. t = <D,F,E>.
Therefore, BPt contains the relation D � F . Even though the two behavioral
profile relations are not equal, it is clear that t does not violate the constraints
expressed by M , because D � F is a valid order in which D and F can be
executed. This compliance is accounted for by the subsumption predicate, since
the predicate S(||,�) is satisfied. Similarly, an exclusion relation c+d in a trace
does not violate a strict order relation c � d in a model.

A trace t is compliant with a process model M if all behavioral profile rela-
tions in BPt are subsumed by the relations in BPM . Definition 4 captures this
for the situation when a mapping between the events of t and activities of M is
known.

Definition 4 (Trace to Process Model Compliance). Let M be a process
model with an activity set A and t = <e1, . . . , en> an event trace containing the
activities At ⊆ A. Trace t complies with process model M if for each activity
pair (x, y) ∈ (At × At) the relation in t is subsumed by the relation in M ,
i.e. the compliance predicate compl(t,M) is satisfied iff ∀R ∈ BPt ∪ {�−1

t

}, BPM ∪ {�−1
I }, it holds (xRy ∧ xR′y) =⇒ S(R,R′).
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Next, we describe our compliance checking method that employs the compliance
notion provided by Definition 4.

4 Compliance Checking Method

This section describes our method for compliance checking in the context of
uncertain event-to-activity mappings. The two-step method we propose takes as
input an event trace t, a process model M , and an uncertain mapping between
the events of t and the activities M . Note that the question of how to obtain the
mapping is not the focus of this paper, but it can be determined using techniques
from e.g. [7,8,23]. In the first step, the method uses the uncertain mapping to
generate a so-called probabilistic behavioral space for t. In the second step, we
use this probabilistic behavioral space to perform a compliance check. In the
remainder of this section, we describe the relevant concepts and steps of our
method in detail.

4.1 From Uncertain Mapping to Probabilistic Behavioral Space

In the first step of our method, we generate a probabilistic behavioral space for an
event trace. The notion of probabilistic behavioral spaces, in the remainder also
simply referred to as behavioral spaces, provides the foundation to reason about
process compliance in the context of uncertain event-to-activity mappings. The
idea underlying this notion is that an uncertain event-to-activity mapping results
in multiple views on what process behavior, in terms of process model activities,
is described by a single event trace. A probabilistic behavioral space captures
these views in a structured manner. To describe the generation of behavioral
spaces, we first define regular and uncertain event-to-activity mappings.

For a given trace t = <e1, . . . , en> over a set of event classes Et and a
process model M with an activity set AM , we use EA(t,M) to denote a single
event-to-activity mapping between the events in t and the activities in AM . The
mapping EA(t,M) consists of a number of correspondences between individual
events and activities. Each correspondence e ∼ a ∈ (Et×AM ) denotes a mapping
relation between an event e and an activity a. For example, given a trace t =
<e1, e2, e3> a mapping EA(t,M) = {e1 ∼ a, e2 ∼ b, e3 ∼ c} indicates that
trace t corresponds to the execution of the sequence of process model activities
<a, b, c>. We shall refer to such a sequence of process model activities as a trace
translation of event trace t, because it represents a translation of the trace’s
events into process model activities. Definition 5 formalizes this notion. Note
that, for the sake of readability, we here focus on one-to-one relations between
events and activities in a trace translation. However, our compliance checking
method also works on trace translations which are based on one-to-many or
many-to-many mappings between events and activities.

Definition 5 (Trace translation). Given an event trace t = <e1, . . . , en>
with a set of event classes Et, a process model M with an activity set AM ,
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and an event-to-activity mapping EA(t,M) ⊆ (Et × AM ) we define a trace
translation as σ(t) = <a1, . . . , an>, where for each 0 < i ≤ n, it holds that
ei ∼ ai ∈ EA(t,M).

We use EA(t,M) to denote an uncertain event-to-activity mapping between
an event trace t and a process model M . EA(t,M) consists of a number of event-
to-activity mappings, where each EAi ∈ EA represents a potential way to map
the events in t to the activities in AM . Therefore, each mapping EAi ∈ EA

yields a different trace translation for t. Together, these translations represent
the spectrum of process behavior that might be contained in t, i.e. the behavioral
space of an event trace. Since each mapping can be associated with a probability,
we include a probabilistic component in our definition of a behavioral space, as
captured in Definition 6.

Definition 6 (Probabilistic Behavioral Space). Given an event trace t =
<e1, . . . , en> with a set of event classes Et, a process model M with an activ-
ity set AM , and an uncertain event-to-activity mapping EA(t,M), we define a
probabilistic behavioral space as a tuple PBSt = (Σ(t), φ), with:

– Σ(t): the set of trace translations of trace t over the activity set A as given
by the event-to-activity mappings in EA(t,M);

– φ : Σt(A) → [0, 1]: a function that assigns a probability to each trace transla-
tion in Σ(t).

The set Σ(t) comprises the set of potential trace translations of trace t over
the activity set A, where each translation σi ∈ Σ(t) is based on a mapping
EAi ∈ EA(t,M). The probability function φ assigns a probability pi to each
translation σi(t) ∈ Σ(t). These probabilities can generally be based on the con-
fidence of an event-to-activity mapping technique. For instance, a technique
based on the semantic similarity scores, such as [8], can quantify the probability
as the product of the similarity scores associated with each correspondence in the
trace translation. If no such probabilities are available, the most straightforward
solution is to assign an equal probability pi = 1 / |Σt| to each translation.

4.2 Using Behavioral Spaces for Compliance Checking

In this section, we illustrate the usefulness of probabilistic behavioral spaces
for compliance checking in the context of uncertain event-to-activity mappings.
The goal of compliance checking is to determine if the behavior in a trace t is
allowed by the behavioral specification of a process model M . Since uncertain
event-to-activity mappings lead to multiple views on the process model behavior
contained in a trace (i.e. its trace translations), different translations can lead to
different compliance checking results. By using probabilistic behavioral spaces,
we can perform compliance checks in spite of such different translations. In the
remainder of this section, we demonstrate how to perform compliance checking
using behavioral spaces by introducing a probabilistic compliance measure. Fur-
thermore, we discuss the valuable diagnostic information that these compliance
checks can provide.
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To perform our compliance checks, we introduce a compliance metric that
quantifies the compliance of a probabilistic behavioral space PBSt to a process
model M . The metric combines the compliance assessments for individual trace
translations with probabilistic information. The metric determines for each trace
translation σ ∈ Σ(t) in a behavioral spaces whether it is compliant or not. This
is achieved by computing the behavioral profile BPσ for a trace translation σ as
described in Sect. 3. Since a trace translation contains a subset of the activities
of a process model, we can proceed to determine if σ complies with a model
M by comparing BPσ with BPM according to Definition 4. By taking the sum
of the probabilities associated with all compliant translations, we obtain the
probability that a trace t is compliant with a model M . Definition 7 formalizes
this metric.

Definition 7 (Behavioral Space Compliance). Let t be a trace with a prob-
abilistic behavioral space PBST (t) = (Σ(t), φ) and BPM a behavioral profile for
a process model M with activity set AM . Then we define:

– ΣC(t) ⊆ Σ(t) as the set of trace translations in Σ(t) compliant with BPM ;
– ProbCompl(t,M) =

∑
σ∈ΣC(t) φ(σ): as the behavioral space compliance of

trace t to model M , where φ(σ) captures the probability of translation σ.

Two interesting properties of this compliance metric are worth considering
in more detail. First, when compared to traditional compliance checking, the
metric provides probabilistic instead of binary results. In traditional compliance
scenarios, i.e. without uncertainty, a trace is either compliant or noncompliant.
In the scenario with uncertainty, traces are either compliant, noncompliant, or
potentially compliant. Figure 2 visualizes this.

Legend:

Noncompliant traces

Potentially compliant traces

Compliant traces

Fig. 2. Three types of compliance assessments for probabilistic compliance checking.

Potentially compliant traces are those traces for which some trace transla-
tions are compliant with a process model, whereas others are noncompliant. The
compliance of these traces is associated with a certain probability 0 < p < 1.
Take, for instance, the trace t1 = <e1, e2, e3, e4, e5> and its two translations from
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the running example, σ1(t1) = <A,B,D,E, F> and σ2(t1) = <A,B,C,E, F>.
Assume that σ1(t1) is associated with a probability of 0.8 and σ2(t1) with prob-
ability 0.2. Given that σ1(t1) is compliant with M and σ2(t1) is noncompliant,
the trace t1 is potentially compliant with M , with a probability of 0.8. There-
fore, we know that t1 is is more likely to be compliant than not. Furthermore,
we also know the mapping conditions under which t1 is compliant or noncom-
pliant. Namely, t1 is compliant if the correspondence e3 ∼ D holds, whereas the
trace is noncompliant if e3 ∼ C is true. This is the kind of diagnostic infor-
mation we referred to earlier, which can be useful because it provides insights
into which aspects of an uncertain mapping lead to uncertainty in compliance
checking results for observed behavior.

The second interesting property of the compliance metric is that, despite
its probabilistic nature in the presence of mapping uncertainty, the metric
ProbCompl(t,M) often still yields non-probabilistic results. To illustrate this,
consider a (partial) trace t2 = <e1, e2, e3> with translations σ1(t2) = <B,A,D>
and σ2(t2) = <B,C,D>. Although mapping uncertainty has resulted in two
trace translations, ProbCompl(t2,M) yields a non-probabilistic results since nei-
ther of the translations are compliant with model M . Therefore, it is certain that
t2 is noncompliant. In a similar fashion, a (partial) trace t3 = <e1, e2, e3>, with
translations σ1(t3) = <A,B,D> and σ2(t3) = <A,C,D> can be said to be
compliant with certainty. No matter if e2 corresponds to activity B or C, the
trace is compliant. Such cases occur in particular when activities are behaviorally
equivalent compared to each other. In this case, B and C have such equivalence,
because they present proper alternatives for each other.

The previous example illustrates that our compliance checking method can
be used to determine compliance with certainty in situations where traditional
compliance checking methods would not be able to make trustworthy compli-
ance assessments. In Sect. 5, we demonstrate the usefulness of this property in
practical settings.

5 Evaluation

In this section, we present an evaluation that we conducted to demonstrate the
capabilities of the proposed compliance checking method for uncertain event-to-
activity mappings. The goal of this evaluation is to assess how the impact of
mapping uncertainty on the compliance checking task can be reduced by using
our method. To achieve this, we compare results obtained through our method
against results obtained by using a traditional compliance checking method. We
apply these methods on a collection of real-world process models and accompa-
nying event logs. Specifically, we evaluate for how many traces in these event
logs the two methods can provide compliance checking results with certainty.

5.1 Test Collection

To perform the evaluation, we use a collection of real-world business process mod-
els from the BIT process library, first analyzed in an academic context by Fahland
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et al. [13]. The BIT process library consists of 886 process models from vari-
ous industries, including the financial services and telecommunications domains.
The same collection that has been used to test several event-to-activity map-
ping approaches [7,9], which motivates our choice for it. Hence, we believe that
results obtained by using this collection present a realistic view on the applica-
bility of the event-to-activity mapping approach against which we compare our
compliance checking method. Furthermore, due to the size of the collection and
its broad coverage of real-world process models, the collection seems well-suited
to achieve a high external validity of the results.

From the test collection, we omitted any process model with soundness issues
such as deadlocks or livelocks. Furthermore, we omitted a number of large models
for which the event-to-activity mapping approach was not able to produce a
results due to memory shortage. Note that the same filtering steps are also
applied in [7]. As a result of the filtering, a collection of 598 process models
remains available for usage in our evaluation.

Process model

1. Generate 
event log & 
insert noise

2. Generate 
event-to-activity

mapping(s)

4. Perform 
compliance 

check

Compliance checking
results

3. Compute 
behavioral space 

per trace

Fig. 3. Overview of the evaluation setup

5.2 Setup

Figure 3 depicts the steps of our evaluation approach. To perform these steps,
we employ the ProM6 framework, which provides a vast amount of so-called
plug-ins that implement process mining techniques1. For the first two steps of
our approach we use existing plug-ins for event-to-activity mapping techniques,
as described in [7]. For step 3 and 4, we have implemented the generation of
behavioral spaces and our proposed method for compliance checking as a plug-
in, which is available as part of the BehavioralSpaces package in ProM6.

Step 1 of the evaluation approach first generates an event log or each of the
598 process models in the filtered test collection. Staying true to the evaluation
of [7], we generate a log containing 1000 traces for each model. For process
models that include loops, we generate traces with a maximum length of 1000
events. Since we are interested in compliance checking, we transform these fully
compliant logs into partially non-compliant logs. We achieve this by using a
noise-insertion plug-in in ProM. This plug-in randomly adds noise to a log (i.e.
possible noncompliance) by shuffling, duplicating, and removing events for a
given percentage of traces. In this manner, we generate six different event logs,
respectively containing noise in 0, 20, 40, 60, 80, and 100% of the traces.

1 See www.promtools.org for more information and to download the framework.

www.promtools.org
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In step 2, we take a process model and an accompanying event log and use the
mapping technique from [7] to establish an event-to-activity mapping. We have
selected this particular technique because it returns all potential mappings in
case of uncertainty. Furthermore, the technique is relatively robust in the context
of noncompliant behavior. In case the approach can compute a single mapping,
i.e. there is no mapping uncertainty, we can conclude that for this process model
and event log, traditional compliance checking techniques suffice to determine
the compliance of all traces in the log. If the mapping approach returns multiple
possible mappings, i.e. there is mapping uncertainty, we continue with the third
step of the evaluation.

Step 3 computes a behavioral space for a trace based on an (uncertain) event-
to-activity mapping EA established in the previous step. We obtain a behavioral
space by creating a trace translation for each of the potential event-to-activity
mappings included in EA.

Lastly, in step 4 we assess if we can determine the compliance or noncom-
pliance of a trace despite the presence of mapping uncertainty. We achieve this
by computing the ProbCompl metric for the behavioral space of a trace t. If
this metric returns a compliance level of 0.0 or 1.0, we know the compliance of t
with certainty. For other values, the consideration of behavioral spaces does not
suffice to determine the compliance in a certain manner, though we still obtain
probabilistic and diagnostic information on its compliance.

5.3 Results

Figure 4 presents the results of our evaluation experiments. The figure illus-
trates for what percentage of traces deterministic compliance checking results
are obtained by our proposed method and traditional methods.

For noise level 0, where all traces in the event logs are compliant with the
process models, we can observe that the mapping approach can only establish
an event-to-activity mapping for 70.2% of the models in the collection. Since
none of the traces are noncompliant in this log, these issues are caused by activ-
ities which are behaviorally identical to each other. An example of this is seen
for activities B and C of the running example. Because of these issues, tradi-
tional compliance checking techniques can only assess the compliance of 70.2%
of the traces. However, by using behavioral spaces, we can still determine the
compliance of a trace with certainty when mapping uncertainty is caused by
such behavioral equivalent activities. Hence, by using our proposed compliance
checking method, we can determine the compliance of traces with certainty in
100% of the cases. Due to its relative robustness to noise, the mapping app-
roach obtains the same results for logs in which 20% of the traces contain noisy
behavior. Therefore, the results obtained by our method are equal for this set of
logs.

The results change for higher noise levels. For these sets of logs, the map-
ping approach fails to establish certain event-to-activity mappings for increas-
ing numbers of processes. At 40% noise, the approach fails to establish certain
mappings for 62.2% of the processes. This means that traditional compliance
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checking techniques can only make compliance assessments in 36.8% of the cases.
By contrast, our compliance checking method still succeeds to determine the
compliance of 75.5% of the traces with certainty. The gap between our compli-
ance checking method and traditional methods is even bigger for noise levels of
60% and higher. As Fig. 4 illustrates, the performance of the mapping approach
and, thus, also of both compliance checking methods stabilizes for these noise
levels. However, traditional compliance checking methods can only determine
compliance for approximately 22.0% of the traces. By contrast, our proposed
compliance checking method still provides deterministic results for 66.4% of the
traces, i.e. for 3 times as many traces.

In summary, traditional compliance checking techniques become less and less
useful. For high noise levels, they can provide results for as little as 22.0% of the
traces. While the certainty obtainable through compliance checking with behav-
ioral spaces is also affected by the increased levels of noise, the impact is much
smaller. Therefore, we can conclude that in practical scenarios our compliance
checking method is much wider applicable than traditional compliance checking
methods.

6 Related Work

The work presented in this paper primarily relates to two major research streams:
process matching and conformance checking.

Techniques for process matching concern the establishment of links between
process concepts in different artifacts. The most commonly addressed use case for
this is process model matching, where links are established between activities
and events in different process models [10]. So-called process model matchers
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address this task by exploiting different process model features, including natural
language [12], model structure [11], and behavior [15]. Therefore, they use similar
techniques as the works, considered throughout this paper, that relate events to
process model activities. Similar to the event-to-activity mapping task, it has
been found that model-model matching is also inherently uncertain [16]. Other
process matching techniques focus on different use cases, such as the alignment
of natural language texts to process models [1] and the alignment of events from
different event logs [19].

Process compliance checking techniques are applied in various application
scenarios, including process querying [6], legal compliance [22], and auditing [4].
A plethora of techniques exist for this purpose (cf. [3,5,20,21]). In this paper, we
have used techniques that perform compliance checks based on behavioral profile
relations, introduced in [26]. These techniques are computationally highly effi-
cient, which makes them an ideal choice for compliance checking in the context
of the potentially vast number of translations per trace. Other commonly used
techniques perform compliance checks based on so-called alignments. These tech-
niques, introduced in [3,5], provide different diagnostic information than com-
pliance checks based on behavioral profiles. Furthermore, the compliance checks
can be considered to be more accurate in certain situations, because behavioral
profile relations abstract from certain details of process behavior. However, these
techniques are computationally much more demanding than the highly efficient
compliance checks based on behavioral profiles. For the purpose of efficiency,
recent advances in decomposed compliance checking present a promising direc-
tion [20]. Since the interpretations in a behavioral space generally have consider-
able overlaps, such techniques could be useful in order to reduce the computation
time required for compliance checking.

7 Conclusion

In this paper, we introduced a compliance checking method that can be used
in the presence of uncertain event-to-activity mappings. Our method considers
all potential mappings generated by automated mapping approaches. As such,
it can provide compliance checking results without the need to select a single,
possibly incorrect mapping to base compliance checks on. Therefore, it avoids
the risk of drawing incorrect compliance conclusions. A quantitative evaluation
based on a large collection of real-world process models demonstrated that our
method can provide deterministic compliance checking results for a considerable
amount of situations where traditional compliance checking methods fail.

Our proposed method has to be considered in light of a considerable limi-
tation. Namely, the obtained compliance checking results are dependent on the
quality of the generated event-to-activity mappings. Most importantly, its results
can be negatively affected if the correct mapping is not included in the set of
potential mappings generated by any approach. Still, by applying our method,
we eliminate the need to select a mapping from the set of potential methods.
Hence, our method significantly reduces the possibility of drawing incorrect
conclusions.
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In future work, we intend to extend the coverage of our compliance checking
method. For example, we want to provide instantiations based on other notions
of compliance, such as alignment-based compliance or by considering data asso-
ciated with events. Furthermore, we want to investigate possibilities to use our
compliance checking method to improve existing event-to-activity mapping tech-
niques or to support selection among potential mappings.
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Abstract. Certifying that a process model is aligned with the real
process executions is perhaps the most desired feature a process model
may have: aligned process models are crucial for organizations, since
strategic decisions can be made easier on models instead of on plain data.
In spite of its importance, the current algorithmic support for comput-
ing alignments is limited: either techniques that explicitly explore the
model behavior (which may be worst-case exponential with respect to
the model size), or heuristic approaches that cannot guarantee a solu-
tion, are the only alternatives. In this paper we propose a solution that
sits right in the middle in the complexity spectrum of alignment tech-
niques; it can always guarantee a solution, whose quality depends on the
exploration depth used and local decisions taken at each step. We use
linear algebraic techniques in combination with an iterative search which
focuses on progressing towards a solution. The experiments show a clear
reduction in the time required for reaching a solution, without sacrificing
significantly the quality of the alignment obtained.

Keywords: Process mining · Conformance checking · ILP · Heuristics ·
Alignments

1 Introduction

The current trend to store all kinds of digital data has made organizations to
become more than ever data-oriented, thus dependent on the available techniques
to extract value from the data. Process mining is an emerging field which focuses
on analyzing the data corresponding to process executions, with the purpose
of extracting, analyzing and enhancing evidence-based process models [1]. The
application of process mining techniques is magnified in the field of Business
Process Management, where in the last couple of years we have seen important
vendors incorporating process mining capabilities to their products.
c© Springer International Publishing AG 2017
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One of the current challenges for process mining techniques is the computa-
tion of an alignment of a process model with respect to observed behavior [2].
Intuitively, given a trace representing a real process execution, an optimal align-
ment provides the best trace the process model can provide to mimic the observed
behavior. Then observed and model traces are rendered in a two-row matrix
denoting the synchronous/asynchronous moves between individual activities of
model and log, respectively. Alignments are extremely important in the context
of process mining, since they open the door to evaluate the metrics that asses
the quality of a process model to represent observed behavior: fitness and gen-
eralization [2] and precision [3]. Additionally, alignments are a necessary step to
enhance the information provided in a process model [1].

The current algorithmic support to compute alignments is either too com-
plex [2] or heuristic [4]. The former is defined as a search for a minimal path on
the product of the state space of the process model and the observed behavior,
an object that is worst-case exponential with respect to the size of the model.
This hampers the application of the techniques from [2] in case of medium/large
instances. In contrast, the techniques in [4] are very efficient both in time and
memory requirements, but cannot guarantee a solution always.

This paper presents an algorithm for computing alignments whose nature is
in between the two aforementioned techniques. As in [4], we ground the tech-
nique on the resolution of Integer Linear Programming (ILP) models that guide
the search for solutions while constructing the derived alignment. However, the
techniques of this paper ensure the derivation of an alignment by requiring the
feasibility of individual steps computed, in contrast to the recursive approach
applied in [4]. As in [2], the algorithm is defined on the synchronous product
between the observed trace and the process model, and we use part of the ILP
model (the tail of the solutions obtained at each step) as an underestimate of the
cost to reach a solution. The crucial element of our approach is to incrementally
construct the alignment by “jumping” over the space of solutions in a depth-
first manner, using ILP models as oracles to guide the search. The approach is
implemented in the open-source platform ProM, and experiments are provided
which witness the distinctive capabilities of the proposed approach with respect
to the state-of-the-art technique to compute alignments.

2 Related Work

The seminal work in [2] proposed the notion of alignment, and developed a tech-
nique to compute optimal alignments for a particular class of process models. For
each trace σ in the log, the approach consists on exploring the synchronous prod-
uct of model’s state space and σ. In the exploration, a shortest path is computed
in the statespace of synchronous product, using the A∗ algorithm, once costs for
model and log moves are defined. The approach is implemented in ProM, and
can be considered as the state-of-the-art technique for computing alignments.
Several optimizations have been proposed to the basic approach: for instance,
the use of ILP techniques on each visited state to prune the search space [2].
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In contrast to [2], the technique presented in [4] fully resorts in the resolution
of ILP models together with a recursive partitioning of the input trace. This
technique computes approximate alignments, a novel class of alignments where
deviations can be explained between sets of transitions, instead of singletons as
in [2]. The techniques in [4] can be a good alternative when a precise information
is not required and instead an approximation suffices.

Decompositional techniques have been presented [5,6] which, instead of com-
puting alignments, focus on the problem of deciding whether a given trace fits a
process model or not. The underlying idea is to split the model into a particular
set of transition-bordered fragments which satisfy certain conditions, and local
alignments are then computed for each one of the fragments, thus providing a
upper bound on the cost of an alignment. In contrast, the technique presented
in this paper does not split the model, hence enabling the computation of align-
ments at a global (model) level. Furthermore, our technique can be applied in
the context of decisional techniques for the computation of local alignments a
fitting trace is guaranteed to be identified as such.

Few techniques exist in the literature to consider also other perspectives
beyond control-flow for the alignment computation [7]. In spite of the clear
benefit of considering a multi-perspective view on the problem, these techniques
cannot handle medium to large instances due to their algorithmic complexity. In
fact, the available implementations of such techniques use a two-stage approach,
where they first align the control flow and then consider the data/resources in a
second stage after which optimality cannot be guaranteed. Therefore, our work
can be applied directly in the first stage with some further loss of optimality.

In this paper, we focus on Petri nets as the modelling language. In [2] align-
ments are introduced for the turing complete class of models called inhibitor
nets. The work in this paper easily extends to that class by adding constraints
requiring a place to be empty before firing a transition. Since transformations
exist for most modelling languages into Petri nets (or inhibitor nets) our work
can be applied to these classes as well when doing the transformations explicitly.
However, our techniques cannot directly be translated to existing work where
alignments are computed directly on other model classes, such as declarative
models [8,9] or using different log notions, such as partially ordered logs [10,11]
as no ILP formulation exists for these cases.

3 Preliminaries

A Petri Net [12] is a 3-tuple N = 〈P, T,F〉, where P is the set of places, T is the
set of transitions, P ∩T = ∅, F : (P ×T )∪ (T ×P ) → {0, 1} is the flow relation.
A marking is an assignment of non-negative integers to places. If k is assigned
to place p by marking m (denoted m(p) = k), we say that p is marked with k
tokens. Given a node x ∈ P ∪ T , its pre-set and post-set (in graph adjacency
terms) are denoted by •x and x• respectively. A transition t is enabled in a
marking m when all places in •t are marked. When a transition t is enabled, it
can fire by removing a token from each place in •t and putting a token to each
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place in t•. A marking m′ is reachable from m if there is a sequence of firings
t1t2 . . . tn that transforms m into m′, denoted by m[t1t2 . . . tn〉m′. A sequence of
transitions t1t2 . . . tn is a feasible sequence if it is firable from the initial marking
m0.

Workflow processes can be represented in a simple way by using Workflow
Nets (WF-nets). A WF-net is a Petri net where there is a place start (denoting
the initial state of the system) with no incoming arcs and a place end (denoting
the final state of the system) with no outgoing arcs, and every other node is
within a path between start and end. The transitions in a WF-net are labeled
with tasks or are used for routing purposes (so-called silent transitions or τ tran-
sitions). For the sake of simplicity, the techniques of this paper assume models
are specified with sound labeled WF-nets, i.e. models without lifelocks and with
only a single deadlock indicating that the model’s execution has terminated.

Definition 1 (Net System, Full Firing Sequences). A net system is a
tuple SN = (N,mstart,mend), where N is a Petri net and the two last ele-
ments define the initial and final marking of the net, respectively. The set
{σ | (N,mstart)[σ〉(N,mend)} denotes all the full firing sequences of SN .

Note that in this paper, we assume that the set of all full firing sequences is
not empty, i.e. the final marking is reachable from the initial marking.

Let N = 〈P, T,F〉 be a Petri net with initial marking m0. Given a feasible
sequence m0

σ→ m, the number of tokens for a place p in m is equal to the tokens
of p in m0 plus the tokens added by the input transitions of p in σ minus the
tokens removed by the output transitions of p in σ:

m(p) = m0(p) +
∑

t∈•p

|σ|t F(t, p) −
∑

t∈ p•
|σ|t F(p, t)

The marking equations for all the places in the net can be written in the
following matrix form: m = m0 − N− · σ̂ + N+ · σ̂, where N = N+ − N− ∈
Z

P×T is the incidence matrix of the net: N−(p, t) = F(p, t) corresponds to
the consumption of tokens and N+(p, t) = F(t, p) corresponds to production of
tokens. If a marking m is reachable from m0, then there exists a sequence σ such
that m0

σ→ m, and the following system of equations has at least the solution
�x = σ̂

#»m = #  »m0 − N− · �x + N+ · �x (1)

If (1) is infeasible, then m is not reachable from m0. The inverse does not
hold in general: there are markings satisfying (1) which are not reachable. Those
markings (and the corresponding Parikh vectors) are said to be spurious [13].

For well-structured Petri nets classes Eq. (1) characterizes reachability. It
goes beyond the scope of this paper to elaborate on the exact classes of models
for which this is the case. However, in this paper, we assume that the models we
consider belong to this class.

Next to Petri nets, we formalize event logs and traces.
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Definition 2 (Trace, Event Log, Parikh vector). Given an alphabet of
events T = {t1, . . . , tn}, a trace is a word σ ∈ T ∗ that represents a finite sequence
of events. An event log L ∈ B(T ∗) is a multiset of traces1. |σ|a represents the
number of occurrences of a in σ. The Parikh vector of a sequence of events σ is
a function̂: T ∗ → N

n defined as σ̂ = (|σ|t1 , . . . , |σ|tn
). For simplicity, we will

also represent |σ|ti
as σ̂(ti).

The main metric in this paper to asses the adequacy of a model in describing
a log is fitness [1], which is based on the reproducibility of a trace in a model:

Definition 3 (Fitting Trace). A trace σ ∈ T ∗ fits SN = (N,mstart,mend) if
σ coincides with a full firing sequence of SN , i.e., (N,mstart)[σ〉(N,mend).

Hence an optimal alignment may be fitting or not, depending on whether
the model can mimic exactly or not the behavior observed. Computing align-
ments is a complex task. In [2] the foundational work was presented to construct
alignments by depth-first search using an A∗ algorithm. The algorithm presented
there relies on two fundamental concepts:

– A synchronous product Petri net, which is a combination of the original model
being aligned and a Petri net representation of the (partially ordered) trace
in the log, and

– The marking equation of that synchronous product.

The core alignment question is formalized as follows: Given a synchronous
product with a penalty function assigning a non-negative penalty to each tran-
sition firing, find a firing sequence from the initial marking to the final marking
with the lowest total penalties.

Consider the example model in Fig. 1. This model is a simple parallelism
between transitions B and C after A and before D. Now, consider the trace
<C,D> translated into a trace net as shown in Fig. 2. Obviously, this trace does
not fit the model, as transitions A and B are missing from it. Conceptually,
the alignment problem first constructs a so-called synchronous product which is
shown in Fig. 3. Here, the two black transitions are synchronous combinations
of equally labeled transitions in the model and the trace, i.e. they have the same
input and output places in both the model and the trace net. The alignment
algorithm then finds the shortest execution sequence from the initial state to the
final state, where the firing of each transition has an associated cost. Typically,
the black transitions, called synchronous moves have the lowest cost, while the
model transitions, called model moves and the trace net transitions, called log
moves, have higher costs. For this example, the cheapest firing sequence would
be <A,C,B,D> as depicted in the upper row (model trace) of the alignment
of Fig. 4. For this alignment, the white transitions A and B have been fired
as model moves, and the black transitions C and D have fired as synchronous
moves.

1 B(A) denotes the set of all multisets of the set A.



Aligning Modeled and Observed Behavior 99

Fig. 1. Example model.

Fig. 2. Example trace net. Fig. 3. Example Synchronous
Product.

Fig. 4. An optimal
alignment.

The marking equation used for the example synchronous product model in
Fig. 3 is shown below. Here, the columns corresponding to each transition in the
incidence matrix are labeled with m, s, or l for (m)odel, (s)ynchronous, or (log)
move.

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

mi
p0 1
p1 0
p2 0
p3 0
p4 0
p5 0
p6 1
p7 0
p8 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

−

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Am Bm Cm Dm Cs Ds Cl Dl
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 1 0 0 0
0 0 0 1 0 1 0 0
0 0 0 1 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 0
0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

· �x +

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Am Bm Cm Dm Cs Ds Cl Dl
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 1 0 0 0
0 0 0 1 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 0
0 0 0 0 0 1 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

· �x =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

mf
0
0
0
0
0
1
0
0
1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

In the remainder of the paper, we consider the synchronous product model as
the starting point and we use the partitioning of the transitions into synchronous
moves, log moves and model moves.

Definition 4 (Alignments, Optimal Alignments). Let N = 〈P, T,F〉 be a
synchronous product Petri net where T = T s ∪ T l ∪ Tm can be partitioned into
sets of transitions corresponding to synchronous moves, log moves and model
moves respectively and let (N,m⊥,m�) a corresponding net system. Furthermore
let c : T → R

+ a cost function. An alignment is a full firing sequence σa ∈ {σ |
(N,m⊥)[σ〉(N,m�)} of this system. An optimal alignment is an alignment σa

such that for all σ ∈ {σ | (N,m⊥)[σ〉(N,m�)} holds that c(σa) ≤ c(σ).

Traditional algorithms search for alignments using a depth-first search
method over a search graph in which each node represents a partial firing
sequence of the system and each edge the firing of a transition.

Definition 5 (Search space). Let N = 〈P, T,F〉 be a synchronous product
Petri net where T = T s ∪ T l ∪ Tm can be partitioned into sets of transitions
corresponding to synchronous moves, log moves and model moves respectively
and let (N,m⊥,m�) a corresponding net system. Furthermore let c : T → R

+

a cost function. The alignment search space is defined as S = (V,E, c), with
V = {m | (N,m⊥)[σ〉(N,m)} and E ⊆ V × T × V such that (m, t,m′) ∈ E if
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and only if (N,m)[t〉(N,m′). The root of the search space is m⊥ ∈ V the initial
marking. The target node in the search space is the final marking m� ∈ V . Note
that m� ∈ V since the final marking of a system net is assumed to be reachable.

Note that, in the general case, the search space is not bounded. There may
be infinitely many markings reachable from the initial marking and hence in the
search space. Finding an optimal alignment is translated as finding a shortest
path from m⊥ to m� in the search space, where c represents the length of the
edges2.

In order to find the shortest path3 in the search space, traditional alignment
approaches use the A∗ algorithm. This algorithm relies on a estimate function
that underestimates the remaining costs from the current node to one of the
target nodes. The cost between nodes m and m′ in V can be underestimated by
the marking equation (cf. Sect. 3) in the following way:

Definition 6 (Underestimating the costs). Let S = (V,E, c) be a search
space and mc ∈ V the current marking reached in the graph. We know that if
there exists a σ′ such that (N,mc)[σ′〉(N,m�) then mc + N · σ̂′ = m�.

Therefore, the solution to the linear problem minimize c(ς) such that #  »mc +
N · ς̂ =

#    »

m� provides an underestimate for the cost of σ′, i.e. c(ς) ≤ c(σ′).
If no solution exists, the final marking cannot be reached, which implies that

part of the search space is not relevant or in other words a correct underestimate
for the remaining distance is infinite.

This approach to finding alignments has been implemented in ProM and has
been extensively used in many applications. However, there are two problems
with this approach. Firstly, the search space can be very large (although only
a finite part needs to be considered). Typically, the search space size is expo-
nential in the size of the synchronous product model which is the product of
the original model and the trace to be aligned. Secondly, computing estimates
is computationally expensive. This can be done both using Linear Programming
and Integer Linear Programming, where the latter provides more accurate esti-
mates. In practice however, both techniques are equally fast as the increase in
precision when doing Integer computations allows the A∗ algorithm to visit fewer
nodes.

4 ILP Techinques to Compute Alignments

4.1 Computing Optimal Alignments Using ILP

In this paper, we take a fundamentally different approach as we incrementally
construct (possibly suboptimal) alignments. We do so, by “jumping” trough
2 Since the cost function c does not allow for 0-length, there are no loops of length

0 in the graph. In the available implementations of the alignment problem, this is
hidden from the end-user when instantiating the cost function, but an ε > 0 is used
in the core computation.

3 Note that there may be more than one shortest path. Where we talk about the
shortest path, we mean any shortest path.
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the synchronous product model in a depth-first manner until we reach the final
marking. Once the final marking is reached, we terminate the search. Effectively,
from a given marking, we fire a total of x transitions such that these x firings are
locally optimal with respect to the cost function c and we reach the next node in
the search space, from where we continue our search. However, before discussing
our algorithm, we first consider a method for computing optimal alignments of
a given maximal length using the marking equation.

The marking equation allows us to formalize x transition executions at once
by taking the consumption matrix for each step and the marking equation for
all preceding steps in the following way:

Property 1 (Marking equation for executing x transitions). Let N = 〈P, T,F〉 be
a Petri net, m0,mf two reachable markings of the net and let σ = 〈t0, . . . , tx−1〉
be a trace such that (N,m0)[σ〉(N,mf ). Furthermore, for 0 < i ≤ x, let mi be
such that (N,m0)[〈t0, . . . , ti〉〉(N,mi). Using the marking equation and general
properties of transition firing, we know the following properties hold:

– #   »mf = #  »m0 − N− · σ̂ + N+ · σ̂ as the sequence σ is executable,
– for 0 < i ≤ x holds that #  »mi = #        »mi−1 − N− · 〈̂ti−1〉 + N+ · 〈̂ti−1〉, i.e. the

marking equation holds for each individual transition in the sequence,
– for 0 ≤ i < x holds that #  »mi − N− · σ̂0..i + N+ · σ̂0..i−1 ≥ 0, i.e. before firing

of each transition there are sufficient tokens to fire that transition.

The properties above are fundamental properties of Petri nets and the mark-
ing equation. They give rise to a new algorithm to find alignments of a given
length.

Definition 7 (Up To Length x Alignment as ILP problem). Let N =
〈P, T,F〉 be a synchronous product Petri net and let (N,m⊥,m�) a correspond-
ing net system. Furthermore let c : T → R

+ a cost function. Let
#»

θ0, . . . ,
#      »

θx−1 be
a set of x vectors of dimension |T | as the optimal solution to the following {0, 1}
ILP problem:

minimize∑
∑

0≤i<x

c(
#»

θi) (2)

subject to #    »m⊥ +
∑

0≤j<x

N · #»

θj =
#    »

m� (3)

∀0≤i<x
#»

θi · #»
1 T ≤ 1 (4)

#    »m⊥ +
∑

0≤j<i

N · #»

θj − N− · #»

θi ≥ 0 (5)

∀0<i<x
#     »

θi−1 · #»
1 T ≥ #»

θi · #»
1 T (6)

An optimal solution to the problem above constitutes a full firing sequence σ
of length l =

∑
0≤i<x

#»

θi · #»
1 T of the net N in the following way: for each 0 ≤ i < l
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holds that σi = t ≡ #»

θ (t) = 1, i.e. the sequence σ is made up of those transitions
which correspond to the variables taking value 1 in this system. Note that for
l ≤ i < x holds that

#»

θi · #»
1 T = 0.

The target function shown as Eq. 2 above sums the costs of firing transitions
in the net. Equation 4 ensures that each vector corresponds to at most one firing
of a transition and Eq. 5 ensures that firing all transitions tj preceding transition
ti from the initial marking produces sufficient tokens in every place to enable
transition ti. Equation 6 ensures that in any solution the vectors

#»

θ =
#»
0 are

grouped together and finally, Eq. 3 ensures that the final marking is reached
after firing at most k transitions.

Before showing how the ILP definition above can be extended to find align-
ments up to length k, we first show that any optimal alignment σ indeed corre-
sponds to an optimal solution to this ILP for k = |σ|.
Theorem 1. Let N = 〈P, T,F〉 be a synchronous product Petri net and let
(N,m⊥,m�) a corresponding net system. Furthermore let c : T → R

+ a cost
function and σ an optimal alignment of N . We show that there is an optimal
solution to the k-alignment ILP for k ≥ |σ| corresponding to σ, i.e. the ILP-
alignment problem provided us with optimal alignments.

Proof. The proof consists of two parts. First, we show that σ translates into a
solution of the ILP. Then, we show that there cannot be a more optimal solution
as this would imply there is a more optimal alignment.

Let Θ = { #»

θ0, . . . ,
#          »

θ|σ|−1} be a set of vectors, such that for all 0 ≤ i < |σ|
holds that

#»

θi(t) = 1 if and only if σi = t, otherwise
#»

θi(t) = 0. We show that this
is a solution to the ILP of Definition 7 by enumerating the constraints:

(4) For all 0 ≤ i < |σa| it trivially holds that
#»

θi · #»
1 T = 1,

(5) Since σ is a full firing sequence, we know that for each 0 ≤ i < |σ| holds
that (N,m⊥)[σ0..i−1〉(N,m) for some marking m in which transition σi is
enabled. Furthermore, the marking equation states that #    »m⊥+N·σ̂0..i−1 = #»m

and #»m − N− · 〈̂σi〉 ≥ 0.
The definition

#»

θi leads to the fact that
∑

0≤j<i

#»

θj = σ̂0..i−1, hence we con-
clude that #    »m⊥ + N · ∑

0≤j<i

#»

θj = #»m and #»m − N− · θi ≥ 0. Combining this
yields #    »m⊥ +

∑
0≤j<i N · #»

θj − N− · θi ≥ 0 for all 0 ≤ i < |σ| ,
(6) Since all vectors

#»

θi contain one element equal to 1 this is trivially true,
(3) Similar to the proof for Eq. 5, this equation is satisfied.

The set of vectors Θ indeed is a solution to the ILP corresponding to the full
firing sequence σ. Now we prove that no better solution to the ILP exists by
contradiction. Assume there is a solution Θ′ = { #»

θ′
0, . . . ,

#          »

θ′
|σ|−1} which is a solution

to the ILP with a lower target function than Θ. We know we can construct a
σ′ = 〈t0, . . . , tl−1〉 for Θ′ with length l ≤ |σ| (Definition 7). Furthermore, we
know σ′ is a full firing sequence. Since

∑
0≤i<|σ′|c( #»θ′

i)
<

∑
0≤i<|σ|c( #»θi)

and the
relation between σ and Θ, we know that c(σ′) < c(σ). However, this violates the
definition of σ being an optimal alignment. ��
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The ILP formulation above allows us to compute an optimal alignment if we
know an upper bound k for the length of such an alignment. Unfortunately, such
an upper bound cannot be given in advance as this would require knowledge of
the alignment sought. Furthermore, the large number of variables in this ILP
(the number of transitions in the synchronous product model times the length
of the alignment) makes this ILP intractable in any real life setting.

4.2 Computing Alignments Without Optimality Guarantees

To overcome the limitations of not knowing the length of the alignment and the
intractability of the ILP computation, we introduce an algorithm for incremen-
tally computing alignments. The core idea of this algorithm, which again relies
heavily on the marking equation, is the following. We use an ILP problem that
constructs an exact prefix of an alignment of relatively short length (for example
x = 10 transitions) and estimates the remainder of the alignment in the same
way the A∗ techniques do. Then, we execute the exact prefix of relatively small
length x, compute the resulting marking and repeat the computation until we
reach the target marking.

Definition 8 (k of x prefix Alignment as ILP problem). Let N = 〈P, T,F〉
be a synchronous product Petri net where T = T s ∪T l ∪Tm are the partitions of
T and let (N,m⊥,m�) a corresponding net system. Furthermore let c : T → R

+

a cost function. We assume k ≤ |T l|.
Let Θ = { #»

θ0, . . . ,
#»

θx} be a set of x+1 vectors of dimension |T | as the optimal
solution to the following ILP problem:

minimize∑
∑

0≤i≤x

c(
#»

θi) (7)

subject to #    »m⊥ +
∑

0≤j≤x

N · #»

θj =
#    »

m� (8)

∑

t∈T s∪T l

∑

0≤i<x

θi(t) ≥ k (9)

∀0≤i<x
#»

θi · #»
1 T ≤ 1 (10)

#    »m⊥ +
∑

0≤j<i

N · #»

θj − N− · #»

θi ≥ 0 (11)

∀0<i<x
#     »

θi−1 · #»
1 T ≥ #»

θi · #»
1 T (12)

C · #      »

θx−1 · #»
1 T ≥ #»

θx · #»
1 T (13)

An optimal solution to the problem above constitutes a firing sequence σ of
length l =

∑
0≤i<x

#»

θi · #»
1 T of the net N identical to Definition 7. Note that the

constant C in Eq. 13 is a sufficiently large constant, for example C = |T |2. A
specific value for C can be identified, but this is beyond the scope of the paper.



104 B. van Dongen et al.

Algorithm 1. Sequential Alignment
1 function Align (N, mc, m

�, e, l, x, k);

Input : A net N , the current marking mc, the target marking m�, the last
estimate for the remaining cost e, the number of events to be
explained l and two parameters x and k with k ≤ x and k ≤ e

Output: A firing sequence σ
2 if mc = m� then
3 return 〈〉
4 else

5 Solve Θ = { #»

θ0, . . . ,
#»

θx} as the optimal solution to the k of x ILP of

Definition 8 and let σ be the firing sequence derived from
#»

θ0 . . .
#      »

θx−1

6 c′ =
∑

0≤i<x c(
#»

θi)

7 e′ = c(
#»

θx)

8 if
#»

θx �= #»
0 ∧ c′ + e′ ≥ 2 · e then

9 return Align(N, mc, m
�, e, l, x + 1, min(k + 1, l))

10 else

11 compute m as #»m = #  »mc +
∑

0≤i<x N · #»

θi

12 k′ =
∑

t∈Ts∪T l

∑
0≤i<x θi(t)

13 return (σ ◦ Align(N, m, m�, e′, l − k′, x, min(k, l)))

14 end

15 end

The difference between Definitions 7 and 8 is relatively small, but significant.
The added vector

#»

θx in the solution does not represent a single transition exe-
cution. Instead, it represents the “tail” of the alignment, i.e. the resulting firing
sequence σ is no longer a full firing sequence as it is not guaranteed to reach
the target marking. Instead, it reaches some intermediate marking m and

#»

θx is a
vector underestimating the cost for reaching the final marking from m identical
to the underestimate function in A∗ as defined in Definition 6. Once the optimal
solution to the ILP is found, the marking m reached after executing σ is taken
as a new final marking and the problem is reinstantiated with that marking as
initial marking.

The second important difference is the k used solely in Eq. 9. This equation
ensures that σ contains at least k transitions from the set of synchronous moves
or log moves, i.e. it guarantees progress as it is a property of a synchronous
product that there are no loops in the log move and synchronous move possible.

Using the k of x ILP we present the sequential alignment algorithm as Algo-
rithm1 and using the algorithm outlined in Algorithm1 we define an (k, x)
sequential alignment.

Definition 9 ((k, x) - Sequential Alignment). Let N = 〈P, T,F〉 be a syn-
chronous product Petri net where T = T s∪T l∪Tm are the partitions of T and let
(N,m⊥,m�) a corresponding net system. σ = Align(N,m⊥,m�, inf, |T l|, x, k)
is an (k, x) sequential alignment, where k ≤ |T l| and k ≤ x.
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The sequential alignment algorithm is a recursive algorithm. It starts by
solving a k of x ILP problem which for which a solution is assumed to exist.
After solving the ILP, the solution is compared to the previous estimate (the
cost of

#»

θx). If the new optimal solution deviates too much from the expected
solution e′ +c′ ≥ 2 ·e and the

#»

θx is non zero, i.e. the final marking is not reached,
then we go into a backtracking phase. We try again, with increased value of x
(and k if applicable). If the initial ILP cannot be solved, i.e. no solution exist,
backtracking can also be used. However, we typically assume our process models
to be sound workflow models.

It is easy to see that the algorithm terminates, i.e. either the final marking
m� is reached, or the value of x is increased until it equals the length of the
shortest path from the current marking to the final marking in which case the
solution of the k of x ILP becomes optimal and

#»

θx =
#»
0 .

4.3 Quality of Alignments

The sequential alignment algorithm presented in Algorithm1 is guaranteed to
terminate and to return an alignment. However, it is not guaranteed to return
an optimal alignment. This is due to the fact that the marking equation used for
the

#»

θx vector does not correspond to an actual realizable sequence. Instead, as
in the original A∗ approach, is merely underestimates the optimal costs to reach
the final marking. As such, sub-optimal decisions may be made in each prefix.
In particular, this is the case if the model contains many so-called “transition
invariants”, the simplest case of which are structured loops of activities.

Even if a trace perfectly fits the model, extreme cases can be devised where
the sequential algorithm may construct sub-optimal alignments (although this
requires the introduction of duplicate labels), while at the same time, for some
classes of model and log combinations, optimality can be guaranteed. Hence,
overall, it is impossible to say anything about the quality of the delivered align-
ment in advance. However, as the experiments in the next section show, in prac-
tical cases, the alignments are of high quality and the reduced time complexity
is well worth the trade-off.

In our experiments, which we present in the next section, we considered the
relative error of the costs as a measure for the quality. This relative error is
defined as the cost of the sequential alignment exceeding the cost of the optimal
alignment as a fraction of the cost of the optimal alignment.

5 Evaluation

In order to assess the quality of the proposed technique, we conducted various
experiments. In this section, we show one of these experiments on a real-life
dataset and model. The dataset used deals with the treatment of sepsis patients
in a hospital [14]. There are 1050 cases with in total 15214 events over 16 activ-
ities. There are 74 unique sequences of activities in the log and the model used
contains 19 labeled transitions and 30 unlabeled routing transitions. The model
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Fig. 5. Comparison of computation
times.

Fig. 6. Relative error of 1-of-4 align-
ments.

is free-choice and contains both loops and parallel constructs, i.e. it belongs to
the class of models considered in this paper.

The experiments were conducted on a Core i7-4700MQ CPU with 16GB
of memory, of which at most 8GB of memory were allocated to the Java vir-
tual machine. In the interest of fairness, all algorithms were executed in single-
threaded mode4.

Figures 5 and 6 show the analysis time of aligning this log on the given
model using three techniques, namely (1) the baseline traditional A∗, (2) our
approach using Gurobi [15] as a backend ILP solver and (3) our approach using
LpSolve [16] as a backend solver5. The x-axis shows the fitness of the trace (based
on the baseline which guarantees optimal alignments) and for each trace, both
computation time and relative error in total costs for the alignment returned are
plotted. The time is plotted on the left-hand logarithmic axis and the error on
the right-hand axis.

As shown in Fig. 5, the computation time of alignments using our approach
is orders of magnitude lower than when using A∗. However, in some cases, sub-
optimal solutions may be returned which are up to 84% off in terms of the total
costs as shown in Fig. 6. The overall error on the entire log is 7, 87% for Gurobi
and 7, 05% for LpSolve. The differences between the two solvers are explained
by their local decisions for optimal solutions which may lead to different choices
in the alignments. For two other models in the same collection, the results are
even better, with at most an 6.7% cost overestimation.

What is important to realize is that the larger errors in the cost coincide with
higher computation times in the A∗ implementation. Inspection of the specific
cases shows that these cases suffer from the property that the estimator used
in A∗, which coincides with our

#»

θx, performs poorly. In the A∗ case, optimality

4 The classical A∗ approach can be executed in multi-threaded mode, in which case
multiple traces are aligned at once. Furthermore, the Gurobi solver can also be
used in multi-threaded mode, which only affects the branch-and-bound phase of the
solving.

5 We did not compare our approach to [4] since the latter does not always produce a
real alignment.
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Fig. 7. Time to compute alignments
vs. length of the original trace.

Fig. 8. Comparison of computation
time and error of A∗ with 1-of-4 align-
ments.

is still guaranteed, but at a cost of performance, while in our approach, the
“wrong” decision is made for the alignment, leading to errors.

Figure 5 suggests that, when cases become more fitting, the computation
becomes more expensive. However, this result is misleading as the numbers are
not corrected for the length of traces, i.e. the traces that are better fitting in this
dataset are typically longer. Therefore, in Fig. 7 we show the relation between
the trace length and the computation time for both A∗ and for our approach
using Gurobi.

Figure 7 shows that our approach scales linearly in the length of the trace.
This is expected since, for longer traces, more ILPs need to be solved. However,
these ILPs are all of equal size and, since they have the same structure, of
comparable complexity.

In the A∗ case, we see that there is a considerably larger influence of the trace
length to the time do compute alignments. The time complexity of A∗ depends
on two factors, namely the size of the synchronous product’s statespace and the
accuracy (and time complexity) of the internal heuristic used. The size of the
synchronous product’s statespace is the product of the model’s statespace and
the length of the trace, hence this also scales linearly in the trace length. The
internal heuristic used in A∗ is comparable to our tail computation for

#»

θx which,
for most Petri nets, is a fairly good heuristic. As such, the performance of A∗ is
polynomial6 in a linearly growing graph, which is exactly what’s shown in the
figure.

To emphasize the importance of our work even further, we show results on
a well-known, artificial benchmark example in Fig. 8. This example was taken
from [17] where a model is presented with 239 uniquely labeled transitions and
massive parallelism. Here, we clearly see that our approach, both using LpSolve
or Gurobi, can be used to find alignments for all traces within a couple of seconds.
6 In this case quadratic, but in general, the quality of the heuristic used in A∗ degrades

with the number of semi-positive transition invariants in the model, but that dis-
cussion is beyond the scope of this paper.
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The A∗ approach however, can only find alignments in some cases, before running
out of time (the limit per trace was set at 200000 states, roughly correspond-
ing to 15 min of computation time). Furthermore, in those cases where the A∗

completes, our sequential algorithms returns optimal alignments.
In all experiments above, the cost function used was chosen in such a way

that the penalties for labeling an event as a so-called log move or a transition
as a so-called model move were equal to 1 and all figures were made using 1-
of-4 prefix alignments. We tested various other values for both k and x and the
results were comparable as long as k is significantly smaller than x. The full code
is available in the anti-alignment package in ProM and is fully integrated in the
conformance checking framework therein.

6 Conclusions

Alignments are a well-known basis for further analysis when comparing process
models to event logs, but traditional alignment techniques suffer from computa-
tional complexity and the unpredictable nature of the computation time. In this
paper, we presented an incremental approach to compute alignments for a given
log and model using ILP.

Our approach is heuristic in nature, i.e. the result is not guaranteed to be
optimal, but the computation time is shown to be linear in the length of the
input trace (around 8 ms per event in our experiments on a high-end laptop
computer) and the error in the final results, while depending on the parameters,
is shown to be reasonable.

In the paper, we introduce the theoretical foundations of our work, we present
the algorithm with proof of termination and we show experimental results on
real-life cases. We compare our implementation using both a freely available ILP
solver as well as an industrial ILP solver with the state-of-the-art in alignment
computation.

All datasets and implementations used in this paper are freely available for
download and the software is integrated in the process mining tool ProM.
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Abstract. Nowadays every business organization operates in ecosys-
tems and cooperation is mandatory. If, on the one side, this increases
the opportunities for the involved organizations, on the other side, every
actor is a potential source of failures with impacts on the entire ecosys-
tem. For this reason, resilience is a feature that multi-party business
processes today must enforce. As resilience concerns the ability to cope
with unplanned situations, managing the critical issues is usually a run-
time task.

The aim of this work is to emphasize awareness on resilience in multi-
party business processes also at design-time, when a proper analysis of
involved data allows the process designer to identify (possible) failures,
their impact, and thus improving the process model. Using a data-centric
collaboration-oriented language for processes, i.e., OMG CMMN – Case
Management Model and Notation, as modeling notation, our approach
allows the designer to model a flexible business process that, at run-time,
results easier to manage in case of failures.

Keywords: Process resilience · Artifact-centric modeling · Levels of
resilience · CMMN - Case Management Model and Notation

1 Introduction

The adoption of service oriented architectures and workflow automation (a.k.a.
orchestration), while enabling and making easier the integration among hetero-
geneous systems, has also reduced the difficulties in digitizing the communi-
cations among different organizations. As a result, digital business ecosystems
have been proposed as a paradigm for enabling the cooperation among these
organizations [20]; they can be conceptualized in terms of multi-party business
processes: every actor performs some internal tasks (private view) and communi-
cates with the other actors if some information is needed to perform the internal
tasks or if some results need to be notified to make the others able to per-
form their own tasks (external view, also referred to as choreography). Although
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this communication is a great opportunity for organizations, the resulting inter-
dependencies are also difficult to manage, especially when some failures occur: a
party could stop working for internal reasons and all the parties which depend on
the information that the failing one is responsible for, might fail as well, creating
a domino-effect.

A proper design of resilient business processes becomes fundamental. Gener-
ally speaking, resilience concerns the ability for a system to cope with unplanned
situations in order to keep carrying out its mission [6]. In particular, making a
multi-party business process resilient means to help the organization to cope
with the complexity of the processes and to avoid, limit or mitigate possible
failures that might affect the technological infrastructure as well as the involved
organizational structure [4].

Usually, satisfying resilience requirements is considered as a mainly run-time
issue, as it is related to the ability to cope with unplanned situations. In the lit-
erature [22], several approaches have been proposed to keep business processes
running even when some unplanned exceptions occur, by enacting countermea-
sures. If we focus on what to do in case of failure, this approach seems to be the
only possibility. However, if we focus on what is affected when a failure occurs,
some improvements can be done also at design-time.

The aim of this work is to propose a design-time and data-centric approach for
improving the resilience of multi-party business processes. Data are considered as
“first class citizens” of our approach, as their unavailability might determine the
failure of the processes. Depending on the data characteristics and the impacts of
their possible unavailability, we propose a way to classify process models in terms
of resilience by defining a set of levels of resilience. To achieve this goal, instead
of focusing on the process activities (control flow), thus modeling the process
using an activity-centric notation like OMG BPMN – Business Process Model
and Notation, we adopt OMG CMMN – Case Management Model Notation [21]
as a basic notation, and we enhance it to better cope with the data life-cycle
definition in a process.

The rest of the paper is organized as follows: Sect. 2 introduces a motivat-
ing case study – to be used all along the paper – in which resilience aspects
are considered. Section 3 defines the concept of resilience in multi-party busi-
ness processes and proposes an approach to specify different levels of resilience.
Section 4 defines the modeling approach based on CMMN able to support the
definition of business processes according to the proposed levels of resilience.
Section 5 illustrates the relevant literature related to resilient processes, and
Sect. 6 presents a critical discussion about our approach, threat to validity and
possible extensions.

2 Motivating Example

Smart devices have been adopted by several organizations to increase the effec-
tiveness of business processes. For instance, in the logistics domain, smart devices
provide real-time monitoring of goods transportation in terms of their position
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or state (e.g., temperature, humidity). Although the advantages of the adoption
of smart devices are clear, there are also some side-effects in terms of system
reliability. In fact, smart devices are prone to failure due to their limitations in
terms of computational power and energy autonomy. Moreover, in some cases
they are operating in extreme conditions (e.g., meteorological stations on top of
mountains), thus they might stop working without any previous notice.

Implications of the use of sensors in processes are illustrated through the
example shown in Fig. 1, illustrating a real case study involving the ShopAnalyser
company and Shop Inc., one of its clients.

Fig. 1. Running example overview.

The ShopAnalyser company offers products and services to physical
shops/commercial centers willing to monitor and analyze the behavior of their
customers while they are walking inside their premises. To this aim, Shop-
Analyser sells innovative sensors able to capture the probe packets periodically
sent by cellphones and to localize and track the position of cellphones. In this
way, assuming that a cellphone belongs to exactly one customer, the sensor is
able to track the behavior of the customer inside the area and, correlating the
MAC addresses, it realizes when the same customer periodically visit the shop.
The analytics required to understand the customers’ behaviors are offered by
ShopAnalyzer as a service to all the shops which buy its sensors. More specifi-
cally, ShopAnalyzer produces one report every week to the shops, and they use
these reports as a basis for defining or improving their marketing strategies.

Shop Inc. decides to acquire sensors and the analytics service from ShopAna-
lyzer. The owner of Shop Inc., through its maintenance personnel, is responsible
for the installation and physical maintenance of the sensors: ShopAnalyser deliv-
ers the sensors to Shop Inc., which installs them in the shop and configures them
to send collected data to the data center of ShopAnalyser. Some status leds are
embedded in the sensors to make the owners of the shops aware about possible
malfunctioning: problems in the behavior of the sensors, when the probe packets
sent by the cellphones are not collected correctly (in this case the Shop informs
the ShopAnalyser, which will enact some repair action, such as sending substi-
tuting sensors), or to signal connection problems (i.e., the sensor are working,
however the data cannot be sent to ShopAnalyser). ShopAnalyser is responsible
for the data analysis, which produces a weekly report, and for the identification
of the sensors malfunctioning which cannot be detected directly by the shops,
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i.e., data captured by sensors and sent to the data center which are unrealistic
(e.g., one hundred cellphones identified in the same tiny shop at the same time).

Although some actions are in place to cope with the malfunctioning of sen-
sors, in the case study the focus is mainly on signaling possible failures: e.g., if a
sensor stops working then a replacement is provided; if the network connection
is interrupted, then the ISP – Internet Service Provider – is called to resume
the connection. Actually, these occurring failures could have a more significant
impact as they affect the data availability. In fact, during the down time, an
amount of sensor data is not collected so it is not represented in the data set
used for the analysis. As a consequence, the report used for marketing purposes
might become not realistic.

To model multi-party business processes, as the one of the case study,
activity-centric modeling languages such as BPMN are usually adopted. Even if
this type of languages results more intuitive for the process designers, this app-
roach has some limitations wrt specifying process resilience. As an example, the
order of activities during exception handling is loosely specified: when addressing
process resilience, the designer should specify recovery activities, and the order in
which they are performed is usually decided at run-time based on considerations
about the status of the process. Other approaches, as declarative modeling, rely
on an open-world assumption, thus leaving room for supporting situations that
cannot be planned at design-time [9]. In this work we adopt an artifact-based
language, i.e., CMMN – Case Management Model and Notation [21], which aims
to become the de-facto standard for artifact-based modeling. However, as dis-
cussed in the next section, also this language has some limitations when defining
the data aspects, thus next sections will also propose some possible extensions.

Figure 2 presents the CMMN model of the ShopAnalyser case study1. The
outer box “Shop Improvement” represents the case plan model, i.e., the complete
behavior of the process. Inside the case plan model, there are three stages: “Sen-
sor data acquisition”, “Data analysis”, and “Marketing analysis”. Stages can
be informally defined as a group of tasks (drawn as rounded boxes) organized
according to an implicit or explicit control flow. Stages could also be decorated
with entry and/or exit conditions represented, respectively, by an empty or filled
diamond that specifies Boolean expressions predicating on data managed by the
tasks in the stage or some events to occur. When these conditions become true,
the stage opens (in case of entry condition) or terminates (in case of exit condi-
tion). Entry and exit conditions can be applied to tasks, stages, and case plan
models. As an example, the “Reading values” task starts only when the sensors
have been installed. The “Data analysis” stage opens every week and termi-
nates when a new report is produced by the “Data mining” task. Finally, once
the conversion rate2 obtained by executing all the activities is considered suffi-

1 The following discussion of the CMMN diagram does not intend to be exhaustive.
For a complete description of the standard, the reader should refer to the official
specification document [21].

2 In marketing, the conversion rate measures the ratio between visitors and effectively
paying customers. Therefore it is a measure of the goal of Shop Inc.
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Fig. 2. CMMN diagram of the case study process

cient, then the business process concludes. Finally, case plan items (i.e., “Sensors
data”, “Report”, and “Shop data”) are included in the stages which use them.
It is worth noting that, according to the reported diagram, since the moment in
which the sensors have been installed, the sensor reading task keeps running till
the time in which the expected conversion rate has been achieved. At the same
time, the marketing analysis is not coordinated with the other activities as it is
performed by analysing the reports produced by the ShopAnalyser.

3 Multi-party Business Process Resilience

During the process enactment unplanned situations might occur. Depending on
the nature of the raised issues, the magnitude of their impact varies and one or
more activities may be involved. At the same time, different countermeasures
can be taken to mitigate these negative effects. As an example, as for many
reasons the sensors might not be able to communicate with ShopAnalyser, an
alternative source of information about the number of clients in the shops might
be considered, to be able to equally infer customers’ behaviors in the reports.
Alternative ways to collect such information may include the ability of counting
the number of persons entering the shop, which might be available from other
unrelated applications, such as video surveillance. In this way, ShopAnalyser will
not have gaps in the analysis, but only lower quality data. Other ways to improve
the final reports may include algorithms to fill in the gaps of sensor information,
based for instance on sales prediction algorithms applied when sensor data have
not been collected.

Similarly to what is usually done in emergency management [17,27], where
a preparedness phase aims to improve the systems by learning from the previ-
ous emergencies, we propose an approach which helps the process designers in
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improving their process models by considering the previous experiences in fail-
ures generated by data unavailability. In particular, we propose an approach to
categorize resilience characteristics, then to define resiliency levels, and to model
the resilience improvement aspects from a modeling perspective.

Fig. 3. Problem setting

3.1 Data Perspective on Resilience

As previously introduced, our approach analyzes the multi-party business process
resilience from a data perspective: data dependencies among the involved parties
and relationships between process activities and data are taken into account
to identify the sources of possible failures, and how the process can be better
modeled to make it resilient with respect to these failures.

To this aim, in order to set the boundaries of our problem, we define a multi-
party business process in terms of (see Fig. 3):

– Parties: actors involved in the process. Each of them participates in the busi-
ness process to achieve a personal goal. All the parties are interested in mak-
ing the process up and running without problems, as their personal goals
also depends on the resilience of the whole process. As an example, Shop
Inc. wants to make the marketing strategy more effective by increasing the
conversion rate. On the other side, ShopAnalyser wants to sell a good ser-
vice to its customers. Although the concept of role that is related to process
participants is included in the CMMN standard, no graphical notation able
to explicitly include parties is defined as of today. In this paper, we do not
address this issue of lack of graphical constructs for parties, thus we do not
propose any extension concerning the modeling of parties.

– Tasks: a task is a unit of work performed by a party, which consumes data
as input and produces data as output. The data produced by a task must be
required by at least another party. In multi-party business processes, we are
more interested in the dependencies among the parties, rather than to internal
executions of processes by each party, thus we are not including tasks which
are internal to a single party.



116 P. Plebani et al.

– Data: units of storage used by the data producer to store/write data and by
the data consumer to read such data. Producers and consumers are parties
performing tasks. Data can also be used to verify the entry and exit condi-
tions, thus to realize when a stage or task starts or terminates.

Resilience of this type of processes depends on both the reliability of the tasks
and the lack of data availability. The reliability of the task concerns the possibility
that one or more tasks cannot be executed: i.e., the required infrastructure to
perform the job is not available, also including the human resources for which
the unavailability of data can block the execution of manual tasks. On the other
side, lack of data availability is a situation in which the data consumed by a task
are not available. This situation can occur for different reasons. Firstly, it may be
directly connected to the task reliability, as all the tasks by definition produce
data and these data are relevant for at least one of the participating parties,
and problems on tasks may have also the side effect to make data unavailable.
Moreover, there are situations in which tasks are properly working, but the
returned data, although available, do not have a sufficient quality level to enable
processing, thus they can be considered unavailable. Completeness, timeliness,
and accuracy are some of quality parameters through which we can define the
acceptable level of data quality for considering the data available [5]. For this
reason, the definition of the data could be coupled with the definition of quality
levels that are considered acceptable for a task that is using such data.

3.2 Levels of Resilience

Having bounded our space of analysis and identified the possible sources of
failure, we aim to classify multi-party business processes in terms of their degree
of resilience. We define levels of resilience on the basis of the ability of the multi-
party process to adjust the possible unexpected failures. As it will be discussed in
Sect. 5, other proposals in the literature have been put forward to define resilience
for processes, e.g., [28]. However, here we do not focus on the structure of the
process or its components and instances, but we aim to classify the way resilience
can be considered and obtained, in terms of preparedness to unexpected events
which might be caused or have impact on data availability. In particular, the
following four levels of designed resilience have been identified:

– Level 0 – None. At this level business processes are designed without tak-
ing into account the data unavailability that might cause failures during the
execution. As a consequence, also countermeasures to be adopted in case of
critical situations are not defined. The designed process only reflects the wish-
ful scenario where it is assumed that all the parties correctly execute their
tasks and all the data are transferred among them as expected. Although a
process design of this type can be useful to define the agreement between the
parties, no support is given to the resilience.

– Level 1 - Failure-awareness. A first step for improving the process design
is to make the process aware that there are possible sources of failure, so there
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will be the need to make it resilient. In this work, we consider failures caused
by data unavailability, which might impact on one or more tasks of the same
party that is producing such data, or tasks performed by other parties. For
this reason, failure-aware business processes are designed to have a clear map
of which are the relevant data subject to failures, as well as the impact of
these failures. The analysis of potential failures depends on several factors:
amount of data, how the data are collected, how the data are stored. As an
example, data stored on a local server have a probability of failure that is
lower than data stored on a smart device connected to a wireless network.
Similarly, if data created by one party and used by several parties becomes
unavailable, the impact of this failure will be greater than the one produced
by data created and consumed by the same party.

– Level 2 – Identifying alternatives for data and goals. For processes
classified in this level, the model of the process makes an initial attempt to
overcome possible failures, whose nature and impact have been defined with
the previous level. In more detail, there are two aspects to be taken into
account:
• Alternative Data: based on the information about the source of failures

and the potential impact of these failures, the designer can decide to
include in the process model the alternative data. In this way, starting
from the data having more probability of failures and greater impact,
the designer has to specify if there are alternative data sources and how
to reach them. A more precise model requires an analysis of the gap
between the quality of the data in the original data source with respect
to the quality of the data in the alternative data source. For instance, in
case the sensors installed in Shop Inc. stops working, the process model
indicates as an alternative source other services, e.g. installed door counter
and/or Google Popular Times or even historical data stored in a different,
but accessible, place. The issue of quality of data has been extensively
addressed in traditional information systems, e.g., [5], but the quality of
big data (which includes sensor-generated data) is still to be precisely
defined [10].

• Alternative Goal : as the process resilience implies to mitigate the effect of
a failure, a possible mitigation include revising the initial expectations of
the process to achieve a given goal. The designer defines, for each party,
a new goal that represents a status that can terminate the execution of
the process in an acceptable way. If the initial goal corresponds to the
optimal goal, the alternative goal could be considered as a best-effort
goal. As an example, ShopAnalyser realizing that the data coming from
the sensors contain errors, instead of releasing full reports with all details,
it can decide to release for a reduced-price an incomplete report.

It is worth noting that the business process models at this level do not pre-
scribe any specific actions to cope with the failures at run-time. For this
reason, a model at this level only supports who is in charge of executing the
process, to select, in case of failures, new data sources as well as to decide to
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consider satisfactory the result of the execution even if the initial goal is not
possible to be fulfilled, accepting a weaker goal.

– Level 3 – Defining alternative actions. At this level, processes have been
designed by considering also actions to be taken in case of failures. Design-
time mechanisms are conceived to be able to (semi)-automatically move the
process to an acceptable state when unexpected or unplanned failures occur.
Based on the information about the alternatives (both data and goal), the
designer can embed in the business process how these alternatives could be
effectively managed. New tasks can be added to the process to express the
activities to be performed in order to improve the quality of the data alterna-
tives to a quality level equivalent to the original service. Taking as example
the problems of missing data, the previous level suggests to include the door
counter and the Google Popular Times in the list of possible alternatives. At
this level, the process designer should specify if the alternative data should be
considered as they are produced, or if additional actions must be taken, e.g.,
to combine both services into a reliable assessment of the indoor occupancy
for Shop Inc.

With these levels of resilience, we aim at supporting the process designer in
understanding if the resilience is modeled, and if there is room to improve the
process model by specifying possible alternative solutions. As an example, once
the designer understands that the modeled processes are at level 0, the first step
should be to start considering the evolution of the data in the process.

4 Modeling Resilience

In this section we discuss, for each level previously introduced, which is the prac-
tical impact of using CMMN as modeling language. In this way, we are able to
highlight which are the current possibly missing constructs and their semantics.
Moreover, we propose an extension of CMMN able to improve the specification
of which data are used and in which way, in order to better analyze the possible
failures and the impacts. Concerning the extensions proposed hereafter, at this
stage, we do not intend to be complete and formal. Our attempt is to verify that
CMMN has the potentiality for being used to model resilient business processes.
A precise definition of the new constructs will be considered in future work.

Level 0 - None. CMMN standard is sufficient to express the basic scenario
where resilience is not considered at all. The model of the business process for
the ShopAnalyser case study, shown in Fig. 2, belongs to this level.

Level 1 - Failure Awareness. One of the main shortcomings of CMMN is
the poor semantics about data. In the current version, data are defined in terms
of CaseFileItems with no restrictions about the format and the nature of the
represented data. On the one side, this allows maximum flexibility in modeling
various scenarios. On the other side, no information about the link between tasks
and data is provided, unless data are attached to the entry and exit conditions
as predicates in the boolean expressions.
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Fig. 4. Level 1 (failure awareness) compliant process model.

To overcome this limitation, we propose to extend CMMN allowing the con-
nections between tasks and CaseFileItems also be annotated with the actions
performed on the data: e.g., create, read, update, delete. It is also possible to
link the data to the events that are defined in terms of these data (i.e., to predi-
cate on). The use of this extension in the case study is shown in Fig. 4. The new
elements in the model allow the designer to identify the data that might have
impact in case of their unavailability, e.g., the lack of sensors’ data will have
more impact than the lack of the shops’ data, as the former can cause a domino
effect affecting all the tasks in the process.
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Fig. 5. Level 2 compliant process model.
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Fig. 6. Level 3 compliant process models.

Level 2 - Identifying Alternatives for Data and Goals. To cope with
alternative data, we propose to add a new icon with a shape identical to a
CaseFileItem, but with a dashed border strictly attached to the original data
source. Conversely, the definition of the alternative goals does not require any
extension to CMMN, as the usage of events that define the existence of a failure
can be combined with the expression defining the alternative goal.

In the example in Fig. 5, two alternative sources are defined: public data as
alternative for the sensor data and public market analysis to be used instead of
the report produced by the data analysis task.

Level 3 - Defining Alternative Actions. Figure 6 shows two possible process
models which exploit the CMMN extension proposed above to increase process
resilience. For this level, we do not need to add further constructs to CMMN. In
the first case, reported on top of the figure, the designer is assuming that in case
of failure in acquiring the sensor data, the data analysis task cannot be executed
until either “Data fixing” or “Data substitution” has terminated. In particular,
exploiting the existence of alternative data sources, the data substitution simply
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replaces the data source. This task can be considered concluded only if the
quality of the data now provided is considered sufficient for the data analysis. On
the other side, the data fixing implements data quality algorithms to improve the
data quality as required by the data analysis. It has to be noted that, according
to this model, the data analysis potentially might never start.

The process designer could also propose a different approach, shown in the
lower part of the figure, where the data fixing and data analysis are included in
the same stage. In this case, data analysis and data fixing work in parallel trying
to achieve a common goal, i.e., the report delivery.

5 Related Work

Research on resilient systems encompasses several disciplines, such as psychol-
ogy [29], ecology [11], sociology [3] and engineering [14]. In information systems,
resilience engineering has its roots in the study of safety-critical systems [14],
i.e., systems aimed to ensure that organizations operating in turbulent and inter-
connected settings achieve high levels of safety despite a multitude of emerging
risks, complex tasks, and constantly increasing pressures. A system is considered
as resilient if its capabilities can be adapted to new organizational requirements
and changes that have not been explicitly incorporated into the existing system’s
design [19]. In the BPM field, cf. [19,23], this means that respective business
processes are able to automatically adapt themselves to such changes. Over the
last years, change management in BPM has been mainly tackled through the
notions of process flexibility [22] and risk-aware BPM [25,26].

On the one hand, research on process flexibility has focused on four major
flexibility needs, namely (i) variability [12,13], (ii) looseness [2,16], (iii) adap-
tation [18,24], and (iv) evolution [7,8]. The ability to deal with changes makes
process flexibility approaches a required but not sufficient mean for the building
of resilient BPM systems. In fact, there exists a (seemingly insignificant but) rel-
evant gap between the concepts of flexibility and resilience: (i) process flexibility
is aimed at producing “reactive” approaches that reduce failures from the outset
or deal with them at run-time if any “known” disturbance arises; (ii) process
resilience requires “proactive” techniques accepting and managing change “on-
the-fly” rather than anticipating it, in order to allow a system to address new
emerging and unforeseeable changes with the potential to cascade. On the other
hand, while relatively close to the concept of risk-aware BPM, which evaluates
operational risks on the basis of historical threat probabilities (with a focus on
the “cause” of disturbances and events), resilient BPM shifts attention on the
“realized risks” and its consequences, to improve risk prevention and mitigation,
and therefore aim at complementing conventional risk-aware approaches.

Surprisingly, the fact is that there exists only a limited number of research
works investigating resilience of BPM systems [4,30,31], and they are all at con-
ceptual level. For example, the work of Antunes and Mourao [4] derives a set of
fundamental requirements aimed at supporting resilient BPM. The approach of
Zahoransky et al. [31] investigates the use of process mining [1] to create prob-
ability distributions on time behavior of business processes. Such distributions
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can be used as indicators to monitor the level of resilience at run-time and indi-
cate possible countermeasures if the level drops. Finally, the work [30] provides
a support framework and a set of measures based on the analysis of previous
process executions to realize and evaluate resilience in the BPM context.

If compared with the aforementioned works, our research aims at providing
concrete indicators to measure the resilience of a multi-party business process
by focusing on the data exchanged between the activities composing the process,
an aspect neglected in the existing approaches to process resilience. We believe
that such indicators can provide a reliable mean for evaluating in advance the
impacts of potential disturbances and improving decision making at run-time.

6 Discussion

The levels of resilience presented in this paper, and the practical guidelines on
how to achieve them during the design of processes, namely by precisely modeling
in CMMN, are a concrete methodological tool to support process designers to be
aware of how resilient are the processes they are working on. At design-time, it is
important to be aware of failures, and to identify data and goal alternatives, in
order to be able to design alternative actions. On the one side, flexible approaches
cope with exceptional situations during run-time, but only a deep awareness
during design-time can make really the process resilient-by-design.

Clearly our work should be extended and validated in many aspects. However
we consider it as an important starting point in deeply investigating how to make
better resilient processes. On the one side, a precise formalization of the modeling
constructs to be used in order to achieve each level, and patterns to be used,
is crucial in order to make the overall approach effective. On the other side, a
validation is needed, in which to compare, by adopting empirical approaches [15],
processes at different levels and the real resilience they achieve during enactment.
Measuring resilience of multi-party business processes is not an easy task, and
no measurable indicators exist nowadays in this context. Our aim is to be able
to correlate our levels with a qualitative notion of “a process is more resilient of
another one”, and this is only possible through a large collection of case studies
(models and execution traces) on top of which to perform quantitative correlation
analysis. To this aim, the levels of resilience introduced in this paper go in the
direction of providing a reference framework which represents an important input
to the research and practitioners’ community. In fact, adopting and extending a
well known standard, i.e., CMMN, gives the opportunity to develop approaches
able to provide this quantitative analyses.

7 Concluding Remarks

In this paper we have discussed the concept of multi-party resilient processes,
and we have presented a possible way of classifying them on the basis of four
levels, based on how data and goals are taken into account when considering
possible ways to cope with changes. The originality of the proposed approach is



Multi-party Business Process Resilience By-Design 123

in considering resilience at design-time, during process modeling, and not mainly
as a run-time issues, when exceptions and anomalous events should be faced
during enactment. We have shown a practical way to achieve the levels during
modeling, by using and extending the newly introduced standard CMMN for
artefact-centric processes. After discussing relevant work, we have provided a
discussion about the limitations and possible extensions of our work, which is a
promising initial step towards defining effective resilient processes.
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Abstract. Accurate and real-time identification of domains and con-
cepts discussed in microblogging texts is crucial for many important
applications such as earthquake monitoring, influenza surveillance and
disaster management. Existing techniques such as machine learning
and keyword generation are application specific and require significant
amount of training in order to achieve high accuracy. In this paper, we
propose to use a multiple domain taxonomy (MDT) to capture general
user knowledge. We formally define the problems of domain classification
and concept tagging. Using the MDT, we devise domain-independent
pure frequency count methods that do not require any training data nor
annotations and that are not sensitive to misspellings or shortened word
forms. Our extensive experimental analysis on real Twitter data shows
that both methods have significantly better identification accuracy with
low runtime than existing methods for large datasets.

Keywords: Text classification · Concept extraction · Unsupervised
method · Twitter

1 Introduction

Popular microblogging services such as Twitter can generate as many as 600
million short texts in a day1. Similar to real world human conversations, these
short texts, henceforth called tweets, cover all types of topics, including pol-
itics, sports, weather, product promotion, and interesting personal discoveries.
Exploiting such mixed-domain data for the information needs of a narrow domain
can prove extremely useful for identifying crucial information. Existing work in

1 http://www.tweetstats.com/.
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this field usually requires selecting small portions of data from a large, mixed-
domain data body. For example, as a service such as Twitter allows public access
to all its data2, certain portions of this data have been collected for applica-
tions in narrow domains, including earthquake monitoring [15], influenza sur-
veillance [2], election result prediction [18,19], ideal point estimation [1], and
rumor detection [5,9].

In domain applications such as the above, the required data represents an
extremely small portion of the collected datastream. For example, in a work
attempting to capture disaster and crime events from tweets, the authors find
that only 0.05% data in all collected data is related to the application [7]. Thus
the first step in existing approaches is to filter the required data from mixed-
domain, unclassified data. In [15], earthquake-related tweets are classified. In
[19] tweets related to two candidates are collected. In [9], only tweets related
to the bombing incident are selected. The techniques for such filtering range
from machine learning based approaches [13,15], to keyword generation [11] and
clustering [20]. However, most of the filtering solutions are designed specifically
for the corresponding application, and are not suitable for other domains or
applications. In this paper, we focus on providing an information extraction
solution that can be tailored to different specific applications based on existing
domain knowledge.

Our approach relies on the insight that a narrow domain information con-
sumer has some initial but not complete knowledge of the data, including knowl-
edge about the key elements or topics within the domain, which is quite often
the case when a domain expert in an organization wants to build an informa-
tion system based on text data. This knowledge often can be translated into a
taxonomy. For example, in a previous work [21], short text messages containing
the keyword “shooting” are collected for detecting shooting crimes, where dis-
tinctions must be made about the meaning of “shooting”, such as in “shooting
photo”, “shooting gun”, or “shooting basketball”. Users may note that “photo”
is a “imaging product” and “gun” is a “weapon”. They may also note the domain
background, that “gun” is used in a “crime”, while “ball” is used in a “game”.
We can construct a Multiple Domain Taxonomy (MDT) that contains these two
kinds of relationships, namely, is a, and in a, to represent user knowledge. We
show that using the concepts and relationships defined in a partially constructed
MDT, we can effectively provide functions such as message domain classification
and key concept recognition.

Given the MDT, we use a pure frequency approach on unlabeled data to
identify the domain and concepts in the short text, as we describe in detail
in the Sect. 3. There are several advantages using this approach. First, a pure
frequency approach that does not involve grammar-based NLP (Natural Lan-
guage Processing) techniques is language independent, and suitable for process-
ing informal microblog messages. Unlike formal texts, microblog messages are
filled with common misspellings and word shortening that cannot be found in
a dictionary, but can be captured by frequency-based analysis with large data.

2 https://dev.twitter.com/streaming/firehose.
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Second, it is an unsupervised approach that does not require annotating data.
As Twitter allows free access to one percent of its data traffic, one can easily
collect millions of tweets in a day, very few of which, however, can be manu-
ally annotated. Our approach takes advantage of the large number of unlabeled
data and effectively improves the identification accuracy. Finally, our approach
does not require an external knowledge source. Since existing knowledge sources
such as Wikipedia3 only provide information for more common concepts, the use
of external knowledge sources generally limits the applicability of the method.
Instead, our approach considers the unlabeled data as the context of the key
terms and provides similar accuracy improvement effect. To summarize, we make
the following contributions:

– We formally define the problem of domain classification and concept tagging
given an existing taxonomy called MDT. We propose MDT as a new type of
taxonomy based on the reality of narrow domain information consumption
from mixed-domain data.

– We propose an unsupervised, pure-frequency approach for solving identifica-
tion of domain and concepts in short texts. Our approach does not require
annotation of training data and captures common misspellings and word
shortenings, thus is suitable for processing informal social media messages.
Our approach is also a general solution that is applicable in any narrow
domain, and except for the partial MDT that requires some initial knowledge
of data to construct, our approach does not need any external input.

– We test our approach extensively using real Twitter data. Our results show
that the proposed domain classification method achieves much higher accu-
racy than existing classification methods, with up to 52% precision increase;
our concept tagging method similarly achieved relatively high accuracy.

2 Related Work

Given the emerging popularity of social media, short text classification has been
widely studied. Sriram et al. [16] propose a classification method to identify
pre-defined message categories, such as news, opinions, and deals. Targeting
such categories, their method is a supervised learning approach based on text
features such as opinion words, time-event phrases, and the use of dollar sign.
Li et al. [7] propose a classification method to find the Crime and Disaster Events
(CDE). They use a supervised classifier that incorporates features that include
hashtag, URL, and CDE-specific features such as time mention. They found
that including CDE features provides about 80% accuracy versus 60% accuracy
without them. These works are proposing classification solutions with presumed
target domains are often considering specific domain characteristics. However, as
we will show in our experiments, such solutions are usually not applicable with a
different target domain. Olteanu et al. [11] propose a method for filtering relevant
information based on keywords, and claim that the method can be applied to any

3 https://en.wikipedia.org/.

https://en.wikipedia.org/
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domain. Their method generates discriminative keywords based on labeled data,
and the discriminative strength is measured using PMI and frequency. However,
their experiments show poor performance, with the proposed method providing
almost no accuracy improvement over simple keyword filtering.

Some research exploits the message categories inherently associated with the
messages. Ritter et al. [14] propose a method to automatically generate message
types in addition to message classification. Based on the event messages and
related phrases, the event type of each message is determined based on the dis-
tribution of name entity and time. The event messages and related phrases, how-
ever, are initially classified under a broad “event” label, which is first extracted
using a supervised method based on signal words such as “announcement” and
“new”, and thus may not be applicable depending on the application domain.
Lucia and Ferrari [8] propose an unsupervised message classification method
based on expanding lexical meanings using external knowledge sources. They
automatically generate message categories based on existing type definitions
provided by knowledge sources such as YAGO4. Most works that automatically
generate message categories, however, tend to result only in general categories
such as sports, politics, and religion, and are insufficient for more specific clas-
sification needs in a particular domain.

Name and entity recognition (NER) has been widely studied in computa-
tional linguistics, and well known solutions have been developed, such as Stan-
fordNER5 and OpenNLP6. Traditional NER solutions, however, focus only on
pre-defined term categories, such as person, organization, and location [3,12].
Recently, some solutions are proposed to tag names and entities without pre-
defined categories. Tuan et al. [17] propose a method to find the taxonomy rela-
tions between unlabeled terms in data. In addition to string inclusion method and
lexical-based rules, their method calculates subsumptions of contexts between
terms, which rely on existing tools to extract (Object, Verb, Subject) triples.
Their method achieves high precision recognizing taxonomy relations in formal
texts such as journal papers and government reports. However, it is unlikely their
method can be applied to informal texts, since there is no existing tool to effec-
tively extract structures from such texts. Topics extracted from topic models can
also be regarded as concepts for a short text. Li et al. [6] propose a topic model,
GPU-DMM, for extracting topics from short texts. The method enriches the
topic model with learned word embeddings. Semantically related words under
the same topic are promoted during the sampling process by using a GPU model.
However, this method highly depends on the word embeddings, which requires
long time to learn and may not provide the specified categories. The work by
Han et al. [4] has a similar aim to our work. They propose a frequency-based
approach to link name mentions in texts to a concept in a knowledge graph,
based on local compatibility and evidence propagation over the graph. Their

4 http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/
research/yago-naga/yago/.

5 http://nlp.stanford.edu/software/CRF-NER.shtml.
6 http://opennlp.apache.org/.

http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/
http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/
http://nlp.stanford.edu/software/CRF-NER.shtml
http://opennlp.apache.org/
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method, however, relies on a pre-defined knowledge graph that has articles asso-
ciated with each entity and thus is difficult to tailor to a specific classification
task in a user-defined domain. Our proposed method, on the other hand, can
work on user-defined domains and only requires a handful of domain concepts.

3 Domain Classification and Concept Tagging

We define the Multiple Domain Taxonomy (MDT) as a taxonomy with two types
of relationships7, namely, domain association and taxonomy association, denoted
as in a and is a. Domain associations define the domain to which a concept
belongs. Taxonomy associations define taxonomical hierarchies between con-
cepts. One such MDT is shown in Fig. 1. In this example, the domains are crime
and imaging activity, which could both present in a text dataset regarding a
shooting. The concepts of suspect and victim are defined as “in a” crime, and
camera “is a” tool “in a” imaging activity.

Crime
Imaging 
Ac vity

Suspect

Gunman

Someone

Vic m

Wounded

Killed

Product Tool

Movie

Photo

Camera

in_a in_a in_ain_a

is_a
is_a is_ais_a is_a

is_a
is_a

Fig. 1. An example multiple domain taxonomy

We define a multiple domain taxonomy as MDT = {D,V, I, S}, where D is
the set of domains, V is the taxonomy vocabulary, and each c ∈ V is a concept.
I = V �→ D is the mapping of in a relationship between concepts and domains,
and S = V �→ V is the mapping of is a relationship that describes the hierarchy
of concepts. Here we consider if {c1 �→ d} ∈ I, and {c2 �→ c1} ∈ S, then
{c2 �→ d} ∈ I, in other words, if a parent concept belongs to a domain, all its
children concepts also belong to the same domain. In this way we do not need
to explicitly define in a relationship for lower level concepts.

3.1 Problem Statement

We show that using a partial MDT constructed with some initial knowledge of
that data, we can solve the problem of message domain classification and concept
7 We refer to the MDT as a taxonomy due to the simple nature of the relationships

defined.
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tagging. The problem of domain classification looks at determining the domain
for a message given a number of known domains. The problem of concept tagging
looks at tagging unknown terms in a message with a concept label. An exam-
ple of a tagged message would look like: “I took a photo[IMAGING:PRODUCT]
of my girlfriend[IMAGING:TARGET] with my new camera[IMAGING:TOOL]”. We
note that the text transformation is straightforward once we identify the compat-
ible taxonomy concept for the term. We formally define the two problems as the
following:

Problem 1 (Domain Classification). Given a number of possible domains D =
{d1, ..., dl}, and the message m consisting of terms {t1, ..., tk}, find the domain
association of m, such that {m �→ d} for some d ∈ D.

Problem 2 (Concept Tagging). Given a number of concepts V , and a number of
terms in a message m, Tm = {t1, ..., tk}, find a taxonomy association for each t
such that {t �→ c}, for some c ∈ V .

For solving the problems, we assume a MDT = {D,V, I, S} has been con-
structed, such that D contains all known domains, and V contains an incomplete
list of concepts that are mapped to D with I.

3.2 Message Domain Classification

To classify the domain of a message, we compare the semantic relatedness
between message terms and the concepts in each domain. After aggregating
the relatedness for all terms in each domain, we can determine which domain is
more semantically related to the message.

To calculate the semantic relatedness between a term and a concept, we use
a method proposed by Milne and Witten [10], which utilizes the presence of
the term and the concept in the unlabeled data, and calculates the semantic
relatedness score (SRS) as following:

SRS(t, c) = 1 − log(max(|T |, |C|)) − log(|T ⋂
C|)

log(|W |) − log(min(|T |, |C|)) (1)

where t and c are the term and the concept, T and C are the sets of all messages
that contain t and c, respectively, and W is the entire dataset.

We use the highest SRS obtained when matching the term with different
domain concepts as the domain score for the term. After retrieving the SRS for
each term in a domain, we calculate a message score for the domain (DS):

DS(m, d) =
k∑

i=1

max(SRS(tk, cj),∀{cj �→ d} ∈ I) (2)

where the message m consists of terms {t1, ..., tk}.
We calculate a domain score for each domain. Then the predicted domain for

m is the domain that provides the highest domain score, arg maxiDS(m, di).
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3.3 Concept Tagging

We approach the concept tagging problem by finding the compatible concept in
the taxonomy for a term. If a term is compatible with a concept, then it can
inherit its taxonomy associations. For example, if we find “film” is compatible
with “movie”, and “movie” is defined as a product in the taxonomy, then we can
consider “film” is also a product. To calculate the concept compatibility, we take
into account the message contexts, which is formed from the words surrounding
the term and the concept. We argue that if a term is in the same domain as the
concept, and the context they appear in are similar, then it is very likely they
are compatible.

The context of a term is usually represented as a number of words neigh-
boring the keyword. Traditionally, the position of context words is ignored, and
the context words are considered interchangeable. However, we found that the
position of context words contains crucial information and should not be over-
looked. For example, suppose we have two message, “He took a new photo of
the house”, and “the house of cards took a new view on US politics”. In this
example, if we ignore the position, the two terms “photo” and “cards” have the
same context, but they are certainly semantically incompatible. Based on this
insight, in our solution we take into account the position of context words.

To calculate the context similarity between a term and a concept, we first
set a context width parameter q, which defines how many neighboring words
will be considered as the context. From a number of unlabeled messages that
contains the term, we extract a set of words at each position between p − q and
p + q, where p is the position of the term in the message. A total of 2q sets will
be extracted, denoted as Q1

t , ..., Q
2q
t . Similarly we extract the context word sets

for the compared concept, Q1
c , ..., Q

2q
c . The context similarity is thus calculated

based on the similarity of context words in the same position:

contextSimilarity(t, c) =
∑2q

i=1 sim(Qi
t, Q

i
c)

2q
(3)

where sim(Q1, Q2) is a similarity function that compares two cluster of words.
From existing work, we choose a similarity function proposed by Unankard

et al. [20], which is based on term frequency and cosine similarity:

sim(Q1, Q2) =
∑

i tf(Q1, ti) × tf(Q2, ti)
√∑

i tf(Q1, ti)2 × √∑
i tf(Q2, ti)2

(4)

where ti ∈ T is all the terms in Q1

⋃
Q2, and tf(Q, t) is the term frequency of

term t in set Q.
To tag a term t in a message m, first we determine the domain for m using the

method described above. Then we obtain all concepts that belong to the domain,
cd ∈ V that satisfies {cd �→ d} ∈ I. We then calculate the context similarity
between the term and each concept, and find the concept that produces the
highest context similarity, cmax. Finally we consider t and cmax compatible, and
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assign {t �→ cp} for any {cmax �→ cp}, in other words, allowing t inherit the
taxonomy association that cmax has.

We need to note that the identified concepts can be added into the MDT,
based on the identified domain and compatible concepts, and thus the MDT can
be iteratively improved. As more data being processed, and more concepts added
to the ontology, we expect a better recognition performance of our system with
the improved MDT. In this work, however, we focus on the first iteration of this
process. We will explore iterative MDT improvement with identified concepts in
future works.

3.4 Improving Computational Efficiency

It is computationally expensive to collect context and calculate similarity for
every concept-term pair in large unlabeled datasets. For example, for 100,000
unlabeled messages and q = 3, a total of 600,000 words will be compared for
each pair. To improve efficiency, we compute some term frequency information
at the start of the system and store it in a memory heap to quickly estimate the
significance of context similarity between a term and a concept, thus eliminating
most contextual comparisons between insignificant pairs.

We call our runtime reduction technique reverse contextualizing (RC). First
we compute the significance between a concept c and a context word w in position
i. We collect the context of c in position i as Qi

c, the significance of a context
word w is calculated as:

sig(c, w, i) =
tf(Qi

c, w)
|Qi

c|
(5)

This score shows the percentage of a context word in all words appearing in
the concept’s context at the given position. Then for each context w, we also
collect its contexts, with the reversed position of 2q − i, as Q2q−i

w . For each term
t of this reversed context set of w, the significance is calculated as:

sig(t, w, i) =
tf(Q2q−i

w , t)
|Q2q−i

w | (6)

Finally we compute a significance score between concept c and term t as:

sig(c, t) = 100 ×
2q∑

i=1

∑

w∈|Qi
c|

sig(c, w, i) + sig(t, w, i) (7)

As an example, suppose q = 3 and i = q + 1. Then for concept police, we
calculate significance of contextual word shooting in the position next to the
concept as sig(“police”, “shooting”, q +1), based on the frequency of the phrase
“police shooting”. Then for word shooting, we calculate the significance of its
context word kids in the position previous to the word as sig(“kids”, “shooting”,
q + 1), based on the frequency of phrase “kids shooting”. Finally based on two
calculation results we obtain significance score between police and kids.



Identifying Domains and Concepts in Short Texts 135

We compute this score for each pair of concept and term appearing in the
same position in the data with respect to context words, and store it in memory.
We also set a significance threshold τ . When tagging a term in a message, we
first retrieve the significance score between the term and the concept, sig(c, t),
and only when sig(c, t) > τ we proceed to calculate the actual context similarity.

4 Experimental Analysis

We have presented our domain and concept identifying method as an effective
unsupervised method. We expect our method to achieve better accuracy than
current supervised and unsupervised methods, while keep low computational
cost. We conduct experiments on real Twitter data to validate our approach.
First we test the accuracy of our domain classification method. Then we test
the accuracy of our concept tagging method. Finally we study the runtime of
our approach, and provide insights into the impact of different training data size
and pre-computation on computational costs.

4.1 Datasets

Our experiments are conducted on two sets of real Twitter data. The first
dataset, called the shooting dataset, is collected using the Twitter Filter API8

during September and October, 2014. The dataset has about 2 million tweets
containing the keyword shooting. After removing retweets, we obtain a set of
284,343 tweets. We examine the data and discover that the tweets are mainly
related to four domains, namely, crime, imaging, game, and metaphor. After
deciding the domains, we label a number of tweets according to their domains.
The labeled data contains 1,083 tweets.

The second dataset is called the crisis dataset and is a publicly available
dataset9 introduced by Olteanu et al. [11]. It contains sets of tweets related to 26
natural disasters and other crisis events and labeled and unlabeled tweets. There
are two types of labels, based on whether the tweet is related and informative,
and based on the source of the tweet, respectively. We use only related tweets.
Combining tweets for all 26 events, we obtain 201,078 unlabeled tweets, and 3,646
labeled tweets. The labeled tweets contain five categories, namely, eyewitness,
business, government, media, and ngo.

For each dataset we manually construct an MDT shown in Table 1. Both
MDTs have a flat structure, with the first level as domains, and the second
and third levels as concepts. Between domains and concepts, in a relationships
are defined. Between second and third levels of concepts, is a relationships are
defined. We have not spent more than two hours per MDT. For the crisis dataset,
the five domains are taken from the five categories of labeled data.

8 https://dev.twitter.com/streaming/reference/post/statuses/filter.
9 http://crisislex.org/.

https://dev.twitter.com/streaming/reference/post/statuses/filter
http://crisislex.org/
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Table 1. MDT used in the experiments

Shooting dataset

crime actor police, officer, cops, somebody, someone, gunman

victim wounded, killed

weapon gun, handgun

location office, street, house, crib, backyard, block

imaging product movie, film, photo, video, commercial, ad

maker cameraman, director, assistant, production, crew

target wedding, party, girlfriend

location studio, set, indoor, outdoor

tool camera, script, iphone, canon

game type games, range, ball, hoops, dice, ranch, duck, clay, match

result won, wins, lost, losses, leads, point, foul

participant player, team, shooter, guard, opponent

metaphor object star, pain, slugs

target foot, moon, face, wall, myself

environment sky, space, ecstasy, fantasy

Crisis dataset

eyewitness observation windy, raining, baha, ulan, habagat

reaction my, friend, everyone, scary, hope, think

location house, backyard, outside

business person customers, ceo, employees

unit company, stores, plant, site, railway, google

operation sales, schedule, license

government sector public, federal, fdny, cpa, rfs, fbi, ntsb, mta, gov

service warning, hotlines, forms, school

person governor, premier, police, commissioner

media type blog, news, article, journal, press, tv, video, paper

agent bbc, reuters, cnn, fox, yahoo, times

report says, reports, kills, victims, accused, missing, hits,
reported, coverage, source, update, story

ngo organization communities, centre, redcross, members

activity donating, fundraising, volunteering, charities

support donations, goods, money, aide

4.2 Results for Domain Classification

In the first set of experiments, we test the domain classification accuracy for our
approach. We first focus on the first domain for the two datasets, namely, crime
in the shooting dataset, and eyewitness in the crisis dataset. We focus on these
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two domains because crime and eyewitness are more desirable information, and
have been the topic in several studies [7,22].

We compare our approach with three baselines. The first is accept all which
considers all messages as positive. The accept all method would always achieve
the highest recall of 1.0. The second baseline, proposed by Sriram et al. [16], is a
supervised method based on eight features and the Naive Bayes model. The eight
features include author name, use of slang, time phrase, opinionated words, and
word emphasis, presences of currency signs, percentage signs, mention sign at
the beginning and the middle of the message. The evaluation is based on the five-
fold cross validation. The Sriram classifier is shown to be effective in classifying
tweets into categories such as news, opinions, deals and events, but has not been
tested in other applications. The third baseline (PA) is from our previous work
[22]. It is an unsupervised approach that incorporates lexical analysis and user
profiling. This method is shown to be effective for filtering personal observations
from tweet messages.

The classification accuracy of the first domain in two datasets achieved by
three baselines and our MDT-based approach is shown in Table 2. As can be seen
from the results, our approach achieves extremely high precision comparing to
the baselines. For classifying crime domain, it achieves 0.92 precision, which is a
52% increase from the baseline methods, as well as 0.78 f-value, a 27% increase
from the baseline methods. For classifying eyewitness, it also achieves a high
precision of 0.73, a 9% increase from the baseline method, and 6% increase in f-
value. The PA method is designed to distinguish observation messages according
to their source, and thus it achieves a low accuracy classifying crime as it includes
messages from various sources; for eyewitness, it achieves the highest accuracy
among baseline methods. Our MDT-based method, nevertheless, surpasses the
PA method both in precision and recall for classifying eyewitness.

Table 2. Classification accuracy of the first domain

Accept all Sriram PA MDT

Shooting dataset

Precision 0.30 0.40 0.31 0.92

Recall 1 0.71 0.49 0.68

f-value 0.46 0.51 0.38 0.78

Crisis dataset

Precision 0.14 0.32 0.64 0.73

Recall 1 0.52 0.50 0.54

f-value 0.24 0.40 0.56 0.62

We also look at other domains. Table 3 shows the classification accuracy
across four domains for the shooting dataset. As can be seen from the result,
classification on other domain also achieves high accuracy as the crime domain,
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indicated by similar f-values. However, the crime domain do provide the highest
precision, mainly due to that it is a narrower domain that can be better identified
with a simple taxonomy.

Table 3. Classification accuracy for the shooting dataset

Crime Imaging Game Metaphor

Precision 0.92 0.82 0.67 0.67

Recall 0.68 0.68 0.78 0.91

f-value 0.78 0.75 0.72 0.77

4.3 Results for Concept Tagging

In the second set of experiments, we test the accuracy of our concept tagging
approach. We conduct two experiments. In the first experiment, which we call
take-out-one experiment, the leaf level concepts in the MDT are taken out one-
by-one and put back to the MDT using our approach. For example, for the
shooting MDT, we first take out the police concept, and then use the proposed
tagging method to match it with the MDT, now without the police concept.
This process is run for every concept in the MDT. For the shooting MDT, 71
concepts are tested. For the crisis MDT, 80 concepts are tested. The proportion
of correctly tagged concept with respect to different training data sizes is shown
in Table 4. From the results we can see that the take-out-one experiment reaches
a very high precision. With only 15,000 training data, we have over 0.95 precision
for the shooting MDT, and over 0.92 precision for the crisis MDT. According
to this result, we can confidently tag a concept with a MDT even with a small
number of training data, if it is known that the concept must be compatible with
the MDT.

Table 4. Precision in take-out-one experiment

Training size 5k 10k 15k 20k 25k 30k

Shooting 0.915 0.943 0.955 0.955 0.955 0.985

Crisis 0.850 0.875 0.925 0.925 0.962 0.987

In the next experiment, we run concept tagging on the raw data. We take
10,000 tweets from the shooting dataset and 3,000 tweets from the crisis dataset,
and employ our concept tagging method. We use 30k training data, which should
provide optimal effectiveness based on to the previous experiment. The detected
taxonomy and the context similarity score are recorded for each tagged term,
and thus a large number of tagged terms are generated. Table 5 shows the terms
with the highest context similarity score for the second-level concepts.
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Table 5. Top terms for second-level concept

Tagged tweet Term Concept Score

Shit crazy ppl[CRIME:ACTOR] shooting omg :( ppl actor 0.496

On set wishes to Tyneea C and Romarni C shooting
for baby[IMAGING:PRODUCT] milk product com-
mercial - enjoy girlz!

baby product 0.381

I enjoy shooting pool[GAME:TYPE] pool type 0.431

Like a shooting star, I will go the distance. I will
search the world[METAPHOR:TARGET]. I will face
its harm and I don’t care how far

world target 0.455

The windows are shaking at
home[EYEWITNESS:LOCATION], the wind is
crazy!! And it’s getting worse - #GoldCoast #bigwet

home location 0.487

Bid now on this one of a kind SIGNED can-
vas print of our @RedRocksOnline poster. ALL
proceeds[BUSINESS:OPERATION] go to #Coflood
relief:

proceeds operation 0.512

BBC News - In pictures[MEDIA:TYPE]: Brazil night-
club fire

pictures type 0.653

AB relief Cards are available today -
if you are in Sunnyside, please go to
Queen[GOVERNMENT:PERSON] Elizabeth High
School! #yycflood

Queen person 0.355

Raise funds[NGO:SUPPORT] for #Boston or West
#Texas tonight if #party planning - (Between 6pm
and 11pm, ET, Tuesday April 30th)

funds support 0.694

We can identify some errors in the above tagging, such as identifying baby
instead of baby milk product commercial as the shooting target, and Queen in
Queen Elizabeth High School as a person. Such errors are caused by the limitation
of not considering multi-word terms, which we will explore in the future. It is
worth noting that word shortenings such as ppl are captured correctly.

To evaluate the overall accuracy, we manually check all the tagged terms
with a context similarity score above 0.3. There are 296 terms and 554 terms
that satisfy this requirement in the shooting and crisis test data, respectively.
The tagging accuracy of these terms with respect to different context similarity
score range is shown in Table 6. As a comparison, we also show the expected
accuracy if we randomly choose a second-level concept for tagging.

We can obtain around 50% tagging accuracy for terms that generate a con-
text similarity score >0.3. The low accuracy is possibly due to many terms that
do not have a taxonomy relationship with the MDT but still have similar con-
text with the concepts, such as time and location words. This problem can be
overcome by, for example, adding the time-related concepts to the MDT. Nev-
ertheless, comparing to randomly assigning tags, our approach achieves much
higher tagging accuracy.
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Table 6. Tagging accuracy in different context similarity score range

Context similarity >0.3 >0.35 >0.4 >0.45 Random

Shooting 0.44 0.46 0.48 0.57 0.014

Crisis 0.55 0.567 0.60 0.64 0.012

4.4 Runtime Analysis

We test the effectiveness of our runtime reduction technique (RC). We mea-
sure the runtime of concept tagging for the 1,083 shooting tweets, with different
training data sizes and two τ values. The results are shown in Fig. 2. All experi-
ments are run on a desktop computer with a 3.7 GHz eight-core Intel Xeon CPU,
15.6 GB memory, and Ubuntu 16.04.

Fig. 2. Runtime with different RC options

As we can see from the figure, our RC technique effectively removes most
of the computation in the otherwise computation-heavy concept tagging task.
Using 5k training data, the runtime without RC is 3,045 s, while with RC the
runtime is 72 s for τ = 0.005 and 23 s for τ = 0.05. Using 10k training data, the
runtime without RC is 6,065 s, while with RC the runtime is 202 s for τ = 0.005
and 49 s for τ = 0.05. In both cases, the runtime is reduced to a few hundredth
of the original runtime. Looking at the absolute values, using 10k training data,
with which we have seen satisfactory tagging accuracy, the average tagging time
for a single tweet is 5.98 s without RC, but only 0.04 s with RC (τ = 0.05). With
the improved tagging speed, our concept tagging method becomes suitable even
for realtime tweet processing.
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5 Discussion

One of the hurdles of deploying our approach is the construction of the MDT. It
is nearly impossible to extract narrow domain information from a large, mixed-
domain data without any manual input. Comparing to training data annotation
in supervised approaches, though, we consider that constructing a MDT requires
much less effort, and translates knowledge in an efficient manner. We can also
see that the extraction accuracy varies depending on the quality of the MDT. In
our experiments, the extraction accuracy for the shooting data is higher than
the crisis dataset, most likely because we have more experience with the first
dataset than with the latter, and thus constructed a more representative MDT
for the first dataset. Adding identified concepts to the MDT can improve the
system performance, but manually checking is required given the errors in con-
cept recognition we discussed in the previous section. Based on our experiences,
adding wrong or ambiguous concept will not improve identification accuracy, but
rather decrease it.

Currently our method only considers single-word concepts, but in reality
many concepts are expressed in multiple words, and we will run into error if
we cannot recognize them, for example, “video camera”. This can be done by
generating all possible bi-grams and multi-grams from data, as existing works
have suggested [8].

6 Conclusion

Social media produces significantly large volume of data covering a wide range
of topics, and there is an increasing need of extracting information for nar-
row domain applications from large, mixed-domain datasets. However, currently
most applications develop classification and extraction solutions tailored to a
narrow domain, and are usually unsuitable for use in other applications and
domains. Developing individual solutions is expensive including efforts to develop
algorithms and annotate training data for supervised solutions. We therefore
focus on a general solution that can be easily tailored to narrow domain needs
and does not require training data annotation and other manual involvement.

In this paper, we propose Multiple Domain Taxonomy (MDT), a representa-
tion of mixed-domain data. We show that using a partially constructed MDT, we
can effectively classify and extract key concepts from short text messages. The
MDT can be constructed with some initial knowledge of the data, and can be
quickly tailored to narrow domain needs. Our approach is frequency-based and
unsupervised. It is robust to common misspellings and word shortenings, and
does not require training data annotation. The effectiveness of our approach is
verified extensively using real datasets, and comparing to baseline methods such
as the Sriram classifier and the PA method, our approach increased the accu-
racy by up to 52%. In the future, we plan to further improve the concept tagging
accuracy, as well as investigating the case of multi-word concepts.
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Abstract. It is quite common these days for experts, casual analysts,
executives or data enthusiasts, to analyze large datasets using user-
friendly interfaces on top of Business Intelligence (BI) systems. How-
ever, current BI systems do not adequately detect and characterize user
interests, which may lead to tedious and unproductive interactions. In
this paper, we propose to identify such user interests by characterizing
the intent of the interaction with the BI system. With an eye on user
modeling for proactive search systems, we identify a set of features for
an adequate description of intents, and a similarity measure for grouping
intents into coherent interests. We validate experimentally our approach
with a user study, where we analyze traces of BI navigation. We show
that our similarity measure outperforms a state-of-the-art query similar-
ity measure and yields a very good precision with respect to expressed
user interests.

Keywords: User interest · Feature construction · Clustering · BI
analyses

1 Introduction

BI system users range from executives to data enthusiasts who share a common
way of interaction: they navigate large datasets by means of sequences of ana-
lytical queries elaborated through user-friendly interfaces. For example, users
may express their information needs via keywords, and let the system infer from
them the most probable formal queries (generally MDX or SQL) to be sent to
the underlying data sources (generally data warehouses or databases). As infor-
mation needs do not have a status per se, it usually takes many interactions
with the system to satisfy an information need, and the overall session is often
a tedious process, especially in the case when the information need is not even
clear for the user. This bears resemblance with web search where users typically
c© Springer International Publishing AG 2017
E. Dubois and K. Pohl (Eds.): CAiSE 2017, LNCS 10253, pp. 144–158, 2017.
DOI: 10.1007/978-3-319-59536-8 10
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need to repeatedly query the search engine to determine whether there is an
interesting content.

Being able to automatically identify user interests from BI interactions is a
challenging problem that has many potential applications: collaborative recom-
mendation (of data or dashboards), repetitive task prediction, alert raising, etc.
that would participate in reducing the tediousness of the analysis. The difficulty
of this problem lies in the fact that user interests are hidden in the interactions,
and two users with the same interest would probably interact with the system
differently. As in web search where users may have no idea of the retrieval algo-
rithm, BI user are generally ignorant of the data sources and the formal queries
they trigger. However once logged, all this information (keywords, sources, for-
mal queries, etc.) provide a rich basis for discovering user interests.

In web search, state-of-the-art approaches [6,12,16] characterize user inter-
ests by means of features extracted from user traces, and classify them to group
queries related to the same information needs. We consider that an interaction
relies on a sequence of keyword queries over some data sources. Each keyword
query produces an ordered set of formal queries suggested from the set of key-
words. One of these formal queries, chosen by the user, is evaluated over the
data source and the answer retrieved is displayed to the user. All this (key-
word query, suggestions and chosen query) is called an observation. We extract
a set of features that describe each observation of all user interactions. To group
observations into coherent user interests, we first use supervised classification to
define a similarity measure that basically assigns a weight to each of the fea-
tures. Then, we use our measure with an off-the-shelf clustering algorithm to
group observations.

If our approach is inspired by the work Guha et al. did in the context of
web search [6], it deviates from it on major aspects. First we present our own
formal model tailored to BI interactions and we address a specific type of intents.
Consistently, we use a specific set of features. Contrarily to [6] we focus more on
the expressiveness of the model rather than on specific optimizations for scaling
to web data volumes. Finally, our approach is automatic and we present our own
evaluation of it, that includes a user study.

More precisely, our contributions include:

– a simple formal model of BI interactions,
– the identification of a set of features for characterizing BI user interests,
– the learning of a similarity measure based on these features,
– an approach to automatically discover user interests based on our measure

and an off-the-shelf clustering algorithm,
– an extensive set of experiments for the tuning and validation of our app-

roach, the comparison of our measure with a state-of-the-art metric tailored
for OLAP queries [3], and the study of its behaviour in various practical
situations.

The paper is organized as follows: Sect. 2 presents our formal model of BI
interactions and user interests. Section 3 details the set of features used to
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characterize user interests and our algorithm for discovering coherent cross-
interaction interests. Section 4 presents our experimental validation. Section 5
gives an overview of related work and Sect. 6 concludes the paper.

2 Formal Model of BI Interactions

This section presents our model of BI interaction. Given the proximity of BI
interactions in modern BI systems and web searches, our modeling of BI interac-
tions is inspired by the modeling of web search sessions. Note that the generation
of formal (MDX or SQL) queries from keywords is out of the scope of this paper.

2.1 BI Questions, Suggestions and Queries

Let D be a database schema, I an instance of D and Q the set of formal queries
one can express over D. For simplicity, in this paper, we consider relational
databases under a star schema, queried with multidimensional queries [14]. Let
A be the set of attributes of the relations of D. Let M ⊂ A be a set of attributes
defined on numerical domains called measures. Let H = {h1, . . . , hn} be a finite
set of hierarchies, each characterized by (1) a subset Lev(hi) ⊂ A of attributes
called levels, (2) a roll-up total order �hi

of Lev(hi). Let adom(I) be the set of
constants of the instance I of D. We call a database entity an element of the
set A ∪ adom(I). The result (or answer) of a query q over a database instance I
is denoted q(I).

Let T be a countably infinite set of keywords named tokens. A BI question
(or question for short) K, is a set of tokens entered by a user. Each token can
be matched with the entities in A ∪ adom(I) to generate queries. To simplify,
we describe a multidimensional query q in Q as a set of query parts, as in [2]. A
query part is either a level of a hierarchy in H used for grouping, a measure in
M , or a simple Boolean predicate of the form A = v involving an attribute A.

For example, starting from BI question “Revenue for France as Country”
the following tokens {“Revenue”, “France”, “Country”} can be identified by
excluding stop words. Then, a query may contain the following query parts:
Revenue is a measure, Country a level in a hierarchy, and France is a constant,
resulting in Country=France being a Boolean predicate.

If a query part p is a selection predicate of the form A = v, or a grouping
attribute A, we use level(p) to denote attribute A. Given two query parts p1
and p2, FD(p1, p2) denotes that there is a functional dependency level(p1) →
level(p2). Given two queries q1 and q2, the boolean expression OP (q1, q2) indi-
cates if they differ in at most one query part. This allows to detect OLAP
operations when users navigate along hierarchies or change selection conditions.

As keywords are entered, a BI system might on the fly suggest further tokens
to complete the current ones, letting the user choose among them, as in web
search engines. The underlying idea is that a suggestion completes the original
BI question in order to obtain a well-formed query over a database. We formalize
the notion of suggestions as follows. A suggestion S is a triple 〈K,D, q〉 where



User Interests Clustering in Business Intelligence Interactions 147

K is a BI question, D is a database schema (called source) and q is a query over
D. For short, given a suggestion S = 〈K,D, q〉, we note tokens(S), source(S)
and query(S) for referring to K, D and q respectively.

2.2 Observations, Interactions and User Interests

In web search, search histories (i.e., interactions with a search engine) are ana-
lyzed to identify coherent information needs, as basis for recommendation gen-
eration. For instance, Guha et al. [6] propose to model information needs as
sequences of observations, an observation being a search engine query with its
associated web results (Search Engine Result Page or SERP for short) and clicks.
We adapt the model of [6] to model contexts of BI interactions. This adaptation
relies on the following simple analogy: (i) the search engine query corresponds
to the BI question, (ii) the SERP corresponds to the set of suggestions associ-
ated with the BI question, and (iii) a click on one SERP link corresponds to the
choice of a suggestion and hence to the evaluation of the query associated with
the suggestion.

Formally, an observation o is a triple o = 〈K,S, s〉 where K is a question,
S = {s1, . . . , sn} is a set of suggestions for question K, and s ∈ {s1, . . . , sn}
is the suggestion selected by the user. Given an observation o, we note Ko the
question K of o, suggestions(o) its set of suggestions, and chosen(o) the cho-
sen suggestion. We note query(o) = query(chosen(o)), the query of the chosen
suggestion, and result(o) = query(o)(I), the result set of the query over a data
source instance I. In addition, we annotate each observation o with a binary
property indicating the expertise of the user who interacted with the system,
denoted expertise(o). For example, consider the question “Revenue for France”
of an observation o. There are several suggestions proposed, whose respective
questions are: “Revenue for France as Country”, “Revenue for France as Mar-
ket Unit”, “Revenue Closed for France as MU/Country/Super Reg”, “Revenue
Closed for France as Country”, etc. Assuming the first suggestion is chosen by
the user, it is chosen(o) and the result of the formal query query(o) is result(o).

An interaction of length v is a sequence of v observations i = 〈o1, . . . , ov〉
that represents the user interaction with the BI system. E.g., other questions as:
“revenue for France 2010” or “revenue for France 2015” or “revenue closed for
France” can follow our question K to create a complete interaction of the user
with the system, analyzing the economic growth of France.

Without loss of generality and to keep the formalism simple, we assume
that an observation is part of only one interaction. The function interaction(o)
returns the interaction to which o belongs. Given two observations ox and oy in
an interaction, we say that oy refines (is a refinement of) ox if ox precedes oy
and either Kox = Koy ∪{t} or Koy = Kox ∪{t} or Koy = Kox \{t}∪{t′}, where
t, t′ ∈ T .

A user interest is a finite set U = {o1, . . . , on} of observations that repre-
sents one particular information need.

Table 1 presents the basic characteristics we use in our features to describe
user interests. Note that ∪B denotes bag union (preserving duplicates to compute
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Table 1. Basic characteristics of user interests

Characteristics Definition Interpretation

questions(U) ∪o∈U{Ko} All the questions

tokens(U) ∪B
o∈UKo All the tokens

suggestions(U) ∪o∈Usuggestions(o) All the suggestions

chosenSuggest(U) ∪o∈Uchosen(o) All the chosen suggestions

queries(U) ∪B
o∈U{query(o)} All the chosen queries

qParts(U) ∪B
o∈Uquery(o) All the chosen query parts

interactions(U) ∪B
o∈U interaction(o) All the interactions

results(U) ∪o∈Uresult(o) All the results

sources(U) ∪o∈Usource(chosen(o)) All the sources

expertise(U) ∪o∈Uexpertise(o) All the expertises

refTok(U) {t ∈ tokens(U) | ∃o, o′ ∈
U ,

t ∈ (Ko\Ko′
), o refines o′}

Tokens that refine other ones

matchTok(U, P ) {t ∈ tokens(U) | ∃p ∈ P ,

matches(t, p)}
Tokens that match a given set of query parts

frequencies), P is a set of query parts and matches(t, p) is a binary function
indicating if token t matches query part p.

3 Characterizing and Clustering User Interests

Following [6], we formalize the problem of discovering coherent user interests
as a clustering problem, for which a similarity measure is learned over a set
of descriptive features. These features allow to group observations (and user
interests) not only based on their intentions expressed by the BI question, but
also based on their objectives as expressed by the chosen suggestion, and on their
knowledge as provided by the evaluation of the chosen query. To compare two
user interests, a global similarity is computed as a weighted sum of feature-based
similarity measures. We first define the set of features we consider, together with
their similarities, then explain how the features are weighted and how contexts
are clustered.

3.1 User Interest Description Features

To provide the best characterization of user interest, we define a set of candidate
features, that we subsequently analyze to identify those maximizing the accuracy
from the user’s perspective. We considered three groups of features. The first
group of features relates to the BI questions and suggestions (features 1–6). The
second group relates to the chosen suggestions, and especially their query parts
(features 7–9). Both groups proved effective in identifying interests in the context
of Web searches [6]. The third group consists of specific BI features, and relates
to formal queries and their answers (features 10–15).
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Table 2. Features considered

# Feature Formal definition Similarity

1 Frequency of tokens freq(tokens(U1)) Cosine

2 Frequency of refining tokens freq(refTok(U1)) Cosine

3 Suggestions suggestions(U1) NormInt.

4 BI questions questions(U1) NormInt.

5 U1 questions that are
sub-questions in U2

{K ∈ questions(U1) | ∃K′ ∈
questions(U2),K

′ ⊂ K}
MaxFrac.

6 U1 questions in the same
interaction as a question in
U2

{Ko | o ∈ U1, ∃o′ ∈ U2,
interactions(o) =
interactions(o′)}

MaxFrac.

7 Frequency of chosen query
parts

freq(qParts(U1)) Cosine

8 Frequency of tokens of U1

that match chosen query
parts of U2

freq(matchTok(U1, qParts(U2))) Cosine

9 Chosen suggestions chosenSuggest(U1) NormInt.

10 Levels in chosen query parts {Level(p) | p ∈ qParts(U1)} Jaccard

11 Tuples retrieved by chosen
queries

results(U1) NormInt.

12 Queries in U1 that differ by
one query part from a query
in U2

{q ∈ queries(U1) | ∃q′ ∈
queries(U2), OP (q, q′)}

MaxFrac.

13 Sources sources(U1) MaxFrac.

14 Attributes of U1 functionally
identifying attributes in U2

{level(p) | p ∈ qParts(U1)∃p′ ∈
qParts(U2), FD(p, p′)}

MaxFrac.

15 Expertise of users expertise(U1) MaxFrac.

Table 2 details the features by giving their formal definition and the feature-
based similarity measure used for comparing two user interests. The definition is
given for a user interest U1 = {o11, . . . , o

1
n} to be compared to user interest U2 =

{o21, . . . , o
2
m}. Given a bag of elements x, freq(x) is a vector counting the number

of occurrences of each element of x. For each feature, we propose a similarity
measure that is the most suited for it (e.g., cosine for vectors of frequencies,
Jaccard for sets). The definition of similarity measures MaxFrac and NormInt
are drawn from [6]. MaxFrac measures the maximum fraction of observations of
each user interest that match an observation in the other user interest. Given
two interests U1 and U2, it is defined by: MaxFrac(U1, U2) = max( |Os

1|
|O1| ,

Os
2

|O2| ),
where Os

i are the observations that satisfy some property s over the total number
of observations Oi of Ui. NormInt is a version of Jaccard similarity, that aims
at evaluating the number of features two user interests share. It is defined by
NormInt(U1, U2) = |F1 ∩F2|

min(|U1|,|U2|) , where Fi are the features of Ui and |Ui| is the
number of the set of features for the ith user interest.



150 K. Drushku et al.

3.2 Clustering User Interests

Grouping observations into user interests, and then grouping similar user inter-
ests, requires addressing two problems: (i) determining a similarity measure
between user interests and (ii) finding a clustering algorithm that can work
on the sole basis of this similarity.

Regarding problem (i), our aim is to distinguish among the candidate features
presented above those who are the most suitable to identify coherent interests
from a user standpoint. To this end, we formalize the problem as a classification
task, which proved effective in [6,15]. We use a simple linear combination of
feature-based similarity score. The similarity S(U1, U2) between user interests
U1 and U2 is defined by:

S(U1, U2) =
n∑

i=1

wivi(U1, U2) (1)

where n is the number of features, vi is the similarity measure indicated in
Table 2 for feature i and ωi is a weight representing this feature’s importance
in the comparison. To set the weights ωi we use an off-the-shelve SVM linear
classifier paired with some ground truth knowledge about user interests to learn
the predictive value of the feature. More precisely, for a feature i, the weight
ωi is set to the conditional probability that two observations correspond to the
same user interest knowing that they coincide on feature i. This way we solve
the tuning problem of finding an appropriate balance between all the features
based on the interests that are to be discovered.

Problem (ii) is addressed by experimenting with off-the-shelves well-known
and trusted relational clustering algorithms implementing different strategies:
centroid-based clustering, connectivity-based clustering and density-based clus-
tering, as explained in the next Section.

4 Experiments

Our objective is to determine a metric based on the features introduced in
Sect. 3.1 that allows, when paired with a clustering algorithm, to group user
observations into clusters that reflect accurately user interests. In this regard,
the first experiment aims at determining and validating the best subset of fea-
tures from the set presented in Table 2. Then, a comparative experiment with the
state-of-the-art similarity measure for OLAP sessions proposed in [3] shows the
effectiveness of our proposal in the particular context of user interests discovery.
Incidentally, our experiments also reveal that considering the reference metric [3]
as a feature in our similarity measure in some cases improves the overall quality
of our approach.

Finally, we propose several side experiments to further validate our approach:
(i) sensitivity to the clustering algorithm, (ii) behaviour of our metric when
confronted to observations or clusters of observations related to a business need,
(iii) behaviour of our metric when confronted to unseen business needs, and (iv)
behaviour of our metric in detecting intra-interaction interests.
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4.1 Experimental Protocol

Data Set. The data used for our experiments consists in navigation traces
of 14 volunteers of SAP covering a range of skills in data exploration, classed,
based on their position in the company, in two expertise groups: beginners and
expert users. In order to evaluate to which extent actual user interests were
discovered by our method, we set 10 business needs (named Q1 to Q10), each
corresponding to a specific user interest. Users were asked to analyze some of
the 7 available data sources to answer each of the 10 business needs, using a
SAP prototype that supports keyword-based BI queries1. The business needs
were grouped in different business cases like: “For each European country, detect
which genres of films did not reach the expected sales” or “In which Income
Group would you classify a candidate country with a GDP of $6 billion?”. In
order to be more realistic, business needs were defined expecting some overlap
in terms of accessed data and queries. In the context of user interest discovery,
the business needs Q1 to Q10 serve as our ground truth, our objective being to
cluster together observations (potentially from different user interactions) that
addressed the same business need.

Table 3. Analysis of business needs

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

Difficulty Low Med Med Med Low High Low Low Med High

Number of interactions 19 11 10 10 10 8 9 9 9 8

Number of queries 84 65 60 41 50 43 61 51 26 49

Number of relevant queries 34 26 30 16 26 10 27 24 24 9

Queries/interaction 4.4 5.9 6.0 4.1 5.0 5.4 6.8 5.7 2.9 6.1

Relevant queries/interaction 1.8 2.4 3.0 1.6 2.6 1.25 3.0 2.7 2.7 1.1

In total, our data set named Complete hereafter contains 23 user interac-
tions, each one possibly concerning several business needs, accounting for 530
queries. Table 3 describes, for each business need, its difficulty, estimated by an
expert (in terms of time, number of queries and exploited sources expected in
its resolving), the number of interactions devised for solving it, the number of
queries and the number of queries perceived as relevant by users in their own
activity. In order to have several difficulty settings, we also build two reduced
data sets named Reduced 1 and 2, each corresponding to 4 business needs and
4 distinct data sources, which in turn removes most of the potential overlap.
Each of them contains 225 observations. Importantly, Reduced 1 and 2 are not
related to the same business needs. When dealing with these data sets only 4
well separated clusters are to be found, contrary to the Complete data set in
which 10 clusters with overlap are expected.
1 Patent Reference: 14/856,984: BI Query and Answering using full text search and

keyword semantics.
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Evaluation of Results. Our objective is to build groups of observations that
are only related to a single user interest. The main indicator of success in our case
is thus the precision of the clustering when compared to the theoretical grouping
of observations provided by the business questions. At a second level, recall allows
to determine to which extent each cluster covers all of the observations related
to a user interest. Finally, we classically use the Adjusted Rand Index (ARI) to
evaluate the overall quality of the clustering. The values of this index range from
around 0 (when the clustering performs badly and produces a partition close to
a random clustering) and 1 (when the clustering is perfect) [4].

Metric Learning. The feature weights are learned over 50% of all observa-
tions chosen randomly, with a balance in the number of observations per busi-
ness needs. Our objective is two-fold and aims at finding the smallest subset of
features to avoid any problem of over-fitting when the number of dimensions
increases, while still maximizing the quality of the discovery of user interests.
To this aim, we tested several subsets of features and trained the weights of the
metric with a linear SVM algorithm as presented in Sect. 3.2 on the sole basis
of these features. The subsets of features are selected as follows. We consider all
15 features described in Table 2 and learn the metric. The linear SVM outputs
weights that traduce the relative importance of each feature. It is thus possible
to order features by the absolute value of their weights. This ranking allows to
form subsets of features starting from those with only highly weighted features
to subsets that cover more widely the whole set of features. In order to limit
to a few subsets, we give results for the following subsets. G2 = {1, 3, 7, 8, 9},
G3 = G2 ∪ {5, 10, 11, 13, 14} and ALL respectively include the features with the
highest relative importance (the top-5, top-10 and all features). We also consti-
tute a group G1 = {7, 8, 9, 10, 13} that includes top-5 features selected by repet-
itively adding to the group those features that increase precision, similarly to
[6]. Note that G3 includes both G1 and G2. Finally, groups G4 = {1, 2, 3, 4, 5, 6}
and G5 = {7, 8, 9, 10, 12, 13, 14} are specific groups of features related only to
keywords (G4) and query parts (G5).

Clustering Algorithms. As no hypothesis can a priori be made on the shape
of expected groups of observations, we use in our tests various clustering algo-
rithms that are representative of the diversity of common methods from the
literature. The only constraint imposed by the formulation of our problem is
that these methods must be relational i.e., only based on the expression of a
distance or dissimilarity between pairs of data instances. The first method is
the PAM algorithm [8] that is a k-medoids algorithm that finds hyperspherical
clusters centered around the k most representative observations. We also use
agglomerative hierarchical clustering algorithms [7] with single and complete
linkage criterion to either allow for elongated or compact clusters. Finally, we
use the traditional DBSCAN algorithm [5] that is not restricted to a specific
shape of cluster but constraint clusters to share the same density of points.
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Implementation. Our approach is implemented in Java but also uses Python
Scikit Learn [11] linear SVM to learn the weights of our similarity measure and
R clustering packages cluster for k-medoids and hierarchical clustering, as well
as fpc for DBSCAN.

4.2 Results

Determining the Best Subset of Features. Table 4 shows that the qual-
ity of the discovered groups of observations heavily depends first on the subset
of features as expected, but also on the clustering algorithm used. It can be
seen that approaches like the hierarchical clustering with single link criterion
and DBSCAN algorithms that allows for elongated clusters achieve very poor
precision results (Prec = 0.11). This can be explained by the fact that these
two algorithms are sensitive to potential overlapping between clusters. In our
case, similarities between user interests cause early unwanted merging between
groups of observations. The stability in precision traduces the fact that these
two approaches constantly built a majority of mono-observation clusters and
one cluster with almost all the observations, whatever the group of features con-
sidered. At the opposite, clustering algorithms that favor compact clusters like
the hierarchical clustering with complete link or the k-medoids PAM algorithms
perform better. PAM performs significantly better than the hierarchical com-
plete link algorithm, knowing that standard deviations (not reported here for
the sake of clarity) do not exceed 10−2 and are most of the time around 10−3.
Finally, when considering only PAM, it can be seen that the subset of features
G2 outperforms all the others. Interestingly, these features are those that had the
most discriminating behaviour based on the SVM weights observed on all our 15
features (see Sect. 4.1). Adding more features only slightly increases recall. Other
strategies (not mixing features from different specific groups or using the strat-
egy of [6]) can dramatically harm precision. It is also important to note that
subset G2 does not include BI specific features, which indicates that enough
semantics is beared by the other features in detecting user interests. From the
previous findings, we define G2 as the set of features and we use PAM clustering
in the remaining tests, unless otherwise stated.

Table 4. Clustering results with distinct subset of features on Complete data set.
For short, Rec, Prec and ARI denote respectively recall, precision and ARI scores.

Features H. Single H. Complete PAM DBSCAN

Rec. Prec. ARI Rec. Prec. ARI Rec. Prec. ARI Rec. Prec. ARI

ALL 0.96 0.11 0.002 0.49 0.34 0.315 0.52 0.46 0.42 0.82 0.11 0.008

G1 0.90 0.11 0.0004 0.67 0.12 0.026 0.43 0.40 0.35 0.86 0.11 0.006

G2 0.92 0.11 −0.0001 0.68 0.11 0.006 0.51 0.50 0.44 0.73 0.11 0.017

G3 0.97 0.11 0.001 0.38 0.28 0.23 0.52 0.47 0.43 0.77 0.11 0.007

G4 0.96 0.11 −0.0005 0.67 0.14 0.06 0.47 0.29 0.26 0.85 0.11 −0.0008

G5 0.91 0.11 0.0004 0.39 0.28 0.23 0.45 0.42 0.37 0.75 0.11 0.01
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G2 Metric Behaviour. While our metric is learned on observations, our exper-
imental protocol aims at grouping together observations participating in the
analysis of a business need. To understand the behaviour of our G2 metric, we
tested how it degrades when applied to analyses and then to observations. Analy-
ses are defined as sets of observations participating to answering the same need.
This is unlikely to be detected in practice, and this information was explicitly
asked to the users when they answered the different needs. Obviously, as shown
in Table 5, when applied on analyses, our metric achieves optimal to very good
performance. In the easiest case, when user interests are clearly distinct from
each others and rich information is provided to our algorithm with analyses
rather than observations, the clustering fits perfectly, with precision, recall and
ARI scores equal to 1. Interestingly when we cluster analyses based on the metric
learned on observations, the results are identical to the previous results. On the
contrary, learning metric weights on the basis of analyses (although not realis-
tic) does not conduct to good clusters of observations, with significantly lower
scores. As a conclusion, this experiment validates our choice of learning weights
on observations and our choice of the G2 features. It is left to future work to
address the problem of evaluating the metric on a mixed clustering situation
with observations or groups of observations at the same time.

Table 5. Behaviour of G2 set of features with PAM clustering when learning weights
over observations or analysis. Column “Weighting” indicates whether weights are
learned over observations or analysis.

Input Weighting Complete Reduced 1

Recall Precision ARI Recall Precision ARI

Observations Observations 0.51 0.50 0.44 0.70 0.64 0.54

Analyses Analyses 0.80 0.74 0.74 1.0 1.0 1.0

Analyses Observations 0.80 0.74 0.74 1.0 1.0 1.0

Observations Analyses 0.44 0.42 0.36 0.61 0.59 0.45

Comparative Experiments. Table 6 shows how our metric compares to a
reference metric from the literature [3] designed for OLAP queries. This metric
has been validated by user tests that showed its effectiveness in grouping queries
in accordance to what a human expert would have done. Table 6 reveals 2 distinct
behaviours depending on whether we consider the Complete data set or the
Reduced 1 (where clusters are well separated). With the Complete data set,
our metric with G2 features performs better than the other metrics as it only
relies on the most discriminating features. Indeed, we know from the protocol
that groups of observations heavily overlap. Thus, our metric, based on SVM,
cannot find a proper linear separation between observations related to different
user interests. In this particular context, adding more features makes the problem
even more complex to solve for SVM as it has to determine a compromise solution
over 15 dimensions rather than 5 in the case of G2 features, and with only a few
training instances. On the contrary, with the Reduced 1 set of observations,
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Table 6. Comparison of our metric based on G2 features with other metrics when
paired with PAM clustering. ALL denotes the set of 15 features, [3] is the state-of-art
metric and “+” indicates a metric with added features and corresponding weights.

Features Complete Reduced 1

Recall Precision ARI Recall Precision ARI

ALL 0.52 0.46 0.42 0.73 0.64 0.56

G2 0.51 0.50 0.44 0.70 0.64 0.54

Metric [3] 0.39 0.20 0.14 0.41 0.33 0.10

ALL+ [3] 0.40 0.40 0.32 0.78 0.65 0.63

G2 + [3] 0.45 0.43 0.38 0.69 0.62 0.52

groups are clearly separable, the problem is much easier for the linear SVM and
adding features may help finding a better solution by fine tuning the separation
hyper plane. Consequently, in this case, slightly better results may be achieved
with other features than G2’s. However, we expect our approach to be the most
efficient in any scenarios and the hypothesis that clusters of observations are
clearly separated is too strong for us. Thus, the metric based on G2 features
seems to be the most appropriate among those that we evaluated but also when
compared to state-of-the-art metric like [3].

Handling Unseen Business Needs. In this experiment, we study how our
method handles previously unseen business needs and how general is the metric
learned on the G2 features. To this aim, we consider both Reduced data sets
and use one to train the metric and the other to test with PAM clustering.
Recall that reduced data sets cover different business needs, with no overlap
among them. Results in Table 7 show that our metric is indeed general and can
adapt to new business needs as there is no drop in performance between each of
the generalization tests. Moreover, the results are comparable to those observed
in previous tests as reported in Table 6. Finally, it can be seen that testing on
Reduced 2 leads to better results than with Reduced 1. This is expected as
Reduced 2 contains observations related to business need Q9 that has more
relevant queries than Q10 contained in the Reduced 1 data set (see Table 3).

Table 7. Generalization of our approach. Each test correspond to the training of the
metric and discovery of user interests on different subsets of business needs.

Training Testing Recall Precision ARI

Reduced 2 Reduced 1 0.76 0.67 0.61

Reduced 1 Reduced 2 0.73 0.71 0.62

Discovering Intra-interaction Interests. To illustrate one practical interest
of our metric, we conducted a test that consists of successively increasing the
number of clusters and we checked how many users of different expertise are
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Table 8. Increasing the number of clusters to detect intra-interaction interests. Dense
UI indicates the number of clusters with more than 5 different users. Expertise indicates
the number of clusters with both types of users (beginners and experts).

# Clusters Recall Precision ARI Dense UI Expertise

10 0.35 0.86 0.41 10 (100%) 0 (100%)

15 0.24 0.90 0.31 14 (93.3%) 1 (93.33%)

20 0.20 0.92 0.26 14 (70%) 2 (90%)

25 0.18 0.92 0.24 13 (52%) 6 (76%)

30 0.17 0.95 0.23 13 (43.3%) 11 (63.33%)

35 0.16 0.95 0.22 12 (34.3%) 16 (54.29%)

50 0.14 0.96 0.19 11 (22%) 30 (40%)

represented in each cluster. The aim is to show that our metric is good not only at
grouping observations that participate to the resolution of a particular business
need, but also at identifying parts of the resolution that are shared by users with
different expertises. To emphasize on the evolution of precision (which indicates
the coherence of clusters), we use the (G2 + [3]) configuration, which is a good
compromise in previous experiment, and test on the well separated Reduced 1
data set, starting with 10 clusters. The results reported in Table 8 show how the
mixing of users decreases while precision increases (and consequently recall and
ARI decrease) as we increase the number of clusters. It can be noted that for high
precisions, the composition of clusters in terms of users with different expertises
remains very acceptable. For instance, when precision reaches 95%, more than
63% of clusters have users with different expertise. In other words, this shows
that our metric can be used to identify shared sub-tasks (or intra-interaction
interests) where some experts’ queries could be recommended to beginner users
having to solve the same business need.

5 Related Work

Analyzing web search sessions for personalizing user experience has attracted a
lot of attention, varying in models for session, similarities and clustering algo-
rithms [9]. As user’s information needs span multiple search sessions, state-of-
the-art approaches attach importance to both intra and inter-session similarities.
Various forms of user interests have been defined, like contextual intent, task rep-
etition or long term interests, and methods have been proposed to identify them.
Sun et al. [13] are interested in contextual intent. Contextual intent attaches
importance to context with a particular emphasis on external physical envi-
ronment, and complex context-intent relationships are modeled. Consequently,
intent tracking is done in real-time. In our work, we are not interested in model-
ing context, nor real-time tracking, but in user interest in certain data to answer
a particular business question, which is generally context-independent. Song and
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Guo [12] address the problem of predicting task repetition, i.e., whether a task
represents one-time information need or exhibits recurrent patterns. A feature-
based approach is used to train a deep neural network classifier to recognize the
characteristics of task repetition patterns. The features incorporate information
on queries, clicks, and attach a particular importance on time, with the underly-
ing assumption that similar users often perform similar activities at similar time.
A similar approach is proposed by Guha et al. [6]. The goal is to discover new
intent and obtain content relevant to users’ long-term interests. They develop
a classifier to determine whether two search queries address the same informa-
tion need. This is formalized as an agglomerative clustering problem for which
a similarity measure is learned over a set of descriptive features (the stemmed
query words, top 10 web results for the queries, the stemmed words in the titles
of clicked URL, etc.). One advantage of this approach is that it allows to build
contexts that span over several user sessions or only a portion of one session.
Thus, contexts provide insights on short and long terms information needs and
user habits, to build accurate user profiles.

To the best of our knowledge, our work is the first attempt to automatically
discover BI users’ interests in a multi-user environment. Some collaborative rec-
ommendation approaches for BI exist, but they are limited to clustering OLAP
queries or sessions without treating user interest as a first class citizen (see e.g.,
[1]). A similarity measure tailored for OLAP queries is proposed in [3]. This work
also reviews query similarity measures described in the literature, and showed
through user studies that the proposed measure better respects the similarity
perceived by users over the other measures. This led us to compare our measure
to that one. Nguyen et al. [10] deal with discovering the most accessed areas of a
relational database. Their notion of user interest relies on the set of tuples that
are more frequently accessed, and is expressed as selection queries (mostly range
queries). They use DBSCAN to cluster user interests. Their similarity metric
relies on Jaccard coefficient of the accessed tables and on overlapping of predi-
cates. Being tailored for range queries, their metric is inappropriate for OLAP
queries that are mostly dimensional (i.e., point based), due to the nature of the
hierarchical dimensions used to select data. In particular, consistently with the
study of [3], the query log used for our tests feature no range queries.

6 Conclusion

We have presented an approach for identifying coherent interests of BI users with
various expertise querying datasources by means of keyword-based analytical
queries. Our approach relies on the identification of discriminative features for
characterizing BI interactions and on the learning of a similarity measure based
on these features. We have shown through user tests that our approach is effective
in practice and could benefit beginner analysts whose interests match those of
expert users. Overall, our results show that keyword-based interaction systems
provide semantically rich user traces well adapted to the detection of coherent
BI user interest.
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Building upon these results, our long term goal is to go beyond keyword-based
interaction systems. We envision the implementation of an intelligent assistant
that raises alerts when the datasources are refreshed or when user information
needs and expertise change. To this end, our future works include the develop-
ment of interest and skill-based recommendation approaches and their validation
via larger user studies.
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Abstract. Feedback about software applications and services that end-
users express through web-based communication platforms represents
an invaluable knowledge source for diverse software engineering tasks,
including requirements elicitation. Research work on automated analysis
of textual messages in app store reviews, open source software (OSS)
mailing-lists and user forums has been rapidly increasing in the last five
years. NLP techniques are applied to filter out irrelevant data, text min-
ing and automated classification techniques are then used to classify mes-
sages into different categories, such as bug report and feature request.
Our research focuses on online discussions that take place in user forums
and OSS mailing-lists, and aims at providing automated analysis tech-
niques to discover contained requirements. In this paper, we present a
speech-acts based analysis technique, and experimentally evaluate it on
a dataset taken from a widely used OSS project.

Keywords: Requirements engineering · Linguistic analysis · Sentiment
analysis · Automated classification techniques · Speech-acts

1 Introduction

Social media, together with other web-based communication platforms, including
app stores, user forums, mailing-lists, wikis, newsgroups, and blogs are becom-
ing popular means for users of software applications and services to express their
quick feedback or engage in online discussions upon their usage experience. The
large amount of online data that is accumulated represents an invaluable knowl-
edge source for customer support, software maintenance and evolution, as well
as requirements engineering tasks.

The challenges posed by the analysis and exploitation of online data for
such purposes is attracting the attention of the software engineering research
community. A recent survey [17] on advances and trends in App Store analysis
for software engineering points out a huge growth in the number of research
works on this topic from 2010 to 2015.
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Taking the requirements engineering (RE) perspective, the term Crowd-based
Requirements Engineering (CrowdRE) [1] has been proposed to indicate the set
of concepts, methods and techniques necessary to collect, analyse and manage
requirements expressed by members of a crowd of users in the form of online
feedback. An ontology for online user feedback has been proposed [20] which
characterises the user feedback communication process, the diverse formats in
which user feedback can be expressed and the type of information that can be
extracted from this feedback. Such ontology helps understand which type of
analysis techniques are needed to process online user feedback.

Focusing on the analysis of online textual feedback, Natural Language
Processing (NLP) techniques [16] are first applied to filter out irrelevant data.
Text mining, such as sentiment analysis and topic modelling, and automated
classification techniques are then used to identify feedback that can fall into
different categories, such as bug report and feature request [15,23], and serve as
input to release planning tools at support of app developers to identify which
new feature to include in the next release [26]. Manual analysis and supervised
machine learning techniques are applied to investigate tweets related to software
applications so as to characterise their relevance to software engineers and to
non-technical stakeholders [11].

Our research focuses on feedback provided through online discussions related
to software applications, such as those that take place in issue tracking sys-
tems and open source software (OSS) mailing-lists. According to user feedback
ontology [20], they can be considered as explicit, directed feedback in which
the sender reveals her intention and can affect the receivers’ attitude about a
subject, through the specific speech-acts [24] she uses in her comments. That
is the structure of the sentences through which this feedback is expressed and
can provide useful information about the intention of the user who expressed
it and helps better interpret the user’s experience that generated it. In order
to capture such users’ intentions, other text mining techniques, different from
sentiment analysis and topic modelling, needs to be exploited.

In a previous work [18] we explored the applicability of the Speech-act the-
ory [24] to develop a technique for supporting the analysis of OSS mailing-list
discussions. Speech-act analysis has already been applied to the analysis of online
discussions, for example, to investigate most frequent intentions expressed in sta-
tus messages by users of social networks [3], and in the online teaching domain to
understand students’ intentions expressed in their queries to teachers [9], or dur-
ing discussions with peers [14]. In these works, the speech-acts that are used in
conversations about the specific domain under consideration are first identified,
and then used during manual annotation of the conversations, which is performed
by independent annotators.

In this paper, we present a revised version of our speech-act based analysis
technique that we contrast and combine with sentiment analysis when process-
ing online feedback about software applications with the purpose of identifying
relevant information for discovering requirements. Specifically, we consider the
following research questions:
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RQ1: What are the speech-acts expressed in online discussions that may lead to
discover requirements?
RQ2: Can the speech-acts be used as a parameter1 to classify defect reports, and
feature or enhancement requests?

We answer these questions by analysing online discussions taken from the
issue tracking system of the Apache OpenOffice (AOO) community.

The contributions of our research work can be summarised as follows. We
provide: (a) insights of a new analysis technique that considers speech-acts, in
contrast and in combination with sentiment analysis; and (b) interpretation of
the speech-acts expressed in discussions about software. In addition we provide
(c) a new dataset of 6568 threads (40872 comments) from the issue tracking
system of AOO, wherein each sentence has been annotated with an intention.

The rest of the paper is organised as follows. In Sect. 2 we present two moti-
vating scenarios that help illustrate how we intend to apply the proposed tech-
niques in a practical setting. In Sect. 3, we first give a brief background of the
natural language processing analysis techniques that we rely on, we describe the
dataset we used in our linguistic analysis, then state the research questions and
the approach we followed to answer them. The analyses are detailed in Sect. 4
and the main findings are discussed is Sect. 5. In Sect. 6 we describe main related
work. Conclusion and future work are given in Sect. 7.

2 Motivating Scenarios

We consider two scenarios where online discussions are present in the context
of software maintenance and evolution. The first one concerns the analysis of
comments from issue tracking systems in large OSS projects, like OpenOffice.
In this scenario we imagine that an analyst has to analyse tens of messages
per day, approximately. The second scenario is taken from a real case study
that is considered in the context of the SUPERSEDE2 project, which aims at
creating an entire set of integrated methods and tools to enable a feedback-
driven approach to software lifecycle management. This case study concerns a
small company, where the help-desk responsible, a highly experienced person,
manages tens of user feedback per months, which are collected through different
channels, building an effective bridge between end users and product developers.

2.1 Scenario 1: Open Source Project, User Feedback Analysis
for Software Maintenance and Evolution

In OSS communities, collaborators work in a distributed way and the number
of contributors can be up to 100,0003. There are many developers, analysts and
1 We use the term parameter as synonym of feature in a machine learning classifica-

tion approach to avoid confusion with the term feature, which indicates a software
application requirement or property, whenever necessary.

2 http://www.supersede.eu.
3 http://www.slideshare.net/blackducksoftware/open-source-by-the-numbers.

http://www.supersede.eu
http://www.slideshare.net/blackducksoftware/open-source-by-the-numbers
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users that are involved and interested in maintaining and evolving software such
as web servers, IDEs, productivity suites, etc. Some developers that work for
companies are contributors of open source since companies use open source as
core, such as operating systems, databases and development tools4. The contrib-
utors convey their concerns, for example any bug, new features, or they suggest
modifications. There is a continuous exchange of messages that must be read,
analysed, replied and considered for making a decision and put it into action.
We refer to some of these messages as user feedback, specifically those messages
that come from users of the software and that must be read by the OpenOffice
volunteers.

The user feedback is collected through e-mail, forum, or issue tracking sys-
tems. This implies an asynchronous communication developed as a chain of writ-
ten messages in natural language (e.g. “One of my spreadsheets is no longer
showing in my documents”). Sometimes there are messages expressing a praise
that motivates volunteers to continue their work to improving the OSS, other
times there are only complaints. The important point is that OSS volunteers
form a special kind of community that achieves the maintenance and evolution
of software in a distributed setting with a continuous online communication.

The high amount of feedback sent by users is processed manually by any
available volunteer, but sometimes it takes the involvement of other specialists
to solve the issue that are better suited to deal with such an information. The
idea of providing a tool to support the filtering of feedback and redirect it to the
right role (analyst or developer) may be crucial to save time.

2.2 Scenario 2: SUPERSEDE User Feedback Analysis for Software
Maintenance and Evolution

SEnerCon is a partner of the SUPERSEDE project. It is a small company with
more than 25 years of experience in the domain of energy efficiency management,
which employs about 15 software developers and engineers. SEnerCon provides
several web applications including: (1) an application that enables end-users’
(house owners) to monitor and analyse their energy consumption, called interac-
tive Energy Saving Account - iESA; and (2) applications that guide and advise
the end-users on how to save energy in every day life through behavioural or
technical changes.

The iESA application counts thousands of users. Most of the features of the
application are free, and the only obligation for users is to register and accept
that their data (including usage logs) are used and analysed by the company
upon anonymisation.

SEnerCon collects hundreds of user feedback per month gathered through
five main channels, namely contact form, e-mail, hotline, forum and app stores.
The end-users express their feedback using natural language text. According to
the helpdesk, the end users may prefer to use a forum rather than a dedicated
feedback channel because “they might perceive to get a broader audience in
4 http://www.slideshare.net/blackducksoftware/2016-future-of-open-source-survey-re

sults.

http://www.slideshare.net/blackducksoftware/2016-future-of-open-source-survey-results
http://www.slideshare.net/blackducksoftware/2016-future-of-open-source-survey-results
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the forum and make them think that SEnerCon will pay more attention to a
feedback elaborated through discussions in a forum”.

The analysis of end-user feedback is performed by the help-desk who can ask
for clarifications, this analysis can motivate the inclusion of new tickets in the
issue tracking system that is used by the development team to keep record of
pending issues, which can be addressed during maintenance or product evolution.

Specifically, the help-desk reads the user comments from the forum, try to
understand if it is an information request he may answer directly, a complaint for
something not working properly or if they contain suggestions for new features.
This task seems not so effort demanding considering that feedback arrives at a
rate of 2 to 5 per day, but it seems to require a strong experience to manage
user feedback about the product in order to make it in an efficient and effective
way. This becomes evident when the help-desk takes a holiday, and it is “almost
impossible to find some one who can perform his task at an acceptable level”.

Having a tool that (i) suggests if a comment could be motivated by a bug to
fix; a new feature to be considered for next release, or new ideas to be further
analysed; (ii) indicates which bug/feature requests are more important; and (iii)
indicates if a request is related to previously addressed requests, will provide
great help to enable a user-feedback driven evolution of the software product.

3 Speech Act Based Analysis of Online Discussion

3.1 Background

The use of NLP techniques in software engineering is quite popular due to the
use of natural language text in key artefacts, such as requirements, test cases,
and comments in code, and, more generally, to the fact that most of the infor-
mation handled by practitioners is textual-based, as highlighted in the techni-
cal briefing by Arnaoudova et al. [2]. In our work we focus on artefacts that
contain conversations between stakeholders, such as between end-users and the
help-desk team, or between users and developers, thus the dialogue structure,
which rests on dialogue acts, can provide relevant information. Dialog acts can
be studied using the speech-act theory of Searle [24]. In a nutshell, speech-acts
theory claims that when a person says something she/he attempts to commu-
nicate certain things to the addressee, which affect either their believes and/or
their behaviour. Dialog acts represent the meaning of an utterance at the level
of illocutionary force [25]5.

The interesting part of understanding dialog acts or speech-act is that they
constitute the basis of communication and the application can be, for example,
a meeting summariser needs to keep track of who said what to whom, and a
conversational agent needs to know whether it was asked a question or ordered
to do something [22,25].

In the work of Novielli and Strapparava [22] the approach can be easily
extended to other languages by simply redefining the seeds (lexical cues) used
in the definition of the dialogue act profiles and by using a POS-tagger and
5 An illocutionary force refers to the pronouncing of a statement with an intention.
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a morphological analyser trained on the target language. While the work of
Stolcke et al. [25] developed a probabilistic approach to dialogue act modelling
for conversational speech and tested on a large speech corpus (both works use
the Switchboard corpus of human-human conversational telephone speech [10]).

The NLP framework used in this work is GATE (General Architecture for
Text Engineering) which is a Java suite of tools [6], developed by the University
of Sheffield in UK, for building and deploying software components to process
human language. GATE can support a wide range of NLP tasks for Informa-
tion Extraction (IE). IE refers to the extraction of relevant information from
unstructured text, such as entities and relationships between them, thus provid-
ing facts to feed a knowledge base [5]. GATE is widely used both in research and
application work in different fields (e.g. cancer research, web mining, law). This
tool is composed of three main components for performing language processing
tasks, namely the Language Resources component that represents entities such
as lexicons, corpora or ontologies; the Processing Resources component, which
contains a library of executable procedures, such as parsers, generators or ngram
modellers; and the Visual Resources component that provides visualisation and
editing functions that are used in GUIs.

3.2 Dataset: OpenOffice Online Discussions

The collection of the data was through a request done to the OO community via
the mailing list dev@openoffice.apache.org on August 1st, 2013. We asked for a
dump of the dataset corresponding to certain parameters such as: comments of
the threads referring to the Writer application, issue type should be Defect and
Feature or Enhancement, and the final parameter was to obtain the discussions
of the last year (i.e. between the years 2012–2013). The provided data was a total
of 6568 threads in the format of XML files, we parsed these files and stored them
in a MySql database for a better manipulation of the information contained in
the comments. Each thread contains at least one comment, but some can have
more than one hundred comments. The total number of comments is 40872
and we divided each comment into sentences in order to store each one in the
database for its later analysis. During the parsing of sentences we removed text
enclosed into HTML elements &lt; and &gt; considering the text as noise; we
applied some regex patterns to remove dates, identify links and unify them into a
unique codification (i.e. http://www.); we eliminated common contractions and
file extensions. Smiley faces or sad faces were replaced by the words SMILEY and
SAD, respectively. Other elements, for example –, =, -, &quot; .. are removed
from the text; or double elements replaced for one, for example ?? to ?.

We use this data because the members are very active in collaborating and
communicating through written messages. Moreover, we are exploring a new
type of dataset instead of the commonly used from App stores. In addition to
this, the data refers to online discussions (threads) whose first comment has the
characteristic of being already labelled by members of the community.

Besides this, we believe the data contains speech-acts which are more complex
than sentiments and that can provide extra information useful to developers or
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requirements analysts. Another important characteristic of the dataset is that
it has other properties such as status of the issue (e.g. confirmed, unconfirmed),
priority (e.g. P1-highest priority), severity (e.g. blocker, critical) that together
constitute a combined property called importance.

3.3 Approach

We have two research questions to explore a new dimension of analysis that we
call speech-acts based analysis.

– RQ1 What are the speech-acts expressed in online discussions that may lead
to discover requirements?

– RQ2 Can the speech-acts be used as parameters to classify defect reports, and
feature or enhancement requests?

To answer RQ1 we use NLP tools such as the Stanford CoreNLP6, GATE
framework7 and SentiWordNet8. We used the Stanford CoreNLP to break the
comments into sentences and to get the overall sentiment per sentence. The
GATE framework has been used to perform the analysis of speech-acts on each
sentence and determine the category to which it may belong. The categories of
speech-acts have been described in [19] and the classification is determined by
applying some lexico-syntactic rules, which includes a list of keywords. Finally,
SentiStrength9 was used to evaluate the sentiment of the nouns, verbs and adjec-
tives contained in each sentence.

We obtain the relative frequency of the sentences that are classified into
speech-acts and plot their distribution. We are interested in knowing the dis-
tribution of the speech-acts in the comments labelled as Defect and Feature or
Enhancement. This would let us know which types of speech-acts are highly
frequent in Defect, Feature or Enhancement comments.

We answer RQ2 by considering speech-acts expressions and verbs as fea-
tures of machine learning algorithms, along with the sentiment of verbs, nouns,
adjectives and the overall sentiment of a sentence. Specifically, we considered ele-
ments such as the number of times speech-acts appear in a sentence, the number
of times a verb related to specific speech-acts appear in a sentence, the number of
positive or negative adjectives, as well as the verbs with an associated sentiment.
We formulated 41 features in total to be used by machine learning algorithms
and applied the well-known metrics Precision and Recall.

Moreover, we investigate the correlation of the type of speech-acts and the
importance of the comments. The importance is constituted by the priority
(e.g. P1-highest priority), and severity (e.g. blocker, critical). For example, the
priority P1 blocker is considered the highest in importance. We then determine
the significance of associating speech-acts and the importance of comments by
applying the chi-squared test.
6 http://stanfordnlp.github.io/CoreNLP/.
7 https://gate.ac.uk/.
8 http://sentiwordnet.isti.cnr.it/.
9 http://sentistrength.wlv.ac.uk/.

http://stanfordnlp.github.io/CoreNLP/
https://gate.ac.uk/
http://sentiwordnet.isti.cnr.it/
http://sentistrength.wlv.ac.uk/
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Fig. 1. Speech-acts annotated with
GATE

Fig. 2. Distribution of speech-acts by the order
of the comments, for defect reports

4 Analysis Results

RQ1. What are the speech-acts expressed in online discussions that
may lead to discover requirements?
Figure 1 reports the distribution of speech-acts that have been found in the online
discussions of OO10, using the GATE tool to annotate them. The y-axis shows
the percentage of speech-acts and the x -axis shows the types of speech-acts. We
merged the classes Feature and Enhancement, the other class corresponds to
Defect.

There is a mirror effect of the lines and there are interesting peaks for each
one of the classes. On one hand, we can see that for the class Enhancement the
speech-acts Responsive, Negative, Positive, Accept and Reject have more presence
in the discussions. This could mean that members tend to give more responses
and engage in the discussions through accepting (80%) or rejecting (66%) new
ideas. We also can assume that the participation increases and sentiments are
exposed more frequently when the members discuss an Enhancement and that
the description of the new feature or enhancement is fully described in the dis-
cussion if we consider that there are discussions with more than 100 comments11.

On the other hand, the discussions regarding a Defect contain the speech-
acts Informative, Assertive, Descriptive and Attachment. The interpretation we
give to this is that it is mandatory to describe (65%) and give details (i.e.,
attachments with 80%) when there is a problem such that there is no need of
further discussion and the Assertive speech-acts also emphasises it, for example
by stating “I have a problem with. . . ”, that is why the speech-acts Accept and
Reject are not so relevant when discussing a Defect. We also see the presence
of sentiments, however they do not make a big difference between positive or
negative sentiments.

Figure 2 shows a plot of the different types of speech-acts but along the
order of how the comments were posted for the Defect reports. This is for all the
10 The dataset is available at http://se.fbk.eu/technologies/speechactsanalysis.
11 For instance https://bz.apache.org/ooo/show bug.cgi?id=3395.

http://se.fbk.eu/technologies/speechactsanalysis
https://bz.apache.org/ooo/show_bug.cgi?id=3395
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Fig. 3. Distribution of speech-acts by the order of the comments, for enhancement and
feature requests

threads and we only took a snapshot until the 10th comment. The y-axis displays
the percentage of speech-acts annotated and the x -axis corresponds to the order
of the comments. It is worth to notice how the initial comment (order equal
to zero) contains more Informative speech-acts, then it decreases but showing
some peaks. While the immediate comment after the initial one shows a peak,
with a distribution of 23% Attachment and 39% Informative. After comment
number 1 the speech-act Attachment decreases. The sentiments Negative and
Positive have a high presence in the first comment >20% but after that they
decrease and later the Negative sentiment goes up and overpasses the Positive
and Informative. The other speech-acts remain below 5% approximately.

On the other side, Fig. 3 displays the distribution of speech-acts for Enhance-
ment and Feature requests, where the Positive speech-act has the highest per-
centage of 35%, followed by Negative and Informative speech-acts. The following
comments show three interesting peaks, where the distribution is 50% for the
Informative speech-act, and Negative and Positive sentiments are below 20%.
Then, starting from comment 2 the Negative sentiment overpasses the others
and keeps a distribution above 30%.

RQ2. Can the speech-acts be used as parameters to classify defect
reports, and feature or enhancement requests?
We identified 41 features, 7 of them correspond to the speech-acts, 13 correspond
to the sentiment of a sentence (number of positive and negative verbs, nouns,
adjectives, their sentiment score, and the overall sentiment of a sentence). The
rest 21 features are, for instance, number of verbs, nouns, adjectives, sentence
length, number of question marks, exclamation marks, number of brackets, the
number of identified code lines, among others. We trained three machine learn-
ing algorithms (Random Forest-RF, J48, SMO) in Weka12 using these features
for classifying the comments labelled as Feature, Enhancement and Defect. We
performed a sensitivity analysis by excluding the speech-acts features or the

12 http://www.cs.waikato.ac.nz/ml/weka/.

http://www.cs.waikato.ac.nz/ml/weka/
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Table 1. Merged enhancement and fea-
ture, 41 features

RF J48 SMO

P R F-M P R F-M P R F-M

Enhancement .70 .66 .68 .66 .62 .64 .61 .77 .68

Defect .72 .76 .74 .68 .72 .70 .74 .56 .64

Table 2. Merged enhancement and fea-
ture, 28 features (no sentiment)

RF J48 SMO

P R F-M P R F-M P R F-M

Enhancement .66 .66 .66 .69 .64 .66 .59 .81 .68

Defect .70 .70 .70 .70 .75 .72 .75 .50 .60

Table 3. Merged enhancement and fea-
ture, 34 features (no speech acts)

RF J48 SMO

P R F-M P R F-M P R F-M

Enhancement .68 .64 .67 .63 .60 .61 .58 .82 .68

Defect .70 .74 .73 .66 .70 .68 .75 .48 .59

Table 4. 41 features

RF J48 SMO

P R F-M P R F-M P R F-M

Feature .50 .02 .04 .08 .04 .06 0 0 0

Enhancement .65 .62 .63 .59 .57 .58 .59 .66 .62

Defect .70 .78 .74 .67 .71 .69 .69 .68 .69

sentiment features. Moreover, we merged the comments labelled as feature and
enhancement into one class, i.e. Enhancement.

We see in Table 1 that the Random Forest algorithm gives better results com-
pared to J48 and SMO, but it is important to notice that comments labelled as
Feature and Enhancement have been merged into Enhancement. The F-Measure
(F-M) for Enhancement is .68 and for Defect is .74. Moreover, we use the 41 fea-
tures, i.e. the speech-acts and sentiment features. In Table 2 we see that J48
performs better for Defect comments with a F-M of .72 while the SMO performs
better for Enhancement comments with .68, but in this case we removed the
features related to sentiments, resulting in 28 features.

Table 3 presents the results of merging Enhancement and Feature and remov-
ing the features related to the speech-acts. In this case we train the three algo-
rithms with 34 features and the best results for Defect and Enhancement are
F-M .67 and .73, respectively. Although, SMO performs better for Enhancement
comments with F-M of .68.

In Table 4 we show the results of using the 41 features without merging the
Enhancement and Feature comments. The RF algorithm performs better but
only for Enhancement with F-Measure .63 and .74, while .04 for Feature. This is
mainly due to the small number of comments in the dataset labelled as Feature.

Table 5 shows the results of using the 28 features of speech-acts and the best
results are given by the J48 algorithm. Again the only good F-M results are for
Enhancement .61 and Defect .73. Finally, in Table 6 we apply the 34 features,
dropping those related to speech-acts. For the Enhancement comments the best
F-M result is .62 given by the SMO and for Defect .72.

Table 5. 28 features (no sentiment)

RF J48 SMO

P R F-M P R F-M P R F-M

Feature .14 .02 .03 .08 .01 .02 0 0 0

Enhancement .61 .61 .61 .63 .60 .61 .58 .64 .60

Defect .70 .74 .71 .69 .76 .73 .68 .66 .67

Table 6. 34 features (no speech acts)

RF J48 SMO

P R F-M P R F-M P R F-M

Feature .33 .02 .03 .08 .05 .06 0 0 0

Enhancement .63 .58 .60 .55 .56 .58 .53 .74 .62

Defect .70 .77 .72 .65 .70 .67 .71 .54 .62
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The chi-squared test to determine the significance of associating speech-
acts and categories of issues (i.e. Defect, Enhancement or Feature) to the level of
importance assigned to the comment has been applied for the Defect comments
and the merged comments classified as Enhancement or Feature. For Defect
comments we have a p-value <2.2e−16 and for Enhancement and Feature a
p-value = 1.65e−05, indicating that both results are significant and that speech-
acts could be used to determine the importance associated with a comment.

5 Discussion

Regarding the results of our first research question, we can observe that there
is a likelihood that certain types of speech-acts are more used when reporting a
Defect than an Enhancement issue. We found for instance that 80% of the time
the speech-act Attachment is expressed for reporting Defects. When an Enhance-
ment or Feature has been reported, between 80% and 60% of the time there is
a discussion about accepting or rejecting the ideas exposed by the participants
in the discussion.

On one side, although the percentage of the speech-acts Responsive, Reques-
tive and Positive is not higher in Enhancement comments than in Defects, we
believe that the combination of Requestive and Positive speech-acts give a hint of
a possible requirement. On the other side the speech-acts Informative, Assertive,
and Descriptive are more representative for Defect issues.

Besides the combination of speech-acts, we saw that there is a trend of such
speech-acts along the order of the comments. For example, in Defect issues the
first comment (#0) contains more Informative, Negative and Positive speech
acts, while in the second comment (#1) the Attachment is provided along with
the Informative speech-act. When it comes to the Enhancement and Feature
comments, in the first one the Positive, Negative and Informative speech-acts are
more present. But the presence of Negative and Positive speech-acts drops, while
the Informative increases and the Attachment appears as well.

When we use the speech-acts as features for training algorithms we notice
that by using the speech-acts along with sentiment features we get good results
when merging Enhancement and Feature comments, instead of just using either
speech-acts or sentiment features.

Although there is a minimal difference of 1% when we reduce the features by
dropping the speech-acts, we also know that the amount of Feature comments is
not enough for getting good results. Regarding the result of the chi-squared test,
of associating speech-acts and the importance, we need to investigate further
how to recognise which are the types of speech-acts that are present for high
importance of Defect reports and the same for Enhancement and Feature reports.

5.1 Threats to Validity

Here we discuss the main threats to validity [27]. Conclusion validity threats con-
cern issues that affect the ability to draw the correct conclusion on the observed
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phenomenon. The results reported in this work give a positive exploitation of
speech-acts, but we know the dataset must be extended to other years.

Internal validity threats concern the possible confounding elements that may
hinder a well performed experiment. Our speech-acts based analysis rests on
rules which are not extensive but can be improved and the dataset has been
already labelled by the OpenOffice community, which means there is not biased
in assigning the categories of Defect, Feature or Enhancement.

Construct validity threats concern the relationship between theory and obser-
vation. So far there is no theory explaining any correlation between speech-
acts and categories of issues reported in online discussions related to soft-
ware applications. Our method of analysis represents a first hypothesis of such
relationship.

External validity threats concern extending the validity of observations out-
side the context. We need to apply the method on other datasets such as the
SEnerCon scenario and compare with the results we have obtained until now.

6 Related Works

Research on automated analysis techniques of online discussions at support of
requirements engineering tasks has increased significantly, especially in the last
five years [17]. The main objective of the proposed analysis techniques is the
classification of user comments into bug reports, feature requests, or polarity of
sentiments.

For instance, Fang and Zhan [8] apply sentiment analysis on a dataset of 5.1
million product reviews from Amazon. Their approach consists of removing all
subjective content (i.e. all sentiment sentences containing at least one positive or
negative word). The sentences are tokenised and POS tagged in order to identify
adjectives, adverbs, and verbs which are words that mainly convey sentiment.

Worth mentioning is the work of Carreño and Winbladh [4] that aims at
analysing comments from users of software applications. Information extraction
techniques and topic modelling are exploited to automatically extract topics,
and to provide requirements engineers with a user feedback report, which will
support them in identifying candidate new/changed requirements.

The research work by Keertipati et al. [13] uses four attributes to be exploited
to do the prioritisation, i.e. frequency of a feature, rating, emotions and deontics.
They propose three prioritisation approaches: (1) individual attribute-based -
when ranking features based on their frequency, the ratings are not considered;
(2) weighted approach - enables the combination of two or more attributes in
the prioritisation; (3) regression-based approach and data-driven approach to
examine influential variables for determining the severity of reviews.

The work of Guzman et al. [12] presents an approach called DIVERSE that
aims at recognising the diversity of opinions on a set of App reviews. Moreover,
this approach also helps developers and analysts recognise conflicting opinions
regarding a feature. The evaluation is performed on a dataset of 170,829 App
reviews and a truth set of 2800 manually labelled reviews.
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Di Sorbo et al. [7] propose an approach that consists of a two level classifica-
tion model which considers the users’ intentions and review topic of app reviews.
Moreover, they propose a summariser called SURF that automatically extracts
topics, classifies the intention and group sentences covering the extracted topics
for recommending software changes.

Manual analysis and supervised machine learning techniques are applied to
investigate the usage and content of about 11 million tweets related to 22 soft-
ware applications, and their relevance to software engineers and to non-technical
stakeholders (such as other users) [11]. Among the main findings, the proportion
of information that is relevant for software engineers is small compared to the
volume of tweets, thus motivating the development of automated filtering and
classification techniques for the exploitation of such online data for requirements
engineering purposes.

Finally, a recent work [21] reports a study about the source of requirements
in OSS projects by analysing mailing-list discussions along different dimensions
including role of participants (pheripherical vs. core participants), and sentiment
of end-users. Classification techniques (specifically Naive Bayes algorithm), and
sentiment analysis are exploited.

Besides NLP techniques to filter out irrelevant information, these works com-
bine text mining, sentiment analysis and classification techniques. To our knowl-
edge none exploit models of the online discussion which relies on speech-acts.
While this may be less relevant for short user feedback, such as tweets and app
reviews, in our opinion for online discussions, such as user forum and mailing-
list threads, understanding discussants’ intentions, which are revealed by the
speech-acts they use, could improve feedback classification.

7 Conclusion

In this paper we presented a method for the analysis of online discussions about
software products that take place in issue tracking systems. This method aims
at supporting a user-feedback driven software evolution approach. The method
uses a linguistic technique called speech-acts based analysis. To characterise it we
proposed two research questions that we answered by applying it to a dataset of
the OpenOffice community, which contains 40872 comments that were extracted
from the issue tracking system.

The first question investigated the correlation between the use of certain
speech-acts and categories of issues (e.g. Enhancement, Defect) regarding the
software the online discussions are arguing about. With the second question we
understand if speech-acts used in these comments may provide a relevant para-
meter for classifying online discussions into Defects, or Feature and Enhancement
requests.

We found that there is an association between types of speech acts (e.g.
Informative, Responsive, Requestive, etc.) and categories of issues (e.g. Enhance-
ment, Defect). We investigated the distribution of speech-acts for the first ten
comments for Defect and Enhancement, and identified common patterns on how
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conversations about these issues are started and evolve throughout the discussion
threads.

We used the speech-acts and the sentiment as parameters for training three
machine learning algorithms (Random Forest, J48 and SMO) and classify com-
ments into Enhancement, Feature and Defect. Considering the merged Enhance-
ment and Features comments category, resulted in a F-Measure of 0.68 for the
merged category and 0.74 for Defect.

In future work, we plan to apply our analysis on user feedback from real
world software application, such as SEnerCon’s iESA (see Sect. 2), and validate
findings with the company’s development team. In particular will investigate if
our approach could help the team identify relevant feedback that got ignored
by manual analysis. Furthermore, we plan to investigate the correlation between
speech-acts and characteristics of the OpenOffice dataset such as importance,
priority and severity.
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References

1. Adam, S., Seyff, N., Perini, A., Metzger, A.: Message from the chairs. In: 2015 IEEE
1st International Workshop on Crowd-Based Requirements Engineering (Crow-
dRE), pp. iii–iv, August 2015. doi:10.1109/CrowdRE.2015.7367580

2. Arnaoudova, V., Haiduc, S., Marcus, A., Antoniol, G.: The use of text retrieval
and natural language processing in software engineering. In: Proceedings of the
37th, ICSE 2015, pp. 949–950. IEEE Press (2015)

3. Caleb, C., Schrock, D., Dauterman, P.: Speech act analysis within social network
sites’ status messages. In: 59th International Communication Association Confer-
ence, vol. 20, May 2009

4. Carreño, L.V.G., Winbladh, K.: Analysis of user comments: an approach for soft-
ware requirements evolution. In: Notkin, D., Cheng, B.H.C., Pohl, K. (eds.) ICSE,
pp. 582–591. IEEE/ACM (2013)

5. Cowie, J., Lehnert, W.: Information extraction. Commun. ACM 39(1), 80–91
(1996)

6. Cunningham, H., Maynard, D., Bontcheva, K., Tablan, V., Aswani, N., Roberts, I.,
Gorrell, G., Funk, A., Roberts, A., Damljanovic, D., Heitz, T., Greenwood, M.A.,
Saggion, H., Petrak, J., Li, Y., Peters, W.: Text Processing with GATE (Version
6) (2011). ISBN: 978-0956599315. http://tinyurl.com/gatebook

7. Di Sorbo, A., Panichella, S., Alexandru, C.V., Shimagaki, J., Visaggio, C.A., Can-
fora, G., Gall, H.C.: What would users change in my app? summarizing app reviews
for recommending software changes. In: Proceedings of the 2016 24th ACM SIG-
SOFT International Symposium FSE, pp. 499–510. ACM (2016)

8. Fang, X., Zhan, J.: Sentiment analysis using product review data. J. Big Data 2(1),
1–14 (2015)

9. Feng, D., Shaw, E., Kim, J., Hovy, E.H.: An intelligent discussion-bot for answering
student queries in threaded discussions. In: International Conference on Intelligent
User Interfaces, pp. 171–177. ACM (2006)

http://dx.doi.org/10.1109/CrowdRE.2015.7367580
http://tinyurl.com/gatebook


Analysis of Online Discussions in Support of Requirements Discovery 173

10. Godfrey, J.J., Holliman, E.C., McDaniel, J.: SWITCHBOARD: telephone speech
corpus for research and development. In: Acoustics, Speech, and Signal Processing,
ICASSP-1992, vol. 1, pp. 517–520 (1992)

11. Guzman, E., Alkadhij, R., Seyff, N.: A needle in a haystack: what do Twitter
users say about software? In: IEEE 24th International Conference in Requirements
Engineering, pp. 96–105 (2016)

12. Guzman, E., Aly, O., Bruegge, B.: Retrieving diverse opinions from app reviews.
In: 2015 ACM/IEEE International Symposium on Empirical Software Engineering
and Measurement (ESEM), pp. 1–10, October 2015

13. Keertipati, S., Savarimuthu, B.T.R., Licorish, S.A.: Approaches for prioritizing
feature improvements extracted from app reviews. In: Proceedings of the 20th
International Conference EASE, pp. 33:1–33:6. ACM, New York (2016)

14. Kim, J., Chern, G., Feng, D., Shaw, E., Hovy, E.: Mining and assessing discussions
on the web through speech act analysis. In: Proceedings of the Workshop on Web
Content Mining with Human Language Technologies (2006)

15. Maalej, W., Nabil, H.: Bug report, feature request, or simply praise? On auto-
matically classifying app reviews. In: 2015 IEEE 23rd International Requirements
Engineering Conference (RE), pp. 116–125. IEEE (2015)

16. Manning, C.D., Surdeanu, M., Bauer, J., Finkel, J., Bethard, S.J., McClosky, D.:
The Stanford CoreNLP natural language processing toolkit. In: Association for
Computational Linguistics (ACL) System Demonstrations, pp. 55–60 (2014)

17. Martin, W., Sarro, F., Jia, Y., Zhang, Y., Harman, M.: A survey of app store
analysis for software engineering. IEEE Trans. Softw. Eng., 1, 5555 (2016). doi:10.
1109/TSE.2016.2630689

18. Morales-Ramirez, I., Perini, A.: Discovering speech acts in online discussions: a
tool-supported method. In: Joint Proceedings of the CAiSE 2014 Forum, volume
1164 of CEUR Workshop Proceedings, pp. 137–144. CEUR-WS.org (2014)

19. Morales-Ramirez, I., Perini, A., Ceccato, M.: Towards supporting the analysis of
online discussions in OSS communities: a speech-act based approach. In: Nurcan,
S., Pimenidis, E. (eds.) CAiSE Forum 2014. LNBIP, vol. 204, pp. 215–232. Springer,
Cham (2015). doi:10.1007/978-3-319-19270-3 14

20. Morales-Ramirez, I., Perini, A., Guizzardi, R.S.S.: An ontology of online user feed-
back in software engineering. Appl. Ontol. 10(3–4), 297–330 (2015)

21. Neulinger, K., Hannemann, A., Klamma, R., Jarke, M.: A longitudinal study of
community-oriented open source software development. In: Nurcan, S., Soffer, P.,
Bajec, M., Eder, J. (eds.) CAiSE 2016. LNCS, vol. 9694, pp. 509–523. Springer,
Cham (2016). doi:10.1007/978-3-319-39696-5 31

22. Novielli, N., Strapparava, C.: Dialogue act classification exploiting lexical seman-
tics. In: Conversational Agents and Natural Language Interaction: Techniques and
Effective Practices, pp. 80–106. IGI Global (2011)

23. Panichella, S., Di Sorbo, A., Guzman, E., Visaggio, C.A., Canfora, G., Gall, H.C.:
How can i improve my app? Classifying user reviews for software maintenance
and evolution. In: IEEE International Conference on Software Maintenance and
Evolution (ICSME), pp. 281–290. IEEE (2015)

24. Searle, J.R.: Speech Acts: An Essay in the Philosophy of Language, vol. 626. Cam-
bridge University Press, Cambridge (1969)

25. Stolcke, A., Coccaro, N., Bates, R., Taylor, P., Van Ess-Dykema, C., Ries, K.,
Shriberg, E., Jurafsky, D., Martin, R., Meteer, M.: Dialogue act modeling for auto-
matic tagging and recognition of conversational speech. Comput. Linguist. 26(3),
339–373 (2000)

http://dx.doi.org/10.1109/TSE.2016.2630689
http://dx.doi.org/10.1109/TSE.2016.2630689
http://dx.doi.org/10.1007/978-3-319-19270-3_14
http://dx.doi.org/10.1007/978-3-319-39696-5_31


174 I. Morales-Ramirez et al.

26. Villarroel, L., Bavota, G., Russo, B., Oliveto, R., Penta, M.D.: Release planning
of mobile apps based on user reviews. In: Proceedings of the 38th International
Conference on Software Engineering, pp. 14–24. ACM (2016)
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Abstract. Business process performance may be affected by a range
of factors, such as the volume and characteristics of ongoing cases or
the performance and availability of individual resources. Event logs col-
lected by modern information systems provide a wealth of data about the
execution of business processes. However, extracting root causes for per-
formance issues from these event logs is a major challenge. Processes may
change continuously due to internal and external factors. Moreover, there
may be many resources and case attributes influencing performance. This
paper introduces a novel approach based on time series analysis to detect
cause-effect relations between a range of business process characteristics
and process performance indicators. The scalability and practical rele-
vance of the approach has been validated by a case study involving a
real-life insurance claims handling process.

Keywords: Process mining · Performance analysis · Root cause analysis

1 Introduction

Improving process performance can lead to significant cost and time savings, and
to better service levels (e.g. better response times). Accordingly, process perfor-
mance analysis and optimization has been an active field of research in recent
years [1,2]. Business process performance is generally affected by a plethora of
factors. For example, the waiting time for a procedure in a hospital may depend
on the amount of scheduled staff; the duration of a credit check in a credit
approval process might depend on the number of clients waiting to be approved;
the waiting time for a payment receipt might depend on the time of day, etc.
It is often not known to process owners which factors affect which performance
indicators. Consequently, it is hard to identify the best actions to be taken when
performance is unsatisfactory. For instance, when process owners have a limited
set of resources available, it is often not known to which tasks these resources
c© Springer International Publishing AG 2017
E. Dubois and K. Pohl (Eds.): CAiSE 2017, LNCS 10253, pp. 177–192, 2017.
DOI: 10.1007/978-3-319-59536-8 12
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should be allocated in order to redress the performance issues. The latter is
especially important in processes that have a high level of variability and do not
follow a fixed process model.

Although several techniques have been proposed to automatically discover
process performance bottlenecks and deviations based on event data (e.g. [1,2]),
little research has gone into the automated discovery of causal factors of business
process performance. As a result, a number of hypotheses typically have to be
tested manually in order to identify causal factors for process performance issues.
Additionally, factors can have both a direct and indirect effect on process perfor-
mance. For example, factors may influence other factors that in the end influence
performance. Hence, new analysis techniques are required that are able to dis-
cover such chains of causal relations between causal factors and the performance
indicators of interest.

In this paper, we propose a technique that, given an event log of a business
process, generates a graph of causal factors explaining process performance. The
technique identifies causal relations between a range of business process charac-
teristics and process performance indicators such as case duration (a.k.a. cycle
time) and activity waiting time. In order to detect causal relations, we test for
Granger causality [3], a statistical test that is widely used for causal analysis of
time series in a range of fields, e.g. economics and neuroscience [4,5]. The idea
is that values for performance indicators are seen as time series. A factor is said
to be causal to another when past values of this factor provide information that
can help predict the other factor above and beyond the information contained
in the past values of the latter factor alone. This idea is illustrated in Fig. 1.

Given the large number of factors that may affect process performance and
their possible combinations, one of the main bottlenecks when extracting a causal
graph is to prune down the number of causal relations to be tested. To this end,
the paper proposes an approach to prune the space of causal relations in order
to identify a manageable subset of candidate causal relations. The proposed
approach has been validated via a case study involving an insurance claims
handling process at a large Australian insurer.

The remainder of this paper is structured as follows. Section 2 discusses
related work. Section 3 introduces preliminary definitions. Our causal discovery
approach is detailed in Sect. 4 and validated in Sect. 5. The paper is concluded
with views on future work in Sect. 6.

B

A

t

B

A

C D

Fig. 1. Factor A causes B which in turn causes C, whereas factor D does not have any
observed effect. In order to improve C, A and B should be improved.
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2 Related Work

Techniques that exploit process execution data collected by information systems
have gained increased interest from both industry and the research community.
Model-based techniques such as alignments compare the observed behavior with
either a discovered or manually designed process model and can be used for
conformance checking as well as performance analysis [1]. An extensive literature
review of process measures that can be used in this context can be found in [2].

Other studies addressed the interplay between different perspectives of a busi-
ness process in order to provide more targeted insights. The method proposed
in [6] for example aims at identifying cases that might exceed certain deadlines
based on predefined process risk indicators such as activity duration. If a case
contains at least one outlier value of the defined indicators, the case is labeled
as being at risk. A framework for inferring new event and case attributes is pro-
posed in [7]. Inferred attributes are subsequently used as cause-effect variables in
a decision tree classifier in order to discover business rules. A related technique
is proposed in [8], where process characteristics are correlated using decision tree
learning. This approach is extended in [9] with a technique for recommending
business decisions based on risk. The authors of [10] use decision tree learning
to find process paths and contexts that lead to improved performance. In [11],
the notion of process cubes is proposed. Process cubes are based on the OLAP
data cube concept, and define a set of actions and operations that can be used
to explore event data based on different business process perspectives. A similar
framework is presented in [12].

Though the methods described above have their individual merits and appli-
cations, they provide limited insight into what cause-effect relationships might
exist in event data. In [13], the authors establish the need for techniques that are
able to provide actionable insights, rather than merely showing low-level analyt-
ical insights, and provide a framework to aid in this translation. In our work, we
hypothesize that causal factors can be discovered for and between performance
indicators, and test this hypothesis statistically using an established technique
from the time series domain.

Whereas existing techniques focus mainly on finding differences in perfor-
mance and on general statistics, in this paper, we focus on supporting business
process decision making by discovering and providing the causal factors for busi-
ness process performance. Actionable insights can then be obtained by looking
at causal factors. We base our idea on methods proposed in [14] where we pro-
posed a technique that automatically discovers statistically significant differences
in performance between different contexts. This paper specifically considers the
time dimension, which allows for more elaborate analysis, including the cause-
effect relations focused on in this paper.

3 Preliminaries

The executed events of multiple cases of a process are usually recorded by some
information system. These so-called event logs serve as input for any process
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mining technique. Typically, different attribute values are recorded for these
events, such as the time they took place, which activity was performed, and
which resources were involved. Definitions for universes and event bases used in
this paper are based on those in [11].

Definition 1 (Universes). UV is the universe of possible attribute values (e.g.
strings, numbers, etc.). US = P(UV ) is the universe of value sets1. UH = P(US)
is the universe of value set collections (set of sets), and T ⊆ UV is the universe
of time stamps.

Note that v ∈ UV is a single value (e.g. v = 10), S ∈ US is a set of values (e.g.
S = {gold, silver, bronze}), and H ∈ UH is a collection of sets. For example,
H = {{Bob, John}{Mary, Sue}}, or H = {{x ∈ N | x < 12}, {x ∈ N | 12 ≤
x < 55}, {x ∈ N | x ≥ 55}}. Any t ∈ T represents a unique time stamp (e.g.
2016-1-4 9:15). Time stamps can have different levels of granularity (e.g. week,
hour, millisecond).

Definition 2 (Event base). An event base EB = (E,P, π) defines a set of
events E, a set of event properties P , and a function π ∈ P → (E � UV ). For
any property p ∈ P , π(p) (denoted πp) is a partial function mapping events onto
values. If πp(e) = v, then event e ∈ E has a property p ∈ P and the value of this
property is v ∈ UV . If e /∈ dom(πp), then event e does not have property p and
we write πp(e) =⊥.

The set E refers to individual events, recorded by some information system. The
event base can either consist of a single event log, or, alternatively, multiple event
logs can be combined to create an aggregated event base. Note that e ∈ E is a
unique identifier and function π is needed to attach meaning to e. P is the set of
properties that events may or may not have. For example, P = {case, age, type,
activity, instance, time, resource, transition, cost} corresponds to the columns
in Table 1. Here, πcase(1) = 1, πactivity(1) = A, πresource(1) = John, etc. An
execution of an activity in the process is represented by one or more events that
are associated with a lifecycle state transition for the activity instance. These
states are used to calculate performance information such as activity durations
and waiting times. Events belonging to the same activity instance have the same
value for the instance property.

Given an event base, one can derive additional event properties. For example,
different event properties can be aggregated together to form new properties, e.g.
πar = (πactivity, πresource). Alternatively, functions that operate on other proper-
ties can be defined. For example, function πagegroup(e) = (πage(e) − πage(e) div 20)

20
can be used to group events for cases in age groups of 20 years, etc. Such
derived event properties may also be based on other events. For example,
πcase start(e) = min{πtime(e′) | e′ ∈ E ∧ πcase(e′) = πcase(e)}. We use these
calculated properties to create specific projections of the event base, in order to
define potential causal factors for business process performance.

1 P(Y ) denotes the powerset of a set Y , i.e. X ∈ P(Y ) ⇐⇒ X ⊆ Y .
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Table 1. Example event log L1. Events can be characterized by multiple properties.

Case id Case attributes Event id Event attributes

Age Type Time Activity Transition Resource Instance

1 33 Gold 1 2016-1-4 8:00 A Start John 1

2 2016-1-4 9:15 A Complete John 1

3 2016-1-4 10:12 B Complete Bob 2

4 2016-1-4 14:00 C Start Sue 3

5 2016-1-4 14:05 C Complete Sue 3

2 27 Silver 6 2016-1-6 10:43 A Start Bob 4

7 2016-1-6 11:00 A Complete Bob 4

8 2016-1-7 09:33 B Complete John 5

9 2016-1-7 09:35 C Start Sue 6

10 2016-1-7 09:35 C Complete Sue 6

3 18 Silver 11 2016-1-7 9:27 A Start John 7

12 2016-1-7 10:40 A Complete John 7

13 2016-1-7 15:03 B Complete Bob 8

4 ⊥ Gold 14 2016-1-7 12:10 A Start Bob 9

15 2016-1-7 12:24 A Complete Bob 9

16 2016-1-8 08:47 B Complete John 10

5 41 Silver 17 2016-1-8 15:32 A Start Bob 11

18 2016-1-8 15:51 A Complete Bob 11

. . . . . . . . . . . . . . . . . . . . . . . . . . .

4 Method

Our causal factor detection approach consists of three main steps, as shown
in Fig. 2. In the first step, the event base is systematically decomposed into a
directed acyclic graph, in which each node represents a collection of events that
share certain business process characteristics and can be considered a poten-
tial causal factor (Subsect. 4.1). Nodes in this so-called decomposition graph are
connected by an edge when the target node is the result of further decomposi-
tion of the source node using any (additional) process characteristic. In the sec-
ond step, this decomposition graph is converted into a so-called inclusion graph
(Subsect. 4.2). The edges of the inclusion graph represent candidate causal rela-
tions between factors (nodes), and will be used in the third and final step. In
the causal discovery step, we test for causality between factors in a pair-wise
manner (Subsect. 4.3). For every pair of connected nodes in the inclusion graph,
the performance values for events in each node are converted into time series
and tested for causality. This three-step approach results in a graphical causal
model referred to as a causality graph.
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Event Base Decomposition
Graph

Inclusion
Graph

Causality
Graph

Fig. 2. The steps of our approach (from left to right). A decomposition graph is created
from the event base (step 1). Next, it is converted into an inclusion graph (step 2).
From the inclusion graph, a causality graph is discovered (step 3).

4.1 Systematic Decomposition

The first step in the approach takes as input the complete event base and returns
as output a so-called decomposition graph in which each node represents a set of
events that share certain process characteristics. For example, a decomposition
can be made by differentiating between activity names, the resource that was
responsible for the execution of an event, the type of case, etc. It also possible
to differentiate by any combination of properties, as discussed in Sect. 3.

The decomposition step works as follows. We decompose the event collection
E in an event base EB = (E,P, π) by the set of event properties P using function
π. As such, any combination of values for the event properties in P is considered
to be a unique process characteristic. Conceptually, our goal is to test whether
process performance of a certain set of events that share one or multiple process
characteristics causes process performance of another set of events sharing other
process characteristics. For example, one such test could test whether the waiting
time of all Pay invoice activities with a cost greater than 100 causes the case
duration for Gold customers. If causality is confirmed, it can be said that the
former is a causal factor of the latter. Consequently, when the case duration for
Gold customers is unsatisfactory, process optimization efforts should be directed
towards improving the waiting time of activities Pay invoice in which the cost
was greater than 100. Formally, decomposition graphs are defined as follows.

Definition 3 (Decomposition graph). Let EB = (E,P, π) be an event base.
GD(EB) = (N,RD) denotes a decomposition graph over EB, where:

– N =
{(

E′, {P1, . . . , Pn}
)

∈ P(E) × P(P )
∣∣ E′ 	= ∅∧

∃v1,...,vn∈UV
E′ = {e ∈ E

∣∣ ∀1<i<nπpi
(E) = vi}

}
is the set of nodes, and

– R =
{(

(E1, P1), (E2, P2)
)

∈ N × N
∣∣ P1 ⊆ P2 ∧ E2 ⊆ E1

}
the set of edges.

Note that each decomposition graph is a directed acyclic graph with a root node
(E, ∅). All events in a node in the decomposition graph share a common value for
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Root
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Fig. 3. The decomposition graph created from the event base EB1. Only selected nodes
and edges are shown for sake of simplicity.

each property defined for that node. Additionally, directed edges exist between
any pair of nodes for which it holds that the set of properties defined for the
source node is included in the set of properties of the target node, and the set of
events of the target node is a subset of the set of events of the source node. Note
that as only observed values are considered, the decomposition graph is finite.
Additionally, context functions can be used to discretize continuous values.

For example, consider the event base EB1 = (L1, P, π) created from event log
L1 in Table 1, the event properties P = {resource, type}, and function π. Apply-
ing the decomposition step for this event base leads to a decomposition graph as
illustrated in Fig. 3. Here, the node labeled “John, Gold” holds all events that
were performed by resource John for cases of type Gold, i.e. events 1, 2, and 16.
These events are in the intersection of the sets of events in the nodes labeled
“John” (events 1, 2, 8, 11, 12, 16) and “Gold” (events 1, 2, 3, 4, 5, 14, 15, 16).

4.2 Candidate Causal Factor Selection

The second step in the approach takes as input the decomposition graph and
produces as output a so-called inclusion graph in which each edge represents a
candidate causal relation. Formally, inclusion graphs are defined as follows.

Definition 4 (Inclusion graph). Let EB = (E,P, π) be an event base.
GI(GD(EB)) = (N,RI) denotes an inclusion graph over a decomposition graph
GD(EB) = (N,RD), where:

– N =
{(

E′, {P1, . . . , Pn}
)

∈ P(E) × P(P )
∣∣ E′ 	= ∅∧

∃v1,...,vn∈UV
E′ = {e ∈ E

∣∣ ∀1<i<nπpi
(E) = vi}

}
is the set of nodes, and

– RI =
{(

(E1, P1), (E2, P2)
)

∈ N × N
∣∣∣

(
(E1, P1), (E2, P2)

)
/∈ R+

D∧(
(E2, P2), (E1, P1)

)
/∈ R+

D

}
the set of edges.

Every edge in the inclusion graph represents one candidate causal relation
in the data. The performance related to events of the source node of such an
edge is a potential causal factor for the performance related to events of the
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target node. Since our approach is automated, in order to test all combinations
of factors, all pairs of nodes are initially connected. However, edges between
those pairs of nodes that have an ancestry relationship in the decomposition
graph are removed from the inclusion graph, as for those pairs, neither node
can be a causal factor of the other. To illustrate this, take the decomposition
graph of the running example (depicted in Fig. 3). Any causal relation between
the performance related to events performed by John for cases of type Gold,
with the performance related to all events performed by John would not have
any logical meaning. Note that we are testing a time-lagged causal relationship
rather than a compositional relationship (i.e. we do not aim to find which factor
contributes most), rather we look at which factor has predictive power over
another.

In order to reduce the risk of discovering spurious causalities, and in order
to optimize the performance of the causality detection technique, the inclusion
graph can be pruned further by removing nodes and/or edges that do not make
sense from a business point of view. Multiple such pruning techniques can be
constructed, from domain knowledge-based manual selection to automatic clus-
tering and filtering of the data represented by the nodes. Any further pruning
of the inclusion graph however falls beyond the scope of this paper.

4.3 Discovering Causality

Once the inclusion graph has been created, it serves as input for the causality
discovery step, where individual pairs of nodes in the inclusion graph are checked
for cause-effect relationships.

For many years, the concept of causality has received continuing interest in
various domains of research. Over the years, the concept has evolved, and as a
result, a variety of definitions have been proposed, many of which have a sta-
tistical foundation. Techniques such as structural equation modeling [15] and
Bayesian networks [16] have been widely used to assess cause-effect relationships
between a set of observable and latent variables. In [17], for example, dynamic
Bayesian network inference is used to discover causal relations in biological data.
However, these techniques are generally more applicable for confirmatory causal-
ity analysis based on predefined hypotheses.

Other techniques have been proposed to find causal relationships in case no
a-priori knowledge is available about the causal structure in the data [18,19].
These techniques often return a set of causal models which are either hard to
interpret, assume the input data to be of a certain restrictive form, or do not
consider the time perspective in the data. For business process performance
analysis however, the time perspective is of particular importance. In the con-
text of econometric models, Granger has introduced a framework for testing
predictive causality that can be used to discover causality between two time
series and can be used to create graphical models of causality [3–5,20,21]. In
this paper, in order to detect causal factors for business process performance, we
test for Granger causality between time series that represent business process
performance of different potential causal factors.
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Business Process Performance. We define business process performance
indicators as functions over events. Different performance functions can have
different input and output. Whereas most performance analysis techniques will
take only a collection of events as input, other functions can be constructed
that take additional input as well. For example, the fitness of a specific case to
a process model [1] can be a useful performance function when finding causal
factors for non-conformance or when looking for root causes for protocol viola-
tions. In this paper, we limit the domain of performance functions to a set of
events and the range to timed real values. However, our approach can easily be
extended and integrated in situations that require performance functions with
different input and output.

Definition 5 (Performance function). I defines a set of performance indi-
cators. A performance function is a function θ ∈ I → (E � R × T ) where for
any performance indicator i ∈ I, θ(i) (denoted θi) is a partial function mapping
events onto timed real values. If θi(e) = (r, t) (denoted rt), then the performance
of event e ∈ E is r ∈ R and the associated time stamp is t ∈ T . If e /∈ dom(θi),
then event e does not have a value for performance indicator i and we write
θi(e) =⊥.

Typical performance functions are case duration, activity duration, activity
waiting time, activity sojourn time, etc. Below, we give definitions for the case
duration (Eq. 1), activity sojourn time (Eq. 2) and activity duration (Eq. 3).
Other performance functions can be defined analogously.

θcaseduration(e) =
(
max{πt(e′) | e′ ∈ E ∧ πc(e′) = πc(e)}−

min{πt(e′) | e′ ∈ E ∧ πc(e′) = πc(e)},

max{πt(e′) | e′ ∈ E ∧ πc(e′) = πc(e)}
) (1)

θactivityduration(e) =
(
max{πt(e′) | e′ ∈ E ∧ πi(e′) = πi(e)}−

min{πt(e′) | e′ ∈ E ∧ πi(e′) = πi(e)},

max{πt(e′) | e′ ∈ E ∧ πi(e′) = πi(e)}
) (2)

θactivitysojourntime(e) =
(
max{πt(e′) | e′ ∈ E ∧ πi(e′) = πi(e)}−

max{πt(e′) | e′ ∈ E ∧ πc(e′) = πc(e) ∧ πi(e′) 	= πi(e)
πt(e′) ≤ min(πt(e′′) | e′′ ∈ E ∧ πi(e′′) = πi(e))},

max{πt(e′) | e′ ∈ E ∧ πi(e′) = πi(e)}
)

(3)
where πt = πtime, πc = πcase and πi = πinstance.

Time Series. By applying a performance function to a collection of events we
obtain a set of timed real values. These values can be represented as a time
series, which form the basis of the Granger causality detection technique.
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Definition 6 (Time series). Let UTS be the universe of time series. Any time
series S ∈ UTS = {st | s ∈ R ∧ t ∈ T } defines a time-ordered collection of real
values.

In business processes, the measurements of most process performance indica-
tors arrive at irregular time intervals. In order to perform the Granger causality
test, time series regularization needs to be performed. Therefore, we regularize
the time series by re-sampling to a common measurement interval. To this end,
values for time intervals that do not have any recorded values are imputed (e.g.
by linear interpolation), and values for intervals with multiple values are aggre-
gated (e.g. averaged). During analysis, a threshold must be set to avoid a high
number of imputed values relative to the number of actual values.

Causality Detection. Each edge in the inclusion graph indicates a candidate
causal relation between the source and target nodes. This relation is tested for
Granger causality. A time series S ∈ UTS is said to Granger cause another time
series S′ ∈ UTS if the past values of S help predict future values of S′ better than
the past values of S′ can predict itself. Three steps are needed to perform the
Granger test (denoted GS→S′). First, a linear univariate autoregressive model
of S′ is fitted.

s′
t =

L∑
k=1

a′
k · s′

t−k + ε′
t, (4)

Here, L is the lag of Granger test, t = L + 1, . . . , |S′|, a′ is a vector of
parameters for Eq. 4, and ε′ is the residual. Next, a bivariate linear autoregressive
model for S′ including the past values of S is fitted as well:

s′
t =

L∑
k=1

ak · s′
t − k +

L∑
k=1

bk · st−k + εt, (5)

Here, a and b are vectors of parameters for Eq. 5, and ε is the residual. The
residuals of Eqs. 4 and 5 can be estimated using a maximum likelihood estimator
(in this paper we use the ordinary least squares estimator). Finally, the Granger-
Sargent statistic is computed as follows.

GS→S′ =
(ε′ − ε)/L

ε/(|S′| − 2L)
. (6)

Informally, a large value for GS→S′ indicates that the past information in
S is useful for predicting the future values of S′. The Granger-Sargent test is
performed to test the null hypothesis of no causality. If the returned p-value is
less than the test threshold (typically 5%), S is said to “Granger cause” S′.

4.4 Interpretation

It is worth mentioning here that any statistical causality technique, including
ours, discovers only statistically plausible causal structures, and causal factors
that are extraneous to the event data cannot be detected.
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Complexity. The time-complexity of the approach is bounded by the number
of nodes in the inclusion graph times the number of pair-wise tests performed,
i.e. O

( ∑|P |
i=0

(|P |
i

)
·P 2

2|I|
)
. This can be reduced to O

(
|P |2|P |+2 · |I|!

)
. However, it

should be noted that as explained in Subsect. 4.2, many combinations will not be
tested due to their ancestry relationship. Therefore, this upper bound is purely
theoretical, and not representative for the real-world complexity.

5 Case Study

The approach presented in this paper has been implemented in the process min-
ing tool ProM2, and evaluated with a case study using a dataset provided by
one of Australia’s largest insurance providers. The obtained results were inter-
preted and validated by a domain expert from this company who is involved
in process standardization and optimization efforts. The results were found to
provide sensible and actionable insights related to business process performance.

The process that was analyzed is a variant of an automotive claims handling
process for which events are recorded by a claims handling system. The provided
dataset consists of 17,474 events that have been recorded for 2,577 claims (cases),
spanning a total of 13 months. There are 14 distinct activities in the process,
and information is recorded about which of the 739 resources was involved in
the execution of activities. The total runtime of our technique on this real-life
dataset is in the order of several minutes (on modern hardware).

The following subsections correspond to the different steps involved in our
causality detection approach, as described in Sect. 4. We complete this section
with a discussion on the result.

5.1 Systematic Decomposition

In order to decompose the event collection into a decomposition graph, the fol-
lowing process characteristics were used. We used the activity name as different
activities can clearly have different influences on process performance. Addition-
ally, in the process in question, not every activity is mandatory, i.e. not every
activity was recorded for every case. As many resources are involved in this
process, their performance is an interesting potential cause for the selected per-
formance indicators. Thus, besides the activity name, we used the resource that
executed the activity as a process characteristic. In order to have enough mea-
surements per causality analysis, nodes that contained less than 250 events or
less than 250 values in their respective time series were filtered out. In total, the
obtained decomposition graph contains 25 nodes and 27 edges (after filtering).

5.2 Candidate Causal Factor Selection

From the decomposition graph obtained in the previous step, an inclusion graph
was created by applying the technique described in Subsect. 4.2. No additional
2 See http://promtools.org and the RootCauseAnalysis package for more information.

http://promtools.org
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graph pruning techniques were used other than the (automatic) removal of edges
between nodes for which an ancestry relation exists in the decomposition graph.
The resulting inclusion graph contained 1,161 edges, representing 1,161 candi-
date causal relations per performance function.

5.3 Discovering Causality

In the dataset provided by the insurance company, only events referring to the
completion of activities were available. Consequently, the activity duration could
not be calculated, as no events representing the beginning of activities were
recorded. We selected the case duration and the activity sojourn time, as defined
in Sect. 4.3, as business process performance indicators.

Considering the time-granularity of the recorded data, the time series for
the two performance functions for each candidate factor were re-sampled to
daily intervals in order to obtain regular time series. When multiple values were
available for any given period, the average value was taken. Missing values were
replaced by linearly interpolated values. As a filtering step, time series for which
more than one out of ten values were imputed were not considered in the analysis.
In the Granger causality test, the maximum lag value was set to 7, in order
to incorporate time-lagged effects of up to one week. The resulting causality
graph showed a total of 16 causal relations involving 11 factors. Out of these, 11
relations between 10 factors were selected for further analysis and explanation
in this paper, and can be seen in Fig. 4.

5.4 Discussion of Results

Visual analysis of the selected causal relations discovered by our technique
showed five main observations.

Observations 1: One part of the causality graph consists of a set of three
activities for which the sojourn times are all causal factors for the sojourn time
of the close claim activity.

resource x

resource y

review
documents

review and
approve paym.

review invoice
motor glass

review invoice
motor repair

payment 
threshold

final payment
requested

no recovery
or setllement

close claim

Fig. 4. The causality graph obtained by applying the technique on the insurance claims
dataset. Five main observations are found.
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Observations 2: The sojourn time of these three activities resulted to be
caused by the sojourn time of an activity representing the review of documents.

Observations 3: In turn, the causal factor of the sojourn time for this activity
was the sojourn time of any activity performed by a specific resource (resource
x in Fig. 4). On close inspection of the event log, we found that the close claim
activity was the last activity in about 30% of cases, and that the identified
resource was in the top five resources that frequently performed this activity.

Observations 4: Remarkably, the review document node also caused the
sojourn time of a fifth activity (‘no recovery or settlement’), which did not seem
to cause the performance of the close claim activity.

Observations 5: Finally, one node in the causality graph involves the sojourn
time of an activity representing the review invoice for the vehicle repair. This
factor seems to be caused by the sojourn time of a specific resource (resource y in
Fig. 4), and is itself a causal factor for the sojourn time of an activity representing
some payment threshold being reached.

The domain expert was presented with these five observation and was asked
to validate the results. With respect to the observations 1, 2 and 3, the explana-
tion given by the domain expert is that claims can only be closed once a checklist
of other activities has been completed. The activities on this list correspond to
the activities for which the sojourn time was found to be a direct causal factor
for the sojourn time of the close claim activity. Since the resource names were
made anonymous in our dataset, the specific resource could not be identified.
However, the domain expert suggested that the identified resource could be an
over-utilized person with a validation role, hence the effect on the sojourn time
(which includes both waiting and processing time).

Based on the identified factors and the explanation provided by the domain
expert, we have suggested (i) to make use of an early-knockout strategy rather
than waiting until the claim is about to be closed to check all activities [22], and
(ii) to allocate more resources for the validations, or to remove workload from
the resources involved in the validation.

Additionally, the activity of which the performance was caused by the sojourn
time of the review document activity but that did not cause the performance of
the close claim activity (observation 4), was found to be an activity in which
repair costs were recovered from a third-party insurance company. In such cases,
the claim may be closed (i.e. this activity is not on the checklist).

Finally, with respect to observation 5, the domain expert explained that
the repair of vehicles in this process is performed by a third party. As such,
occasionally, an invoice needs to be reviewed. For cases in which this invoice
exceeds a certain threshold, a resource having the manager role is involved.
Since the performance of this resource is a causal factor, it might indicate an
over-utilization. Discussing these cause-effect factors with the domain expert lead
to the following recommendations: (i) allocate more resources to review invoices,
and/or (ii) increase the threshold for the total amount on the invoice, in order
to decrease the number of invoices that need to be reviewed by a manager.
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6 Conclusions and Future Work

We proposed a novel technique to automatically discover root causes for business
process performance issues such as bottlenecks from event data. To the best of
our knowledge, this is the first technique of its kind. The technique supports a
range of business process characteristics to perform the analysis and information
from additional inputs such as process models may be used to provide specific
performance insights. A case study on a real-life dataset showed that the tech-
nique has practical relevance and can be used to provide actionable insights to
analysts.

One limitation of the current implementation of our technique is that the
original definition for Granger causality does not account for latent confounding
effects and does not capture instantaneous and non-linear causal relationships. In
future work, we would like to explore extensions or alternative causality detec-
tion techniques, such as those defined on a structure of relations rather than
on pairwise connections. The performance of the technique can be improved by
further pruning the inclusion graph by means of clustering and filtering tech-
niques. We would also like to investigate how obtained insights can be used
for monitoring, prediction and recommendation of business process performance
optimization strategies.
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Abstract. The continuous performance improvement of business
processes usually involves the definition of a set of process performance
indicators (PPIs) with their target values. These PPIs can be classi-
fied into lag PPIs, which establish a goal that the organization is trying
to achieve, though are not directly influenceable by process performers,
and lead PPIs, which are influenceable by process performers and have
a predictable impact on the lag indicator. Determining thresholds for
lead PPIs that enable the fulfillment of the related lag PPI is a key
task, which is usually done based on the experience and intuition of
the process owners. However, the amount and nature of currently avail-
able data make it possible for data-driven decisions to be made in this
regard. This paper proposes a method that applies statistical techniques
for thresholds determination successfully employed in other domains. Its
applicability has been evaluated in a real case study, where data from
more than a thousand process executions was used.

Keywords: Thresholds · Process-related KPIs · Process performance
indicators · Case study · Decision making · Decision support

1 Introduction

In process-oriented organisational settings, the evaluation of process performance
plays a key role in obtaining information on the achievement of their strategic
and operational goals. To carry out this evaluation, a performance measurement
system (PMS) is implemented, so that business processes (BPs) can be contin-
uously improved [1]. The implementation of this PMS includes the definition of
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a set of PPIs, their target values, and associated alarms that warn whenever
certain predetermined value, named threshold [2], is exceeded [3]. These PPIs
are quantifiable metrics that allow the efficiency and effectiveness of BPs to be
evaluated and can be computed directly from data generated during their exe-
cution, either at an instance level (single-instance PPIs) or at a process level,
i.e., computed applying certain functions to the execution data gathered from a
set of instances (multi-instance PPIs) [4].

Based on these PPIs, several methodologies have been developed to contin-
uously improve the process performance. One of the best known is based on the
concept of lag and lead indicators [5]. Performance indicators defined for a busi-
ness process can be broadly classified into two categories, namely: lag and lead
indicators, also known as outcomes and performance drivers respectively. The
former establishes a goal that the organization is trying to achieve and is usually
linked to a critical success factor. For instance, one could have a PPI for a man-
uscript management process that specifies that its cycle time should be less than
40 working days in order to keep customer (author) satisfaction. However, the
problem of lag indicators is that they tell the organization whether the goal has
been achieved, but they are not directly influenceable by the performers of the
process. On the contrary, lead indicators have two main characteristics. First,
they are predictive in the sense that if the lead indicators are achieved, then it
is likely the lag indicator is achieved as well. Second, they are influenceable by
the performers of the process, meaning that they should be something that the
performers of the process can actively do or not do. For instance, if we think that
one major issue that prevents fulfilling the lag indicator is assigning the manu-
script to an employee with a large queue of work and we know we can control the
queue of work of each employee up to a certain point (e.g. by balancing the work
amongst all employees), then reducing the workload could be a lead indicator
for the cycle time lag indicator defined above. Each lag indicator may have one
or more lead indicators that are influenceable by the process performers and
help to predict its value. Therefore, if thresholds are established for those lead
indicators, the focus will be on fulfilling lead indicators, which are actionable,
and this will enable the fulfillment of the lag indicator.

Determining these thresholds appropriately is, thus, one of the key parts of
the methodology. This is usually done based on the experience and intuition
of the process owners. However, nowadays, the amount and nature of available
data (e.g. event logs) make it possible for data-driven decisions to be made in
this regard. Unfortunately, although a number of works to identify relationships
between process characteristics and PPIs have been proposed in the last years,
e.g. [4,6–8], the identification of proper thresholds for a PPI (lead) in order to
support the achievement of another PPI (lag) has not been tackled up to date.

The goal of the presented research is to provide a method to determine the
aforementioned thresholds, focusing on single-instance PPIs. To this end, we
build on a set of statistical techniques successfully used in other domains for
threshold determination [9–11]. In particular, we propose the use of Receiver
Operating Characteristic (ROC) curves and the Bender method. While the
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former allows the pursued thresholds to be determined, the latter provides ranges
of values with the associated probabilities of fulfilling the target value. This
information is specially useful when the changes required to reach the identified
threshold cannot be implemented, since it gives hints on the risk taken.

In order to evaluate this approach, we have performed a case study in the con-
text of the manuscript management process of an international publishing com-
pany. In this case, data from the execution of more than a thousand of instances
of the selected business process are used to study the relationship between the
workload, a lead indicator that measures how busy an employee is, and its cycle
time, which is a lag indicator of the process. In this scenario, not only a thresh-
old for the workload is identified, which allows for the achievement of the cycle
time target value established. Furthermore, if the actions required to keep the
workload under that threshold are not possible, our method provides informa-
tion about the probabilities of achieving the cycle time target value depending
on the range the workload value is located in.

The remainder of this paper is structured as follows. Section 2 discusses
related work on both the problem and solution domains. Section 3 describes
the method for threshold determination we propose. In Sect. 4, this method is
applied in a case study to validate its usefulness. Finally, we conclude the paper
and discuss future research directions in Sect. 5.

2 Related Work

This section describes previous research related to the work presented in this
paper. Two main streams can be distinguished. One is focused on the problem
domain and includes techniques developed to identify relationships between per-
formance indicators. The other is focused on the solution domain and comments
on some proposals for the definition of measures and associated thresholds.

2.1 Proposals for the Identification and Definition of PPI
Relationships

Concerning the problem domain related research stream, there are a number of
proposals that are focused on establishing relationships between PPIs. In partic-
ular, within the performance measurement context, there are some works that
use different techniques, including correlation analysis or principal component
analysis [6,12], for this purpose. In the context of process performance eval-
uation, there also exist some approaches to define relationships between PPIs
such as: Popova and Sharpanskykh [7], where a variant of the first order sorted
predicate language is employed to define cause, correlation or aggregation rela-
tionships; del-Ŕıo-Ortega et al. [4], which extracts PPI relationships with BP
elements from their definition through description logic; Diamantini et al. [13],
that allows for the explicit definition of algebraic relationships between PPIs
using semantic techniques, or de Leoni et al. [8], who use decision and regression
trees to correlate process or event characteristics. In addition, other approaches
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[6,14] have been presented to quantify these relationships in magnitude and
direction, providing information to determine their importance depending on
whether the relationships are weak or strong. Although these works provide
mechanisms to define and, somehow, quantify relationships between PPIs, none
of them allow for the extraction of thresholds for PPIs from execution data.
Our approach can be seen, therefore, as complementary to these previous works.
Based on the PPI relationships identified with them, and given some objective
to fulfill, our approach can provide thresholds for the influencing PPIs that lead
to the achievement of the objective.

2.2 Thresholds Definition Proposals

Measurement of business processes is a vast research area and, in related lit-
erature, we can find numerous definitions of measures which support busi-
ness process evaluation from both perspectives: modelling [15,16] and execu-
tion [4,7,17]. However, to facilitate a better decision making process from the
assessment of the measurement results, it is necessary the specification of limit
values or thresholds which indicate whether or not the measurement results are
acceptable.

In this context, the research on thresholds associated with business process
measures is more limited. Traditionally, the definition of thresholds has been
applied in other disciplines such as medicine [9]. On the other hand, in the soft-
ware engineering area, we can find several proposals mainly focused on measures
for object oriented systems [10,11,18]. Several techniques are used for that pur-
pose, including the mean and standard deviation, Bender Method, ROC curves,
Linear Regression, clustering algorithms (k-means) and machine learning based
methods.

From the business process modelling perspective, the application of tech-
niques for threshold definition has been applied in [2,19,20]. In these works,
thresholds for understandability, modifiability and correctness measures of
BPMN models are extracted. To do so, Bender method, ROC curves and a new
algorithm based on ANOVA called ATEMA are applied. In addition, the appli-
cation of extracted thresholds to suggest improvement guidelines for business
process models in a case study is presented in [21]. This research constitutes
the background of the present work, which aims to apply the same threshold
extraction techniques in the context of business process execution. The thresh-
olds in this case are extracted from execution data and are aimed at assuring the
fulfillment of a given PPI. To the best of our knowledge, there exists no previous
work in this direction.

3 Threshold Determination Method

The method we propose is based on the concept of lag and lead indicators [5].
Specifically, our method takes as input the lag PPI, the set of performance

indicators that, according to the knowledge of domain experts, can be considered
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lead PPIs for that particular lag PPI and the values for those lag and lead PPIs
computed from a set of process executions. This method includes the following
steps: (1) preprocessing; (2) checking the relationship; (3) threshold extraction
with Roc Curve; (4) application of the Bender Method to determine probabili-
ties of errors for threshold ranges; (5) threshold validation. In the following, we
describe these steps, which are performed for a pair lag PPI-lead PPI, and need
to be repeated as may times as lead indicators provided as input.

3.1 Preprocessing

This step is twofold: first, some information need to be gathered in the format it
will be required by the statistical techniques that will be applied, and second we
need to divide our input data set (with the PPI values) into two. Regarding the
former, we need to define a Boolean variable that represents the fulfillment of
the lag indicator. In particular, for every process instance considered, we assign
this variable the value 1 if the lag PPI is fulfilled, and 0 otherwise. We will refer
to this variable as fulfilledLagPPITargetV alue. As for the latter, we need to
split our data set into two groups, one group will be used to define the thresholds
and the other to validate them.

3.2 Checking the Relationship

The second step is to prove that the values of the lead PPI do actually have
an influence on the fulfillment of the lag PPI. Actually, this is a required step
for the two techniques we use later on. ROC curves and the Bender method
involve a two-step approach. The first step is about estimating the discriminator
function, that allows the aforementioned influence to be checked, and the second
is the determination of thresholds and the associated probabilities, that will be
described in the following steps (Subsects. 3.3 and 3.4).

We utilize logistic regression for estimating a discriminator function, in which
the p-value should be lower than 0.05 to confirm that an influence exists. Logistic
regression is a statistical model for estimating the probability of binary choices
[22]. In our case, we are interested in the binary variable defined in the previous
step whose range is {fulfillment, non − fulfillment}. The idea of a logistic
regression is that this probability can be represented by the odds. This is the
ratio of fulfillment probability divided by probability of non-fulfillment. The
logistic regression estimates the odds based on the logit function, which is:

logit(pi) = ln(
pi

1 − pi
) = α + β1x1,i + . . . + βkxk,i, (1)

where α is called the intercept and β1, β2, β3, etc., are called the regression
coefficients of independent variables x1,i, x2,i, x3,i respectively. In our case we
only consider one independent variable for every repetition of the steps, which
corresponds to the lead PPI under analysis, i.e. k = 1, and observations from i
business process instances.
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3.3 Threshold Extraction with ROC Curve

“Receiver Operating Characteristics (ROC) curves provide a pure index of accu-
racy by demonstrating the limits of a test’s ability to discriminate between alter-
native states” (fulfillment/non-fulfillment) [23]. In order to define an ROC curve,
two variables need to be specified: one binary, which is the previously defined
fulfilledLagPPITargetV alue variable, whose values correspond to the fulfill-
ment or not fulfillment of the lag PPI target value; and another continuous,
which is the estimated fulfillment probability function from the logistic regres-
sion of the lead PPI. In a ROC curve, the true positive rate (sensitivity) is
plotted in function of the false positive rate (1-specificity). Each point in the
ROC curve represents a pair of sensitivity and 1-specificity corresponding to a
particular decision threshold, i.e. it represents the classification performance of
any potential threshold.

Table 1. Confusion matrix for lead PPI and threshold.

Classified Actual

Fulfillment Non-fulfillment

Lead PPI ≤ threshold True positives (TP) False positives (FP)

Lead PPI > threshold False negatives (FN) True negatives (TN)

The determination of the best threshold builds on the confusion matrix
(Table 1), for which sensitivity and specificity values are calculated as follows:
sensitivity = true positive (TP) rate = TP/(TP+FN), specificity = true negative
(TN) rate = TN/(FP+TN), where TP is true positives, FN is false negatives, FP
is false positives, and TN is true negatives. A TP is found when the assessment
of a value of the lead PPI in relation to the threshold indicates that the lag PPI
is likely to be fulfilled in that process instance, and that in fact it does have been
fulfilled. Something similar, but with the non-fulfillment, happens to the TN, the
assessment of a value of the lead indicator in relation to the threshold indicates
that the lag indicator is likely to not be fulfilled in that process instance, and
that in fact it has not been fulfilled. On the other hand, an FN indicates that
the prediction says that for that value of the lead indicator the lag indicator is
not fulfilled while indeed it is. Finally, an FP indicates that the process instance
is predicted to fulfill the lag indicator and, actually, it has not fulfilled it.

The test performance is assessed using the Area Under the ROC Curve
(AUC). AUC is a widely-used measure of performance of classification [24]. It
ranges between 0 and 1, and can be used to assess how good threshold val-
ues are at discriminating between groups. According to [22], there exist rules
of thumb for assessing the discriminative power of the lead indicator based on
AUC. An AUC < 0.5 is considered no good, poor if 0.5 ≤ AUC < 0.6, fair if
0.6 ≤ AUC < 0.7, acceptable if 0.7 ≤ AUC < 0.8, excellent if 0.8 ≤ AUC < 0.9
and outstanding if 0.9 ≤ AUC < 1. The standard error or p-value is estimated
using a 95% confidence interval. The test checks if the AUC is significantly dif-
ferent from 0.5.
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Fig. 1. ROC Curve and threshold.

Then, we can determine a threshold value for the lead PPI based on the
ROC curve, but for doing so, wee need a criterion. The purpose is to maximize
sensitivity and specificity, while at the same time [22] minimizing false positives
and false negatives. Following [2,20], where sensitivity and specificity are consid-
ered to be equally important, we select the best threshold as depicted in Fig. 1.
The best threshold is the point with the greatest distance from the 0.5 diagonal
(that corresponds to a test without any ability to discriminate between the two
alternatives).

Due to the involvement of humans in the process execution, one would not
expect the same accuracy of predictions as in natural sciences like physics or
chemistry [25]. Therefore, it is important to reflect upon the probability of errors
associated with this threshold. This probability can be obtained by means of the
Bender method as described in the following Subsect. 3.4.

3.4 Application of the Bender Method to Determine Probabilities
of Errors for Threshold Ranges

The goal of this step is manifold. First we are interested in determining the
probability associated to the threshold obtained in the previous step through
the application of ROC curves. In addition, there are situations in which it is
not possible to apply the changes required to reach that threshold. In those
cases, it is important to provide the decision makers with information about the
risk taken accepting other values lower or greater (depending if the threshold
is a maximum or a minimum respectively) than the threshold. Therefore, this
step also aims at providing other threshold values, or ranges, associated with
different probabilities of the lag PPI fulfillment. To this end, the Bender method
is applied.
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The Bender method [9], developed for quantitative risk assessment in epi-
demiological studies, assumes that the risk of an event occurring is constant
below a specific value (i.e. the threshold), and increases according to a logistic
equation otherwise. By defining acceptable levels for the absolute risk, the cor-
responding benchmark values of the risk factor can be calculated by means of
nonlinear functions of the logistic regression coefficients. Generally, a benchmark
value is a characteristic point of the dose-response curve at which the risk of an
event rises so steeply. The difficulty is to define what is meant by “so steeply”.
According to [9], one possibility to define benchmark values is based on the logis-
tic curve. A benchmark can initially be defined as the “Value of an Acceptable
Risk Level” (VARL) defined as Eq. (2), in which the acceptable risk level is given
by a probability p0.

V ARL =
1
β

(ln(
p0

1 − p0
) − α) (2)

p0 =
eα+βx

1 + eα+βx
(3)

In Eq. 2, p0 represents the probability of an event occurring. This value is
indicated by the person who is applying that method and it can vary from
0 to 1. For example, applied to our case, p0 = 0.7 indicates that there is a
probability of 0.7 the lead PPI to be considered as appropriate, i.e., to lead
to the fulfillment of the lag PPI. On the other hand, α and β are coefficients
of a logistic regression equation, as was indicated in Eq. (1). The independent
variable in the logistic regression model is the lead PPI for which we want to
determine the threshold. The dependent variable must be a binary variable, in
our case the fulfilledLagPPITargetV alue variable, that evaluates if the lag
PPI was fulfilled or not.

We can then use this method to determine the probability associated to the
threshold obtained through the application of ROC curves as follows. From the
formula of Eq. 2 we can obtain Eq. 3 to calculate that probability, where x is the
threshold value previously obtained, and α and β the coefficients also previously
obtained. If, for instance, the resulting probability is 0.9, it means that when
the lead indicator is lower or equal to the threshold obtained (considering it a
maximum), there is a 90% of probability that the lag indicator is fulfilled.

Furthermore, as stated above, we can apply this method to identify other
threshold values associated with different probabilities of the target value fulfill-
ment, enriching the information provided to the manager to make a decision. For
this purpose, the Bender method requires the definition of p0, which indicates
the probability of considering a BP instance as fulfilling lag indicator. Since there
is no recommendation that can be used to configure this variable, we propose
9 values between 0 and 1 with the idea of obtaining a wide group of results.
Therefore p0 starts in 0.1, and 0.1 is added successively until reaching 0.9. Thus,
we associate ranges of probability (from 10% to 90%) to different values of the
lead PPI (see Table 4 to see the result in our case study).
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3.5 Threshold Validation

In order to check the validity of the threshold obtained, we propose the appli-
cation of cross-validation to that threshold. To this end, the second data set
must be used. It is important to highlight that it contains information related
to process instances different from those used for threshold determination.

We propose to approach the cross-validation of the thresholds by calculating
precision and recall measures for assessing the quality of the prediction, as it is
applied for evaluating a search result in information retrieval field [26]. Precision
is the ratio of true positives to the sum of true and false positives (Precision =

TP/(TP + FP )) [27]. In our context, this is the ratio of correctly predicted lag
PPI fulfillments based on a threshold value in relation to all predicted lag PPI
fulfillments. Recall is the ratio of true positives to the sum of true positives
and false negatives (Recall = TP/(TP + FN)) [27]; i.e., the ratio of correctly
predicted lag PPI fulfillments based on a threshold value in relation to all actual
Lag PPI fulfillments.

To achieve accurate predictions, a technique should achieve both high preci-
sion and recall. However, an intrinsic relationship between precision and recall
exists: increasing one of them may decrease the other. To combine precision and
recall in a single value, literature thus recommends using measures such as the
F-measure [28] (also known as F-score or F-1), which is defined in Eq. 4.

F-measure =
2 × Precision × Recall

Precision + Recall
(4)

The above measures do not reflect a prediction technique’s ability in pre-
dicting true negatives [29]. To complement our evaluation, we also propose to
include specificity and accuracy measures. Specificity (Spec), as explained in
Sect. 3, is calculated as the ratio of true negatives to the sum of false positives
and true negatives (Spec = TN/(FP + TN)), and indicates how many actual
non-fulfillments were correctly predicted as non-fulfillments. Finally, the accu-
racy (Acc) is a widespread measure of effectiveness, to evaluate a classifier’s
performance [30] and it is calculated as the sum of true positives and true
negatives to the sum of true and false positives and true and false negatives
(Acc = (TP + TN)/(TP + FP + TN + FN)), in other words, it is the percent-
age of correctly classified instances. Precision, recall, F-measure, specificity and
accuracy are measures that are appropriate for computing the effectiveness of
search results [26,29].

4 Evaluation with a Case Study

In order to evaluate the applicability of our approach, we conducted a case study.
It was carried out in the context of an international publishing company1 aiming
at improving its core business processes. In particular, we focused on one of them,
1 No further information can be provided about the company and its business processes

due to privacy reasons.
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the process associated to the management of manuscripts from the moment they
are received by the editor to their publication (or rejection), trying to identify
the relationship between cycle time and workload, as required by the publishing
company quality manager. In this process, when a new instance arrives, the
manager has to assign it to an employee, so manager’s primary job is to divide
the work optimally over her team. Currently, a manager is given an overview of
his/her employee’s progress using a report tool. This tool contains information
like the number of instances his/her employees are working on or the subtasks
durations. When assigning a given instance to an employee, the manager has to
estimate how long this employee will take to finish the process (i.e. the cycle
time). In order to help the manager to decide which employee will finish the
process faster, it would be desirable to have information available to identify
those PPIs or performance measures that have an influence on the value of the
cycle time.

The guidelines proposed by Runeson and Höst [31] and Brereton et al. [32]
were followed to design and conduct the case study, which is described in the
following subsections.

4.1 Case Study Design

We carried out a holistic case study [33], with a single-case, in a single organi-
zation and in a single project of the organization. The object of the study was
the improvement of the performance of the manuscript management process of
this publishing company, and the main objective was to provide the publishing
company’s managers with additional performance information so that they can
divide tasks between employees optimally, obtaining the pursued target value
for cycle time. In this context, the cycle time was identified as a lag PPI and the
workload as a lead PPI. Thus, the research question for this case study can be
defined as follows: “How does workload influence cycle time and what thresholds
can be established for it to assure the fulfillment of the cycle time PPI?”.

Regarding the case selected, the reasons for this selection are mainly two:
first, the quality responsible was particularly interested in improving this process
since it is one of the most critical processes from a customer/user point of view
and can directly lead the company to success or failure; and second, a huge
amount of execution data was available for the analysis. Furthermore, its lag
PPI cycle time is very relevant for customer satisfaction according to the quality
department of the company. Though there are probably other factors apart from
the workload that influence the time it takes to an editor to complete the process,
we focused on the workload because we were specifically asked to look at the
relationship between workload and cycle time.

4.2 Data Collection and Analysis

The study presented in this paper consists of the application of our method to the
execution data retrieved from 1080 process instances of the selected BP. Using



Enriching Decision Making with Data-Based Thresholds 203

insights from a business analytics platform2, we collected data from the object
BP and the computation of workload and cycle time values for each execution.
In particular, in the case of workload, the initial definition used was the begin
workload, i.e., the number of process instances an employee is working on at the
start of a new instance. However, we had to change it since, after a first analysis
of the data, no apparent connection was found between the defined workload
and the duration of a process instance (its cycle time). Instead, the average
workload was used for this study. It can be defined as the weighted average of
the number of instances an employee is working on during a process instance.
Regarding cycle time, their values were obtained in milliseconds, as this is the
unit provided by the information systems that gather the execution data in the
publishing company. Finally, a pursued target value for the cycle time PPI was
also provided by the quality department.

1. Preprocessing
The Boolean variable in this case corresponds to the fulfillment of the lag PPI
cycle time. The values of this variable were obtained by comparing the cycle
time value of each BP instance with the target value established. We assign
this variable the value 1 when the cycle time value is lower or equals to its
target value, and 0 in other case. In addition, the data set described above
was divided into two groups. The values from 700 BP instances were used for
threshold extraction, and the values from the remaining 380 BP instances for
threshold validation. Table 2 shows the average (μ) and standard deviation
(γ) values for workload and cycle time in these two datasets. Workload values
represent process instances (PI), and Cycle time values appear in milliseconds,
as obtained from the execution data, and in weeks, for readability reasons.

Table 2. Average and standard deviation for workload and cycle time in the two
datasets.

Dataset Workload (PI) Cycle time (ms) Cycle time (weeks)

μ γ μ γ μ γ

Extraction 29.46 12.72 5.43 E9 3.71 E9 8.98 6.14

Validation 25.65 13.67 4.95 E9 3.52 E9 8.19 5.82

2. Checking the relationship
Here we have to prove that workload values do have an influence on the
fulfillment of the cycle time target value. So as to apply logistic regression,
we are interested in the binary variable fulfilledCTTargetV alue with the
range {fulfillment, non−fulfillment}, the independent variable Workload,
and observations from i = 700 business process instances.

2 Its identity is not revealed for confidentiality restrictions.
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Applying the logistic regression to our particular data, we obtain the coef-
ficients (the intercept α and the only regression coefficient β in our case) rep-
resented in Table 3. The results show that there exists a correlation between
both variables, the workload and the fulfillment of the cycle time target value,
and that it is statistically significant, given the resulting p-value for the model
of 0.000 < 0.05. This proves that the workload have an influence on the cycle
time.

Table 3. Coefficients of the logistic regression applied to our data.

Coeficients Value Std. error p-value

α 7.994 1.068 0.000

β −0.137 0.025 0.000

3. Threshold extraction with ROC Curve
The ROC curve obtained from our data is depicted in Fig. 1. The resulting
AUC value is 0.833, and the p-value 0.000 (<0.05), so the discriminative
power of the workload can be considered excellent and significantly different
from 0.5 from a statistical point of view. Now, we can determine a threshold
value for the workload based on the ROC curve, selecting the point with the
greatest distance from the 0.5 diagonal. In this case, this threshold is 39.68,
which means that for a process instance assigned to an employe working on
more than 39.68 instances on average during that instance, will likely not
fulfill the pursued cycle time.

4. Application of the Bender Method to determine probabilities of
errors for threshold ranges
For the application of the Bender method in our case, the indepen-
dent variable in the logistic regression model is the workload for which
we want to determine the threshold, and the dependent variable is
fulfilledCTTargetV alue. From Eq. 3 we get a probability of 0.93. This
can be interpreted as “if the employee’s workload is lower than or equal to
39,68, there is a 93% of probability that she finishes the BP instance in less
than the target value of the cycle time”.

Furthermore, as stated above, we can apply this method to identify other
threshold values associated with different probabilities of the target value ful-
fillment. Table 4 depicts this information for our case and can be interpreted
as follows. For a given instance, If the workload is approximately 74, then
the probability of fulfilling the cycle time target value for that instance is
10%, which indicate that the workload is not appropriate at all. Conversely,
if the workload is about 48, there is a probability of 80% that the BP instance
fulfills the cycle time target value.

5. Threshold validation
Finally, the calculations of the different measures defined in Sect. 3.5 in our
case study result in the values contained in Table 5. From all the BP instances
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Table 4. Workload thresholds with associated probabilities extracted with the Bender
method.

Probability of
considering the cycle
time fulfilled

10% 20% 30% 40% 50% 60% 70% 80% 90%

Workload 74.39 68.47 64.54 61.31 58.35 55.39 52.17 48.23 42.31

Table 5. Values for Precision, Recall, F-measure, Specificity and Accuracy for the
extracted threshold.

Precision Recall F-measure Specificity Accuracy

0.98 0.87 0.92 0.59 0.86

predicted as fulfilling the cycle time target value, 98% of the cases actually
fulfilled it. In addition, from all the BP instances that really fulfilled the cycle
time target value, 87% were correctly predicted. The lowest value is obtained
for the specificity. In this case, from all the non-fulfilments, about 60% are
correctly predicted. As for the accuracy, 86% of the cases were correctly pre-
dicted. Though there is no existing benchmark to which compare these values,
they can be considered acceptable values taking into account they are in gen-
eral high values. Taking these results into consideration, this approach can
be used as a predictive model that supports the decision-making process of
the managers in the publishing company, and can be improved in the future
with data extracted from further process executions.

4.3 Interpretation of Results

The threshold obtained for the workload can be used to provide a more con-
fident answer to the research question put forth in Sect. 4.1. This information
supports managers during the assignment of new manuscripts to editors as fol-
lows. When a new manuscript needs to be assigned, the corresponding manager
will check workload values for his/her editors, and will select the one with the
lowest value. When possible, this workload value should be lower than 39.68,
which is the obtained threshold. Otherwise, two options are available: either hir-
ing new editors, which is not the common case at all; or taking certain risk.
Our approach also provides information in this direction thanks to the results
obtained from the Bender method (c.f. Sect. 3.4). If the manuscript is assigned
to an editor with a workload about 48, the probability to fulfill the cycle time
target value is 80%, if the workload is closer to 52, the probability of fulfillment
is closer to 70%, and so on. In this way, the manager is aware of the risk taken
when necessary.

These provided thresholds can serve as a starting point for application in
practice, and they should be continuously gauged according to feedback obtained
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from the practical experience derived from its usage as well as from data pro-
duced in future process executions.

4.4 Threats to Validity

In the context of the presented case study, the following types of validity threats
can be considered. With regards to the conclusion validity, the size of the sample
data used to perform the case study is of 1080 execution instances (700 for
threshold extraction and 380 for validation), which is a considerable size for
these cases, however, the study could be enriched by varying the sizes of the
partitions and the samples.

In relation to construct validity, which is about reflecting our ability to mea-
sure what we want to measure, the measures used in this study (workload and
cycle time) are relevant measures used in related literature, and they were mea-
sured or computed according to definitions in the related literature (e.g. [34]).

Internal validity concerns whether the effect measured is due to changes
caused by the researcher, or from some other unknown cause. The possible
threats to internal validity were: ROC curves are used and a possible disadvan-
tage is that the discrimination (sensitivity, specificity) is not the only criterion
for a good prediction. A curve with a larger AUC (which is apparently better)
could be obtained even though the alternative may show superior performance
over almost the entire range of values of the classification threshold. This has
been mitigated with the validation of the obtained threshold. In addition, the
application of ROC curves mitigates some negative aspects of other statistical
techniques which require the setting of several input parameter values, which has
the risk of obtaining unrealistic results for a bad setting of such parameters. In
addition, ROC curves have a more intuitive interpretation of the results. With
regard to the application of the Bender method, the main limitation could be
the need of a binary variable as input which requires dichotomization in cases
in which this binary variable is not available, with the consequent loss of infor-
mation. This was not our case, as a binary variable was used as input.

Finally, regarding external validity, which describes the possibility of gener-
alizing its results, in this research real data have been used from a representative
business process of a company and a useful threshold has been obtained to sup-
port decision making in such process, which reinforces its validity. However, the
main threat is related to the fact that each business process is particular in each
organisation, and the same happens with the PPIs defined for each business
process and their associated target values. In other words, the extracted thresh-
old is context-dependent and it is not generalizable to other business processes
or companies, but the threshold determination method used in this research
could be reused for obtaining thresholds for other representative processes in
this company, or even in other companies and domains whenever enough execu-
tion data is available. Actually, the organization where our case study was carried
out presents several characteristics of organizations that would be interested in
applying the same method. For example, there is a set of representative BPs
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with associated PPIs, from which execution data is recorded on different infor-
mation systems and from where it is possible to be gathered. Another important
characteristic is that the publishing company already has a quality department,
which is a key factor for providing key information about PPIs and objectives
to be fulfilled.

5 Conclusions and Future Work

In this paper we proposed a method to extract thresholds for lead PPIs that
allow the fulfillment of a lag PPI. This method was validated through a case
study performed in the context of an international publishing company, using
700 process instances to extract the threshold and 380 for its validation. The
extracted thresholds and associated probabilities allow the publishing company
managers to decide how to regulate workload levels to achieve the desired cycle
time target value, and when to assume certain risks, being aware of the exact
risk, according to the probabilities provided.

This method for threshold determination can be also applicable to other
domains such as SLAs, where a guarantee term is provided, and It must be
fulfilled to avoid penalties. This guarantee term could be seen as the lag PPI
and is defined on the basis of other measures, which would be analogous to our
lead PPIs. This is part of our future work. Furthermore, we plan to define a tool
to support the methodology presented, extend it for multi-instance PPIs and
apply it to other different domains.
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Abstract. Early detection of business process drifts from event logs
enables analysts to identify changes that may negatively affect process
performance. However, detecting a process drift without characterizing
its nature is not enough to support analysts in understanding and recti-
fying process performance issues. We propose a method to characterize
process drifts from event streams, in terms of the behavioral relations
that are modified by the drift. The method builds upon a technique
for online drift detection, and relies on a statistical test to select the
behavioral relations extracted from the stream that have the highest
explanatory power. The selected relations are then mapped to typical
change patterns to explain the detected drifts. An extensive evaluation
on synthetic and real-life logs shows that our method is fast and accu-
rate in characterizing process drifts, and performs significantly better
than alternative techniques.

1 Introduction

Business processes evolve over time in response to different types of change, such
as changes in regulations, competition, supply, demand, technological capabili-
ties, as well as seasonal effects. Some process changes are intentional and planned
ahead, while others may occur without being noticed or documented, such as
changes resulting from ad-hoc workarounds initiated by individuals in emergency
situations, or changes that are due to the replacement of human resources. Over
time, these changes may affect process performance, and more generally hinder
process improvement initiatives.

In this regard, there is a need for techniques and tools that can discover and
characterize, as soon as possible, process drifts [13], i.e. statistically significant
changes in the behavior of business processes. Accordingly, several techniques
have been proposed to detect and localize process drifts from process execution
logs (event logs) recorded by supporting IT systems [2,5,6,13,14,17]. However,
detection and localization of a process drift does not provide, per se, enough
insight to undertake a process improvement initiative, unless the drift is charac-
terized, i.e. unless one can understand what has changed in the process behavior.
To the best of our knowledge, there has not been any attempt to provide a sys-
tematic solution for characterizing process drifts.
c© Springer International Publishing AG 2017
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In this paper, we propose a fully automated online method for character-
izing process drifts from event streams. For each detected drift, we perform a
statistical test to measure the statistical association between the drift and the
distributions of the α+ relations of process behavior extracted from the event
stream before and after the drift. We then rank the relations based on their rel-
ative frequency change, and try to match them with a set of predefined change
templates. The best-matching templates are then reported to the user as the
changes underpinning the drift. We extensively evaluated the accuracy of our
method by simulating event streams from artificial and real-life logs. The results
show that the approach is fast and highly accurate in characterizing common
change patterns, and performs significantly better than state-of-the-art tech-
niques for log delta analysis and model-to-model comparison.

The paper is structured as follows. Section 2 discusses related work. Section 3
introduces the proposed method while Sects. 4 and 5 present its evaluation on
synthetic and real-life logs, respectively. Section 6 concludes the paper.

2 Related Work

The literature abounds of methods for detecting process drifts [2,5,6,13,14,17].
These methods are based on the idea of extracting features (e.g. patterns) from
the process behavior recorded in event logs or in event streams. For example,
Bose et al. [5] rely on a statistical test over feature vectors. The user is asked
to specify which features to be used for drift detection, implying that they have
a-priori knowledge of the possible nature of the drift. In our previous work we
introduced two online drift detection methods based on streams of traces [13] or
streams of events [17]. The basic idea is to monitor the distribution of a specific
feature representing process behavior over two juxtaposed time windows sliding
over the trace (event) stream in order to detect a process drift. However, as
already remarked, all the above methods only focus on process drift detection,
and while some can also localize with high accuracy the drift in the log, none
can actually characterize the drift detected.

A possible approach to characterize process drifts is to compare the two
process models automatically discovered from the sublogs (or substreams) before
and after the drift point. In [3], Armas-Cervantes et al. identify behavioral dif-
ferences between two process models using canonically reduced event structures.
Despite the set of retrieved differences being complete, the accuracy of this app-
roach for process drift characterization highly depends on the quality of the
discovered process models. In fact, techniques for automated process discovery
are not designed to create overfitting models, i.e. models that do not generalize
the behavior of the log [1]. So these models may intentionally add behavior. In
addition, these models may be underfitting, i.e. they may not be able to fully
capture the process behavior recorded in the log, hence missing behavior [1],
especially if the process behavior captured in the log is highly varied. To avoid
the possible bias introduced by automated process discovery techniques, one can
use log delta analysis techniques, i.e. perform the comparison directly at the level
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of the log, rather than at the level of the model extracted from the log. In this
context, Van Beest et al. [4] propose a technique to detect behavioral differences
between two event logs and explain them via natural language statements, by
extracting event structures from logs. This technique may be applied for drift
characterization by using the two event sublogs (substreams) extracted from
before and after the drift point. In the evaluation of our method, we experiment
both with the technique for model-to-model comparison in [3], in combination
with state-of-the-art techniques for automated process discovery, as well as with
the technique for log-to-log comparison in [4].

Drift detection has also been studied in the field of data mining [10], where
a widely studied challenge is that of designing efficient learning algorithms that
can adapt to data that evolves over time (a.k.a. concept drift). In this context,
the term drift characterization is often used to refer to the identification of the
drift nature, e.g. sudden or gradual [20], as well as the identification of features
that explain the drift. For instance, in [18], brushed parallel histograms are used
for visualizing concept drifts in multidimensional problem spaces. However, the
methods developed in this context deal with simple structures (e.g. numerical or
categorical variables and vectors thereof), while in business process drift char-
acterization we seek to characterize changes in more complex structures, specif-
ically behavioral relations between process tasks, such as concurrency, conflicts
and loops. Thus, methods from the field of concept drift characterization in data
mining cannot be readily transposed to business process drift characterization.

3 Drift Characterization Method

The purpose of process drift characterization is to identify the differences in the
process behavior before and after the drift point that best explain the drift.
In [17], the α+ binary relations are shown to be suitable for capturing process
behavior, in particular in the context of highly variable business processes. These
behavioral relations and their frequencies are extracted from the time window
containing the most recent events of the stream. As a preprocessing operation,
each time this window slides, a snapshot of the process behavior is captured
and stored as a data point. Each binary relation actually represents a dimension
of the stored data point, while the frequency of this relation is the scalar in
this dimension. Sliding the window along the event stream provides us with a
set of data points representing snapshots of the pre-drift and post-drift process
behaviors. These data points are used as input to our two-stage characterization
method.

In Stage 1 we measure the statistical association of each of the α+ relations
with the drift using an information gain metric. Those relations that are sig-
nificantly associated with the drift are then ordered based on their explanatory
power with respect to the drift. In Stage 2, the resulting ordered list of relations
is fed to a template matching algorithm, where we find the best-matching tem-
plates that characterize the drift. The identified templates are then reported to
the user in natural language. An overview of our method is shown in Fig. 1. The
rest of this section describes the method in detail.
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Fig. 1. Overview of our method for process drift characterization.

3.1 Preliminaries

Event logs are at the core of all process mining techniques. An event log is a set
of traces, each capturing the sequence of events originated from a given process
instance. Each event represents an occurrence of an activity. The configuration
where these events are read individually from an online source is known as event
streaming. An event stream is a potentially infinite sequence of events, where
events are ordered by time and indexed. Events of the same trace do not need to
be consecutive in the event stream, i.e. traces can be “overlapping”. Formally:

Definition 1 (Event log, Trace, Event stream). Let L be an event log over
the set of labels L, i.e. L ∈ P(L∗). Let E be the set of event occurrences and
λ : E → L a labelling function. An event trace σ ∈ L is defined in terms of
an order i ∈ [0, n − 1] and a set of events Eσ ⊆ E with |Eσ| = n such that
σ = 〈λ(e0), λ(e1), . . . , λ(en−1)〉. An event stream is a partial bijective function
S : N

+ → E that maps every element from the index N
+ to E .

In this paper, we use the α+ relations, as an extension of the α relations,
to capture the behavior of a process. The α-algorithm defines three exclusive
relations: conflict, concurrency and causality. The α+-algorithm adds two more
relations: length-two loop and length-one loop. The α+ relations are formally
defined as follows:

Definition 2 (α+ Relations from [15]). Let L be an event log over L. Let a,b
∈ L:

– a�Lb if and only if there is a trace σ = l1l2l3...ln and i ∈ 1, ..., n − 2 such
that σ ∈ L and li = li+2 = a and li+1 = b,

– a �L b if and only if a�Lb and b�La,
– a >L b if and only if there is a trace σ = l1l2l3...ln−1 and i ∈ 1, ..., n − 2 such

that σ ∈ L and li = a and li+1 = b,
– a →L b if and only if a >L b and (b ≯L a or a �L b),
– a#Lb if and only if a ≯L b and b ≯L a, and
– a ‖L b if and only if a >L b and b >L a, and a 
 �Lb.

A length-two loop relation, including a and b, is denoted with a�Lb. The
frequency of this relation in a log is the number of occurrences of the substring
aba. A causality relation from a to b is denoted with a →L b. The frequency of
this relation in a log is the number of occurrences of the substring ab. A parallel
relation between a and b is denoted with a ‖L b. The frequency of this relation
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in a log is the minimum of the frequencies of the two substrings, ab and ba. A
conflict relation between a and b is denoted with a#Lb, and indicates that there
is no trace with the substring ab or ba. The frequency of this relation in a log is
the sum of occurrences of a and b. The α+-algorithm also discovers length-one
loop relations (denoted as �) as a pre-processing operation. For example, there
is a length-one loop including the activity a in a log if there is a trace with the
substring aa. The frequency of this relation in a log is the number of occurrences
of the substring aa.

3.2 Preprocessing: Data Points Extraction

For drift detection, we use our technique in [17], which works in online settings
with event streams of highly-variable business processes. This technique has
been shown to be the state of the art in process drift detection, both in terms of
detection accuracy and detection delay. However, our characterization method
can in principle be used on top of any process drift detection technique.

Our detection technique captures process behavior by extracting α+ binary
relations in two juxtaposed windows of the same size, namely reference and
detection windows, sliding along the event stream. The most recent events are
equally divided into these two windows, where the reference window contains the
less recent events, and the detection window contains the more recent ones. The
size of these windows is adjusted using a formula based on the maximum number
of distinct activity labels within the two windows. This adaptive window sizing
ensures that there are enough events in each window for accurately capturing
the process behavior.

We use the detection window as a snapshot of the most recent process behav-
ior. Each time this window slides with the stream on arrival of a new event, we
extract α+ relations and their frequencies and store them as a multidimensional
data point in a buffer, namely characterization buffer. Each α+ relation repre-
sents a dimension of this data point. By sliding the detection window the new
data points are added to the head of the buffer. As a drift is detected, the
P–value of the statistical test (e.g. G–test in [17]) drops below the detection
threshold (drift point). At this point we stop inserting any new data point into
the characterization buffer. We then remove the last w (window size at drift
point) data points from the head of the characterization buffer, as these data
points may include the post-drift process behavior. This results in a set of recent
data points that only encode the process behavior from the pre-drift area. We
retain these data points for characterizing the detected drift.

The P–value remains below threshold until the process behaviors within
the two reference and detection windows become statistically similar. In other
words until the process behavior, reflected in the event stream, starts to stabilize.
Therefore, we call the point where P–value returns to above the detection thresh-
old a stabilization point. This is where we start inserting new data points into
the characterization buffer, as the detection window only includes the behavior
from the post-drift process. We continue extracting data points from the event
stream with the next n incoming events. We define n as the characterization
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delay, as it indicates the delay that is needed after the stabilization point to
characterize the drift. Similarly, we consider only the n most recent pre-drift
data points for drift characterization. In Sect. 4.2, we perform an experiment to
determine the suitable characterization delay that leads to a hight accuracy of
retrieving and ordering the relevant binary relations. The behavioral relations
extraction, explained above, is illustrated in Fig. 2.

Fig. 2. From drift detection to drift characterization.

3.3 Stage 1: Relevant Binary Relations Retrieval and Ordering

The purpose of the first stage of our approach is to identify and order the α+

binary relations that are statistically associated with the detected drift. In other
words, we would like to measure the explanatory power of each relation with
respect to the detected drift. We approach this issue as a classification problem
with the α+ binary relations, extracted from the event stream, as the explana-
tory variables, and the binary target variable defined with the labels pre-drift
and post-drift. One might first opt for a logistic regression model because of its
additive and interpretability properties. However, the logistic regression requires
the least correlation between the independent variables (multicollinearity
problem [16]). Such a requirement cannot be guaranteed, particularity in our
case where the binary relations come from the same process (model). We opted
for a less restrictive classification approach, namely decision tree, where we use
K-sample permutation test (KSPT) in order to measure the statistical associa-
tion between each individual explanatory variable (here a binary relation) and
the target variable (the drift classification variable). Similarly to the information
gain, the permutation test allows us to measure the mutual information between
two variables. We opted for the permutation test since it is more suitable for
small sample sizes [9]. We perform a pairwise permutation test to measure the
significance of the statistical association of each binary relation with the target
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variable (drift). This latter is encoded with the value 0 (resp. 1) for the pre-
drift (resp. post-drift) behavior. If the null hypothesis is rejected, we discard the
relation as it is not significantly associated with the drift.

As suggested in [9], the KSPT can be applied to identify the relevant fea-
tures, then an appropriate distance measure is used to order the selected features.
Indeed, despite identifying the relations that are found to be statistically asso-
ciated with our binary drift target variable, some relations may contribute more
than others to the change that occurred. We use a measure that is similar to the
chi-squared statistic to measure the contribution of each relation to the overall
change. This metric measures the relative frequency change (RFC) of each rela-
tion, and is defines as RFC = (O−E)2/max(O,E), where O and E are the average
frequencies of a relation before and after the drift point, respectively. In addi-
tion, total relative frequency change (TRFC) is defined as the sum of the RFCs
of all relations. With relations ordered based on their RFCs in descending order,
we can filter out the relations with insignificant RFCs by retaining only the top
relations, summing up to x% of the TRFC, where x%· TRFC is defined as cumu-
lative relative frequency change (CRFC). In Sect. 4.3, we perform an experiment
to investigate the impact of varying CRFC on the characterization accuracy.

3.4 Stage 2: Change Templates Identification

Table 1. Change templates from [21].

Code Simple change template Cat.

sre Add/remove activity between two process fragments I

pre Add/remove activity to/from parallel branch I

cre Add/remove activity to/from conditional branch I

cp Duplicate activity I

rp Substitute activity I

sw Swap two activities I

sm Move activity to between two process fragments I

pm Move activity into/out of parallel branch I

cm Move activity into/out of conditional branch I

cf Make activities conditional/sequential R

pl Make activities parallel/sequential R

cd Synchronize two activities R

lp Make activity loopable/non-loopable O

cb Make activity skippable/non-skippable O

fr Change branching frequency O

The output of the Stage
1 is a list of rela-
tions ordered based on
their explanatory power
(RFC) with respect to
the drift, where the
first ordered relation
and the last ordered
relation have the high-
est and the lowest
explanatory power,
respectively. In the stage
2, we aim to match
the relations with the
typical change patterns
that may characterize
the drift the best. For
that we define a set of templates based on the change patterns defined in [21].
These templates, summarized in Table 1, describe different generic change oper-
ations commonly occurring in business process models, such as adding/removing
an activity, making an activity loopable, swapping two activities, or paralleliz-
ing two sequential activities. Each template is represented based on α+ binary
relations. We try to match the process relations, obtained from Stage 1, with
the binary relations of the predefined templates. Using a matching confidence
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metric we find the best matching between templates and the process relations.
In the rest, we explain our template matching algorithm in detail.

Example 1. As a running example, let us assume the output of the stage 1 of
our method is the ordered relation list of 〈 e → f : −, e ‖ f : +, e → g: +, d
→ f : +, a → b: −, f → g: ↘, d → e : ↘, b → c: −, a → c: +〉, where +
(resp. −) indicates that the relation appeared (resp. disappeared) after the drift,
and ↗ (resp. ↘) indicates that the frequency of the relation increased (resp.
decreased) after the drift.

In the remainder of this paper, unless otherwise indicated, we use both “fea-
ture” and “relation” to refer to an α+ binary relation between two activity labels.
A feature set is used to represent the α+ relations before or after the drift, and
is defined as follows.

Definition 3 (Feature Set). Let L be a set of activity labels, and
T := {→, ‖,#, �,�} a set of binary α+ relations symbols, denoting causal-
ity, concurrency, conflict, length one and two loops, respectively. A feature set
F : L × L � T is a partial function that yields the type of α+ relation between
two labels.

Two feature sets, will be used to represent the sets of the discovered features
before and after a given drift point, along with a classification of a feature fre-
quency change before and after the drift point. The classification only considers
the relations that existed both before and after the occurrence of the drift, in
our example {f → g, d → e}. A relation is classified as increasing (↗), decreas-
ing (↘) or not applicable (⊥), depending on whether its frequency increased,
decreased, or remained unchanged. A relation that disappeared (resp. appeared)
after the drift does not need to be classified as it only belongs to the pre-drift
(resp. post-drift) feature set. All the features existing before and after the drift
are ordered in terms of their explanatory power. The two feature sets from before
and after the drift, the classification and the ordering functions form a drift fea-
ture set which constitutes the output of the first stage of our method. Formally,
a drift feature set is defined as follows:

Definition 4 (Drift Feature Set). Let O := {↗,↘,⊥} be a set of feature
frequency change types. A drift feature set is a tuple D := 〈Fpre, Fpost,DiffD ,
�,L〉, where Fpre (resp. Fpost) is the feature set before (resp. after) a drift, DiffD

is a classification function defined as DiffD : Fpre ∩ Fpost → O, and � is a total
order on Fpre ∪ Fpost.

The following function returns the index of a feature in a given drift feature
set.

Definition 5 (Rank). Let � be a total order on a finite set B. For all b ∈ B,
Rank(b,�,B) = |{b′ ∈ B | b′ � b}|.

Example 2. With the Definition 4, Example 1 is represented as a drift feature set
D1 = 〈 FD1

pre, FD1

post, DiffD , ↘, L 〉, where L = {a, b, c, d, e, f, g}, FD1

pre = {e → f ,
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a → b, f → g, d → e, b → c}, FD1

post = {e ‖ f , e → g, d → f , f → g, d → e, a → c},
� = 〈 e → f , e ‖ f , e → g, d → f , a → b, f → g, d → e, b → c, a → c〉, and

DiffD = { (f → g, ↘), (d → e, ↘)}.

Our drift characterization method aims at explaining a detected drift using
predefined change templates. In this regard, we define a set of change templates
representing the typical change patterns [21]. These templates are presented in
Table 1. A change template is represented by a process model fragment before
the change compared to another process model fragment after the change.

Consequently, a template is a generic way to describe a typical change pat-
tern. It enumerates the expected sets of relations before and after the change
based on a change pattern representation. The relations that are present in both
process model fragments, before and after the change, need to be classified based
on their expected frequency evolution in the change pattern. Besides, the impor-
tance of every relation in the change pattern is appended to the template. A
template handles variables that can be instantiated with actual activity labels
in a matching operation.

Definition 6 (Template). Let V be a set of variables, T a set of α+ binary
relations symbols, and O a set of relation frequency change types. A template is
a tuple T := 〈 Tpre, Tpost, DiffT , S, V〉 where Tpre : V ×V � T represents the
relations before the change, Tpost : V × V � T represents the relations after the
change, DiffT is a classification function defined as DiffT : Tpre ∩ Tpost → O,
and S is a function specifying the importance of each relation to the template
T defined as S : Tpre ∪ Tpost → (0, 1].

Example 3. Let us assume the two change templates, parallelize activities (T pl)
and remove activity (T sre), for our example, illustrated in the Figs. 3 and 4,
respectively. With the Definition 6 T pl = 〈{X → Y , W → X, Y → Z}, {X ‖ Y ,

W → Y , X → Z, W → X, Y → Z}, {(W → X, ↘), (Y → Z, ↘)}, {(X → Y, 1),

(W → X, 1), (Y → Z, 1), (X ‖ Y, 1), (W → Y, 1), (X → Z, 1)}, {W, X, Y, Z}〉, and

T sre = 〈{X → Y , Y → Z}, {X → Z}, ∅, {(X → Y, 1), (Y → Z, 1), (X → Z, 1)},
{X, Y, Z}〉.

Fig. 3. Parallelize activities template
(T pl)

Fig. 4. Remove activity template (T sre)

In order to explain a drift, the discovered features represented with a drift
feature set are matched to a predefined template. All the variables in the tem-
plate need to be mapped to a label from the drift feature set. This operation is
called a valid instantiation, and is defined as follows:
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Definition 7 (Valid Instantiation). Given a drift feature set D :=
〈Fpre, Fpost,DiffD ,�,L〉, and a template T := 〈Tpre, Tpost,DiffT ,S,V〉, a valid
instantiation of T through D is a function ID,T : V → L such that

– Tpre(v1, v2) = t1 iff Fpre(ID,T (v1), ID,T (v2)) = t1,
– Tpost(v3, v4) = t2 iff Fpost(ID,T (v3), ID,T (v4)) = t2, and
– Diff T (v5, v6) = ϑ iff Diff D(ID,T (v5), ID,T (v6)) = ϑ

Example 4. In our example, we can have two valid instantiations, one per tem-
plate. The first instantiation ID1,Tpl = { W : d, X : e, Y : f , Z : g}, whereas
the second instantiation ID1,T sre = { X : a, Y : b, Z : c}.

A confidence is calculated for each matching (valid instantiation) in order to
assess the likelihood of such a matching. The confidence of an instantiation is
based on the Discounted Cumulative Gain (DCG) measure [11], which indicates
the quality of ranking relations in a drift feature set with regards to their pre-
defined importance in a template. In our method, we consider the same impor-
tance of 1 for all the relations of a template. The confidence of an instantiation
is defined as follows.

Definition 8 (Confidence in an Instantiation). Given a drift feature set
D := 〈Fpre, Fpost,DiffD ,�,L〉, a template T := 〈Tpre, Tpost,DiffT ,S,V〉, and
a valid instantiation ID,T : V → L, the confidence C(ID,T ) of D matching T
through ID,T is:

C(ID,T ) =
∑

(x,y,t)∈Tpre∪Tpost

S(x, y, t)

log2(Rank((ID,T (x), ID,T (y), t), �, Fpre ∪ Fpost) + 1)

Example 5. In our example, the confidence of ID1,Tpl is calculated as follows:
C(ID1,Tpl) = 1

log2(1+1)
+ 1

log2(2+1)
+ 1

log2(3+1)
+ 1

log2(4+1)
+ 1

log2(6+1)
+ 1

log2(7+1)
≈ 2.25.

The confidence of ID1,T sre is calculated in the same way and approximates to
0.62.

As we want to find the best-matching template among all matching templates
we need to rank them based on their confidences. However, as the number of
relations in different templates may not be the same, we need to normalize the
confidence of an instantiation with respect to the maximal confidence of its tem-
plate. Similarly to the normalized DCG (nDCG) [11], we first define the notion
of ideal confidence of a template T as the DCG obtained after ordering relations
of T based on their importance defined by S. The normalized confidence (nC)
of an instantiation is calculated by dividing the confidence of the instantiation
by the ideal confidence of its template.

Definition 8 (continued). The Ideal confidence iC(T ) of T is computed as

iC(T ) =
∑

(x,y,t)∈Tpre∪Tpost

S(x, y, t)
log2(Rank((x, y, t), ≥, range(S)) + 1)

, and the

normalized confidence nC(ID,T ) of D matching T through ID,T is computed
as nC(ID,T ) = C(ID,T )

iC(ID,T ) .
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Example 6. In our example, iC(T pl) ≈ 2.30 and nC(ID1,Tpl) ≈ 0.98, whereas
iC(T sre) ≈ 1.13 and nC(ID1,T sre) ≈ 0.54. As nC(ID1,Tpl) ≥ nC(ID1,T sre),
T pl is identified as the best-matching template with the drift feature set.

Simultaneous Changes. Identifying one template is not enough as a process
drift may involve more than one change. In order to characterize all the simul-
taneous changes, each time that a best-matching template with the drift feature
set is identified, we remove the features that were used for this template instanti-
ation from the drift feature set. The new resulting drift feature set is then reused
for the identification of a new best-matching template. We repeat this cycle until
we cannot find any more templates that match the remaining features within the
drift feature set. It is worth mentioning that if there are two overlapping changes
in the process, i.e. changes that share a non-empty set of features, only the one
with higher nC can be matched with a template. This is because each time we
find a best-matching template we remove the matched features from the drift
feature set. This limits the ability of the proposed method to the identification
of non-overlapping simultaneous changes.

Example 7. In our example, as there is no feature shared between ID1,Tpl and
ID1,T sre , both change templates can be identified. The identified templates, T pl

and T sre, are then reported to the user using the two following statements,
respectively:

– Before the drift, activity “e” preceded “f”, while after the drift, they are in
parallel.

– Activity “b” has been removed from between activities “a” and “c” after the
detected drift.

Time Complexity. Given the number of data points 2n, where n is the charac-
terization delay, and the maximum possible number of α+ relations |L|2, where
L is the label set, the complexity of our drift characterization method is the
maximum of the worst-case complexities of the following sequential operations:
(i) performing KSPT between the α+ relations and a binary target variable
(O(2n · |L|2)), (ii) computing the average frequencies and RFCs of the relations
(O(2n . |L|2)), (iii) ordering the relations (O(|L|2 · log(|L|2))), and (iv) template
identification O(|L|2 · m · |L|2!)1. Hence, the time complexity of our method is
O(|L|2 · m · |L|2!). This time complexity is a theoretical upper-bound, however in
practice the number of relations rarely approaches |L|2, and not all permutations
are verified for the template identification operations (relations are first filtered
based on their types, e.g. causality).
1 Matching a template of k relations to a drift feature set of |L|2 relations requires

iterating over all possible permutations (nPk = |L|2!/(|L|2−k)!). The upper-bound
complexity of this operation is O(|L|2!). Next, to identify the best-matching tem-
plate, we iterate over the number of predefined templates m. Finally, we need to
match simultaneous changes which in the worse case are |L|2 (where each template
has only one relation). The upper-bound time complexity of identifying multiple
non-overlapping templates is O(|L|2 · m · |L|2!).
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4 Evaluation on Synthetic Logs

We implemented the proposed method as an extension of the ProDrift 2.0 plugin
for the Apromore platform.2 This tool is fed with an event stream replayed
from an event log, and reports, for each detected drift, its characterization as a
verbalization in natural language, based on the applicable templates. We used
this tool to evaluate the effectiveness of our method with different parameters
settings. In the rest of this section we discuss the setup of the experiments and
a two-pronged evaluation to assess the effectiveness of the relevant relations
retrieval and ranking with respect to each individual template, and the accuracy
of template identification. Finally, we compare our method with model-to-model
comparison in combination with automated process discovery, as well as log-to-
log comparison.

4.1 Setup

We generated a synthetic dataset using the same approach and CPN3 base model
in [17] that represents a highly variable process. For each simple change template
in Table 1, we generated a log featuring 9 drifts, each injected by alternatively
activating and deactivating the template within the base model. For instance,
for the template “sre” we alternatively added or removed an activity to or from
the process model. For the particular change template “lp”, three logs were
generated with length-one, length-two and length-three loops, and the reported
results for this template were averaged over these three logs. This resulted in 17
logs, each containing 10,000 traces with nine equidistant drifts of the same change
template. To evaluate the characterization of drifts in the context of simultaneous
changes, we organized our change templates in three categories: Insertion (“I”),
Resequentialization (“R”) and Optionalization (“O”) (cf. Table 1). Limited to
two and three simultaneous cross-category changes, these categories make four
possible scenarios of simultaneous changes (“IR”, “IO”, “RO”, “RIO”). For each
such scenarios two logs were generated by randomly selecting single templates
from different categories. For instance, a drift from the simultaneous changes
scenario of “IR” could simultaneously add a new activity (“I”) and a loop back
(“R”) in two different locations of the process. This resulted in eight logs for the
simultaneous changes setting. All in all, the dataset contained 25 logs for both
single and simultaneous changes.4

In these experiments, we used our technique in [17] to detect drifts, because
this technique works in online settings with event streams of highly-variable
business processes and has been shown to be the state of the art in process drift
detection, both in terms of detection accuracy and detection delay (cf. Sect. 2).

2 Available at http://apromore.org/platform/tools.
3 http://cpntools.org.
4 All the CPN models used for this simulation, the resulting synthetic logs, and the

detailed evaluation results are available with the software distribution.

http://apromore.org/platform/tools
http://cpntools.org
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4.2 Impact of Characterization Delay on Relations Ordering

In Stage 1 of our method, the KSPT is used to retrieve the relations that are
significantly associated with the drift, and discard the irrelevant ones. Then,
the retrieved binary relations are ordered based on their RFCs with respect
to the TRFC that occurred in the drift. For each detected drift, the ground
truth (ideal case) is that the relations related to the injected drift template are
correctly identified and placed in the top of the returned ordered list. However,
some spurious relations may affect the relations ordering. We use the normalized
discounted cumulative gain (nDCG) to evaluate the accuracy of the relations
ordering. The nDCG is a relative measure where a value of 1.0 indicates that
the ordered list corresponds to the ground truth, while 0.0 indicates that none
of the relations related to the injected drift template have been retrieved. This
measure is also used for computing the confidence of a template matching, as
explained in Sect. 3.3.

In the first experiment, we study how the accuracy of the ordered binary
relations list is impacted by changing the characterization delay. We vary the
characterization delay from 200 to 1,000 events, and report the mean and the
standard deviation of the nDCG over all the simple change templates, where
each template was evaluated separately over nine injected drifts (cf. Fig. 5). In
this experiment, we do not apply any filtering on the ordered binary relations
list (CRFC = 100%· TRFC).

Not surprisingly, for a characterization delay of 200 events, the KSPT does
not have enough data to identify the relevant binary relations causing the drift,
which leads to a relatively low average nDCG of around 0.84 and a standard
deviation of 0.19 over all templates. Consequently, spurious relations, most often
resulting from a slight change in a branching probability, appear in the ordered
relations list. However, we observe that the accuracy of the relations ordering
increases when the characterization delay grows and eventually plateaus at an
average of 0.98 with a standard deviation of 0.02. As expected, the more data
points are fed to the KSPT, the more accurate is the statistical association
between the explanatory variable (here an individual binary relation) and the
target variable (the drift classification variable), and the better the estimation
of the RFC for ordering the relations is. However, the characterization delay
cannot grow indefinitely, hence, we select 500 events as a trade-off between a
short characterization delay and a high characterization accuracy (fewer spurious
relations). This value is used as the default delay in the remaining experiments.

We note that the characterization delay does not only indicate how many
events our method needs to fetch from the event stream to obtain an accurate
characterization, but it also allows us to infer the minimum inter-drift distance
that our method can handle. In other terms, the next potential drift must occur
at least after a number of events equal to this characterization delay (+ one
detection window) after the stabilization point (cf. Fig. 2) in order to be accu-
rately characterized.
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4.3 Impact of Relation Filtering on Characterization Accuracy

As introduced in Sect. 3.3, the ordered relations list resulting from Stage 1 can
be filtered based on the CRFC to discard the relations with insignificant RFCs.
Thus, only the top relations that sum up their CRFC to a certain proportion of
the TRFC are retained. The filtered list is then fed to the template identification
stage to find the best-matching templates with the relations. In this experiment,
we study how the filter affects the accuracy of template identification. We vary
the CRFC threshold (x%) from 70% to 100% (no filtering), and report the F-
score of the template identification averaged over the 25 synthetic logs. The
F-score is measured as the harmonic mean of recall and precision, where recall
measures the ratio of correctly identified change templates of a specific type
over the total number of injected templates of the same type, and precision
measures the ratio of correctly identified change templates of a specific type
over the total number of identified templates of that same type. Figure 6 shows
the average accuracy over all templates and per single change, double and triple
simultaneous changes.

As expected, we observe that the F-score increases as the CRFC threshold
increases. When the threshold is low, many relations are filtered out, and if only
one relation corresponding to an injected template is discarded then its corre-
sponding template will not be matched. On the other hand, when the threshold
increases, more relations remain in the filtered list, thereby increasing the like-
lihood of matching the relevant template, leading to a higher recall. However,
when no relations are filtered out (threshold = 100%), spurious relations will
be matched with the frequency template “fr”. This will impact the precision,
explaining the drop in the average F-score at the threshold value of 100%. As
an example, for the change template parallel move “pm” (with 8 relations), the
output of the first stage of our method was an ordered list of 50 relations. A
filter threshold of 70% retains only the top five relations out of 50, leading to
a recall of 0 for this template. On the other hand, a threshold of 90% retains
the top nine relations, leading to a recall of 1. In the remaining experiments we
use a CRFC threshold of 95% that is suitable for both single and simultaneous
changes.
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4.4 Comparison with Baseline

As discussed in Sect. 2, a possible approach to process drift characterization is
to apply automated process discovery before and after the drift point, and com-
pare the resulting process models. We first conducted an exploratory experiment
using a sample artificial log with a single injected drift. After drift detection, we
extracted the pre-drift and post-drift sublogsand fed these to two state-of-the-art
automated process discovery techniques: Inductive Miner [12] and BPMN Miner
[7]. The resulting models, obtained from each technique, were then compared
using the model-to-model technique in [3]. The comparison between the pair of
models discovered by the Inductive Miner did not finish after six hours of exe-
cution. This is explained by the over-generalization introduced by the Inductive
Miner in the discovered models. In the particular situation of a highly variable
process, this miner tends to produce a model close to the so-called flower model.
This causes the model-to-model comparison technique to explore the combina-
tion of all the possible execution paths from the two models. using BPMN Miner,
the model comparison technique produced many incorrect differences. This false
positives are due to the two models being underfitting. For instance, if the dis-
covered pre-drift model misses to represent a particular process behavior, the
comparison technique mistakenly reports this behavior as being added after the
drift. Based on these results, we decided to discard this approach as a baseline
to benchmark our method.

We then evaluated the possibility of using the log-to-log comparison tech-
nique in [4] as a baseline. This technique is designed to compare logs with
complete traces, while in our setting the pre-drift and post-drift sublogs are
extracted from an event stream, and hence contain many incomplete traces. As
a first attempt, we fed the log comparison technique with the two sublogs before
and after the drift as is, but as expected, the comparison led to a large number
of misleading differences. We then decided to only use complete traces within
the two sublogs. This was possible as we knew the start and end activities of
the process. However, in an online setting such activities may not be known. For
each change template, we evaluated the accuracy of the differences returned by
the technique manually. We calculated recall by considering the missing differ-
ences for a given template as false negatives, so that a recall of 1 is obtained if a
template is fully described by the differences. Similarly, precision was calculated
by considering the statements that were not related to the template as false
positives.

Figure 7 reports the F-score obtained for each change template for our
method and for the baseline. Our method had almost a perfect F-score for
every template as it could retain the (great majority of the) relations that were
involved in the injected change template, without returning relations that did
not fit the templates. On the other hand, the baseline produced a low F-score for
all the change templates. Admittedly, this technique had a high average recall
of around 0.85 over all logs. However, its precision was very low due to a high
number of false positives (wrong differences returned). Indeed, the two sublogs
capture partial process behavior, which, even if similar at the event level, is quite
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variable at the trace level. This was exacerbated by the high variability of the
process. These results are in line with the findings in [17] on drift detection (the
step preceding the drift characterization). In the latter study, we showed that
techniques based on (abstraction of) complete traces such as [13] do not perform
well when detecting drifts in highly variable logs and that finer-grained features
such as the α+ relations are more suitable to capture process behavior in high
variability settings.
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Fig. 7. F-score per change template, obtained with our method vs. [4].

We conducted all the experiments on an Intel i7 2.20 GHz with 16 GB RAM
(64 bit), running Windows 7 and JVM 7 with standard heap space of 4 GB. The
time required to extract, order, and then match the α+ relations to the predefined
templates for each drift ranged from a minimum of 410 ms to a maximum of
660 ms with an average of 530 ms. The baseline method took on average 15 s to
report the differences between the pre-drift and post-drift sub-logs.

5 Evaluation on Real-Life Log

We further evaluated our method on the BPI Challenge (BPIC) 2011.5 We chose
this log, which records patient treatments in a Dutch hospital, because of its high
trace variability (∼70%). We prepared the log by filtering out infrequent behavior
using the noise filter in [8] with its default settings. This operation resulted in a
log with 1,121 traces, of which 798 are distinct, and 42 activity labels. In [17],
we had detected two drifts from this filtered log, using our technique for drift
detection. The two drifts were supported by the observation of a sudden increase,
and a subsequent decrease in the number of events while the number of active
cases was decreasing.

We applied our method for drift characterization in order to identify the
change templates that explain these two drifts. Two frequency change templates
were identified to characterize the first drift, while the second drift was explained
by one frequency change template. This template was symmetric to the first
frequency change template, identified for the first drift. After investigation, we
found that the probability of the branch which was identified by the change
5 http://dx.doi.org/10.4121/uuid:d9769f3d-0ab0-4fb8-803b-0d1120ffcf54.

http://dx.doi.org/10.4121/uuid:d9769f3d-0ab0-4fb8-803b-0d1120ffcf54
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template as increasing (resp. decreasing) after the first (resp. second) drift point
included five activities in a loopback. The increase from 34% to 46% (resp.
decrease from 46% to 34%) in the upper branch probability of the identified
frequency change template is, in fact, the cause of the increased (resp. decreased)
number of events after the first (resp. second) drift. Figure 8 depicts the identified
template, with the activity labels in their original language.

As discussed in Sect. 4.4, the baseline technique for log-to-log comparison [4]
is designed to compare logs with complete traces. However, since there was no
complete trace within the pre-drift and post-drift sublogs, we ran the baseline
technique using the sublogs containing only partial traces. Nevertheless, we had
to abort the experiment as it did not complete within six hours.

Fig. 8. Identified template for drift 1 in BPIC 2011 log.

6 Conclusion and Future Work

We proposed a systematic online drift characterization method based on event
streams. The method can characterize multiple simultaneous changes so long as
they do not overlap in terms of process behavior. The strength of our method
resides in the features used to encode the process behavior and its well-grounded
statistical approach, that allow us to deal with highly variable processes. The
collection of change templates that we use to describe a drift is based on a
well-established categorization of typical change patterns. We do not claim this
collection to be complete, but it can easily be extended.

We extensively evaluated our method using both highly variable synthetic
logs as well as a real-life log. The results on the syntetic logs show high accu-
racy, low characterization delay and low time performance. And despite the lack
of a ground truth to validate our findings on the real-life log, the results were sup-
ported by various observations from the log. In addition, the method outperforms
state-of-the-art techniques for model-to-model comparison, in combination with
automated discovery techniques, as well as techniques for log-to-log comparison.

A first avenue for future work is to provide a visual description of the iden-
tified templates as a simple and effective way to communicate the nature of the
drift, as in [3]. Another avenue is to characterize more sophisticated changes such
as overlapping or nested changes. A third avenue is to combine collocated rela-
tions to support process fragments (subprocesses), such as single-entry-single-
exit fragments or local process fragments [19]. Finally, the characterization may
be extended to other process aspects, such as process data and resources.
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Abstract. Data analytics in general, and data mining primitives in par-
ticular, are a major source of bottlenecks in the operation of information
systems. This is mainly due to their high complexity and intensive call to
IO operations, particularly in massively distributed environments. More-
over, an important application of data analytics is to discover key insights
from the running traces of information system in order to improve their
engineering. Mining closed frequent itemsets (CFI) is one of these data
mining techniques, associated with great challenges. It allows discovering
itemsets with better efficiency and result compactness. However, discov-
ering such itemsets in massively distributed data poses a number of issues
that are not addressed by traditional methods. One solution for dealing
with such characteristics is to take advantage of parallel frameworks like,
e.g., MapReduce. We address the problem of distributed CFI mining by
introducing a new parallel algorithm, called DCIM, which uses a prime
number based approach. A key feature of DCIM is the deep combination
of data mining properties with the principles of massive data distribu-
tion. We carried out exhaustive experiments over real world datasets to
illustrate the efficiency of DCIM for large real world datasets with up to
53 million documents.

Keywords: Distributed information systems · Data analytics · Closed
frequent itemsets

1 Introduction

In the past few years, advances in hardware and software technologies have
made it possible for the users of information systems to produce large amounts
of transactional data. Although data mining has become a fairly well established
field now, its applications in massively distributed environment poses a number
of thriving challenges which are a well-known source of bottlenecks for the oper-
ation of distributed information systems. This is particularly the case of frequent
itemset mining (FIM) [1]. FIM allows discovering important correlation for mas-
sive sets of data and reveal key insights for numerous applications, ranging from
c© Springer International Publishing AG 2017
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marketing, to scientific data analytics, and including the optimization of infor-
mation systems. Actually, discovering the relationship between features in the
running traces of a system, for its optimization, is an active research topic [2,3].

Unfortunately, mining only frequent itemsets generates an overwhelming
number of itemsets. This makes their interpretation almost impossible and affects
the reliability of the expected results.

Several studies were conducted to define and generate condensed represen-
tations of frequent itemsets in the past few years. In particular, closed frequent
itemsets (CFI in short) [4] have received much attention with very general pro-
posals. Existing algorithms for mining CFI flag out good performance when the
input dataset is small or the support threshold is high. However, when the data-
base increases in size or the support threshold turns to be low, both memory
usage and communication costs become hard to bear. Some early efforts tried to
speed up the mining algorithms by running them in parallel [5], using frameworks
such as MapReduce [6] or Spark [7], that allow to make powerful computing and
storage units on top of ordinary machines. In [8], Wang et al. propose an app-
roach for mining closed itemsets using MapReduce, but it suffers from the lack
of scalability.

In this paper, we propose a new parallel algorithm named Distributed Closed
Itemset Mining (DCIM) for enumerating CFIs using MapReduce. In DCIM, we
develop a new approach based on mathematical techniques. The items from the
database are transformed into prime numbers, and CFIs are generated by using
only division and multiplication operations. When the scale of datasets gets large,
such operations could cause an overwhelming computing and memory utilization.
To overcome this issue, we propose insightful optimization techniques that allow
extracting CFI from even very large datasets. The main contributions of this
paper are as follows:

– We propose a numerical representation of transactional datasets using a new
transformation technique. This transformation is embedded in the algorithm
for a very low additional cost.

– We design an efficient parallel algorithm for CFI mining by deeply combining
MapReduce functionalities with the properties of CFI.

– We exploit the mathematical properties of our numerical representation and
provide optimizations both at the architecture level as well as on the com-
puting nodes.

– We carry out exhaustive experiments on real world databases to evaluate the
performance of DCIM. The results suggest that our algorithm significantly
outperforms the pioneering algorithms in CFI mining over large real world
datasets with up to 53 millions articles.

The rest of this paper is organized as follows. In Sect. 2, we describe some
related works. In Sect. 3, we present some preliminary notions they would be of
help for defining the problem. In Sect. 4, we introduce our DCIM algorithm. The
results of our experimental evaluations are reported in Sect. 5. Finally, in Sect. 6
we conclude.
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2 Related Work

Many research efforts [9,10] have been introduced to design parallel algorithms
capable of working under multiple threads under a shared memory environment.
Unfortunately, these approaches do not address the major problem of heavy
memory requirement when processing large scale databases. To overcome the
latter, MapReduce platform was designed to enable and facilitate the ability
to distribute processing of large scale datasets on large computing clusters. In
[11], the authors propose a parallel FP-Growth algorithm in MapReduce, which
achieves quasi-linear speedups. However, the method presented so far suffers
from either excessive amounts of data that need to be transferred and sorted
and a high demand for main-memory at cluster nodes.

Moreover, having a large amount of transactional data, finding correlation
between them highlights the necessity of discovering a condensed representations
of items. Since the introduction of CFI in [4], numerous algorithms for mining it
were proposed [12,13]. In fact, these algorithms tried to reduce the problem of
finding frequent itemsets to the problem of mining CFIs by limiting the search
space to only CFIs rather than the whole powerset lattice. Furthermore, they
have good performance whenever the size of dataset is small or the support
threshold is high. However, as far as the size of the datasets becomes large, both
memory use and communication cost are unacceptable. Thus, parallel solutions
are of a compelling need. But, research works on parallel mining of CFI are few.
In [8] introduce a new algorithm based on the parallel FP-Growth algorithm Pfp
[11] that divides an entire mining task into independent parallel subtasks and
achieves quasi-linear speedups. The algorithm mines CFI in four MapReduce
jobs and introduces a redundancy filtering approach to deal with the problem of
generating redundant itemsets. However, we don’t find in the literature a work
that scales for CFI mining on MapReduce with very large databases, as we tackle
in this paper.

3 Preliminaries

Definition 1. Let I = {i1, ..., in} be the set of items. A transaction dataset on
I is a set T = {t1, ..., tm} such that each ti is included in I. Each ti is called a
transaction. We denote by ||T || the sum of sizes of all transactions in T , that
is, the size of database T . A set P ⊆ I is called itemset. For an itemset P , a
transaction including P is called an occurrence of P , and T (P ) is the set of the
occurrences of P . |T (P )| is called the frequency of P , and denoted by frq(P ).
For a given constant θ, called minimum support, the itemset P is frequent if
frq(P ) ≥ θ. For any itemsets P and Q such that T (P ∪ Q) = T (P ) ∩ T (Q), if
P ⊆ Q then T (Q) ⊆ T (P ). An itemset P is called closed if no other itemset Q
satisfies T (P ) = T (Q) having P ⊆ Q. Given a set S ⊆ T of transactions, let
I(S) be the set of items common to all transactions in S, i.e., I(S) = ∩(T∈S)T .
Then, we define clo(P ), the closure of itemset P in T , by I(T (P )) = ∩(t∈T (P ))t.

For every pair of itemsets P and Q, the following properties hold [4]:
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1. If P ⊆ Q, then clo(P ) ⊆ clo(Q).
2. If T (P ) = T (Q), then clo(P ) = clo(Q).
3. clo(clo(P )) = clo(P ).
4. clo(P ) is the unique smallest closed itemset including P .
5. An itemset P is a closed itemset if and only if clo(P ) = P .

MapReduce is one of the most popular solutions for big data processing, in
particular owe to its automatic management of parallel execution in clusters of
machines. Initially proposed in [6], it has gained increasing popularity, as shown
by the tremendous success of Hadoop1, an open-source implementation.

MapReduce splits the computation in two phases, namely map and reduce,
which in turn are carried out by several tasks that process the data in parallel.
The idea behind MapReduce is simple and elegant. Given an input file, and two
map and reduce functions, each MapReduce job is executed in two main phases.
In the first phase, called map, the input data is divided into a set of splits,
and each split is processed by a map task in a given worker node. These tasks
apply the map function on every key-value pair of their splits and generate a set
of intermediate pairs. In the second phase, called reduce, all the values of each
intermediate key are grouped and assigned to a reduce task. Reduce tasks are
also assigned to worker machines and apply the reduce function on the values of
each key to produce the final results.

4 DCIM Algorithm

Manipulating string operations causes multiple problems when handling large
scale datasets. In fact, when the support threshold turns to be low, both memory
usage and communication costs become unbearable. We overcome this issue by
designing a distributed solution to mine CFI using the MapReduce framework.
In this section, we propose our algorithm, called DCIM, that distributes the
mining process of CFI over a cluster of nodes by using a number of well specified
MapReduce jobs adapted to our mining problem.

4.1 Algorithm Overview

The DCIM algorithm uses two MapReduce phases to mine CFIs in three steps
which are depicted as follows.

– Step 1: Splitting : Splits T into multiple and successive parts and stores the
parts on N different computers. Each part is called a split.

– Step 2: Frequency counting : Executing a first MapReduce job, this step is
dedicated to count the support of each item in T and prune non-frequent ones.
The output of this step will be a list of items sorted in descendent order, and
each one is linked with a specific prime number.

1 https://hadoop.apache.org/.

https://hadoop.apache.org/


Massively Distributed Environments and Closed Itemset Mining 235

– Step 3: CFI Mining : This is the key step of DCIM that adopts the second
MapReduce pass in which Map phase and Reduce phase perform different
methods. Here, load balancing is a crucial concern and will call for particular
care and a comprehensive approach of distribution principle.

Frequency Counting: Using a simple MapReduce count process, in this step,
DCIM scans the database and computes the frequency of each item. In fact,
the input key-value pair would be like (key, value = ti), with ti ⊂ T . For each
item, say ik ∈ ti, the mapper outputs a key-value pair (key = ik, value = 1).
After all mappers instances are completed, the MapReduce infrastructure feeds
the reducers with key-value pairs and the output result is represented as (key =
ik, value2 = Σ(value)). Adding the minimum support θ as an input of the job,
the set of items is pruned by discarding those who are not frequent and sorted in
descending order of their supports in one list, denoted Frequency-List. To proceed
with DCIM algorithm, each item in Frequency-List will receive a specified prime
number.

CFI Mining: After generating the Frequency-List, sorted in descending order
of supports, DCIM starts the second MapReduce job to extract the complete set
of CFI. We detail the Map and Reduce phases below. We assume that the mining
process of the algorithm is going to be on multiple Sub-Datasets. At this point,
we need to deal with our data and well split the dataset, in order to satisfy the
correctness and completeness of our results. To do so, a Sub-Dataset definition
cited in [12] says:

Definition 2. For a given dataset T , let i be a frequent item in T . The i-Sub-
Dataset is the subset of transactions containing i, while all infrequent items,
item i and items following i in the Frequency-List are omitted. And therefore,
having j as a frequent item in P -Sub-Dataset, where P is a frequent itemset, the
jP -Sub-Dataset is the subset of transactions in the P -Sub-Dataset containing j,
while all infrequent items, item j, and items following j in local Frequency-List
are omitted.

Our splitting process is based on item-based partitioning of the dataset. In
fact, the idea is based on the creation of one split Si for every θ-frequent item
i ∈ Frequency-List. Thus, we extract, for each item, its appropriate Sub-Dataset.
In the Map phase, the algorithm loads the Frequency-List of the Dataset. In
each split from the inputs, the algorithm treats each transaction ti from the
split Si. The input pair is like (key, value = ti). For each ti, item i is omitted
from the transaction ti and the rest of items are sorted in descending order of
supports by checking the Frequency-List. Then, DCIM generates a big integer Vti

representing the transaction by multiplying all the primes representing items of
the transaction. At the end, the Map phase emits the item i and the appropriates
Vti as follows (key = i, value = ti[1], ti[2], ..., ti[n]) where n ≤ ||Si||. Figure 1
illustrates the transformation process of our algorithm. Each item is mapped to a
prime number (left part of Fig. 1), while the dataset (on the right) is transformed
by prime number multiplications.
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Item frq(Item) Prime Nb.
B 4 2
C 4 3
E 4 5
A 3 7
D 1 11

ti Original Tr. Prime Nb. Vti
1 A,C,D 7, 3, 11 231
2 B,C,E 2, 3, 5 30
3 A,B,C,E 7, 2, 3, 5 210
4 B,E 2, 5 10
5 A,B,C,E 7, 2, 3, 5 210

Fig. 1. (Left) A mapping between items and prime numbers, and (Right) a dataset T
and its transformation.

When all mapper instances have completed, reducers read collections cor-
responding to a group of transactions in form of big integers representing the
Sub-Dataset linked to item or itemset in question. Then, the mining process
begins literally. Before describing the Reduce phase, some properties and defi-
nitions are of use in the remainder. Indeed, for every pair of itemsets P and Q
represented respectively as two big integers X and Y , the following properties
hold.

1. P is a Closed itemset extracted from a Sub-Dataset. P is discovered by con-
catenating the items having the same support as P (in the Sub-Dataset)

2. It is not necessary to develop a Sub-Dataset of an itemset Q included in a
CFI already discovered P , such that supports of P and Q are equal.

3. P ⊆ Q if the rest of division of Y by X is 0.

In previous works [14], to facilitate the exploration of Sub-Datasets and mine
CFI, authors propose a new technique that defines a header table which is asso-
ciated to each context. This table lists the items contained in the corresponding
Sub-Dataset, sorted in descending order of their supports. However, in this cur-
rent approach, extracting CFI in the reduce phase of DCIM does not need the
use of this header table, and thus avoids additional process. To do so, we adopted
the notion of greatest common divisor (Gcd). Knowing that the Gcd of two or
more integers, when at least one of them is not zero, is the largest positive integer
that divides the numbers without a remainder, we deduce our closure operator
using the following lemma.

Lemma 1. Let P -Sub-Dataset be the subset of transactions containing P . The
greatest common divisor in P -Sub-Dataset represents the closure between all
transactions.

Proof. The closure of an itemset P is produced from the intersection between
all transactions containing P . Manipulating prime numbers, the Gcd between
primes is unique. Thus, having all Vti from P -Sub-Dataset, extracting the closure
from a set of transactions amounts to calculate the Gcd between them. Hence,
the Gcd in P -Sub-Dataset is the closure between transactions composing P -
Sub-Dataset.

Having the prime number representing the item and its transactions as a
set of Vti as input for reducers, computing the closure from the Sub-Dataset is
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straightforward by computing the Gcd of all transactions of the Sub-Dataset.
Doing so, there is no further need to store supports of items contained in the
Sub-Dataset. Indeed, if the closure exists, then it will undoubtedly have the
same support as that of the item. By concatenating the closure to the candidate
item multiplying the prime number of the item and the number representing the
closure, the result of our reduce phase will be a CFI that is represented as a
number which is added to the set of final results.

Load Balancing: The principles explained above are a strong basis for high
performances when mining CFIs. However, a fully parallel data mining algo-
rithms has to be deeply combined with the intrinsic characteristics of the dis-
tributed framework. We know that, in MapReduce, the reducers cannot start
applying the reduce function before all mappers finish their work. Thus, when
approaching the end of Map phase, there are usually nodes that are idle waiting
for the others to finish. It is worth using these nodes for reducing the amount

Algorithm 1. DCIM Algorithm
1: function Mapper(i, Si)
2: Load Frequency-List ; Load Primes-List
3: for all Ti ∈ Si do
4: T

′
i ← ORD(Ti) � ORD : sort items from Ti

5: PN(i) = 1

6: if T
′
i �= ∅ then

7: for all j ∈ T
′
i do

8: PN(i) ← PN(i) × Primes-List(j)
9: � Transforms j and generates Vti

10: Emit(Primes-List(j + 1), PN(i))
11: end for
12: end if
13: end for
14: end function
15: function Combiner(i, List-PN(i))
16: List-Gcd(i) ← ∅ ; k ← 0
17: for all PN(i)k ∈ List-PN(i), k < ‖List-PN(i)‖ do
18: Gcd(i) ← Gcd(PN(i)k) � Computing Gcds
19: k ← k + 1
20: end for
21: List-Gcd(i) ← Gcd(i)
22: Emit(i, List-Gcd(i))
23: end function
24: function Reducer(i, List-Gcd(i))
25: Clos(i) ← ∅ ; CFI ← ∅
26: for all Gcd(i) ∈ List-Gcd(i) do
27: Clos(i) ← Gcd(List-Gcd(i)) � Results shuffling
28: end for
29: CFI ← i ∪ Clos(i) � ∪ : Operation to join items
30: end function
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of data that should be transferred from mappers to reducers. The main issue is
to find the adequate decomposition of the problem, such that one part of the
load may be given to a node that may do some pre-processing and save time
to the reducers. This can be done thanks to the nice properties of the Gcd,
which may be divided into parts of any size. In fact, having a unique Gcd for
multiple integers, its computation can be done in a successive manner, while
maintaining the correctness of the final results. Let us consider that we have n
mappers {M1, ...,Mn}, and on each mapper i we have Mi,k numbers (Vtk) asso-
ciated to key k. Then, we can compute Gcdi,k(Mi) the local Gcd of mapper i
for k on the Mi,k Vtk it contains. Later, instead of receiving

∑n
i=1 Mi,kVtk for

key k, a reducer will receive a much lower amount of numbers, corresponding to
the results of this pre-computing (n, in the ideal case).

Thus, in DCIM, we anticipate the next step of calculating Gcds, avoiding
heavy synchronization, and significantly reducing the computing time by per-
forming a reduce-type function, called combiner, before starting the reduce phase
of the proposed algorithm. Doing so, we limit the volume of data transfer between
the map and reduce tasks. This function runs on the output key-value pairs of
the map phase which are not immediately written to the output and already
available in memory. Instead, they will be collected in lists, one list per each
key value. Also, in our new algorithm, we set the combiner class as a shuffling
class where all instances of Map’s output are handled as a set of transactions,
represented as a set of Vti . In fact, for each map output key, the combiner func-
tion is called and tries to compute the global Gcd taking Vtis one by one and
applies a series of Gcd calculations between them. It is obvious that, besides the
technical tricks, passing summarized Gcds to the reduce phase of the algorithm
enhances the computation and calculation time. Pseudo-code of Map, Combiner
and Reduce phases to enumerate CFIs is sketched in Algorithm 1. An example
of DCIM running is presented in Fig. 2.

Illustrative Example: Figure 1 illustrates how DCIM works on a dataset T .
First, having a minimum support θ = 2, the frequency counting pass provides the
Frequency-List containing items of T with their primes linked sorted in descen-
dent order of frequencies (in case of same frequencies we applied alphabetical
order on items). Then, the second MapReduce pass of DCIM is sketched in
Fig. 2. Starting by the less frequent items from each transaction, DCIM decom-
pose the Vti to construct Sub-Datasets. In the example, the first mapper took
{CA} as a transaction. Having frq(A) ≤ frq(C), DCIM starts by dividing
Vt1 by “7” the prime associated to {A}. The mapper provides {C} as a trans-
action for A-Sub-Dataset as a first result. Reciprocally, {A} is provided as a
transaction for C-Sub-Dataset. The same calculations are applied for the rest
of the mappers. Treating {A} as a combine inputs in the second table of the
example, A-Sub-Dataset is delivered as a set of Vts (e.g. {C} = 3, {BCE} = 30,
{BCE} = 30). With a Gcd= 3 which is the prime associated to {C}, {AC} is
a closed frequent itemset. The same calculations are applied to itemset {AB},
taking into account its Sub-dataset as inheritance from A-Sub-dataset and so
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Map Inputs (Vti
) Processing Vti

Map Outputs (Sub-DS)

{CA} = {21} 21 = 3 × 7 {A} = 7 : {C} = 3

{BCE} = {30} 30 = 2 × 3 × 5 {E} = 5 : {BC} = 6

6 = 2 × 3 {C} = 3 : {B} = 2

{BCEA} = {210} 210 = 2 × 3 × 5 × 7 {A} = 7 : {BCE} = 30

30 = 2 × 3 × 5 {E} = 5 : {BC} = 6

6 = 2 × 3 {C} = 3 : {B} = 2

{BE} = {10} 10 = 2 × 5 {E} = 5 : {B} = 2

{BCEA} = {210} 210 = 2 × 3 × 5 × 7 {A} = 7 : {BCE} = 30

30 = 2 × 3 × 5 {E} = 5 : {BC} = 6

6 = 2 × 3 {C} = 3 : {B} = 2

Combine Inputs (Sub-DS) CFI Mining → Reduce Outputs

{A} = 7 : {3, 30, 30} Gcd(3, 30, 30) = 3 ⇒ 3 × 7 = 21

21 = {AC} ⇒ {AC} is CFI

{AB} = 14 : {15, 15} Gcd(15, 15) = 15 ⇒ 14 × 15 = 210

210 = {ABCE} ⇒ {ABCE} is CFI

{AE} ? → {AE} ⊆ {ABCE} Stop

{E} = 5 : {6, 2, 6, 6} Gcd(6, 2, 6, 6) = 2 ⇒ 2 × 5 = 10

10 = {BE} ⇒ {BE} is CFI

{EC} = 15 : {2, 2, 2} Gcd(2, 2, 2) = 2 ⇒ 2 × 15 = 30

30 = {BCE} ⇒ {BCE} is CFI

{C} = 3 : {7, 2, 2, 2} Gcd(7, 2, 2, 2) = 1 ⇒ 1 × 3 = 3

3 = {C} ⇒ {C} is CFI

Fig. 2. Illustrative example: map, combiner and reduce phases of DCIM

one. The process is stopped in each reducer in two cases. A first case when there
is no other item to treat from mappers outputs and a second phase when there
is an inclusion relation between closed itemset found and those provided before
the latter.

4.2 Optimizing Strategies

The load-balancing technique presented above is a key for high performances.
However, massively distributed data mining applied to very large databases calls
for thorough optimizations. In this section, we provide insightful optimizing
strategies for improving the performance of DCIM in practice.

Document Splitting: Collection frequencies of items can be exploited to
reduce required work by splitting up every document adopting the item-based
partitioning approach. The main idea is to observe the transactional dataset
and fit each mapper with a group of dependent transactions. Thus, assuming
i ∈Frequency-List a frequent item, we can split the document by searching trans-
actions containing i concatenated to other items having the same supports as
i and so on. This allows not only to have fair splits between mappers, but also
reduces the time complexity of each mapper by pruning transactions not needed
to extract the Sub-Dataset of the item in question.
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Multiplying Big Integers: In large datasets, transforming data into numer-
ical forms may generate big integers for which we developed special multiply
operator. Before describing this operator, let us recall some definitions about
big integers. A big integer X is handled thanks to its polynomial representation
in a given base B as X = x0 × B0 + x1 × B1 + x2 × B2 + ... + xn × Bn, where B
usually depends on the maximal size of the basic data types and the coefficients
xi (also called limbs) are basic number data types (such as long or double in
Java) and fulfill 0 < xi < B.

Due to the format of our final output, we treat the base B as a power of
10. It significantly reduces the memory usage of the DCIM algorithm. Given
two big integers X and Y in their respective canonical forms as follows, X =∑m

i=0(xi × Bi) and Y =
∑n

i=0(yi × Bi), the big integer Z = X × Y can be
obtained thanks to Zi =

∑
k+l=i(xk × yl).

Using these basic definitions, for large integers of size n, all the operations
addition, substraction, product and division have a complexity of O(n). This
means that the number of basic operations on basic data storage type is propor-
tional to n. Interestingly enough, for the classical product and division opera-
tions, the complexity is O(n2) for multiplying and dividing two integers of size n,
when n becomes big, this cost becomes very handicapping. When handling huge
integers, it is then of interest to try to obtain a faster algorithm for multipli-
cation and division operations. There are some solutions proposed to overcome
the above-mentioned problem, and we tried most of them. One of them is the
Karatsuba algorithm [15] proposed for an efficient multiplication of big integers.
Karatsuba was the first to observe that multiplication of large integer can be
made faster than O(n2). However, its method is a recursive one. It reduces the
number of multiplications from the four products x0 × y0, x0 × y1, x1 × y0 and
x1 × y1 to three by dividing the big integers in two parts. To minimize the com-
plexity caused by Karatsuba, a second algorithm called Toom-Cook algorithm
was implemented [16]. In fact, Toom-Cook algorithm takes X and Y as two big
integers, and splits them into j lower parts each of length i, and operates on
the parts. As j grows, one may mix many of the multiplication sub-processing,
thus reducing the overall complexity of the algorithm. The multiplication sub-
operations can then be computed recursively using ToomCook multiplication
again, and so on. Nevertheless, the complexity of Toom-Cook can be further
reduced. Indeed, the product of two large integers of size n can be done in
O(n log(n)) thanks to Fast Fourier Transform techniques detailed in follow. In
fact, two large integers X and Y of size at most n−1 can be written in the form
of X = X(B) and Y = Y (B), where B is the base (B a power of 10) and X

and Y two polynomials as X(z) =
∑n−1

i=0 (xi × zi) and Y (z) =
∑n−1

i=0 (yi × zi).
Denoting by R(z) the polynomial obtained by the product of X(z) and Y (z), we
have XY = R(B) and a final rearrangement on the coefficients of R(z) permits
to obtain the product XY . Thus, we are lead to the problem of multiplying
two polynomials of degree lower than n. A polynomial of degree lower than n is
uniquely defined from its evaluations at n distinct points. Therefore, to obtain
the product R(z) = X(z)Y (z), it is sufficient to compute the values R(wk) at
2 × n distinct points of wk, that are computing X(wk) and Y(wk).



Massively Distributed Environments and Closed Itemset Mining 241

The Fast Fourier Transform idea consists in choosing for wk the complex
roots of unity Ω like wk = exp(2iΠk

2n ) = Ωk where Ω = exp(2iΠ
2n ).

Thus, FFT algorithm proceeds with a transformation technique called the
Fourier Transform. For a given sequence X = (x0, x1, ..., x2n−1) derived from
X(z) =

∑n−1
i=0 (xi × zi), the algorithm computes its Fourier transform F using

Ω from below as follows.

F (X) = (f0, f1, ..., f2n−1) ; fk =
∑2n−1

j=0 (xjΩ
jk)

where the conjugate Fourier transform is :

F (X) = (f0, f1, ..., f2n−1) with fk =
∑2n−1

j=0 (xjΩ
−jk).

Roughly speaking, to compute the coefficients fk of F (X), the transformation
performs the following steps:

1. Define two sub-sequences of size n:
X0 = (x0, x2, ..., x2n−2) ; X1 = (x1, x3, ..., x2n−1)

2. Compute the Fourrier transform:
F (X0) = (a0, a1, ..., an−1) ; F (X1) = (b0, b1, ..., bn−1)

3. Deduce the Fourier Transform F (X) with the formulas:
fk = ak + Ωkbk ; fn+k = ak − Ωkbk ; 0 ≤ k ≤ n

We now present formally the algorithm to multiply big numbers with FFT
algorithm. Let X and Y be two big integers with less than n coefficients. To
compute Z = X × Y in time O(n log(n)), FFT performs the following steps:

1. Compute the Fourier transform X ′ and Y ′, of size 2n each, of the sequences
xj and yj : X ′ = (x′

0, x
′
1, ..., x

′
2n−1) ; Y ′ = (y′

0, y
′
1, ..., y

′
2n−1)

2. Compute the product term by term in Z ′: Z ′ = (z′
0, z

′
1, ..., z

′
2n−1) ; z′

i = x′
i×y′

i

3. Compute the inverse Fourier transform Z of Z ′ with the conjugate FFT
process: Z = (z0, z1, ..., z2n−1) ≡ 1

2nF (Z)

And finally, after rearrangement of the coefficients zi, the number
Zi =

∑2n−1
0 (ziB

i) is equal to the product of X by Y . The algorithm con-
sists in computing two FFTs of size 2n and one reverse FFT of size 2n. Thus
the product of two large integers with n digits has a complexity asymptotically
equal to 3 FFTs, let’s say O(n log(n)3).

Reducing the Size of Prime Numbers: Dealing with large datasets leads
us to efficiently manipulate large numbers. Thus, in addition to the efficient
multiplication operator, we also tried to reduce the size of generated numbers
as much as possible. In fact, when analyzing our execution logs, we observed
that items with low-frequency are much more numerous than those having high
support values. Thus, for performance enhancements, we tried to attribute the
lower primes to items that have higher frequencies. This idea remarkably reduced
the running time of our algorithm.
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5 Experimental Evaluation

Setup and Implementation: To perform our experiments, we used one of the
clusters of Grid50002 which is a large-scale and versatile test-bed for experiment-
driven research on parallel and distributed computing. Our experiments were
performed on a cluster with 32 nodes (384 cores in total), equipped with Hadoop
2.6.0 version. Each machine is equipped with linux operating system, 96 Giga-
bytes of main memory, dual-Xeon X5670 with 2.93 GHz 12 core CPUs and 320
Gigabytes SATA hard disk.

Due to lack of parallel CFI mining approaches in the literature, we compared
our algorithm to our own parallel implementation of Closet in MapReduce. We
used three Map Reduce jobs. The first job is dedicated to generate the frequency
list containing all items in the dataset and for each one we associated its number
of occurrences (support) and the final list was sorted in descending order of
supports. The second job in Closet takes the entire dataset and removes all
the infrequent items. Eventually, the third job achieves the CFI mining process.
The latter divides the dataset in Map phase into multiple splits using the item-
based partitioning approach mentioned earlier in Sect. 4.2. The Map phase finds
for each frequent item its Sub-Dataset and the associates header table. The
Reduce phase starts by comparing the supports of the items with the supports
of the itemsets in the header table of the corresponding Sub-Dataset. Those
which have the same supports, their string concatenation produces a CFI which
is stored in a hash-table with its corresponding supports.

Finally, we also compared DCIM to the parallel PFP-Growth [11] imple-
mentation of the FP-Growth algorithm (Pfp in short) for MapReduce. Pfp is
dedicated to extraction of frequent itemsets only (and the generation of fre-
quent itemsets from closed frequents one can be done in a significant amount of
time). However, this is an interesting comparison to a well-known approach of
the literature. The default values for Pfp in our experiments are: Q = 30, 000
(the number of groups containing dependent transactions, for the construction
of the corresponding FP-Trees from Sub-Datasets to each itemset candidates)
and K = 90 (the number of top frequent itemsets). For more details see [11].

Datasets. We carried out our tests on two real-life datasets. The first one,
called “English Wikipedia”, represents a transformed set of Wikipedia articles
into a transactional dataset, each line mimics an article. It contains 8 millions
transactions with 7 millions distinct items, in which the maximal length of a
transaction is 150, 000, and the size of the whole database is 4.7 Gigabytes. The
second dataset, called “ClueWeb”, consists of Web pages that were collected in
January and February 2009 and is used by several tracks of the TREC confer-
ence. During our experiments, we used a part of this dataset with 53 millions
transactions including 11 millions items with a maximal length of a transaction
of 700,000. The size of the considered “ClueWeb” dataset is 24.9 Gigabytes.

2 https://wiki.inria.fr/ClustersSophia/Clusters Home.

https://wiki.inria.fr/ClustersSophia/Clusters_Home
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Fig. 3. Runtime on the English Wikipedia dataset with a cluster of 16 nodes
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Fig. 4. Runtime on the ClueWeb dataset with a cluster of 16 nodes

Runtime. Figures 3 and 4 show the results of our experiments on both English
Wikipedia and ClueWeb datasets (respectively). Figure 3a reports the compar-
ative performance of DCIM under different values of minimum support (θ) less
then 1% of the overall size of the dataset. We see that DCIM sharply outper-
form both other algorithms. In fact, Wikipedia dataset contains a most equally
number of items and transactions. Thus, as far as θ value is low, Pfp and
Closet generate too many candidates, and a lot of long Sub-datasets for each
one. So, the inclusion tests and evaluations under the pruning methods used in
these two algorithms causes lead as expected to poor performances. Therefore,
the response time of Pfp and Closet grows exponentially and gets quickly
very high. DCIM overcomes these problems by using prime numbers to gen-
erate the Sub-datasets through division operations. Furthermore, the Gcd in
each Sub-dataset has eliminated the check of supports between the candidate
and its deduced closure, leading to much better performances. For instance, on
the wikipedia dataset, the difference in response time is 5% with a support of
θ = 60 × 10−3, while it grows up to 43% with a support of θ = 10 × 10−3.
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Figure 3b highlights the difference between the algorithms of Fig. 3a that
scale. Although Closet continues to scale with θ = 40 × 10−3, it is outperformed
by DCIM, while Pfp does not scale for lower threshold values. Also, with θ ≤
20×10−3, we clearly observe a significant difference in the response time between
DCIM and all the algorithms from the state of the art, owing to its robust and
efficient core mining process. In Fig. 4a similar experiments have been conducted
on the ClueWeb data set, and we observe very similar behaviors (i.e., DCIM
outperforms existing approaches, and the same order between all algorithms is
kept).

Speedup. In order to assess the speed-up of our approach, we performed exper-
iments where we measured the response times with a varying number of com-
puting nodes. In Figs. 5 and 6, we performed multiple evaluations over different
number of nodes, whith θ = 50× 10−3, on the Wikipedia and ClueWeb datasets
(respectively). Figures 5a and 6a show the comparative speed-up results of all
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algorithms, and confirm the clear advantage of DCIM for all the possible set-
tings in the number of nodes. Figures 5b and 6b focus on the speed-up of DCIM
only. This is the same number of nodes and same value of θ (and, of course,
the same response times for each number of nodes), with a magnified view on
DCIM. We can observe the very good speed-up of DCIM which, by taking into
account parallel optmizations in its core design, benefits from an increase in the
number of computing nodes.

6 Conclusion

In this paper, we proposed a reliable and efficient parallel algorithm for CFI min-
ing namely DCIM, that shows significantly better performances than approaches
from the state of the art. In addition to using prime numbers and processing big
integers, we provide DCIM with optimizations designed towards massive distrib-
ution and the MapReduce framework. The results illustrate that our method out-
performs other alternatives, mainly by reducing the overhead of data exchange
between nodes.

Acknowledgments. This work has been partially funded by the European Commis-
sion under the CloudDBAppliance project (grant 732051) and performed in the context
of the Computational Biology Institute in Montpellier.
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Abstract. Process mining mainly focuses on analyzing a single process
that runs through an organization. Often organisations consist of multi-
ple departments that need to work together to deliver a process. Archi-
Mate introduced the Business Process Cooperation Viewpoint for this.
However, such models tend to focus on modeling design time, and not
the runtime behavior. Additionally, many approaches exist to analyze
multiple departments in isolation, or the social network they form, but
the cooperation between processes received little attention.

In this paper we take a different approach by analyzing the runtime
execution data to create a new visualization technique to uncover cooper-
ation between departments by means of the Runtime Enterprise Archi-
tecture using process mining techniques. By means of a real-life case
study at a large logistic organization, we apply the presented approach.

Keywords: Process mining · Enterprise architecture · Data analytics ·
Business analytics · Runtime enterprise architecture

1 Introduction

In larger organisations, departments work jointly to deliver the services or prod-
ucts of that organisation. Capturing this cooperation is part of the domain
of Enterprise Architecture (EA) [29]. EA consists of principles, methods, and
models to design and realize an enterprise’s organisational structure, business
processes, information systems, and infrastructure. An important aspect within
organisations is the cooperation between different departments in the overall
processes of the organisation. ArchiMate [13] introduced the Business Process
Co-operation Viewpoint (BPC) to model this explicitly. These models mainly
focus on the design of cooperation: which processes and departments within an
organisation are allowed to communicate. The runtime behaviour, i.e., whether
and when communication occurs, and the possible execution orders are typically
left out.

c© Springer International Publishing AG 2017
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Process mining [2] offers many opportunities to assist the enterprise archi-
tect in uncovering the runtime behaviour of their EA. In process mining, many
algorithms exist to discover processes (e.g. [5,8,10,16]), to check for conformance
(e.g. [3,7,22]), and to enhance process models (e.g. [11,25]). Although the process
is viewed from different perspectives [17], such as the case, process and resource
perspective, the organisational perspective [23] has been given little attention.
Approaches like PM2 [24] and Process Diagnostics [6] focus on the overall process
within an organisation, rather than focusing on how the different departments
within the organisation contribute to deliver its service. Consequently, for larger
organisations where multiple departments cooperate to deliver their services,
current process mining techniques are hard to apply.

As a running example, consider the insurance company InsComp. The organ-
isation has three deparments: the Policy Department, the Claim Department and
the Financial Administration. InsComp delivers two services: the issuing of poli-
cies and the handling of claims, where the former is the responsibility of the
Policy Department, and the latter of the Claim Department. The Claim Depart-
ment sometimes asks the Policy Department to check a policy. Once a claim is
approved, the Financial Administration is instructed to compensate the claim.
As InsComp has a problem with the Claim Handling service, they want to obtain
insights into the cooperation and functioning of the different departments and
locations.

In this paper, we want to close the gap between the static descriptions created
in EA and the runtime environment in which all these processes have been imple-
mented. We do this by addressing the research question: How can the analysis of
runtime execution data facilitate the visualisation of the actual business process
cooperation in enterprise architecture? To pursue this research, we applied the
objective-centered approach in Design Science Research [20], to design and eval-
uate visualisation techniques of runtime execution data in the field of enterprise
architecture.

Based on the successful application of process mining in other fields
[2,4,6,10], we propose to apply process mining techniques for the analysis of
questions about the quality of the actual different departments and their coop-
eration. We do this by introducing the Runtime Enterprise Architecture (REA)
of an organisation, which uses the runtime operation data from the processes
operated within the organisation. This allows us to create new visualisations to
uncover the involvement of departments, their cooperation, and their relative
achievements in the process.

In the remainder of this paper we make the following contributions:

– Incorporation of the runtime behaviour of an organisation into the Business
Process Co-operation Viewpoint of Enterprise Architecture (Sect. 2);

– Visualisation techniques to uncover the Runtime Business Process
Co-operation View of an organisation (Sect. 3); and

– Showing the applicability and possibilities of the techniques through a case
study in a large parcel distributor in the Netherlands (Sect. 4).



Uncovering the Runtime Enterprise Architecture 249

2 Runtime Enterprise Architectures

To model the different departments within an organisation and how these coop-
erate to deliver the services of an organisation, ArchiMate 3.0 [13] introduced the
Business Process Co-operation Viewpoint (BPC) [15]. This viewpoint shows the
relation between the business processes and their surroundings, and can be used
to create a high-level design of business processes within their context and to
provide insight into their dependencies [15]. The BPC viewpoint of our example
organisation InsComp is shown in Fig. 1.

Fig. 1. Business process co-operation viewpoint

The BPC viewpoint reflects the allowed cooperations at design time. Whether
in real life this blue print is always followed is a complete different question. With
the logging capabilities of current Process-Aware Information Systems (PAISs),
it is possible to record reality in the form of audit trails or event logs [26]. These
event logs are input for process mining.

Key in process mining is that each event is related to a process instance of
some businesss process. Process mining focuses on analyzing a single process,
whereas in an organisation many different processes run intertwined. For this
we define the Runtime Enterprise Architecture (REA) as the set of structures
and metrics to capture and analyze the runtime behaviour of that organisation
based on its Enterprise Architecture. In this paper, we focus on the dynamic
behaviour of the BPC viewpoint, the Runtime Business Process Co-operation
View (RBPC). As for process mining in general, this approach relies on the
assumption that for each event it is known to which activity (and thus process)
it belongs.

2.1 Meta-Model of the Runtime Business Process Co-operation
View

The conceptual model that maps the relevant event log concepts to the concepts
of the BPC viewpoint is shown in Fig. 2. On the left, the relevant elements of
the BPC viewpoint are depicted. The gray elements are the default elements of
ArchiMate. Organisation and Department are specializations of the ArchiMate
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element Business Actor. An Organisation has a hierarchical structure of Depart-
ments, and delivers some Business Service. A Business Service is implemented
by one or more Business Processes. Activities in a Business Process form Coop-
eration. A Cooperation is always initiated by an Activity (relation from) and
concluded by an Activity (relation to).

Organisa on Business Service

Department Business Process

Ac vityCoopera on

Resource

Event

Tracedelivers

in

responsible for

works in

raises

for

in

implements

of

in

from
to

parent

parent

Business actor Run me environmentBusiness Processs Co-opera on viewpoint

Fig. 2. Conceptual model of runtime business architectures

At runtime, Business Services are instantiated, resulting in Traces, that flow
through the organisation. For a Trace, Events are raised by executing Activities.
Possibly, the Resource is recorded as well. Notice that in many organisations,
traces are identified by some global identifier that is used throughout the business
service or organisation.

2.2 Runtime Business Process Co-operation View

At design time, different cooperations can be modelled in the BPC view. The
definition of the concepts and relations are directly derived from the conceptual
model in Fig. 2. Let c be a cooperation. From the conceptual model, we can
define the following types of cooperations.

Intra-process A cooperation occurs within the same process, i.e.
in(from(c)) = in(to(c));

Inter-process A cooperation occurs between two different processes, i.e.,
in(from(c)) �= in(to(c));

Intra-departmental A cooperation within the same department (possibly
between different processes), i.e.,
responsible for(in(from(c))) = responsible for(in(to(c)))

Inter-departmental A cooperation between different departments, i.e.,
responsible for(in(from(c))) �= responsible for(in(to(c)))

In this model, a cooperation can be both inter-process and intra-deparmental at
the same time, if the cooperation is between two business processes for which
the same department is responsible.
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3 Uncovering Cooperations

To obtain insight in the cooperations within an organisation, we first discuss
how to discover cooperations. Next, we present a new visualisation technique for
cooperations, the Runtime Business Process Co-operation View that visualises
the runtime behaviour of an organisation, rather than only focusing on the design
time, as is current practice in EA.

3.1 Discovering Cooperations Using Process Mining

Several techniques have been proposed in process mining to analyze both inter
and intra organisations [1], such as social network analysis [23], artifact-centric
techniques [21] and feature discovery [28]. Social Network Analysis (SNA) focuses
on identifying nodes and their relationships [19]. A social network consists of
nodes and a set of relationships or links. In [23], the authors use event logs
to generate a social network of the resources within the event log. In process
analysis this derived SNA can be used to identify resources in a network, and
to show how these resources interact. Additionally, SNA can be used to study
patterns within an organisations network and enabling organisations to use these
patterns to create competitive advantages [14].

Whereas process mining relies on the assumption that each process instance
belongs to the same business process, the artifact-centric approach assumes that
the process instances are manipulated by artifacts [18], and tries to discover
the processes and interactions of these artifacts [9,21]. Artifact-centric mining is
used to discover a process by using the artifacts that are present in the process
and is therefore often used to create better process models for real life or physical
processes [12].

Recent research focuses on the use of process discovery techniques to con-
struct functional architectures [28] by relating software execution data to fea-
tures. In this way, it is possible to discover the communication protocols between
features from the behavioural profile [27].

Each of these process mining techniques can be used to enhance the existing
BPC viewpoint by updating the Cooperations from the event log. Next step is
to visualise and quantify the cooperations found at runtime.

3.2 Visualising the Runtime Business Process Cooperation

At runtime, many different metrics are available about the business processes and
their cooperations. The current visualisation of the BPC viewpoint in ArchiMate
only focuses on depicting the EA at design time. Consequently, we require new
visualisations to provide useful insights in the organisation.

In this paper, we introduce the Runtime Business Process Co-operation View
(RBPC), which is an interactive representation of process execution data. As
an example, a RBPC of InsComp is depicted in Fig. 3. The view combines a
chord diagram and a sunburst diagram. Chord diagrams have been developed to
visualise large sets of arcs by bundling all arcs between two nodes. Similarly, a
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Fig. 3. Runtime business process co-operation view

sunburst diagram provides a visualisation for the frequency of elements: the size
of each element is proportional to its frequency.

The view consists of two circles. The inner circle is a chord diagram that
represents the cooperation between the different departments. Each part repre-
sents a department. The length of each part is determined by the centrality of
the node in the social network, which is a combination of the number of coop-
erations each part initiated and concluded, and the size of the flows represent
the volumes traveling between the nodes. The colour of the flow is determined
by the node that initiates most cooperations. The outer cricle is a sunburst that
indicates the percentage of process instances handled by the departments. In
case the departments run multiple processes, each process is depicted as a layer,
with a height proportional to the number of process instances handled by that
process. In this way, the view provides a high level overview of the processes, and
their cooperation, and at the same time insights in how frequent these processes
have been executed.

Additionally, we can colour the outer circle with other metrics, such as the
overall duration of the cooperations, or the conformance of the different processes
within the department.

For the running example InsComp, an example RBPC is depicted in Fig. 3.
The three parts represent the three departments, and their processes as layers in
outer circle. The colour scale represents the duration time of the process. From
its size in the diagram, we directly see that the Financial Department plays
a large role in the organisation. Also, we see that a third of the cooperations
with the Policy Department are with the Claim Department. Most cooperations
of this department are with the Financial Administration. From this view, we
can conclude from the flows that a third of the communication of the Policy
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Department comes from the Claim Department, and from the colouring we con-
clude that the “Check Policy” process in the Policy Department is a bottleneck,
and that in the Financial Administration the duration for the “Claim Payout”
process is above average, which would explain why the Claim Handling service
of InsComp requires attention.

4 Validation of the Runtime Enterprise Architecture

We aim to validate the proposed Runtime Business Process Co-operation View
with a non-trivial case study in a large logistics company. The selected case
organisation is one of the largest mail and parcel distributors in the Nether-
lands, referred to as SendIT. In 2014, the organisation addressed 2,705 million
mail items and 142 million parcels. SendIT has 18 distribution centers through-
out the Netherlands for the distribution of parcels. Each center represents a spe-
cific area for delivery and is responsible for that part of the distribution process.
Consequently, there are 18 instances of the same departmental processes, and
cooperations between all 18 distribution centers. Each center has its own facili-
ties to record the process execution data. Each of the instances can be analyzed
and compared using this data. Currently, the organisation lacks proper visuali-
sations of the performance of the different centers, and their cooperation in the
different processes. In this case study, we use the data to compare the different
distribution centers on process execution and performance, and to discover the
different cooperations between departmental processes.

4.1 Distribution Process and Scan Trails

Each distribution center is responsible for three main processes: sorting shifts
(B), sorting routes (J), and delivery (I). The intended happy flow of the parcel
delivery process is depicted in Fig. 4.

Fig. 4. Intended process model of the happy flow of the parcel delivery at SendIT

During the night, process B is executed at the centers. Each parcel is scanned,
and based on the postal code, the center decides to either sort itself, or to
transport it to a different center. In the morning, once all parcels of the other
centers are received, each parcel is scanned again, and passed to the sorting route
process (J), that determines the parcels each delivery man has to handle. Once
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all packages are sorted to the different routes, the delivery men start the delivery
process (I). In case a parcel cannot be delivered at an address, it returns to the
sorting shift.

Parcels are represented by unique barcodes. In each step of the process, the
parcels are scanned, which results in adding a new scan value to its respective
barcode. A scan value has its own definition and possible consequences for the
further distribution of this parcel. In total there are more than 150 possible scan
values. Each scan value consists of a label indicating the process (value), and
the activity in that process (reason). Examples of possible scan values include
entering a distribution center, with scan vallue B1, ‘Proof of Acceptance’, placing
a parcel on a conveyer (J1), out for delivery (J5), and delivered (I1).

Table 1. Scan trail of a single package representing the most frequent happy flow

Barcode Date Time Value Reason Description

1B1671337 10/02/2016 00:49:25 B 1 Proof of acceptance
1B1671337 10/02/2016 09:34:25 J 1 Sorted
1B1671337 10/02/2016 09:34:26 J 40 Sorted on route
1B1671337 10/02/2016 10:06:03 J 5 Out for delivery
1B1671337 10/02/2016 12:28:45 I 1 Delivered

The scan trail of a parcel is a sequence of all its scan vallues and their
occurence. Each scan vallue always consists of a character and a number, together
with a timestamp. Several happy flows exist for these trails: flows where noth-
ing went wrong and the parcel was delivered. The most frequent happy flow is
depicted in Table 1. For each parcel a trail can be exported from the different
PAISs of the distribution centers at SendIT.

4.2 Data Selection and Extraction

SendIT handles roughly 30.000 parcels per distribution center per day, resulting
in approxmatly 160 M events per month. Consequently, we had no option than
to take a random sample from this data set. The data selected for this case
study covers the whole month February in 2016. For each center, a dataset was
created with at most 500 parcels per day. For these parcels, the scan trails were
extracted and combined into a large dataset for a distribution center. The total
number of events per center is depicted in Table 2. As a last step, all datasets
were combined into a single dataset for analysis. This resulting dataset contains
136.575 scan trails.

Each dataset had to be prepared before it can be analyzed. An excerpt of
the trail is depicted in Table 1. For example, the date and time values had to
be merged into a single timestamp, as this is required by the different process
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Table 2. Events per distribution center (DC). In total, the dataset contains 1.555.492
events divided over 136.575 scan trails

DC # Events

1 111.001
2 84.309
3 85.935
4 103.887
5 72.345
6 90.116
7 81.362
8 124.722
9 66.348
10 79.234
11 74.715
12 83.476
13 85.049
14 87.188
15 80.159
16 77.148
17 88.714
18 79.784

Table 3. Structure of an event in the event logs after conversion. The Scan letter and
number together form the activity name to which the event is related. The Barcode is
the instance identifier.

Attribute Example

Barcode (ID) 1B1671337
Timestamp 10/02/2016 00:49:25
Scan letter B
Scan number 01
Combinedscan B01
Center LOC 3

mining tools. The Value and Reason attributes in the scan trail are merged to
create the activity name for each event. Both values were added to the event
log, to be able to analyze the event log on different levels of abstraction, as the
Value and Reason represent the business process, and the corresponding activity,
respectively. The final structure of an event is shown in Table 3.
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4.3 Analysis

For the analysis of the datasets, the open source software ProM [26] is used. To
exclude parcels that are not yet delivered, we filtered the dataset by removing
all scan trails that do not contain an activity with an I-value. Next, multiple
analyses have been executed with ProM to identify the structures and flows in the
dataset. To create an overview of the entire process, the organisational process is
visualised first. Next, a generic departmental process model is created from the
most occurring traces in the dataset. Lastly, the subprocesses of the departmental
processes are identified. By combining these models using Archimate, a static
enterprise architecture is created.

The organisational model is created using the Social network miner plugin
[23]. The result is depicted in Fig. 5. It is a complete graph, i.e., all distribution
centers send parcels to each other.

Fig. 5. Organisational model as mined with the social network miner of ProM

Fig. 6. 10 most occuring traces

Departmental Models. As a complete process model representing all 136.575
scan trails returns a spaghetti-like model, we decided to apply Occam’s razor, and
as a first step [6], created a new dataset containing only the 10 most occurring
traces of the 18 distribution centers. The ten most occurring traces cover together
almost 68% of all scan trails. Applying the Inductive Visual Miner [16] resulted
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in the Petri net as depicted in Fig. 6. The process starts with a B1 event, then the
sorting process is started (J-valued events), after which the parcel is delivered
(I-valued events). From the same dataset containing the 10 most frequent scan
trails, we discovered for each of the processes a separate process model. The J
process is depicted in Fig. 7.

Fig. 7. Model of process J in isolation

To check the degree of conformance of the processes of the different distrib-
ution centers the logs are replayed through the petri net using the “Replay for
conformance checking plugin” in ProM. This results in a fitness value per center
(Table 4), indicating how well a model represents a log, on a scale from 0 (no
fitness) to 1 (complete fitness). Overall, the mined process shows a high fitness
(average: 0.945), indicating that our razor of only taking the 10 most occurring
traces approximates the overall process very well. Additionally, we used Disco1

to analyze the median duration time for each center. All values range between
14,3 and 23,3 h, the average is 17,4 h between first scan and delivery.

Enterprise Architecture. The Enterprise Architecture comprises the differ-
ent processes, and abstracts from the detailed activities. To discover how the
different processes cooperate, we decided to create an additional organisational
model in which the hand-over of work is analysed between the different processes
by taking the Value as resource. This resulted in the model depicted in Fig. 8(a).
Based on this organisational model, it is possible to create the BPC viewpoint
of the static EA of SendIT, shown in Fig. 8(b).

Runtime Business Process Co-operation View. One of the main drivers
of SendIT is to compare the runtime behaviour of the different centers, and
the amount of parcels that is transported between the centers. For this, we
created two separate RBPC views for SendIT. Both RBPC views use the location
changes of the parcels in the chord diagram, and the respective number of scan
trails handled in the center for the length of the sunburst. For the colouring
schema, the former is based on the median duration of scan trails, the latter is
based on the fitness of the sub processes at each center.

To define the chord diagram of both RBPC views, we first analyzed the
mined social network (Fig. 5), where the location changes have been defined as

1 https://fluxicon.com/disco/.

https://fluxicon.com/disco/
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Table 4. Fitness values and median durations in hours per distribution center (DC),
calculated with the Replay for Conformance Plugin of ProM on the model depicted
in Fig. 6. The fitness is a score between 0 and 1, and indicates how well the instances
adhere to the given process model. The average fitness is 0.945.

DC Fitness Dur. (h)

1 0.911 15.8
2 0.956 16.0
3 0.960 14.3
4 0.916 18.6
5 0.964 17.9
6 0.870 15.9
7 0.957 15.8
8 0.943 16.8
9 0.954 15.1
10 0.941 19.1
11 0.954 19.6
12 0.955 23.3
13 0.968 19.7
14 0.954 18.7
15 0.952 17.6
16 0.949 15.1
17 0.948 16.0
18 0.949 17.6

Fig. 8. The discovered BPC view of SendIT generated from the social network miner
of ProM

the hand-over of work between the centers [23]. As a first step, their respective
frequencies have been analyzed. As each parcel is always at exactly one loca-
tion, we counted the number of consecutive event pairs with different locations.
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As a next step, these numbers have been normalized using the total number of
location changes. In this way, location changes become relative to each other,
and all add up to 100%. Based on this data, the chord diagram is constructed.

To determine the length of each center in the RBPC views, i.e., the number of
scan trails handled by the center, we analyzed for each center the ratio between
parcels with a B scan vallue, i.e., the number of parcels that arrive, with the
number of parcels that have an I scan vallue, i.e., the number of parcels delivered
by the center. If this ratio is high, most parcels that arrive at the center are
distributed in the region, i.e., the center handles many parcels, whereas if the
ratio is low, most parcels are transported to different centers, thus the center
handles few parcels.

Next, for each center we determine the size of the internal process by nor-
malizing the amount of parcels each process handles with the ratio determined
for that center. For example, if a center has 50% of B scan vallues, 25% of J scan
vallues, and 25% of I scan vallues, parts J and I will be similar in size, and the
size of B has the size of J and I combined. As each center has three processes,
sorting shifts (B), sorting routes (J), and delivery (I), this results in three rings
for each center in the RBPC views.

These two steps create the basis for the RBPC views using the d3 javascript
framework2. The first RBPC view uses the median duration, as depicted in
Table 4, for colouring its elements. The lowest median duration is coloured green,
the highest is coloured red. Each center is assigned a gradient colour relative
to the higest and lowest median durations, resulting in the view depicted in
Fig. 9(a).

Analyzing the two RBPC views, we directly observe that location 6 sends
out many more parcels than that it handles, as its size is large, while its length
is relatively low. Location 1 handles most parcels, as it has the largest length.
Another observation in Fig. 9(a) is that at 5 centers (i.e., 28%) the delivery
process have a longer than average median duration (red), and that at 3 centers
(i.e., 17%) the process takes shorter than average. Only at one location, the
sorting to shifts process (B) takes much longer than average. Similarly, analyzing
Fig. 9(b), we observe that all centers conform the B process, whereas the other
two processes have more deviations. Only location 1 and 4 show outlying fitness
values for the I and J processes.

4.4 Expert Validation

To validate the results and different visualisations of the RBPC, we presented the
results to two stakeholders of SendIT, being a process manager and a process
data analyst, who were not involved in executing the case study. The goal of
the interviews was to identify the perceived usefulness of the design, and to
obtain possible improvements and additional feedback. The technical details of
the design were discussed, as well as the possible business applications of the
solution. Additionally, the feasibility within SendIT was part of the discussion.

2 https://d3js.org/.

https://d3js.org/
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Fig. 9. Two runtime business process co-operation views of SendIT. Each part in the
diagram corresponds to a department (1–18). Each layer in the deparment represents
the processes B, I and J (from inner to outer layer)
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The validation started with discussing the standard process mining models,
which are also presented in this section. The stakeholders mentioned that these
models were “interesting to see, but are not really useful in day to day practice”.
There is no real chance for active management using only the petri nets. However,
they could be useful to get some “low level process insight”.

The RBPC was perceived very useful. The idea and the ability to present
real time process data to the “Operations Management Division” of the organi-
sation was met with an enthusiastic response. This would lead to more proactive
management of the distribution process throughout each day. Currently, most
of the improvements actions that are undertaken are based on negative outliers
of the past week. Using the RBPC on a real time basis would enable Operations
management to pro-actively correct problems that occur in a distribution center.

Additionally, the RBPC could be used to bridge the gap between Operations
and Organisation management. The management is not aware and not interested
in low level process information. Their main objective is to fulfill the KPIs that
were set for a certain period. Using the RBPC, it is possible to convert low level
process data to high level process information. This information subsequently can
be used to actively used when discussion the current execution and performance
of the entire organisation.

Concluding, the RBPC was received positively. Some remarks were made how
the RBPC could be adapted to better fit the organisation, but this is a matter of
implementation that varies per organisation. The stakeholders mentioned that
“in todays world the trick is to create something that can covert the abundance
of data into information, so it can be used by someone who is not familiar with
the data. This is what the RBPC does.”.

5 Conclusions and Future Work

Current Enterprise Architecture mainly focus on modeling an organisation
design-time only. In this paper, we propose the Runtime Enterprise Architecture
(REA) that enhances the EA of an organisation with runtime execution data.
To visualise the cooperation between departments and their process within an
organisation, we propose the Runtime Business Process Co-operation viewpoint
that visualises the runtime cooperation between departments and the relative
volumes and quality of the different processes at the departments. The visualisa-
tion combines the chord diagram for visualising cooperations with the sunburst
visualisation for the volume of the processes. The colouring schema is used to
depict the quality of the processes.

To illustrate the visualisation, we applied it on one a large logistics organisa-
tion to analyze parcel transportation between departments. Initial validation at
the organisation shows the perceived usefulness of the visualisation technique.
Another limitation of the case study is that although the proposed visualisation
technique in itself is quite general, the case study organisation had no concur-
rency in their processes. Generalization of the validation results therefore require
further experimentation.
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Many different viewpoints exist in EA modeling. In this paper we focused
mainly on the Business Process Co-operation Viewpoint, but we envision the
proposed techniques to be extended to different viewpoints as well. As the proof
of the pudding is in the eating, we plan on fully automating the visualisation
technique in ProM to perform more in-depth case studies to explore further
analysis and visualisation possibilities of the technique.
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Abstract. The increasing connections of systems that produce high vol-
umes of real time data have raised the importance of addressing data
abundance research challenges. In the Industry 4.0 application domain,
for example, high volumes and velocity of data collected from machines,
as well as value of data that declines very quickly, put Big Data issues
among the new challenges also for the factory of the future. While many
approaches have been developed to investigate data analysis, data visual-
isation, data collection and management, the impact of Big Data explo-
ration is still under-estimated. In this paper, we propose an approach
to support and ease exploration of real time data in a dynamic context
of interconnected systems, such as the Industry 4.0 domain, where large
amounts of data must be incrementally collected, organized and analysed
on-the-fly. The approach relies on: (i) a multi-dimensional model, that
is suited for supporting the iterative and multi-step exploration of Big
Data; (ii) novel data summarisation techniques, based on clustering; (iii)
a model of relevance, aimed at focusing the attention of the user only
on relevant data that are being explored. We describe the application of
the approach in the smart factory as a case study.

Keywords: Data exploration · Big data · Multi-dimensional data
model · Industry 4.0 · Cyber physical systems

1 Introduction

The research challenges raised by the abundance of real time data in
Cyber-Physical Systems (CPS) have focused the attention of researchers on the
collection, organisation and exploration of data as produced by interconnected
systems, enabled by the widespread diffusion of IoT technologies [11]. Collected
data are featured by high volumes and velocity and have outgrown the ability
to be stored and processed by many traditional systems. Moreover, their value
declines very quickly, making organisations’ success more and more dependent on
how efficiently they can turn collected data into actionable insights. For instance,
c© Springer International Publishing AG 2017
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advanced Industry 4.0 capabilities, namely self-awareness, self-configuration and
self-repairing, as well asmanufacturing servitization, defined as the strategic inno-
vation of organisations’ capabilities and processes to shift from selling products to
selling integrated product and service offerings, rely on data collection and shar-
ing [10], according to the emerging “data-driven innovation paradigm” [7].

In this context, many approaches have addressed issues related to data collec-
tion and management, data analysis, data visualisation and rendering. Neverth-
less, Big Data exploration issues have been under-estimated. In this paper, we
discuss the ingredients to enable exploration of real time data in a dynamic con-
text of interconnected systems, where large amounts of data must be incremen-
tally collected, organized and analysed on-the-fly. Firstly, we envision exploration
as a multi-step process, where data can be browsed through iterative refinements
over a set of dimensions, hierarchically modelled, that are used to organise data
into a multi-dimensional model. Data modeling according to “facets” or “dimen-
sions”, either flat or hierarchically organized, has been recognised as a factor
for easing data exploration, since it offers the opportunity of performing flexible
aggregations of data [3]. On top of the multi-dimensional model, we developed
a data summarisation approach, in order to simplify overall view over high vol-
umes of data, and a model of relevance, aimed at focusing the attention of the
user on relevant data only, also when the user is not able to specify his/her
requirements through a query. The multi-dimensional model, the data summari-
sation approach and the model of relevance are the core components of our
Big&Open Data Innovation framework (BODaI) and the main contributions of
this paper. With respect to exploratory data analysis [13] and Data Mining [6],
our approach aims at supporting exploration as a multi-step process, where the
user may iteratively improve focus on relevant data, by receiving suggestions of
the system based on the model of relevance. Compared to On Line Analytical
Processing [5], we manage data that are incrementally collected, organized and
analysed on-the-fly. Finally, with respect to traditional faceted search [14], we
deal with high data volumes and velocity, that imply efficient techniques for
storing and managing them. Given the importance of these research challenges
in the Industry 4.0 domain, we describe the application of our approach in the
smart factory as a case study.

The paper is organized as follows: Sect. 2 presents a motivating example,
used to introduce the innovative aspects of our approach in the Industry 4.0
domain; in Sect. 3 we describe the multi-dimensional model and proposed data
summarisation techniques; Sect. 4 provides details about the model of relevance
and how this can be engaged within the multi-dimensional model in order to
foster big data exploration; the architecture of BODaI framework and exper-
imental evaluation are detailed in Sect. 5; Sect. 6 highlights cutting-edge fea-
tures of our approach compared to the state of the art; finally, Sect. 7 closes the
paper.
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2 Motivating Example and Research Challenges

As a motivating example, we introduce here the application of our approach
for exploring real time data collected from a machine produced by an Original
Equipment Manufacturer (OEM). As shown in Fig. 1, the OEM produces multi-
spindle machines, where spindles work independently each other on the raw
material. Each spindle is mounted on a unit moved by an electrical engine to
perform X, Y, Z movements. The spindle rotation is impressed by an electrical
engine and its rotation speed is controlled by the machine control. Spindles use
different tools (that are selected according to the instructions specified within
the Part Program) in order to complete different steps in the manufacturing
cycle. For each unit, we can measure the velocity of the three axes (X, Y and
Z) and the electrical current absorbed by each of the engines, the value of rpm
for the spindle, the percentage of power absorbed by the spindle engine (charge
coefficient). Hereafter, we will refer to the measured aspects as features.

The aim of the OEM is to understand if it is possible to use real time data
collected directly from the machine control for monitoring the spindle axle hard-
ening over time and the tool wear. With spindle axle hardening we refer to a
specific behaviour of the spindle shaft that turns hard more and more due to
different possible reasons: lack of lubrication and bearing wear that may lead
to possible bearing failures. Tool wear monitoring is referred to possible tool
usage optimisation in order to balance the trade-off between the number of tools
used and the risk of breaking the tool during operations that may lead to long
downtimes.

Tool

Spindle #1

Working stations 
(raw material is 
positioned here)

Spindle #2

Spindle #3

Engine that 
moves 

spindle on X, 
Y andZ axes

Fig. 1. The multi-spindle machine from which real time data have been collected for
exploration purposes.

This opens a set of issues, mainly related to data volumes and velocity and
the considered application domain, that can be summarised as follows.
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Data Modeling for Exploration. Data modeling according to “facets” (e.g.,
categories), evenly hierarchically organised, represents a powerful mean to
enable incremental and on-the-fly data exploration. A multi-dimensional rep-
resentation of data can be helpful, since it allows aggregation of data accord-
ing to different dimensions (e.g., time, monitored spindle, tool used for a
specific manufacturing step), that might be related to the observed problems
(e.g., spindle axles hardening or tool wear), thus giving proper semantics to
the collected data. Moreover, multi-dimensional model enables refinement of
the exploration by following the hierarchical organisation of dimensions.

Data Summarisation. The ability of providing a compact view of the huge
amount of data collected from the machine is strongly required. A data sum-
marisation approach is recommended, where data should be observed in an
aggregated way, instead of monitoring each single data record, that might be
not relevant given the high level of noise in the working environment (slight
variations in the measured variables). At the same time, data aggregations
should be observed on the fly, given the highly dynamic nature of the applica-
tion domain, and efficient computation algorithms are required to summarise
data.

Data Relevance. The user who explores data needs an underlying data-model
to enable fast exploration of the available data, guiding the user towards
only those relevant measures that correspond to spindle hardening or tool
wear problems. To this aim, it is required a model of relevance that enables
to identify only relevant data on which the user must focus for managing
critical situations, taking into account volumes and speed of data collection
phase.

3 A Multi-dimensional Model for Big Data Exploration

3.1 Basic Definitions

The basic concept of the multi-dimensional model, on which exploration relies,
is the feature, that is, a monitored variable (e.g., measured through sensors and
machine control). Features are defined as follows.

Definition 1 (Feature). A feature represents a monitored variable that can be
measured. A feature Fi is described as 〈nFi

, uFi
〉, where nFi

is the feature name,
uFi

represents the unit of measure. Let’s denote with F = {F1, F2 . . . Fn} the
overall set of features.

Definition 2 (Measure). We define a measure Xi(t) a value for the feature
Fi, expressed in terms of the unit of measure uFi

and of the timestamp t, that
represents the instant in which the measure has been taken. At a given time t, a
set of measures can be identified, one for each considered feature. Therefore, we
denote with vector X(t) a record of measures 〈X1(t),X2(t), . . . Xn(t)〉 obtained
at a given time t and synchronised with respect to the acquisition timestamp.

Examples. In the running example, velocity of the three axes X, Y and Z, elec-
trical current, the value of spindle rpm and percentage of absorbed power are
modelled as features.
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3.2 Clustering-Based Data Summarisation

Records of measures collected at a given time interval Δt are clustered. Clus-
tering offers a two-fold advantage: (a) it gives an overall view over a set of
measure records, using a reduced amount of information; (b) it allows to depict
the behaviour of the system better than single records, that might be affected by
noise and false outliers, in order to observe a given physical phenomenon. When
dealing with real time data, collected for example in Cyber Physical Systems,
we face with data streams, where data are not all available since the begin-
ning, but are collected in an incremental way. For these reasons, an incremental,
data-stream clustering algorithm has been developed, in order to extract from
records of measures in a time interval Δt a set of clusters aimed at summarising
collected measures. The clustering algorithm is performed in two steps: (i) in
the first one, a variant of Clustream algorithm [1] is applied, that incrementally
processes incoming data to obtain a set of syntheses; (ii) in the second step,
X-means algorithm is applied [12] in order to cluster syntheses obtained in the
previous step. X-means does not require an a-priori knowledge on the number
of output clusters. Syntheses are defined as follows.

Definition 3 (Synthesis). We define a synthesis of records S as a tuple con-
sisting of five elements, that is, S = 〈N,LS, SS,X0, R〉, where: (i) N is the
number of records included into the synthesis (from X(t1) to X(tN ), where
tN = t1 + Δt); (ii) LS is a vector representing the linear sum of measures
in S; (iii) SS is the quadratic sum of points in S; (iv) X0 is a vector repre-
senting the centroid of the synthesis; (v) R is the radius of the synthesis. In
particular:

LS =
N∑

k=1

X(tk) SS =
N∑

k=1

X2(tk) (1)

X0 =
∑N

k=1 X(tk)
N

(2)

R =

√∑N
k=1(X(tk) − X0)2

N
(3)

The second step aims at clustering syntheses. Clustering is performed to min-
imise the distance between syntheses centroids within the same cluster and
to maximise the distance between syntheses centroids across different clusters.
Clusters give a balanced view of the observed physical phenomenon, grouping
together syntheses corresponding to the same working status. Details about the
algorithm for syntheses generation and clustering are out of the scope of this
paper.

Definition 4 (Cluster). A cluster C is defined as follows: C = 〈C0,SC〉, where
C0 is the cluster centroid, SC is the set of syntheses belonging to the cluster.
We denote with SC the set of identified clusters.
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3.3 Dimensions

Clusters are associated with values of specific dimensions. Among dimensions, we
mention time, feature space, working mode and other domain-specific dimensions.

Time. Time is the most important dimension. In fact, the clustering algorithm
described in the previous section is computed incrementally over time. The min-
imum granularity of time dimension corresponds to the time interval over which
clustering is performed. This means that, considering Δt as the time interval on
which records of measures are grouped in syntheses, that in turn are clustered,
every Δt seconds the clustering algorithm outputs a new cluster set SC built
on top of the previous sets. Δt is chosen at configuration time such that 1/Δt is
greater than the data acquisition frequency.

Feature Space. Feature spaces are used to represent different physical phe-
nomena of a system that are being monitored. In the running example, the
spindle hardening and the tool wear are feature spaces. A feature space con-
ceptually represents a set of related features, whose measures are useful in
order to describe the evolution over the time of monitored physical phenom-
ena. Multiple feature spaces might be observed, and the observation of a fea-
ture might be useful to monitor more than one feature space. We denote with
FS = {FS1, FS2, . . . FSm} the set of feature spaces, where FSj ⊆ F and m ≤ n.
Feature spaces can be monitored independently each others.

Working Mode. The working mode represents the conditions in which moni-
tored cyber physical system operates. Working mode can be identified through
one or more parameters. In our running example, working mode is identified by
the kind of manufacturing task that is being processed, described within the Part
Program of the machine, and by the machine model. Roughly speaking, working
mode represents the context in which data analysis/comparison between collected
measures might have sense. For example, comparison between the behaviour of
two machines is meaningful only if two machines are executing the same Part
Program and machine model is the same.

Domain-Specific Dimensions. Other dimensions can be considered depend-
ing on the specific domain of interest. In the running example, domain-specific
dimensions are the monitored physical system (e.g., the spindle) and the tool
used for the manufacturing process.

Dimensions can be organized in hierarchies, at different levels. Formally, we
denote with D = D1×D2×. . .×Dp the multi-dimensional space created by p
dimensions D1,D2, . . . Dp. We denote with Di

j the i-th level in the hierarchy of
j-th dimension and with di ∈ Di a single value of the dimension Di.

Example. The time dimension can be considered starting from the level of hour
(if clustering is performed every hour), hours can be aggregated into days, days
can be aggregated into months, that can be in turn aggregated into quarters,
that is, time[hour:days:month:quarters]. Tools can be aggregated into tool
types (tool[tool:tool type]). Spindles can be aggregated into the machines
they belong to (monitored system[spindle:machine]).
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3.4 Multi-dimensional Model

Our multi-dimensional model consists of an hypercube such as the one shown
in Fig. 2 for the running example. Dimensions represent axes of the hypercube,
that is defined as follows.

Fig. 2. The multi-dimensional data model for big data exploration.

Definition 5 (Multi-dimensional model). Wedescribethemulti-dimensional
modelasasetV nodes.Eachnodev ∈ V isdescribedasv = 〈SC(d1, d2, . . . dp)〉,where
SC(d1, d2, . . . dp) representsacluster set, obtainedatfixedvalues for eachdimension
d1 ∈ D1, d2 ∈ D2 . . . dp ∈ Dp.

For example, in Fig. 2 the node identified as “A” represents the cluster set iden-
tified at time t1 for machine m1 (spindle c3), that is using tool u3 and is work-
ing within the working mode w3, considering features in the feature space fs1.
Exploration will be performed within this data structure as described in the next
section.

4 Relevance-Based Big Data Exploration

Theproposedapproachenablesexplorationofrealtimedataincrementallycollected
and organized, as well as aggregated on-the-fly. The user is guided by the multi-
dimensional model through a set of steps according to data relevance aspects.
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4.1 Model of Data Relevance

In Exploratory Computing (EC), during exploration steps data can be consid-
ered as relevant if they differ from an expected status. The latter one can be for
example a normal distribution of values of a feature, as assumed in [3]. In our
case, the expected status corresponds to the one of normal working conditions
for monitored cyber physical systems. The expected status can be tagged by
domain expert while observing the monitored system when operates normally.
Let’s denote with ŜC(d1, d2, . . . dp) the cluster set identified during such condi-
tion, for dimension values fixed at d1, d2, . . . dp.

The model of relevance adopted in our approach is based on the concept
of cluster distance. The algorithm proposed here is inspired by [4] and has been
adapted to the multi-dimensional model considered in this paper. Given two sets
of clusters SC1 = {C1, C2, . . . , Cn} and SC2 = {C ′

1, C
′
2, . . . , C

′
m}, with size n and

m respectively, we evaluate the distance between SC1 and SC2 by aggregating
distances between each cluster belonging to SC1 and the closest cluster belonging
to SC2 and viceversa, for symmetry purposes (see, for example, C2 and C ′

2 in
Fig. 3). Formally, the distance is computed as:

Δ(SC1, SC2) =

∑n
i=1 d(Ci, SC2) +

∑m
j=1 d(SC1, C

′
j)

m + n
(4)

Fig. 3. Illustration of cluster’s sets changes in time due to spindle hardening that may
cause a decrease of rpm and an increase of the percentage of absorbed power. In the
figure is showed how the cluster C2 ∈ SC1 changed its position, as well as its size, from
time tn to tn+1; this changes may indicate an anomaly like the spindle hardening.

where d(Ci, SC2) = minj=1,...mdc(Ci, C
′
j) and d(SC1, C

′
j) = mini=1,...n

dc(Ci, C
′
j) is the distance between clusters. To compute the distance between

two clusters dc(Ci, C
′
j), we combined different factors: (i) the distance between

clusters centroids dC0(Ci, C
′
j), to verify if C ′

j moved with respect to Ci (or vicev-
ersa); (ii) the intra-cluster distance dintra

c (Ci, C
′
j), to verify if there has been an

expansion or a contraction of cluster C ′
j with respect to Ci; (iii) the difference

in number of syntheses contained in Ci and C ′
j , denoted with dN (Ci, C

′
j):

dc(Ci, C
′
j) = αdC0(Ci, C

′
j) + βdintra

c (Ci, C
′
j) + γdN (Ci, C

′
j) (5)
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where α, β and γ ∈ [0, 1] are weights such that α+β +γ = 1, used to balance the
impact of terms in Eq. (5). To set the optimal weights, a grid procedure can be
performed over α and β (γ is set with 1 − α − β), with the value of each weight
varying from 0 to 1. In our preliminary experiments, we put α = β = γ = 1

3 .
In particular, dC0(Ci, C

′
j) is computed by applying the Euclidean distance

(D0) between clusters’ centroids, according to the following formula:

D0 =
√

(Ci
0 − Cj

0)2 (6)

where Ci
0 and Cj

0 are centroids of Ci and C ′
j , respectively. The intra-cluster

distance dintra
c (Ci, C

′
j) is obtained by recursively computing Δ(SCi

,SC′
j
) on the

sets of syntheses of Ci and Cj , that is:

dintra
c (Ci, C

′
j) =

∑n1
k=1 d(Sk, C ′

j) +
∑n2

h=1 d(Ci, Sh)
n1 + n2

(7)

where Sk ∈ SCi
, Sh ∈ SC′

j
, |SCi

| = n1, |SC′
j
| = n2, d(Sk, C ′

j) =
minh=1,...n2ds(Sk, Sh) and d(Ci, Sh) = mink=1,...n1ds(Sk, Sh). Term ds(Sk, Sh)
represents the average inter-syntheses distance (D1):

D1 =

√∑N1
i=1

∑N1+N2
j=N1+1(X(ti) − X(tj))2

N1N2
(8)

where N1 and N2 are the number of records in Sk and Sh, respectively.

4.2 Multi-step Guided Data Exploration

Starting the Exploration. To start the exploration, the user might specify
a set dr of preferred values for the dimensions he/she is interested in, where
dr = {dr

1, d
r
2, . . . d

r
p} and dr

i ∈ Di. The user might specify preferences on a sub-
set of dimensions in D. Let’s denote as bounded the dimensions on which the
user expressed a preference, as unbounded the other dimensions. The systems
identifies a subset V ′ ⊆ V of nodes within the multi-dimensional model, such
that the values of bounded dimensions corresponds to the one specified in dr.
The exploration will start from nodes v ∈ V ′. We remark here that bounded
dimensions must be considered starting from selected level in the hierarchy. This
means that if the user selects a specific machine, the monitored system dimen-
sion is bounded at machine level, but remains unbounded at spindle level, that
is, no preferences are expressed on spindles and the user is enabled to browse
data among all spindles that compose the selected machine. For example, if
dr = 〈−, fs1, m1,−,−, w1〉, feature space, machine and working mode are the
bound dimensions, while time, tool and spindle are the unbound ones: the front
facade of hypercube shown in Fig. 2 groups the candidate nodes v ∈ V ′.

We assume that the user formulates dr as an explicit, albeit vague exploration
request, and expects the system to suggest some promising data to explore.
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To this aim, we need a model of relevance to establish what data can be con-
sidered as relevant or interesting. The system uses the model of relevance in
order to restrict the set of nodes from which to start the exploration among
nodes v ∈ V ′, that is, the set of relevant data to be explored. For each node
v = 〈SC(d1, d2, . . . dp)〉 ∈ V, the node is considered as relevant if the clusters
distance with respect to the set of clusters ŜC(d1, d2, . . . dp) overtakes a prede-
fined threshold, that is, Δ(SC(d1, d2, . . . dp), ŜC(d1, d2, . . . dp))≥δ. Such a model
of relevance enables the identification of relevant nodes also when the user does
not specify any constraints in dr, that is, he/she does not have any idea from
which dimensions and data to start the exploration. In the latter case, the same
relevance criteria is used, where the candidate nodes v ∈ V are all the ones in the
hypercube.

How the Exploration Goes On. Starting from nodes selected in the previous
step, exploration goes on through a set of different traversals that the user applies
in order to move from one node to the other ones. We define a traversal as
σ(τσ, vi, vj , ωσ), where: (i) τσ is the kind of traversal (among drill-down, roll-up
and sibling), inspired by OLAP operators, as detailed below; (ii) vi ∈ V is the
starting node; (iii) vj ∈ V is the destination node; (iv) ωσ is a weight assigned to
the traversal, computed according to the model of relevance. By using traversals
it’s possible to move in all directions.
Using a drill-down traversal the user moves towards a node vj ∈ V by special-
ising any of the dimensions in vi ∈ V. An example of drill-down traversal is to
move from a node labeled with 〈t1, fs1, m1, u1, w1〉 towards a node labeled with
〈t1, fs1, c2, u1, w1〉, where c2 (spindle) specialises m1 (machine) in the hierarchy
of monitored system dimension. Note that this means to include the spindle
among the bounded variables and therefore to restrict the exploration space.

The roll-up traversal is similar. Using a roll-up traversal the user moves
towards a node vj ∈ V by generalising any of the dimensions in vi ∈ V. An exam-
ple of roll-up traversal is to move from a node labeled with 〈t1, fs1, c2, u1, w1〉
towards a node labeled with 〈t1, fs1, m1, u1, w1〉. This also means to include the
spindle among the unbounded variables and therefore to expand the exploration
space.

Using a sibling traversal the user moves towards a node vj ∈ V by changing
the value of one of the dimensions in vi ∈ V. An example of sibling traversal
is to move from a node labeled with 〈t1, fs1, m1, u1, w1〉 towards a node labeled
with 〈t1, fs1, m2, u1, w1〉, where m1 and m2 are two machines, that is, values of the
same level in the hierarchy of monitored system dimension. This traversal does
not change the sets of bounded and unbounded variables and therefore does not
change in size the exploration space.

The model of relevance can be used here by the system to suggest more
relevant nodes to move on: in particular, nodes vj ∈ V are suggested such as
Δ(SC(d1, d2, . . . dp), ŜC(d1, d2, . . . dp))≥δ, where vj = 〈SC(d1, d2, . . . dp)〉.
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5 Implementation and Experiments

5.1 Architecture of the BODaI Framework

Figure 4 depicts the functional architecture of the BODaI framework. The frame-
work has been developed in Java as a modular infrastructure composed of:

– BODaI BigData, that is based on NoSQL technology (MongoDB) and stores
records of measures, incrementally provided by monitored physical system;
the composition of a record is defined within a Config file; different records
are processed in parallel;

– BODaI model, that contains all metadata the framework relies on (hierarchies
of dimensions, organisation of features within feature spaces, features meta-
data such as names and unit of measures), as well as cluster sets, syntheses
information and computed distances used in the model of relevance for guid-
ing the exploration; the size of this information is much lower than the total
amount of collected measures and MySQL technology has been used; both
the BODaI BigData, and the BODaI model, are accessed through the BDAO
(BODaI Data Access Objects);

– BSB level (BODaI Service Bus), that manages the interactions between
BDAO and the framework services;

– Data Acquisition Service, in charge of collecting records of measures, syn-
chronising timestamps and storing acquired data within the BODaI BigData,
according to feature spaces as specified in BODaI model; during acquisition
data processing is strongly minimised to avoid bottlenecks in data acquisition;
costly data elaboration steps are postponed in a second step, where other ser-
vices (clustering, data control, cluster distance computation) are invoked in
parallel;

– Data Control Service, Clustering Service and Cluster Distance Service, in
charge of performing controls on collected records, clustering and cluster sets
distance computation, respectively;

– Notification Service, in charge of sending a notification when an unexpected
variation between distances of cluster sets has been identified; it also manages
notifications raised when data control is executed.

5.2 Real Use Cases

We applied the approach described in this paper to the Industry 4.0 appli-
cation domain. We considered a factory producing multi-spindle machines for
various industrial sectors: automotive, aviation, water industry, etc. Specifically,
the multi-dimensional model enabled to monitor axle hardening by observing
changes in the values of energy consumption (spindle engine charge coefficient)
for similar rpm, with reference to the tool that has been used. By detecting
energy consumption differences using different tools, we identified spindle hard-
ening as the possible anomaly that increases the energy request to perform the
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Fig. 4. The functional architecture of the BODaI framework.

manufacturing operations. If the increase in energy consumption is related only
to the usage of a particular tool, this has been recognised as a symptom of a
possible excessive tool wear. Next step will focus on monitoring of other variables
like the absorbed electrical current on the axes X, Y, Z. The level of change in
these variables may help in measuring the degree of tool wear and learning the
best moment to change it before suffering a tool break and a machine downtime.

Experiments. We performed experiments in order to demonstrate the feasibil-
ity of our approach in terms of processing time and its effectiveness in providing
summarised data for exploration purposes. Our evaluation focuses mostly on sys-
tem performance. We collected real data from three machines, each one equipped
with three spindles and different tools. On each spindle, we monitored the fea-
tures listed in the motivating example: the velocity of the three axes (X, Y and
Z) and the electrical current absorbed by each of the engines, the value of rpm
for the spindle, the percentage of power absorbed by the spindle engine (charge
coefficient). We collected 140 millions of records from the three machines. All
records present a timestamp, and have been collected every 200 ms (5 records
per second). We run experiments on an Intel Core i7-6700HQ, CPU 2.60 GHz, 4
cores, 8 logical cores, RAM 16 GB. As suggested in [2], during acquisition phase
data processing is strongly minimised to avoid bottlenecks, by delaying clustering
in a second phase. Collected records of measures have been saved within Mon-
goDB as JSON documents grouped into collections. Each document contains
a record X(t) of measures, labeled with the values of dimensions d1, d2, . . . dp.
The structure of documents is maintained very simple, with at most one level of
depth, and collection have been organised considering the time as main dimen-
sion, in order to speed up both data storage and data extraction for clustering,
that is applied to records grouped with respect to the timestamps. This enabled
to storage all 140 millions of records in 1 h and 14 min, with an acquisition rate
of ∼31,531 records per second. Experimental results depicted in Fig. 5(a) show
how these tasks can be addressed given the data acquisition rate. We recall here
that clustering is applied on slots of records on a time internal Δt. We tested
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clustering and hypercube generation on real data considering average values on
2 and 3 features. The worse response time corresponds to the case where we per-
formed clustering and distance computation tasks when no previous syntheses
had been generated. Also in that case, these tasks are able to process ∼15,600
records in 11.5 s, that is able to process ∼1,356 records per second. Through
the tasks of syntheses generation and clustering, the processed set of records is
reduced to 7,2% on average. In Fig. 5(b) we tested the effectiveness of model of
relevance by simulating strong variations in collected measures. We observed an
evident variation in distance between cluster sets at the cost of decreasing the
processing time to ∼255 records per second, that is acceptable.

Fig. 5. Tests on efficiency of clustering and hypercube generation (a) And on the
effectiveness of the model of relevance, introducing a variation in collected records (b).
Number of records on X axis represent different incremental steps.

5.3 Considerations

The approach revealed to be useful in order to extract information for supporting
production operator (i.e., the user of our system in this case study) in taking bet-
ter decisions, thus preventing failures or increasing production efficiency. These
observations are performed by operators to provide prompt maintenance ser-
vices, thus avoiding long downtime periods. Using our model the operator is
able to fully explore the multi-dimensional model, i.e., all data nodes can be
explored using the three types of traversals introduced in Sect. 4, and it is possi-
ble to use traversals in any order and in a sequence of any length. The traversals
are also intuitive, since they are inspired by the rollup, drill down and pivot
operations of data cube. In addition here, we exploit the model of relevance
to further reduce the exploration space. Operators can focus their attention on
some relevant measures, explore them, verify the machine working conditions
also according to their experience and decide to activate or not a maintenance
activity. In this way, explorative approach can be used to adjust planning of
maintenance interventions as scheduled through traditional, offline data mining
techniques, that use historical data for their purposes. In fact, several latent
factors might influence manufacturing operations and might have an impact on
maintenance schedule. These factors cannot be easily detected through measured
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variables and the role of human actor is still of paramount importance for avoid-
ing useless maintenance interventions, that are costly both for the OEM and for
the OEM’s client. The data exploration viewpoint enables to improve this task
also for unexperienced maintenance operators through decisions supported by
the system.

6 Related Work

Other approaches have been specifically focused on data exploration and
exploratory computing research fields. Comparison criteria in this case include
data characteristics (structured/semistructured/unstructured data, traditional
vs big data, OLAP vs OLTP), the way data are collected (incrementally or
one-step collection before starting data processing), the adopted exploration
techniques, the model of relevance (if any), application of data mining or
query approximation techniques, technological issues (e.g., the DBMS technol-
ogy among SQL-based, NoSQL, NewSQL). The presentation of Exploratory
Computing as a comprehensive approach that includes the notions of “explo-
ration as a multi-step process”, model of relevance, data summarisation, multi-
dimensional data modeling is given in [3]. In this paper, authors proposed a
model of relevance based on statistical distribution of data. Compared to them,
our approach has a model of relevance based on clustering aimed at detecting
deviations from the normal working conditions of a monitored physical system.
In [9] cube exploration is discussed, in order to give OLAP-based exploration
facilities that help users in navigating multi-dimensional data. No model of rele-
vance is proposed and the aim is at foreseeing user’s explorative actions in order
to properly apply techniques of query approximation. Authors in [15] propose
the application of query approximation techniques to big data that are incremen-
tally collected. Here approximation methods are based on the analysis of user’s
action previously performed and on statistical properties of data, no model of
relevance is proposed and the concept of exploration as a multi-step process has
not been addressed.

In [8] an approach operating on structured data stored within a PostgreSQL
database is proposed. Data are grouped according to specific criteria (e.g., all
data in a given time interval, or all geographical data in the same area). These
groups are referred to as semantic windows. The user is supported in formulating
query where selection criteria and ranges of data are required. Query by sam-
pling is applied and samples are compared against user’s query to check their
compliance. If sampled data are relevant with respect to the query, all data in the
same semantic window are presented to the user and next queries are performed
on the same data. With respect to this approach, we proposed a model of rele-
vance for enabling exploration also when the user is not able to specify his/her
requirements through a query. Moreover, we focused on big data incrementally
collected and summarised.
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7 Concluding Remarks

In this paper, we discussed the ingredients to enable exploration of real time
data in a dynamic context of interconnected systems, where large amounts of
data must be incrementally collected, organized and analysed on-the-fly: (i) a
multi-dimensional model, that is suited for supporting the iterative and multi-
step nature of data exploration; (ii) efficient data summarisation techniques,
based on clustering, in order to simplify overall view over high volumes of data;
(iii) a model of relevance, aimed at focusing the attention of the user on relevant
data only, also when the user is not able to specify his/her requirements through
a query. Given the importance of these research challenges in the Industry 4.0
domain, we applied our approach in the smart factory as a case study. Future
development efforts will be devoted to a parallelisation of data clustering, in
order to further speed up data elaboration in the multi-dimensional model, the
study of data visualisation techniques, automate and operationalise knowledge
extracted from data produced by the system and the development of a GUI
specifically meant for data exploration. With reference to the case study, the
migration of the BODaI infrastructure onto the Niagara IoT framework1 is being
implemented.
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Abstract. Process model matching provides the basis for many process
analysis techniques such as inconsistency detection and process querying.
The matching task refers to the automatic identification of correspon-
dences between activities in two process models. Numerous techniques
have been developed for this purpose, all share a focus on process-level
information. In this paper we introduce instance-based process match-
ing, which specifically focuses on information related to instances of a
process. In particular, we introduce six similarity metrics that each use
a different type of instance information stored in the event logs associ-
ated with processes. The proposed metrics can be used as standalone
matching techniques or to complement existing process model matching
techniques. A quantitative evaluation on real-world data demonstrates
that the use of information from event logs is essential in identifying a
considerable amount of correspondences.

Keywords: Process model matching · Event logs · Process similarity

1 Introduction and Motivation

Process models have been established as a means to design, analyze, and improve
information systems [7]. The creation, utilization, and evolution of such models
is supported by a manifold of concepts and techniques that offer, for instance,
re-use driven modeling support, harmonization of model variants, model-based
system validation, and effective management of model repositories. Many of these
techniques share a reliance on the identification of correspondences between enti-
ties of different models, also termed process model matching [13]. The accuracy
and, therefore, usefulness of techniques supporting the creation, utilization, and
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evolution of models is highly dependent on the correctness and completeness of
the process model matching outcome.

In recent years, a plethora of works have addressed process model match-
ing [1,3]. Growing alongside related fields such as ontology alignment and
schema matching [15], process model matching offers innovation through the
use of process-oriented information in the matching task. Existing process model
matching techniques focus mainly on process information described by process
models themselves. In this work we present the first matching technique that uses
an important additional resource: event logs. Such logs offer valuable information
on attributes, event durations, and other aspects that specifically relate to the
observed execution of processes, rather than their specification. We propose and
evaluate six new matching techniques that use event-log information and eval-
uate their contribution to the effective matching of processes. These techniques
aim to identify correspondences that cannot be identified by just considering
process model information.

Fig. 1. Two process models and their correspondences

To illustrate the usefulness of event-log information for process model match-
ing, consider two process models, M1 and M2, which depict two (simplified)
processes to handle loan applications. Also consider their respective sets of activ-
ities A1 and A2. Figure 1 illustrates these models, M1 at the top and M2 at the
bottom, and highlights their correspondences, i.e. the activities that represent
similar behavior.

In process model matching, we wish to automatically identify these corre-
spondences between A1 and A2. By analyzing the labels of the activity, some
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correspondences can be identified in a straightforward manner, such as the cor-
respondence between receive loan application and receive application
form. However, the label-based identification of other correspondences is not
as straightforward, if at all possible. Consider the assess loan application
activity in M1 and the activities check document completeness and evaluate
credit score from M2. For the correspondences between these activities, there
is no obvious syntactic or semantic relation for the contents of their labels. This
makes it difficult to recognize their similarity based on textual analysis. However,
the events associated with these activities provide valuable information about
their similarity. Event1 in M1 includes attributes that describe the completeness
of the filed documents and the credit score. Events Event3 and Event4 in M2

are each also associated with one of these attributes. This similarity between
event attributes provides a strong indication of relation between the activities,
which could not be derived without considering event information.

In other cases, the names of attributes that are associated with events, by
themselves, do not suffice to distinguish among potential correspondences. For
example, the decide on low-value loan (am) and decide on high-value
loan (an) activities from model M2 both have events that contain an amount
attribute. Therefore, the attribute names are not sufficient to determine which
of these corresponds to the perform advanced check activity (ao) in M1. How-
ever, by analyzing the values associated with these attributes throughout an
event log, this could be achieved. For instance, if events corresponding to an and
ao are always associated with amounts above e200.000, while am always has a
lower amount, the correspondence between an and ao can be asserted.

The main contribution of the paper is in the introduction of six conceptual
notions of similarity between event classes. These similarity notions cover differ-
ent aspects of process information stored in event logs, ranging from similarity
in execution times to data-based similarity. We also discuss operationalizations
of the similarity notions into similarity measures. In particular, we define one
specific similarity measure for each of the six notions and reflect on alternative
ways to operationalize them. We also offer a full-scale instance-based process
model matching tool, which builds on an existing tool for schema matching.

The remainder of the paper is organized as follows. Section 2 introduces pre-
liminary notions relevant to event logs and process model matching. Section 3
describes our proposed six similarity measures. The quantitative evaluation in
Sect. 4 considers the performance of these individual similarity measures for
matching, as well as their composition in matching ensembles. We discuss related
work in Sect. 5 and conclude the paper in Sect. 6.

2 Preliminaries

This section introduces notions relevant to the matching techniques we present
in this paper. In particular, we define event logs and process matching concepts.

An event log L comprises a set of traces, each representing an execution of a
single process instance. Each trace t = 〈e1, . . . , en〉 ∈ L consists of a sequence of
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events. We use E to denote the finite set of event classes that occur in a log. An
occurrence of an event e ∈ t for any trace t ∈ L corresponds to a specific event
class, i.e., e ∈ Ei for Ei ∈ E . For the purposes of this paper, we assume that
for a process model M with an activity set A each activity a ∈ A corresponds
to exactly one event class E ∈ E and vice versa. Therefore, without loss of
generality, we shall refer to activities and event classes interchangeably.

We formally define process model matching based upon notions from [11]. For
any pair of event class sets {E1, E2}, a matching task creates an n×n′ similarity
matrix M(E1, E2) over E1 × E2. Each Mi,j in the matrix represents a degree of
similarity, usually a real number in [0, 1], between the i-th event class in E1 and
the j-th event class in E2. The matching task often consists of sequential steps
in which different classes of matchers are applied. Here, it is important to dis-
tinguish between three classes of matchers: (i) first line matchers, (ii) ensemble
matchers, and (iii) decision makers. A first line matcher (1LM) establishes a sim-
ilarity matrix by directly analyzing sets of event classes, {E1, E2}. For any pair of
event classes E1 ∈ E1 and E2 ∈ E2, each 1LM produces a score [0, 1] that quanti-
fies the similarity between E1 and E2 by comparing the instances of these classes
according to a certain characteristic. Ensemble matchers and decision makers are
both specific types of so-called second line matchers (2LMs). A 2LM establishes a
similarity matrix from an input of one or more other similarity matrices. Ensem-
ble matchers are 2LMs that combine the results of multiple 1LMs into a single
similarity matrix, for example by computing a weighted average of the similar-
ity matrices. Lastly, decision makers take a non-binary similarity matrix (with
values in the range [0,1]), as created by a 1LM or an ensemble matcher, and
convert it into a binary matrix (with values in {0, 1}). For example, if we know
that each E1 ∈ E1 corresponds to at most one event class in E2, a decision maker
can be used to select the event class E2 with the highest similarity scores for
each E1. We refer to this selected pair as a correspondence between E1 and E2.

3 Event-Class Similarity

This section describes how information contained in event logs can be utilized to
identify correspondences among event classes. We describe six conceptual notions
of similarity, which together provide a complete coverage of the prominent types
of information contained in event logs: ordering, frequencies, timestamps, and
data attributes. We consider one similarity notion for each of the first three
types and, due to its versatility, three different similarity notions related to the
data attributes associated with events. To illustrate the operationalization of
these similarity notions, we introduce a corresponding similarity measure for
each of them. Each measure produces a value in the range [0, 1], where a higher
score indicates a stronger similarity. These measures can be used as 1LMs, where
the similarity scores obtained by the measures are used to populate a similar-
ity matrix. The measures that we introduce can be applied without imposing
any assumptions on the data. Furthermore, we also reflect on alternative mea-
sures that typically depend on certain assumptions or are computationally more
complex.
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3.1 Positional Similarity

The underlying idea of positional similarity is that if two event classes occur at
similar stages in the execution of a process, they are more likely to be similar.
For example, the final event in M1, Send decision letter, is more likely to be
similar to Inform applicant, which occurs at the end of M2, than to Receive
application form, which occurs at the start of the process.

Similarity Measure. We define a relative position (RP ) measure that quanti-
fies the average position at which events of a certain event class occur in traces.
To account for varying trace sizes, we consider the position of an event relative
to the length of a trace. Specifically, we use pe to denote the relative position of
an event e in a trace, e.g., for t = 〈a, b, c〉, pa = 1/3, pb = 2/3 and pc = 3/3.
Using p̄E to denote the average pe over all instances e ∈ E, Eq. 1 provides the
RP measure.

RP (E1, E2) = 1 − |p̄E1 − p̄E2 | (1)

Alternatives. Comparing the position of events in traces provides a basic mea-
sure for structural or behavioral similarity. Techniques for process model match-
ing exist that use more advanced similarity measures, for example those base on
graph edit distance or behavioral relations [4]. Such measures can also be adapted
to work on graph structures or behavioral relations derived from event-log infor-
mation. Such derivation is done by techniques that automatically derive process
models from event logs, i.e. so-called process discovery techniques.

3.2 Occurrence Similarity

The frequency with which events of a certain event class occur can provide useful
information regarding its similarity to other event classes. For example, if two
event classes E1 and E2 each occur only rarely in an event log, then E1 and E2

both correspond to some exceptional action, hinting at their potential similarity.
In the running example, for instance, it can be expected that the majority of loan
requests will be for amounts below e200,000. This means that occurrences of
the perform advanced check and decide on high-value loan are relatively
rare. Therefore, comparing the frequencies with which event classes occur can be
a useful similarity indicator. Furthermore, the consideration of frequencies can
also be used to identify a lack of similarity, for instance between event classes
that occur only once per trace and those that occur multiple times.

Similarity Measure. We define a measure FREQ which compares the average
number of occurrences of event classes per trace. We let f̄E denote this average
for an event class E, and use Eq. 2 to formalize FREQ. Because it is possible
that f̄E > 1, this measure is normalized to ensure a confidence score in [0, 1].

FREQ(E1, E2) = 1 − | |f̄E1 − f̄E2|
max(f̄E1 , f̄E2)

| (2)
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Alternatives. An alternative way to evaluate occurrence similarity is to con-
sider the fraction of traces in which an event class occurs, rather than the average
number of occurrences per trace. Furthermore, it is possible to perform statistical
tests rather than compare averages. We reflect on these tests in Sect. 3.3.

3.3 Duration Similarity

The time it takes to execute activities can serve as an indicator that provides
useful hints regarding their similarity. In our running example it can be expected
that activities that check loans with amounts over e200,000 are extensive and,
therefore, consume a significant amount of time. By contrast, the communication
of the decision to the applicant can very well be automated, resulting in negligi-
ble durations. Such a considerable difference in durations can be an important
indicator for dissimilarity.

Similarity Measure. A straightforward similarity measure for durations can be
obtained by comparing the average durations of an event class in a log. Using d̄E
to denote the average duration of events of class E, Eq. 3 provides a normalized
measure that returns a score in [0, 1].

DUR(E1, E2) = 1 − | |d̄E1 − d̄E2|
max(d̄E1 , d̄E2)

| (3)

Alternatives. Durations can vary significantly among occurrences of the
same event class. An alternative is to use statistical tests, e.g., the t-test or
Kolmogorov-Smirnov test [16] to compare the statistical distribution of the dura-
tions for two event classes. To apply a statistical test certain preconditions have
to be met. For example, the t-test requires data to be normally distributed.
Another consideration to take into account is the cost of computing the simi-
larity. For instance, the Kolmogorov-Smirnov test is computationally intensive,
which can negatively affect its applicability to matching problems.

3.4 Attribute Name Similarity

The names of attributes provide insights into the data values used or created
by events. These attribute names can be useful similarity indicators to identify
correspondences. Their importance is demonstrated in the motivational scenario,
where event classes that produce the same attributes (e.g. the docsComplete
attribute) are recognized to be similar to each other.

Similarity Measure. We define an attribute name similarity measure ATTR,
which determines the level of overlap in attribute names among the attribute
sets associated with two event classes. To quantify this overlap, we adapt the
well-known inverse document frequency (idf) and cosine similarity measures
from the field of information retrieval [18]. The idf assigns weights to the occur-
rence of attribute names based on how common they are in a particular con-
text, i.e. in a process. The underlying idea is that unique attributes, such as
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docsComplete in the motivational scenario, provide better indicators of simi-
larity than common attributes. To compute the cosine similarity measure, we
convert the attribute sets of event classes into weighted vector-based representa-
tions, denoted as AE. The weights in these vectors reflect the idf-score associated
with a given attribute.

ATTR(E1, E2) =
AE1 · AE2

‖ AE1 ‖‖ AE2 ‖ (4)

Alternatives. The ATTR measure only considers overlap in attributes with
identical names. Numerous techniques exist that can be used to also quantify
the similarity between non-identical attribute names [10]. Commonly applied
measures include the Levenshtein distance [22] for syntactic similarity, which can
be used to compute the string edit distance between attribute names. Semantic
similarity measures can be used to recognize names with similar meanings, for
instance those that use synonymous terms. The most commonly used tool to
quantify semantic similarity is WordNet [2].

3.5 Attribute Value Similarity

The values of an attribute, associated with events of a given event class may
provide insights into similarity beyond attribute name similarity. We have iden-
tified two general scenarios for this. First, an analysis of values can be useful to
determine similarity in the context of opaque or unrelated attribute names. For
instance, it is difficult to relate two attributes month and m based on their labels.
By contrast, if both attributes are associated with numeric values in the range
1–12 (or even month names), their similarity becomes more apparent. Second,
attribute value similarity can be used to disambiguate event classes that use
the same attributes. The motivational scenario provides an example of this. The
event classes decide on high-value loan and decide on low-value loan in
M2 both consider an amount attribute. Events of the former class are associated
with a higher range of values than events of the latter. Therefore, by considering
the attribute values, we can identify that the former event class is more likely
to correspond to perform advanced check in M1, which similarly occurs only
for loan requests with a high amount.

Similarity Measure. To quantify attribute value similarity for two individual
attributes, we rely on techniques from the research area of schema matching [8],
where content-based matching, (direct comparison of sets of attribute values) is
combined with constraint-based matching. The latter aims to extract constraints
from a set of values, such as upper and lower bounds for numerical values. For
brevity, we refrain from presenting explicitly the equations used in this method.
After considering the similarity of individual attributes, the similarity values
obtained in this manner can be used as weights to calculate the cosine similarity
between two attribute sets. Using VAL(AE) to refer to the value sets of the
attributes of an event class E, we compute the VAL measure as given by Eq. 5.
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V AL(E1, E2) =
VAL(AE1) · VAL(AE2)

‖ VAL(AE1) ‖‖ VAL(AE2) ‖ (5)

Alternatives. Various alternative techniques exist to determine the similarity
between two individual attributes, including identifying and comparing data
types such as zip codes or geographical names, putting constraints on values,
and identifying data patterns and distributions (cf. [15]).

3.6 Prerequisites Similarity

The input data used by an event can be an important indicator of event class
similarity. Intuitively, this builds on the idea that the more similar the data that
is used by event classes, the more similar their purpose. For example, in the
motivational scenario, events of the classes send decision letter in M1 and
inform applicant in M2 are the only ones to occur after an event has produced
a value for the decision attribute. A challenge here is that the XES-standard1

for event logs does not have an explicit notion of input data. Therefore, an
event log can contain information on input data in two ways. First, input data
elements of an event e might be part of the attribute set of e, as seen for the
amount attribute of the perform advanced check event. In this case, similarity
of inputs is already covered by the aforementioned attribute name and value
similarity measures ATTR and V AL. However, input data can also be derived
from data attributes that were created prior to the execution of an event, which
we operationalize next.

Similarity Measure. We define a measure PREQ that determines the similar-
ity of prerequisites based on the attributes associated with prior events. Specif-
ically, given an event ei that occurs at position i in a trace t, we define Pei as
the union of all attribute sets Aej for 0 < j < i. PE then denotes all attributes
contained in a set Pe for e ∈ E. The similarity between two prerequisites sets
PE1 and PE2 is then computed in a similar manner as the ATTR measure.

PREQ(E1, E2) =
PE1 · PE2

‖ PE1 ‖‖ PE2 ‖ (6)

Alternatives. It is possible to consider the values of prerequisite attributes,
rather than their names, as provided by the V AL measure, or by combining the
two. Furthermore, alternative measures can consider two more factors in the sim-
ilarity computation, namely frequency and proximity of prerequisite attributes.
The frequency with which an attribute is created prior to the execution of an
event e ∈ E can be used to distinguish among mandatory and optional pre-
requisites. In the context of process matching, such a distinction was proposed
by Sagi et al. [17]. The proximity between the creation of an attribute and an
occurrence of an event can provide insights into their similarity. Intuitively, if
an attribute is created by an event at index i in a trace, then this attribute is
1 http://www.xes-standard.org/.

http://www.xes-standard.org/
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more likely to be a relevant prerequisite to its immediate sequel event ei+1 than
it is to events that are further away. Frequency and proximity considerations
can be integrated by adapting the weights of the elements of the vectors used
by PREQ accordingly.

4 Empirical Evaluation

This section presents an empirical evaluation that demonstrates the usefulness of
event-log information for process matching. We evaluate the performance of the
proposed event log-based matchers as a standalone tool. Specifically, we compare
the correspondences obtained by automatic matching based on our 1LMs to a
gold standard that contains the true correspondences between event classes. Our
evaluation is based on real-world data, using a test collection of 105 event log
pairs.

4.1 Test Collection

To perform the evaluation, we use data from the BPI Challenge 2015 [5], which
consists of real-world event data related to the handling of construction per-
mit applications by five Dutch municipalities. The event data describe similar
processes, while their actual implementation differs considerably. To obtain a
sufficiently large collection of event logs to match, we split the event data into
event logs, each relating to a different subprocess (on average 17 subprocesses per
municipality). After removing the logs that contain less than five event classes (to
avoid trivial matching tasks), we obtain a total of 57 event logs. We create pairs
of event logs that relate to the same subprocess from different municipalities.
This results in a total of 105 event log pairs.

Table 1. Characteristics of the test collection

Measure Traces Event classes Total corr. True corr. Log overlap

Average 487.0 33.0 2,533.4 30.9 87.7%

Std.dev 353.6 40.7 6,246.3 36.5 10.5%

Minimum 8 5 15 3 50.0%

Maximum 1409 172 26,832 156 100.0%

Table 1 provides an overview of the test collection. The table illustrates the
great diversity between the subprocesses. This can, for example, be seen in the
number of event classes per log, which ranges from 5 to 172. The true corre-
spondences reflect the actual correspondences between event classes from a pair
of logs, also referred to as the gold standard. This gold standard directly fol-
lows from the traceability between the event classes in the logs of the different
municipalities. The last column in the table describes the overlap in terms of
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the event classes of a log pair, i.e., the fraction of event classes that appear in
both logs. This measure indicates that, on average, 88% of the event classes in
a log also appear in the gold standard. In the most extreme case, only 50% of
the event classes from a log pair correspond to each other. Table 1 highlights
the fact that even though the processes are similar across the five municipali-
ties, considerable differences exist as well. The choice for this data collection is,
furthermore, motivated by the lack of event logs associated with the collections
typically used to evaluate matchers, i.e. the collections of the Process Model
Matching Contests [1,3].

Note that in order to provide objective evaluation results, we hide all refer-
ences to the names of event classes in this test collection. In particular, we hide
the names and values of the following attributes: concept:name, action code,
activityNameEN, and activityNameNL.

4.2 Setup

To conduct the evaluation, we used the Ontobuilder Research Environment
(ORE), an open source schema matching tool that enables researchers to run
and evaluate matching experiments. We implemented the six 1LMs (Sect. 3) in
ORE and made their implementation publicly available as part of the tool.2

As described in Sect. 2, establishing (exact) correspondences between the
event class sets E1, E2 of a log pair requires a similarity matrix M(E1, E2) and a
decision maker. Here, we obtain the similarity matrices in two different manners,
resulting in a two-part evaluation. In the first part, we use each of the six 1LMs
separately to construct M(E1, E2) based on a distinct similarity measure. This
part of the evaluation provides insights into the performance of the individual
1LMs and into the characteristics of the test collection. In the second part, we
use an ensemble matcher that combines the scores of the six similarity matrices
into a single matrix. By evaluating this matching ensemble, we obtain insights
into the combined performance of the matchers and their complementary nature.
We further reflect on the way in which the measures complement each other by
computing correlations among the individual similarity scores.

After obtaining a similarity matrix M(E1, E2) we apply a decision maker
on M(E1, E2) to obtain a set of exact correspondences, to which we will refer
to as C(E1, E2). In particular, we apply the maximum weighted bipartite graph
match (MWBM) [12] to establish C(E1, E2). This decision maker is particularly
well-suited in the context of the test collection, because it establishes 1:1 corre-
spondences between event classes.

We use the well-known precision, recall, and F1 measures to compare the
automatically obtained set of correspondences C to the set G of actual cor-
respondences included in the gold standard. Precision (pre) here reflects the
fraction of the correspondences obtained by the matching techniques that is
also included in the gold standard, whereas recall (rec) represents the frac-
tion of the correspondences in the gold standard that is correctly identi-

2 https://bitbucket.org/tomers77/ontobuilder-research-environment.

https://bitbucket.org/tomers77/ontobuilder-research-environment
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fied by the matchers. The F1 measure represents the harmonic mean of
precision and recall. Equations 7, 8 and 9 formally define these measures.

pre =
C ∩ G

C (7) rec =
C ∩ G

G (8) F1 =
2 ∗ pre ∗ rec

pre + rec
(9)

4.3 Results

Table 2 presents an overview of the results obtained by using the individual 1LMs
and by a matching ensemble based on all six 1LMs. We will now elaborate on
the results obtained through these two methods.

Table 2. Overview of the evaluation results

FLM Precision Recall F1-score

RP .24 .25 .25

FREQ .14 .14 .14

DUR .13 .11 .12

ATTR .05 .04 .04

VAL .27 .27 .27

PREQ .09 .08 .08

Ensemble .38 .38 .38

Matching Results. The results presented in Table 2 show that the performance
varies greatly among the various 1LMs. The lowest performance results belong
to ATTR and PREQ 1LMs, which both consider similarity based on attribute
names. These 1LMs achieve F1-score of .04 and .08, respectively. A post-hoc
analysis of the similarity matrices generated by these 1LMs shows that, indeed,
attribute names provide little discriminatory power in the context of this par-
ticular test collection. In fact, most event classes are associated with identical
or nearly identical sets of attributes, which results in a similarity score of 1.0
for the vast majority of event class pairs. By contrast, VAL achieves the highest
results with an F1-score of 0.27. This shows that, as opposed to the names of
attributes, attribute values provide a substantially better indicator of similarity.
Furthermore, the performance of RP shows that the consideration of positional
similarity also provides a relatively good indicator of similarity.

The last row of Table 2 presents the results obtained by an ensemble consist-
ing of the six 1LMs. For this ensemble, we applied a näıve weighting scheme, in
which we computed the average score of the six similarity measures. The results
demonstrate that the ensemble greatly outperforms individual 1LMs, achieving
an F1-score of .38. A one-sided paired t-test reveals that this result is statisti-
cally significant (p < 0.05) when compared to the best performing individual
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1LM (VAL). The improved results of the ensemble illustrate that the six 1LMs
are complementary to each other and can enhance each other’s performance.

Top-k Results. The results shown so far indicate that the use of log data for
process matching is a valid approach that can identify correspondences among
activities by analyzing execution data. It is also clear that the use of log data
alone does not suffice for achieving an industrial-strength matching tool. An F1-
score of about 0.4 indicates a far from random correlation between the decisions
made by the ensemble and the true correspondences. Still, it requires the support
of other techniques to strengthen its performance. Existing process model-based
matchers represent good candidates, because they use valuable process model
information (e.g., activity labels), which is purposefully not used by our log-
based matchers. Because numerous model-based matchers exist, each with their
own strengths and weaknesses, we leave for future research the best way to tackle
the combination of log-based and model-based matching techniques. Here, we
investigate the obtained results in more depth and determine to what extent the
log-based techniques lend themselves well to process matching.

Identified correspondences can be incorrect because often an event class has
multiple correspondences with equal or near equal similarity scores as the best
candidates. The selection of a single, best correspondence then becomes an
arbitrary selection among a handful of correspondences. This problem relates
to the inherent issue of uncertainty in the matching task. Works on matching
monotonicity [9] have found that this uncertainty prevents matchers from iden-
tifying a correct correspondence as the one with the highest similarity measure.
However, these works argue that good matchers should contain the correct cor-
respondences among the correspondences with the highest similarity scores, i.e.,
in the so-called top-k matches. If they succeed in this, a good matcher positions
a true correspondence high enough for a human observer to confirm it after
scanning only a few possible correspondences. To test this, we check for each
event class whether its correct correspondence occurs within the top 3 or top 5
correspondences with the highest similarity scores.

Figure 2 presents results of the top-k analysis. For each matcher, we measure
the recall of top-1, top-3, and top-5. As expected, the matching result improves
significantly when the best correspondences are considered. This holds for all
matchers, but with varying levels of success. The biggest gain is observed for the
RP measure. There, the performance increases from a recall of 0.25 for top-1 to
0.69 and 0.78 for top-3 and top-5, respectively. As such, the RP measure per-
forms nearly identically to the matching ensemble. The results indicate that all
matchers show a monotonic behavior, though some more than others. It is inter-
esting to see that while the top-1 performance of RP is worse than the one of
V AL, a different picture is drawn for top-3 and top-5. There, RP surpasses V AL
(in terms of Recall), performing just as well as the ensemble matcher. Finally,
what is important to realize is that by considering the top-3 and top-5 scores
users need to just evaluate approximately 4% and 7% of the total possible cor-
respondences. These small fractions already enable the respective identification
of close to 70% and 80% of the true correspondences.
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Fig. 2. Recall scores for top-k results

5 Related Work

The work presented in this paper relates to two main streams of research, namely
process model matching and instance-based matching.

In the last few years, a plethora of process model matching approaches has
been proposed [1,3]. Traditionally, they combine structural or behavioral prop-
erties with different types of textual similarity. Some rely on rather simplis-
tic techniques such as the Levenshtein distance [20], others use WordNet for
computing textual similarity [14]. Recognizing the limitations of many existing
matchers in terms of performance, researchers recently started to explore alter-
native strategies. For instance, Klinkmüller et al. [13] improve matching results
by incorporating user feedback. Weidlich et al. [21] used prediction techniques
to select the most suitable matching technique for a given problem. In this work,
we propose a new resource, event log data, to improve the matching results. Our
experiments demonstrate that this indeed represents a promising direction.

Instance-based matching has been previously explored in the context of
schema matching and the related field of ontology alignment. Engmann and
Maßmann [8] used two methods to enhance their COMA++ matcher. The first,
a constraint-based matcher, identifies the field types using a list of patterns and
numerical constraints attempted over the instance data per attribute. An app-
roach similar to our own VAL measure. Their second method applies to text-
based fields taken from the same domain in which the string-similarity of all
instances is compared and averaged. A similar approach is suggested by Wang
et al. [19] which probe a Web query interfaces with keywords and then com-
pare the vector-space similarity of the query result tokens. A similar approach is
applied by Duan et al. [6], using Locality Sensitive Hashing (LSH) techniques to
compare instances over very large ontologies. Zaiß et al. [23] use regular expres-
sions to improve pattern identification of attribute domains. Our work differs
from these works in that we make use of process-unique features to perform the
matching task.
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6 Conclusion

In this work we proposed instance-based process matching as a new element for
the toolbox of matching process models. We introduced six 1LMs that assess
the similarity of two event classes from different event logs. Each 1LM focuses
on a different conceptual notion of similarity, resulting in a broad coverage of
the process information stored in event logs. We demonstrated the usefulness
of these similarity metrics through a quantitative evaluation using real-world
data. The evaluation showed that by just considering the information specific
to event logs, the introduced matchers can identify a considerable number of
correspondences between event classes.

In future work, we set out to provide and test further operationalizations of
the similarity concepts considered in this paper. Currently, we defined a single
similarity metric for each of the six concepts. However, the majority of these con-
cepts can be operationalized by implementing a variety of metrics, as discussed
in Sect. 3. Furthermore, we strive to combine our event log-based matching tech-
niques with traditional, model-based techniques for process model matching. By
combining model-based matchers with the proposed log-based matchers, we will
aim at achieving matching results that cannot be obtained by using either of
these techniques alone.
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of business process models: metrics and evaluation. Inf. Syst. 36(2), 498–516 (2011)

5. Dongen, B.F.V.: BPI challenge 2015 (2015). https://doi.org/10.4121/uuid:
31a308ef-c844-48da-948c-305d167a0ec1

6. Duan, S., Fokoue, A., Hassanzadeh, O., Kementsietsidis, A., Srinivas, K., Ward,
M.J.: Instance-based matching of large ontologies using locality-sensitive hashing.
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Abstract. Service delivery organizations cater similar processes across
several clients. Process variants may manifest due to the differences in
the nature of clients, heterogeneity in the type of cases, etc. The organi-
zation’s operational Key Performance Indices (KPIs) across these vari-
ants may vary, e.g., KPIs for some variants may be better than oth-
ers. There is a need to gain insights for such variance in performance
and seek opportunities to learn from well performing process variants
(e.g., to establish best practices and standardization of processes) and
leverage these learnings/insights on non-performing ones. In this paper,
we present an approach to analyze two or more process variants, pre-
sented as annotated process maps. Our approach identifies and reasons
the key differences, manifested in both the control-flow (e.g., frequent
paths) and performance (e.g., flow time, activity execution times, etc.)
perspectives, among these variants. The fragments within process vari-
ants where the key differences manifest are targets for process redesign
and re-engineering. The proposed approach has been implemented as a
plug-in in the process mining framework, ProM, and applied on real-life
case studies.

Keywords: Process variants · Process comparison · Annotations ·
Process mining · Pair-wise · Unified process model

1 Introduction

Services organizations cater to a large number of clients on a daily basis. Ser-
vice providers typically implement/deploy a service delivery framework to meet
Service Level Agreements (SLAs) and closely monitor the performance and effi-
ciency of their operations to meet stringent compliance requirements, handle
cost pressures, inefficient processes and complex workflows. Subtleties specific to
clients, heterogeneity in types of cases, etc. lead to process variants. For example,
the way how a particular process (e.g., claims processing) is handled for different
clients (different insurance providers) lead to process variants; in large organi-
zations due to a lack of standardization, process variations may arise as a result
of, e.g., different teams handling the same process in different ways; in a loan
c© Springer International Publishing AG 2017
E. Dubois and K. Pohl (Eds.): CAiSE 2017, LNCS 10253, pp. 298–313, 2017.
DOI: 10.1007/978-3-319-59536-8 19
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application process, there could be different pathways followed depending on the
type of customer (e.g., gold, platinum, etc.); in an issue management process,
process variations might manifest depending on the type of issue.

The operational Key Performance Indices (KPIs) may vary across such
process variants. For instance, two clients requiring a similar process (e.g., docu-
ment verification) to be executed, may incur very different turnaround times for
process completion. In some cases, this can even result in the service provider
meeting SLA specifications for some variants, and violating those of others,
despite the similarity in processes executed. There is a need to gain insights
for such variance in performance and seek opportunities to learn from well per-
forming process variants and leverage these learnings/insights on non-performing
variants (e.g., establish best practices, standardization of processes, etc.). An
important step towards this is to identify key differences that manifest among
the process variants. Variants of a business process may be different in several
perspectives, such as control-flow and time. For example, in the time perspective,
the execution/flow time of activities/transitions across the variants may differ,
in the control-flow perspective, the paths of the process flows that are most often
executed may differ.

In this paper, we propose an approach for analyzing two or more process
variants to identify key differences among them. Our approach addresses not
just structural differences between the variants but also considers rich qualita-
tive information such as the frequencies and flow times (provided as annotations)
pertaining to the execution of processes. We present metrics and measures to
identify significant differences, detect cascaded components (due to the propaga-
tion of differences manifested at a source), and identify most aberrant processes
among the variants. The proposed approach has been implemented as a plug-in
in the ProM framework1 and tested on several real-life case studies. Our exper-
iments reveal that this approach is able to uncover useful insights on where and
how processes differ. Such insights are helpful to further explore and identify the
reasons for such aberrations (understand the why’s).

The rest of the paper is organized as follows: Related work is presented in
Sect. 2. Section 3 discusses some metrics that could be used to enrich process
models. Our framework for analyzing process variants is presented in Sect. 4.
Section 5 discusses the implementation of the proposed approach as a ProM plug-
in. Section 6 presents and discusses some experimental results. Finally, Sect. 7
concludes the paper.

2 Related Work

There has been some prior work in identifying the similarities in process
graphs [4,6,10,13]. [6] presents metrics to identify the key similarities between
two process graphs based on presence, absence, or changes in nodes and edges in
the graphs while [4] discusses techniques to identify semantic equality between

1 See www.processmining.org for more information and to download ProM.

www.processmining.org
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process graphs when the names of the activities among processes are not pro-
vided correctly. [13] presents fast classification of process models into relevant,
irrelevant, and potentially relevant, as a way to quickly identify similarities in
different business processes. The aforementioned papers fail to account for the
attributes/annotations of the edges in a process model. In this work, we iden-
tify the differences in the transitions (i.e., edges) in processes apart from the
activities (i.e., nodes).

Structural differences among process graphs have been studied in [2,7,8,12].
While [2] uses graph distance metrics based on whether or not an edge is present
between two process dependency graphs, [8] uses spectral graph analysis to detect
structural changes. However, these do not consider the qualitative differences
based on attributes of the nodes and/or edges in process graphs.

Differences between process variants considering attributes of nodes/edges
were studied in [3,5]. [5] detects only categorical differences among attribute
values i.e., it only indicates whether there is an increase/decrease/no change in
attribute values but doesn’t quantify the magnitude of differences. In contrast,
in this paper, we quantify the magnitude of differences. [3] uncovers statistically
significant differences between two process models represented as transition sys-
tems. The statistical significance of the difference is computed using Welch’s two
sided T-test, which assumes that the two distributions are normal. However, this
assumption may not hold true in many real-life circumstances. In fact, most of
the transition time annotations in the processes we have studied are observed
to have non-normal distributions. In this paper, we propose a much robust dif-
ference metric using Wasserstein distance [11] based on cumulative distribution
functions. Furthermore, our approach enables the analysis of multiple (more than
two) process variants and also detects cascading effects in the differences.

Table 1 summarizes the result of our comparative analysis. We can see that
our proposed work extends the state-of-the-art with capabilities missing in those.
We evaluated the various plug-ins/tools available for process comparison on their
functional and non-functional aspects. On the functional side, we checked for

– nature of differences: whether the tool supports the detection of structural
and/or quantitative annotation differences

– diagnostic insights: the ability to provide diagnostic insights through interac-
tive visualization (e.g., upon clicking on an element of the model)

– scalability: the ability to compare more than two variants
– cascaded components: the ability to detect cascaded components, i.e., propa-

gation of differences (cf., Sect. 4)
– flexibility: the ability to support multiple distance measures, handle different

types of annotations (e.g., scalar values, distributions, etc.)

On the non-functional side, we looked at the ease-of-use. We evaluated these
tools on the basis of usability and interpretability of the outputs. In particular,
we looked for interactive visualizations, drill downs and textual descriptions for
the identified differences for easy consumption by the user.
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Table 1. Comparison of state of the art with our approach

Functional Non-functional

Nature of differences Diagnostic

insights

Flexibility Scalability Ease of use

Structural

differences

Annotation

differences

Cascaded

components

[4,6,10,13] �
[2,8,12] �
[7] � �
[5] � � �
[3] � � � �
Our work � � � � � � �

3 Process Annotation Metrics

Variants of a process can manifest themselves across several different perspec-
tives, e.g., control-flow, performance, data, resource, etc. Process models can be
enriched with rich information (as annotations) to provide deep insights. Such
enriched process models can be viewed as process maps, analogous to carto-
graphic maps. With effective visualization, process map can provide multiple
seamless views of a process highlighting several facets w.r.t process executions,
e.g., highway paths followed in a process, bottleneck flows, etc. In this section, we
introduce some measures (metrics) that could be used as annotations in process
maps.

Given a process model, frequency and time of execution are two measures that
provide insightful information on the control-flow and performance perspectives
of the process.

– Frequency is a control-flow measure that captures the number of times
a node/edge of process map is traversed (visited) during the execution of
process instances.

– Time is a performance measure that captures the amount of time spent
during the execution of process instances. Different notions of time can be
captured, e.g., execution time (of an activity), turnaround time (of an activity
and process instance), flow time (between two activities), etc.

Process
Model

Event
Log

Replay Annotated
Process Map

Fig. 1. Deriving metrics and annotating process maps by replaying event logs on
process models.
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If event logs capturing process executions are available, one can use replay tech-
niques [1] to accumulate such metrics and use them for generating process maps
as illustrated in Fig. 1. In case event logs are not available, we expect the process
owners to provide these metrics (e.g., expected flow time).

Depending on the richness of process execution data and process model spec-
ification, some or several of these metrics can be computed. For example, if the
event log captures the various life cycle stages of an activity (e.g., start, sus-
pend, resume, complete, etc.), one can compute the execution time, turnaround
time, waiting time, etc. If the process model specification also captures the life
cycle stages of an activity (e.g., a flow from activity-start to activity-suspend,
activity-suspend to activity-resume, etc.), several of the primitive time metrics
can be captured as flow-time of edges (flows) in the process.

We consider three variants of the frequency measure

– absolute frequency: is the absolute value of the number of times a node/edge
is traversed/visited during process executions.

– trace frequency: is the number of process instances (or traces) that visited
a node/edge. Multiple visits of a node/edge within a process instance are
ignored here.

– normalized trace frequency: is the fraction of process instances that visited
a node/edge. This is helpful if the metrics are derived from event logs. This
metric normalizes the differences in the number of process instances among
the process executions of the variants.

Figure 2(a) depicts an issue management process with no annotations.
Figure 2(b) depicts the issue management process map annotated with fre-
quency measures. For each node/edge, there are two measures, the absolute
frequency and trace frequency (enclosed in parenthesis). For example, the num-
ber of instances of execution of In Progress is 146 and these are manifested in
137 traces. It must be noted that the absolute frequency and the trace frequency
for a node/edge will differ when it is visited multiple times due to the presence
of a cycle/loop in a process instance. The absolute frequency of that node/edge
will be the number of times it was visited in all the process instances. But the
trace frequency will only count the number of process instances (or traces) in
which the node/edge was present.

We consider two variants of the time measure

– distributions: capture the actual execution/flow time of all instances of a
node/edge in the process executions.

– scalars: sometimes, comparing derived metrics for the distributions may pro-
vide useful insights. Examples of scalar metrics for time are average time, min-
imum time and maximum time. The average time captures the average execu-
tion/flow time of a node/edge of a process. If this is computed from the event
log, this corresponds to the average of the flow/execution time of all instances
of the node/edge manifested in the process executions. If this is to be pro-
vided by a process owner, this can correspond to the expected execution/flow
time. The minimum time corresponds to the minimum flow/execution time of
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(a) No annotations (b) frequency (c) time

Fig. 2. Issue management process and its annotated versions.

all the manifestations of a node/edge in the process maps. Comparing min-
imum times can provide useful insights to the process owner at times. For
instance, a node/edge in a process variant having twice the minimum time
than the same node/edge in another variant of the process could suggest an
improvement that could be made in the first variant.

Figure 2(c) depicts the issue management process map enriched with average
flow time measure on the edges. For example, the average flow time between In
Progress and Waiting UAT Deployment is 129.26 h.

4 Framework to Analyze Process Variants

Given a set of annotated process map variants, our framework for analyzing
those variants comprises of five steps as depicted in Fig. 3.

– Generate Unified Process Map: To provide a global view of all process
map variants, we generate a unified process map that is formed by taking a
union of all nodes and edges of the input map variants. In other words, if
P1 = (V1, E1), P2 = (V2, E2), . . . , Pn = (Vn, En) are the n process variants,
the unified process map PU = (VU , EU ) where VU = ∪n

i=1Vi and EU =
∪n
i=1Ei.
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Annotated
Process Maps
(See Fig. 1)

PM1 PM2 . . . PMn

Inputs

Generate
Unified
Map

Compute
Differences

Generate
Difference

Map

Compute
Cascaded

Components
Visualize

Fig. 3. Framework for analyzing process variants.

The annotations for the unified map can be derived from the annotations of
the input maps. For example, we can choose the minimum, maximum, or the
average of the input annotations.

– Compute Differences: Detecting nodes/edges that are absent in some
process maps but present in others is pretty straightforward. For nodes/edges
present in all maps but might differ in the annotations, we propose two strate-
gies to compute the differences:

• unified map differences: here we find the differences of each input map
w.r.t the unified map and then take an aggregate of these differences.

• pair-wise differences: here, we find pair-wise differences between every
pair of input maps and then take an aggregate of these differences.

The computation of difference between two maps depends on the nature of
the annotation in the maps’ nodes/edges. We suggest three different distance
measures

• absolute difference of an annotation is defined as the magnitude (absolute
value) of the difference between the annotation values of the two maps.
This measure is applicable when the annotation values are numeric and
normalized, e.g., as in normalized trace frequency.

• relative difference of an annotation is defined as the relative change in the
values of the annotation in the two maps. Here, we choose one map as a
reference.

reldiff(vi, vj) =
|vi − vj |
vref

where vref is the annotation value of the reference map.
However, using this definition makes reldiff(vi, vj) asymmetric depending
on the choice of reference. If the reference map is the unified process map,
then the denominator is always the same (that of the unified process
map). However, for pair-wise differences, we can take either of the maps
as reference. In order to make it symmetric, we use the same strategy
that is used to make the KL-Divergence symmetric [9], which is:

reldiff(vi, vj) =
1
2

|vi − vj |
vi

+
1
2

|vi − vj |
vj

i.e., we consider the relative difference taking both the input values as a
reference and then average the differences.
This measure is applicable when the annotation values are numeric but
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not normalized, e.g., as in average flow time. In non-normalized annota-
tions, the magnitude of the difference will not be informative. For exam-
ple, the absolute difference of flow time between 1000 ms and 1002 ms
and between 1 ms and 3 ms is the same. However, the latter difference
might be significant than the former.

• statistical difference of an annotation is defined over those annotations that
contain collections of values, e.g., flow time distributions. For such anno-
tations, we propose the use of Wasserstein distance based on cumulative
distribution functions (CDFs) as a distance measure, which is defined as

dWasserstein(V1, V2) =
∫ ∞

k=−∞
|P(x ≤ k) − P(y ≤ k)|

where x and y are random variables representing the two distributions V1

and V2 respectively. P(x ≤ k) is the fraction of elements in x that are less
than or equal to k.
Intuitively, Wasserstein distance measures the difference in the areas of
the CDFs. Figure 4(a) depicts CDFs for two populations and Fig. 4(b)
depicts the Wasserstein’s distance, which is captured as the difference in
areas between the two cdfs (shaded region).

(a) CDFs of two populations (b) Wasserstein distance captures the dif-
ference in areas under CDFs.

Fig. 4. Illustration of Wasserstein’s distance.

– Generate Difference Process Map: The difference process map is a uni-
fied process map annotated with the differences computed for the nodes and
edges. As discussed above, the differences among the input process maps can
be computed either with the unified graph annotations or using pair-wise
differences.

– Compute Cascaded Components: Control-flow differences between
process maps due to a change at a single node (e.g., being executed more/less
often) in a process map variant may cause a set of related nodes to also
have significant differences w.r.t. frequency measure. Identifying such frag-
ments is interesting to a business user for root-cause analysis. We discover
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such cascaded effects by identifying connected components in the difference
map. The basic idea in detecting cascading components is as follows. First,
we identify the nodes/edges that have significant differences. Then in each
process map, we consider only that view of the process map involving the
nodes/edges with significant differences. For each such component, we extract
those nodes/edges that have a similar annotation value as compared to the
node/edge under consideration, i.e., the relative difference is below a thresh-
old. The extracted nodes/edges are considered to be in the same cascaded
fragment. The fragments containing both the components are then merged to
obtain a bigger connected component of cascaded differences. The process is
repeated for each node/edge in the view until no other connected component
can be formed.

– Visualize: The unified and difference process maps are to be presented to the
user in an interactive and intuitive visualization. We use color and thickness
properties of graph visualization to represent the intensity of an annotation
in time and frequency respectively. For the time-based annotations, we divide
the range of annotation values into bins and represent them in a color spec-
trum ranging from green to red (with red indicating most significant value in
time). For example, a red edge indicates bottleneck flow in a unified process
map while it indicates the flow with the most significant difference in flow
time (among process variants) in a difference map. Using four quartiles, we
can color the flows in green, yellow, orange, and red. Nodes/edges that are
absent in some and present in others are shown in blue color.
Similarly, the thickness of nodes/edges can be used to signify annotations
related to frequency. Thick edges signify the most frequent flows (highways)
in a unified process map and flows with significant differences in a difference
process map respectively. Nodes/edges that do not have significant differences
w.r.t frequency or time are grayed out (made invisible) while cascaded com-
ponents are displayed using filled nodes.
In addition, we can provide insightful information upon drill-down on an
edge/node. For example, upon clicking on an edge in a difference map, we
can show the pair-wise differences of the edge’s annotation (e.g., flow time)
w.r.t the input process maps.

Detecting the Most Aberrant Process Map

Given a set of process maps, an interesting question is to find the process map
that is most aberrant from the rest. Using the pair-wise difference matrix, we can
rank the maps according to their contribution of differences w.r.t other maps by
sorting the rows/columns according to the sum of values in each row/column.
We can then answer questions such as what are the top k process maps that
contribute the maximum to the differences or the process maps that contribute
to p percentage of differences.
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5 Implementation

The proposed framework has been implemented as a plug-in in ProM. Although
our framework is generic and can be applied to process models represented in
any formalism, in this implementation, we use Heuristic nets as base process
models and annotate them with metrics discussed in Sect. 3. We have adapted
the Heuristics miner plug-in to compute these metrics. Heuristic models are
annotated with these metrics to generate Heuristic maps. Given process variants
as multiple Heuristics maps, the plug-in implements the framework discussed
in Sect. 4 to analyze these variants and presents the results in an interactive
visualization. We can drill down into the components (nodes/edges) identified as
significantly different to gain further insights into how the variants are different.

6 Experiments and Discussion

In this section, we discuss the results of applying the proposed framework on the
event logs pertaining to an issue management process in the customer care divi-
sion within a large service delivery organization. The organization is interested
in analyzing the differences in product development issue management process
when handling different types of products. The product development issue man-
agement process at a very high-level involves the movement of cases from backlog
to in progress. Subsequently, some cases can be completed while some can be sent
for user acceptance tests and then are deployed live. Cases can be abandoned at
any point in time. We considered the event logs from this product issue manage-
ment process related to three different products P1, P2, and P3 to analyze how
these variants differ. The characteristics of these logs are depicted in Table 2.
Figure 5 depicts the process maps obtained by using the heuristics miner. The
heuristics nets are annotated with the frequency, trace frequency, and average
flow time metrics. The numbers in parenthesis at each node/edge correspond to
the trace frequency of that node/edge.

Table 2. Event log characteristics of product issue management process pertaining to
three products.

Log No. cases No. events No. activities No. resources

P1 140 505 8 20

P2 158 912 8 28

P3 122 668 8 24

Figure 6 depicts a screenshot of the plug-in’s output highlighting the differ-
ence process map and the summary of pair-wise differences between the input
variants both for frequency (bottom-left diagonal matrix) and time (bottom-
right). From the figure, we can see that variant P1 is the most aberrant model
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Fig. 6. Screenshot of the output of the plug-in showing the difference process map and
pair-wise differences between the variants both in frequency and time.

(a) Unified process map (b) Difference process map

Fig. 7. Unified and difference process maps of the three process variants P1, P2 and
P3.
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w.r.t the frequency and variant P3 is the one w.r.t time. Let us discuss the
interpretation of these differences in detail.

Figure 7(a) and (b) depict the unified process map and the difference process
map for the three process variants. The unified graph is annotated with the
maximum normalized trace frequency for the frequency measure and average flow
time for the time measure w.r.t the process variants. For example, the normalized
trace frequency metric for the node Waiting UAT Deployment is 0.75, which
is the maximum among the normalized trace frequencies 0.16, 0.31 and 0.75
for the three process variants. Similarly, the flow time from In Progress to
Waiting UAT Deployment is 130.53 h, which is the average of the flow times
129.26, 33.15, and 229.19 h.

The difference graph (Fig. 7(b)) is annotated with the average differences of
each node/edge w.r.t the unified graph for both the frequency and time (the
frequency differences are annotated with the label ‘f’ and time differences with
‘t’). Nodes/flows that are absent in some input variants but present in others
are drawn in blue. Table 3 depicts such flows along with the variants where they
manifest and where they do not. Nodes/flows that do not exhibit significant dif-
ferences are made invisible (grayed out). For example, the nodes Start, Backlog
and In Progress and the flows between them are all greyed out because, no sig-
nificant difference exists between them both in frequency and time.

Table 3. Flows that are present in some variants but absent in others.

Flow Present Absent

In Progress to In Progress {P3} {P1, P2}
In Progress to Abandoned {P1, P2} {P3}
Waiting UAT Deployment to In Progress {P1, P2} {P3}
Waiting Live Deployment to In Progress {P1, P3} {P2}
Live to Waiting Live Deployment {P2, P3} {P1}

Figure 8 depicts the diagnostic information on the uncovered significant dif-
ference w.r.t frequency for the flow In Progress to Done. Detailed information
on the differences is provided by the plug-in upon clicking any edge/node. The
normalized trace frequency for this flow across the three variants are 0.81, 0.16,
and 0.32 respectively, i.e., 81% of the issues in P1 takes the route to Done after
In Progress is performed while only 16% and 32% of the cases take that route in
P2 and P3. Clearly, P1 behaves distinctly when compared to P2 and P3, which is
reflected in the pair-wise difference matrix in Fig. 8 as the most aberrant process.
Figure 10 depicts the diagnostic information on the uncovered significant differ-
ence w.r.t time for the flow In Progress to Waiting UAT Deployment. Table 4
depicts the flow time values of this flow across the three variants while Fig. 9
depicts the cumulative distribution functions (CDFs) of the sets of time values
for the three variants. Clearly, we can see that the cdf of P3 is much distinct
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Fig. 8. Diagnostic information on the frequency difference of the flow In Progress to
Done.

from that of P1 and P2. This is also reflected in the average and standard devi-
ation values of P3, which is much larger than that of P1 and P2. As discussed
in Sect. 4, we use the Wasserstein distance to quantify the difference between
the time distributions. The pair-wise differences between the variants on this
particular flow is shown in Fig. 10. We can see that P3 is reflected as the most
aberrant process.

Table 4. Flow time values for the dif-
ferent variants.

Map Avg Std. dev No. cases

P1 129.26 278.16 28

P2 33.15 94.52 135

P3 229.19 819.59 95

Fig. 9. Cumulative distribution
functions for the different variants.

Furthermore, the difference process map highlights the cascaded component,
Waiting UAT Deployment, Waiting Acceptance, Waiting Live Deployment and Live
(Ref. Figure 7(b)). As discussed earlier, process P1 exhibits distinct behavior in
the flow In Progress to Waiting UAT Deployment (81% of traces in P1 take that
flow as against 16% and 32% in the other two variants). Because of this, the
subsequent flows in P1 after Waiting UAT Deployment also exhibit a significant
difference. Apart from identifying the individual differences, it is insightful to
identify the root-cause of the propagation of the change. Using the detection of
cascaded components, we are able to identify the root-cause in this context to
be the node Waiting UAT Deployment.
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Fig. 10. Diagnostic information on the time difference of the flow In Progress to Waiting
UAT Deployment.

7 Conclusions

Analyzing variants of process execution provides valuable insights on where
the variants differ. Such elements are potential candidates for process re-
engineering/redesign efforts. One can try to learn from better performing vari-
ants and adopt them to others. In this paper, we presented an approach to
analyze two or more process variants to identify nodes/flows where key differ-
ences manifest along the control-flow and time dimensions. The results of our
experiments show that our approach is capable of providing insights at various
levels that cannot otherwise be derived with existing tools as easily. While the
present paper addresses the where and how aspects (where variants differ and
how they differ), as future work, we would like to focus on alluding root-causes
for such aberrations, i.e., address the why’s [1].
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Abstract. Process families consist of different related variants that rep-
resent the same process. This might include, for example, processes exe-
cuted similarly by different organizations or different versions of a same
process with varying features. Motivated by the need to manage vari-
ability in process families, recent advances in process mining make it
possible to discover, from a collection of event logs, a generic process
model that explicitly describes the commonalities and differences across
variants. However, existing approaches often result in flat complex mod-
els where it is hard to obtain a comparative insight into the common and
different parts, especially when the family consists of a large number of
process variants. This paper presents a decomposition-driven approach
to discover hierarchical consolidated process models from collections of
event logs. The discovered hierarchy consists of nested process fragments
and allows to browse the variability at different levels of abstraction. The
approach has been implemented as a plugin in ProM and was evaluated
using synthetic and real-life event logs.

Keywords: Process mining ·Consolidated process families ·Hierarchical
configurable models · Decomposed discovery · Configurable fragments

1 Introduction

As event data are becoming omnipresent, the importance of process mining is
becoming more and more significant. Process mining allows to automatically
discover, analyse and improve business processes from execution data referred
to as event logs [1]. Traditionally, event logs are assumed to describe the execu-
tion of static and homogeneous processes. However, business requirements and
regulations are continuously changing, and so are the processes. Municipalities,
banks, telecommunication service providers and many others execute the same
processes but with personalized features. For example, [2] reports on about 100
process variants executed by an asset management company to handle assets
for institutional clients and fund distributors. This results in a family of related
event logs that can be mined to discover their underlying process variants.

Discovering a collection of disconnected variants creates redundancy and
turns the management and maintenance of the process family a difficult task [3].
c© Springer International Publishing AG 2017
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Instead, organizations need to efficiently analyze and track changes in their
processes in a unified way. Recent advances in process mining make it possible
to mine process variants and to discover a generic consolidated process model
(e.g. [4,5]). However, as the number of process variants increases, it becomes
more common to observe partly shared behavior between a subset of the vari-
ants instead of one global behavior shared between all the variants. As a result,
the discovered consolidated models may quickly become large and complex [6].

To remedy this problem, we propose an approach to discover hierarchical con-
solidated process models from collections of event logs. The discovered hierarchy
helps in taming the complexity of consolidated models in two ways: (i) by mod-
eling variability at different levels of abstraction (i.e. variability is shown/hidden
according to the desired level of abstraction) and (ii) by expressing variabil-
ity in a coarse-grained way (i.e. commonalities and differences between process
fragments instead of individual elements).

Figure 1 describes the problem addressed and the desired output. Given a
process family consisting of a collection of events logs, state of the art discovery
approaches produce flat consolidated models as shown in Fig. 1b. The nodes’
sizes give an indication about the number of variants in which the activities
appear. Some edges are annotated with the logs’ identifiers from which they are
discovered. Clearly, the flat structure of the model and the increasing number of
variants make it hard to compare variants and to track where do they agree or
disagree unless applying some filtering techniques (e.g. filtering on digests [7]).

The hierarchical model discovered by our approach is shown in Fig. 1c. The
hierarchical structure allows to browse the process variability at different levels
of abstraction. The elements in the hierarchy refer to abstracted process frag-
ments shared between a (sub)set of process variants. To describe fragments, we
introduce the concept of SHared-Entry SHared-Exit (SHESHE) which is inspired
from the well-know concept of Single-Entry Single-Exit (SESE) [8]. SHESHEs
are independent subprocesses that are entered and exited via shared paths. They
have well-defined interfaces through which they interact with the rest of the
process. Their internal behavior encloses the variability between the entering
and exiting variants. The variability abstraction is achieved by hiding the inter-
nal behavior of each fragment and by keeping the interaction of its boundaries
with the rest of the process visible. Therefore, going down in the hierarchy corre-
sponds to expanding the internal behavior of abstracted fragments. For example,
in the process model shown at Level 2, the internal behavior of the parent at
Level 1 is expanded and the abstracted nested fragments at Level 2 become
visible.

The approach has been implemented as a plugin in ProM and was evalu-
ated using both synthetic and real-life event logs. Experimental results show
that the hierarchical structure does not only reduce the structural complexity of
consolidated processes but also can improve their behavioral quality.

The paper is structured as follow. In Sect. 2, related work is discussed.
Some basic definitions used throughout the paper are introduced in Sect. 3. The
proposed approach is detailed in Sect. 4 through a running example. Section 5



316 N. Assy et al.

(a) Input: collec-
tion of event logs
recording the ex-
ecution of a pro-
cess family

B,C,D,E,F

A,C,D,E,F

D,E,F C,E,F E,F

C,D,E,F

B,C,D,E,F

C,D,E,F

A,B,C,D,E,F

C,E,F

A,E,F

A,C,D,E,F

B,D,E,F
D,E,F

C,E,F

(b) Output of traditional approaches: a flat consolidated model
where variability (commonalities vs differences) is expressed at
the process elements’ level; For readability, some of the edges are
annotates with the logs’ identifiers from which they are discovered

Top level 
fragment shared 

between all variants

Fragment shared 
between B, C, D, 

E, F

Fragment shared 
between C, D, E, 

F
...

Fragment shared 
between D, E, F

Fragment shared 
between C, E, F

Legend

Hidden informa on

Abstrac on of the 
internal behavior of the 
fragment shared 
between the variants 
indicated by their entry 
and exit nodes

Entry Exit

Level 1

Level 2

Level 3

(c) Output of the proposed approach: a hierarchical consolidated model where vari-
ability is expressed at the fragment level and is shown/hidden according to the desired
level of abstraction

Fig. 1. Snapshot of the problem addressed and the proposed approach
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reports our experimental results. Finally, we discuss some limitations and exten-
sions of the proposed work in Sect. 6.

2 Related Work

Process variant management is a recent research body that addresses the
problem of modeling and maintaining large collections of related process vari-
ants [3]. Approaches developed in this area aim to represent the variants in a
consolidated manner. For this purpose, conventional process modeling languages
have been extended to explicitly support process variability modeling [9]. In this
work, we adopt the configurable modeling approach [10] since it allows to explic-
itly represent the common and different parts in one customizable model.

To consolidate a collection of process variants, two techniques can be applied:
model-merging (e.g. [2,7]) and model-mining (e.g. [4,5]). Model-merging tech-
niques construct consolidated process models by structurally merging existing
process variants. Model-mining techniques use process mining to discover con-
solidated process models from the execution behavior of process variants. All of
the existing approaches produce flat models with fine-grained variability.

To overcome the complexity of consolidated models, different approaches
have been proposed to abstract from the fine-grained variability expressed at the
process elements’ level to a coarse-grained variability expressed using domain ori-
ented models (e.g. [11,12]). The drawback of these approaches is that they heav-
ily rely on the domain expert knowledge. Another stream of works try to tame
the complexity by localizing variability in fragments instead of entire processes
(e.g. [6,13]). Subprocesses, often expressed in terms of SESE fragments, are
extracted from existing process variants and are consolidated if they are similar.
These techniques use model merging. The merged fragments show a local view
on the variability, while in our work, we aim at providing a global view of the
consolidated model and at different levels of abstraction.

Divide and conquer techniques have been also proposed to solve the com-
plexity of discovered models. They can be grouped into two categories: case-based
and activity-based. In case-based techniques, the log is split into homogeneous
clusters of traces and a model is mined per cluster (e.g. [14]). The aim here is to
mine a collection of simpler variants of a complex process. In this work, we deal
with activity-based decomposition where traces are split into clusters of sub-
traces. A fragment is mined from each cluster and finally, the mined fragments
are glued together into an overall model. In [15], a generic approach is presented
and the principles of correct decomposition are discussed. The decomposition
technique proposed in this paper rely on the theoretical results presented in [15].

Finally, our work can be also related to process model abstraction
(e.g. [16,17]) and hierarchical process discovery (e.g. [18]). In model abstrac-
tion, the aim is to create simpler views of the process by abstracting from process
details. The focus of existing works has been on defining aggregation and hiding
operators that preserve some correctness criteria. The focus of our work is not
on defining new abstraction operators. Instead, we aim at automatically creating
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different abstraction levels of the variability in a process family. For this purpose,
we introduce the notion of SHESHE fragments which, by definition, allows us to
achieve our goal. On the other hand, the works on hierarchical process discovery
explore the information recorded in event logs in order to infer a hierarchical
structure that can explain the flow of the process. In our work, we discover a
hierarchical structure that explains the flow of the variability in a process family.

3 Preliminaries

Set, Multiset. Let S be a finite set. The multiset B(S) over S is a set
where elements may appear multiple times. The elements in the multiset are
listed between square brackets. For example, B =[ ] is the empty multiset,
B(S)= [a, a, b, c, b]= [a2, b2, c] is a multiset over S ={a, b, c}. B(S) is the set of
all multisets over S.

Sequence, Projection. A sequence σ = 〈s1, s2, ..., sn〉 ∈ S∗ is an ordered list
of elements. The empty sequence is denoted as 〈 〉. The projection of σ on a subset
S′ ⊆ S denoted as σ�S′ is a subsequence of σ containing only the elements of S′.
For example 〈a, a, b, d〉�{a,d} = 〈a, a, d〉. Projection is also defined for multisets.
For example, [a3, b2, c]�{a,b} = [a3, b2].

Event Log. An event log is a multiset of traces. A trace is a sequence of activities
describing the lifecycle of a particular process instance. Let A ⊆ UA be a set
of activities in some universe of activities. A trace σ ∈ A∗ is a sequence of
activities. L ∈ B(A∗) is an event log. We denote by AL = {a ∈ σ | σ ∈ L} the
set of activities occurring in L.

Causal Graph. A causal graph CL = (AL, EL) constructed from an event log
L is a graph showing the causal relations between the log activities. Most process
mining algorithms build such a graph in a preprocessing step by scanning the
event log to see how many times an activity a1 is followed by another activity
a2. If this occurs above a certain threshold, then it is assumed that a1 causally
precedes a2 (i.e. (a1, a2) ∈ EL). The selection of an appropriate threshold is out
of scope of this paper. In this work, we assume that CL is constructed using an
existing algorithm. We also assume that CL is connected.

Configurable Process Models. Configurable process models allow to explic-
itly represent the common and different parts in one customizable process model.
They need to be configured to specific requirements by (de)selecting (ir)relevant
parts. The essence of configuration can be captured in terms of two operators,
hiding and blocking [10]. Hiding an activity corresponds to skipping it. In other
words, the activity is either removed or renamed to a silent step. Blocking an
activity corresponds to disabling it, i.e. the path from the activity cannot be
taken anymore. There exist several extensions to existing process modeling nota-
tions. They all share the same configuration basis but differ according to the
language notation. In this work, we use Petri nets as a process modeling nota-
tion since a great number of the process mining techniques assume or generate
Petri nets. However the results are not restricted to this notation.
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4 Proposed Approach

In this section, we first present a running example (Sect. 4.1) that will be used
to illustrate the three steps of our discovery approach (Sects. 4.2, 4.3 and 4.4).

4.1 Running Example

We consider a scenario of four different variants of a loan process: home, student,
business and small. Example event logs corresponding to these variants are as fol-
low: L1 = [〈a, b, c, d, e, h, i, j, l, k,m, n, o, p, w〉47, 〈a, b, d, c, e, h, i, j, k, l,m, n, o, q,
w〉28, 〈a, b, d, c, e, h, i, k, j, l,m, n, o, p〉25]; L2 = [〈a, b, r, s, t, u, v, w〉50]; L3 = [〈a,
b, c, d, f, g, e, h, n, w〉48, 〈a, b, d, c, f, g, e, h, n, w〉52]; L4 = [〈a, b, r, s, t, v, s, u, v, o,
p, q, w〉48, 〈a, b, r, s, u, v, o, q, p, w〉52]. Figure 2 shows the causal graphs of the four
event logs. To ease the understanding of the processes, we split and annotate
them with the names of different phases. There are in total 22 distinct activities.
Three activities appear in all the four event logs and 13 activities appear in
different subsets of the logs.

a b
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(a) C1: home loan process
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(d) C4: small loan process

a: receive application m: loan type approved g: check revenue s: check amount
b: start processing n: request approval h: end checking t: check system funds
c: register client o: check income i: verify mortage type u: check eligibility (small)
d: check client credit p: archive request j: check property information v:end checking phase
e: contact bank q: contact client k: request mortage underwriter
f: check company funds r: check profile l: check eligibility (big)

(e) Activities’ names

Fig. 2. The causal graphs of four event logs of different loan process variants

Our approach for discovering a hierarchical consolidated model consists of
three main steps:

1. An integrated representation of the causal graphs is created and is referred
to as multi causal graph (Sect. 4.2);
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2. The multi causal graph is decomposed into a hierarchical structure of nested
SHESHE fragments. For this, we formally introduce the concept of SHESHE
and their induced hierarchical structure (Sect. 4.3);

3. The abstraction of SHESHE fragments is generated and the event logs are
mined accordingly to discover a hierarchical consolidated model (Sect. 4.4).

4.2 Multi Causal Graph Construction

Given a collection of event logs L1, . . . , Ln ∈ B(A∗), we first unify the start and
end of all the event logs by adding start (ST) and end (ET) activities to all the
traces. Then, we construct a causal graph Ci for each event log Li. The causal
graphs are merged into a multi-causal graph. Edges in the multi causal graph
have different identities according to the causal graph from which they originate.
In this work, we assume that activities having the same labels are identical.

Definition 1 (Multi causal graph). Let L = {Li | i ≥ 2} be a collection of
events logs with unique start (ST) and end activities (ET) and Ci = (Ai, Ei) a
causal graph constructed for each Li ∈ L. A multi causal graph C◦ = (A◦, E◦)
is the graph resulting from merging the causal graphs such that A◦ =

⋃
i≥2 Ai

and E◦ =
⋃

i≥2 {((a1, a2), i) | (a1, a2) ∈ Ei}.
Figure 3 shows an example of the multi causal graph resulting from merging

the causal graphs in Fig. 2 (for now ignore the dashed rectangles).

ST a b

c

d

r s t u v

f g

e h i

j l

k

m n o

p

q

w ET

F0
F1

F5

F2
F3

F4

F6

C1
C2
C3
C4

Fig. 3. Maximal SHESHE decomposition on the multi causal graph resulting from
merging the causal graphs in Fig. 2

4.3 SHESHE Decomposition

The second step of our approach is to find a hierarchical decomposition of the
multi causal graph in terms of fragments organized in a hierarchical contain-
ment relationship. To define fragments, we introduce the concept of SHared-
Entry SHared-Exit (SHESHE). SHESHE fragments are subprocesses with well-
defined interfaces through which they interact with the rest of the process. They
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represent parts in the process where variants enter and exit through the same
interfaces. In the following, we give some definitions to introduce a SHESHE.

Let L = {Li | i ≥ 2} be a collection of event logs with unique start (ST) and
end (ET) activities; C1, . . . , Cn be the casual graphs constructed for each Li ∈ L
and C◦ = (A◦, E◦) be the multi causal graph constructed from C1, . . . , Cn.

Definition 2. Let F ⊆ E◦ be a non empty set of weakly connected edges. We
define the following notations:

– The shareability level of F : id(F ) = {i | ((a1, a2), i) ∈ F};
– The edges with the identifier i in F : F�i = {((a1, a2), i′) ∈ F | i′ = i};
– The set of activities: act(F ) =

⋃
((a1,a2),i)∈F {a1, a2};

– The complement of F in E◦: F = E◦ \ F ;
– For an activity a ∈ act(F ), the following is defined:

• The incoming edges that belong to F : in(a, F ) = {((a1, a), i) ∈ F};
• The incoming edges that do not belong to F : in(a, F ) = in(a, F ) =

{((a1, a), i) ∈ F};
• The outgoing edges that belong to F : out(a, F ) = {((a, a1), i) ∈ F};
• The outgoing edges that do not belong to F : out(a, F ) = out(a, F ) =

{((a, a1), i) ∈ F};
• The edges connected to a: conn(a, F ) = in(a, F ) ∪ in(a, F ) ∪ out(a, F ) ∪

out(a, F ).

The activities in F can be split into three categories: local if the activity is
connected only to activities in F , boundary if it is connected to elements not
in F , and shared boundary if, in addition to being boundary, the activity is
connected only to edges having the identifier included in the shareability level
of F . This latter category allows us to introduce the concept of SHESHE.

Definition 3 (Local, boundary, shared boundary). Let F ⊆ E◦ be a
non empty set of weakly connected edges such that ST,ET /∈ act(F ). The local,
boundary and shared boundary nodes in F are defined as following:

– lact(F ) = {a ∈ act(F ) | in(a, F ) ∪ out(a, F ) = ∅};
– bact(F ) = {a ∈ act(F ) | a /∈ lact(F )};
– sact(F ) = {a ∈ bact(F ) | id(conn(a, F )) = id(F )}.

For example, in Fig. 3, the set of edges represented by the fragment F5

has: lact(F5) = {s, t, u}, bact(F5) = {r, v} and sact(F5) = {r, v}. The bound-
ary activities in F can be further classified into entry and exit activities. In [8],
SESEs are defined as sets of edges having single entry and single exit activities.
In this work, we define SHESHEs as sets of edges having shared entry and shared
exit nodes. Roughly speaking, a shared entry is a shared boundary through which
it is possible for every variant to enter inside the region represented by F . The
same holds for a shared exit. For example, in Fig. 3, c and d are shared entries
for F2 since both variant 1 (which corresponds to L1) and variant 3 can enter
F2 through them; n is a shared exit, since both variants can exit F2 through it.
The formal definition of shared entry and exit nodes is given in Definition 4.
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Definition 4 (Shared entry and exit nodes). Let F ⊆ E◦ be a non empty
set of weakly connected edges such that ST,ET /∈ act(F ). A node a ∈ sact(F )
is a shared entry iff:

1. id(in(a, F )) = id(out(a, F )) = id(F ) and
2. [(∀i∈id(F ) out(a, F )�i = ∅ ∨ in(a, F )�i = ∅) or
3. (id(out(a, F )) = id(in(a, F )) = id(F ))].

a ∈ sact(F ) is a shared exit iff:

1. id(out(a, F )) = id(in(a, F )) = id(F ) and
2. [(∀i∈id(F ) in(a, F )�i = ∅ ∨ out(a, F )�i = ∅) or
3. (id(in(a, F )) = id(out(a, F )) = id(F ))].

We denote by entry(F ) and exit(F ) the set of entry and exit nodes respectively.

The first requirement of a shared entry states that the set of identifiers of the
incoming edges that do not belong to F should be equal to the set of identifiers
of the outgoing edges that belong to F , which in turn, should be equal to the
shareability level of F . This requirement ensures that all variants can enter F
through the entry node. Since we do not impose single entry nodes, the second
and third requirement ensure that the entry node can either be only an entry
(i.e. no variant can exit through this node) or a shared exit (i.e. all variants have
the possibility to exit the node).

Definition 5 (Shared-Entry Shared-Exit). Let F ⊆ E◦ be a non empty
set of weakly connected edges such that ST,ET /∈ act(F ). F is a shared-entry
shared-exit iff: act(F ) = lact(F ) ∪ entry(F ) ∪ exit(F ).

A SHESHE fragment allows to localize the variability between a subset of
variants. As all involved variants can enter and exit through its entry and exit
nodes, the fragment can be treated as a black box (similar to a macro activity)
and the variability can be expressed at the fragment level. Blocking a fragment
corresponds to blocking the subprocess executed by the corresponding variants.
On the process elements’ level, this requires only to blocking the fragment inter-
faces (i.e. entry and exit activities). On the other hand, any local configuration
inside the fragment does not affect its interfaces and therefore is independent
from outside. Examples of SHESHE fragments are shown in Fig. 3.

The edges formed by E◦ define a specific type of a SHESHE with no incom-
ing or outgoing edges. This fragment is called the root and is not considered
in any operation on SHESHEs. In this work, we are interested in a hierarchical
representation of SHESHE fragments where a child fragment restricts the share-
ability level of its parent. This requires that SHESHE fragments do not overlap.
In the following, we give some definitions to derive non-overlapping SHESHEs.

Lemma 1 (SHESHE inclusion). Let F1, F2 ⊆ E◦ be two SHESHEs such
that F1 ⊆ F2. The following hold: (i) id(F1) ⊆ id(F2) and (ii) if entry(F1) ∩
entry(F2) �= ∅ or exit(F1) ∩ exit(F2) �= ∅ then id(F1) = id(F2).
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Lemma 2 (SHESHE union). Let F1, F2 ⊆ E◦ be two SHESHEs and F =
F1 ∪ F2 be their union such that F is weakly connected. F is a SHESHE iff
id(F1) = id(F2) or F1 ⊆ F2.

Many of the SHESHEs in a multi causal graph are less informative. For
instance, in Fig. 3, F ′

1 = {((e, h), 1), ((e, h), 2)} ⊂ F1
1 has the same shareability

level {1, 2} as F1. Given F1, F ′
1 does not provide any additional information. This

does not hold for F8 ⊂ F1 as F8 has a new restricted shareability level. In this
work, we are interested in maximal SHESHE fragments that are the largest
fragments having a specific shareability level.

Definition 6 (Maximal SHESHE). Let F ⊆ E◦ be a SHESHE. F is maxi-
mal iff �F ′ ⊆ E◦, F ′ �= F where F ∪ F ′ is a SHESHE and id(F ) = id(F ′).

Proposition 1 (Non overlapping SHESHE). Let F, F ′ ⊆ E◦ be two max-
imal SHESHEs. One of the three statements holds: (i) F ⊆ F ′, (ii) F ′ ⊆ F or
(iii) F ∩ F ′ = ∅.
Proposition 1 allows to derive a hierarchical topology of the SHESHE fragments
organized in a tree-like structure (Fig. 3 shows an example).

Definition 7 (SHESHE decomposition tree). Let C◦ be a multi causal
graph and F be the set of its maximal SHESHEs including E◦. D = (F ,≺)
is a tree of maximal SHESHE fragments where F is the set of tree nodes and
≺ ⊆ F ×F is the set of parent-child relations such that (F1, F2) ∈≺ iff F2 ⊂ F1

and F1 is the smallest SHESHE containing F2.

4.4 Hierarchical Discovery

Given a SHESHE decomposition tree, we aim at discovering a hierarchical con-
solidated model that shows the fragments at different levels of abstraction. The
abstraction of fragments allows to show the most shared behavior and to hide the
local variability between the involved variants. For instance, given F2 in Fig. 3,
we would like to see that the variants of both L1 and L3 start with executing
c and d; both execute the fragment represented by e and h and end with the
execution of n; the fragments F3 and F4 are hidden since they are executed by
L3 and L1 respectively and therefore depict a local variability. In terms of event
logs, this abstraction can be achieved by projecting the traces of the logs L1 and
L3 on the activities c, d, e, h and n and discovering the corresponding fragment.
The fragment is discovered by merging the projected traces of L1 and L3 into
one log and using existing discovery techniques (e.g. Inductive Miner).

In addition to the shared behavior, we should be able to link the discovered
abstracted fragments with their children in order to create the entire process.
For example, the abstracted fragment of F2 includes the activities c, d, e, h and
n; the abstracted fragment of F3 includes f and g and the abstracted fragment

1 This SHESHE is not shown because it is not maximal according to Definition 6.
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of F4 includes i, j, l, k and m. In order to construct the whole behavior of F2

(i.e. non abstracted version), we should be able to link the discovered abstracted
fragment of F2 with its children. In this case two solutions are possible. The
trivial one is to restart from scratch by projecting the traces of L1 and L3 on
all the activities of F2 and discovering their corresponding fragment. However,
this solution requires an excessive and repeated work of discovery which may be
expensive in case of a large number of parent-child relations in the tree.

Another more convenient solution is to include the boundary nodes of chil-
dren fragments in their abstracted parent fragment. In this way the children
boundary nodes act as a glue and allow to create the entire process by combin-
ing the discovered abstracted parents with their discovered abstracted children.
This solution corresponds to the output of the approach shown in Fig. 4.

SHESHE 0
Top level

SHESHE 1
Variants 1, 2, 3, 4

SHESHE 2
Variants 1, 3

SHESHE 5
Variants 2, 4

SHESHE 6
Variants 1, 4

SHESHE 3
Variants 3

SHESHE 4
Variants 1
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Fig. 4. Output of the discovery approach taking as input the logs of the variants in
Fig. 2. Transitions with dashed line represent the entry of the SHESHE fragment; those
with bold line represent the exit; gray transitions are the boundaries of the SHESHE
children. The fragments are discovered using Inductive Miner
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Fig. 5. A model provided at the second level of the tree in Fig. 4 by glueing the dis-
covered fragment of SHESHE 0 and its children (in this case SHESHE 1)

The tree shows the abstracted fragments of the SHESHE decomposition tree
in Fig. 3. The discovered fragments of some nodes are shown on the right-hand
side. For example, the discovered fragment of SEHSHE 2 which corresponds to
the abstracted version of F2 includes the entry and exit of F2, the shared behavior
including the activities e and h as well as the boundary nodes of SHESHE 3
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and SHESHE 4. Each level of the tree shows a local behavior on the abstracted
SHESHE. To construct an entire process, parents and children can be recursively
glued at each level using the approach presented in [15]. For example, the model
shown in Fig. 5 corresponds to the entire process of the second level in the tree.
It is obtained by glueing together the fragment of SHESHE 0 and its children
(in this case SHESHE 1). The entire process of the third level can be obtained
by glueing the entire process of the second level with the children of the third
level (i.e. SHESHE 5, 6 and 2) and so on.

Having such hierarchical structure, it becomes easy to express variability
by identifying the configurable elements. The tree nodes shared between a sub-
set of the variants are configurable. They can be either blocked or allowed.
On the process level, this corresponds to making the entry and exit activities
configurable.

5 Evaluation

The approach has been implemented as a plugin in ProM2(www.processmining.
org). The plugin takes a collection of event logs as input and produces a hierar-
chical consolidated process model as output.

5.1 Synthetic Logs

We used event logs of four variants of a travel booking process3. The base process
allows for booking a flight with the option of booking a hotel and/or a car in
a subset of the variants. Figure 6a shows the flat configurable process model
discovered using Inductive Miner (IM) with the default parameters in ProM.
Because of the high variability in the logs, IM generates an underfitting model
(i.e., a flower construct) which allows for any behavior. All the activities in the
flower construct are configurable. This model is simple but scores very low on
precision. With Heuristics Miner (HM), a better model is discovered. However,
the number of configurable nodes is 21 which is still relatively high.

Figure 6b shows the hierarchical structure discovered using our approach.
The tree hierarchy contains 5 configurable fragments (i.e. 5 out of 7 nodes are
shared between a subset of the variants). Figures 6c and d show the discovered
root fragment SHESHE 0 and the fragment SHESHE 4 using IM. Compared to
the flower model in Fig. 6a, the flower construct in the root fragment is reduced
and is completely broken in the child fragment.

5.2 Real-Life Logs

We used the dataset from BPI challenge 2015 [19] which corresponds to five
process variants of building permit applications executed by five Dutch municipal-
ities. We evaluated the quality, in terms of structural complexity and behavioral
2 https://svn.win.tue.nl/repos/prom/Packages/NourAssy/.
3 The process models and logs can be downloaded from: https://svn.win.tue.nl/repos/

prom/Packages/NourAssy/Trunk/artificialLogs.

www.processmining.org
www.processmining.org
https://svn.win.tue.nl/repos/prom/Packages/NourAssy/
https://svn.win.tue.nl/repos/prom/Packages/NourAssy/Trunk/artificialLogs
https://svn.win.tue.nl/repos/prom/Packages/NourAssy/Trunk/artificialLogs
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(a) IM: flower model - all activities
are configurable

SHESHE 0 
Variants 
1,2,3,4

SHESHE 3 
Variants 
1,2,3,4

SHESHE 1 
Variants 

1,3,4

SHESHE 4 
Variants 1,2

SHESHE 2 
Variants 3,4

SHESHE 5 
Variants 1

SHESHE 4 
Variants 1,4

(b) IM: discovered hierarchy (5 configurable
fragments)

(c) fragment of SHESHE 0 shared be-
tween all variants

(d) fragment of SHESHE 4 shared between
variants 1 and 2

Fig. 6. (a) flat vs (b), (c) and (d) hierarchical discovered process models

accuracy, of the discovered models using traditional approaches for discovering
flat models versus using our approach for discovering hierarchical models.

The structural quality of the discovered models is measured in terms of the
hierarchy quality and the fragments complexity. To evaluate the quality of the
hierarchy, we compute (i) the number of configurable nodes in the discovered
models (# conf. nodes), (ii) the average number of configuration steps needed
to derive a variant (# conf. dec.), (iii) the depth of the tree and (iv) the average
number of shared variants per node (# Avg. share). Regarding the fragments’
complexity, we measured their average size and compared it to the size of one flat
model (Size(# arcs)). The behavioral accuracy is measured in terms of fitness,
precision and generalization of the merged log against the discovered consoli-
dated model. The results are reported in Tables 1 and 2.

The results show that, with the hierarchical discovery, the sizes of fragments
in the hierarchy are greatly reduced compared to the size of one flat model.
Instead of looking to one big process model, one can scan the hierarchy and
inspect smaller fragments. On the other hand, the depth of the tree is small.
This means that the decomposition was not able to find a hierarchy of nested
fragments. Because of the small depth, the difference in the number of config-
urable nodes between the hierarchical model and the flat model is not in our
favour. In the hierarchical model, the fragments shared between different vari-
ants contain shared activities but exhibit different behavior (this is explained by
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the high number of configurable nodes in the flat model). The reasons for this
can be explained by the fact that we assumed that activities with the same labels
are the same across variants. By doing so, we reduce the chance to find valid
SHESHEs. Regarding the behavioral quality, we noticed that our decomposition
approach was able to improve the precision of hierarchical models with a small
decrease in the fitness. The decrease in the fitness is not caused by the SHESHE
decomposition itself, but because of the glueing step presented in Sect. 4.4.

Table 1. Structural quality of the discovered flat vs hierarchical model

Dataset Flat Hierarchical

# conf. nodes # conf. dec Size Depth Avg. share #conf. nodes # conf. dec Size frag

BPI 15 29 16.6 102 2 2.92 7 2 45.53

Table 2. Behavioral quality of the discovered flat model vs hierarchical model

Fitness Precision Generalization

IM Flat 1 0.1 1

Hierarchical 0.86 0.57 0.97

Hierarchical (fragment avg.) 0.99 0.84 0.44

HM Flat 0.93 0.76 0.94

Hierarchical 0.96 0.8 0.95

Hierarchical (fragment avg.) 0.99 0.99 0.4

6 Conclusion

In this paper, we presented an approach for mining hierarchical consolidated
models from process families. The hierarchy allows to (i) browse the variability
at different levels of abstraction and to (ii) model it in a coarse-grained way.
Through experimental evaluation, we showed that our decomposition approach
is suitable to tame the complexity of consolidated models.

As already shown in Sect. 5, the quality of the discovered hierarchy highly
depends on the way the equivalence class is defined over the logs’ activities. In the
present work, we simply assumed that activities with common labels are equal.
However, one interesting feature of our shared-entry shared-exit fragments is that
they allow to bring structure to unstructured variability. Therefore, in our future
work, we will investigate the problem of discovering consolidated process models
with structured variability. This calls for the problem of finding an equivalence
class over the logs’ activities that optimizes the SHESHE decomposition quality.
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Abstract. How can we plan development over an evolving schema? In
this paper, we study the history of the schema of eight open source
software projects that include relational databases and extract patterns
related to the survival or death of their tables. Our findings are mostly
summarized by a pattern, which we call “electrolysis pattern” due to
its diagrammatic representation, stating that dead and survivor tables
live quite different lives: tables typically die shortly after birth, with
short durations and mostly no updates, whereas survivors mostly live
quiet lives with few updates – except for a small group of tables with
high update ratios that are characterized by high durations and sur-
vival. Based on our findings, we recommend that development over new-
born tables should be restrained, and wherever possible, encapsulated by
views to buffer both infant mortality and high update rate of hyperactive
tables. Once a table matures, developers can rely on a typical pattern
of gravitation to rigidity, providing less disturbances due to evolution to
the surrounding code.

Keywords: Schema evolution · Evolution patterns · Table survival

1 Introduction

The study of schema evolution in an attempt to dig out patterns and regularities
is an important endeavor in order to understand its mechanics and plan soft-
ware design and development on top of databases. However, this problem has
attracted little attention by the research community so far. To a large extent, the
possibility of actually studying schema evolution emerged from the availability
of schema histories embedded in open source software projects, publicly available
via Github. So far, research efforts [2,4–6,11] – see Sect. 2 – have demonstrated
that schemata grow over time, mostly with insertions and updates, and are fre-
quently out of synch with their surrounding code. However, we are still far from
a detailed understanding of how individual tables evolve and what factors affect
their evolution. In our latest work [9,10], we have performed a first study towards
charting the relationship of factors like schema size and version of birth to the
duration and the amount of change a table undergoes. In this paper, we continue
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along this line of work by answering a fundamental question on the survival of a
table that has not been answered so far: “how are survival, activity behavior and
duration of a table interrelated?”. To the best of our knowledge, the problem
was only initially touched in [9,10] and the insights of this paper are completely
novel in the related literature.

Following the research method of our previous work, we have performed a
large study of eight data sets with the schema history of databases included
in open source projects (see Sect. 3 for our experimental setup). Our results are
detailed in Sect. 4; here, we can give a concise summary of our findings as follows.
The antithesis of the durations between dead and survivor tables is striking: table
deletions take place shortly after birth, resulting in short durations for the dead
tables; this is to be contrasted with the large number of survivors with high (and
frequently, maximum) durations. When activity profile, duration and survival are
studied together, we observe the electrolysis pattern, named after the paradigm
of positive and negative ions in electrolysis moving towards opposite directions:
Not only dead tables cluster in short or medium durations, and practically never
at high durations, but also, with few exceptions, the less active dead tables
are, the higher the chance to reach shorter durations. In contrast, survivors are
mostly located at medium and high durations and the more active survivors are,
the stronger they are attracted towards high durations, with a significant such
inclination for the few active survivors, that cluster in very high durations.

Why is the knowledge of patterns in life and death of tables so important? We
believe that our study gives solid evidence on a phenomenon that we call gravi-
tation to rigidity1 stating that despite some valiant efforts, relational schemata
suffer from the tendency of developers to minimize evolution as much as possi-
ble in order to minimize the resulting impact to the surrounding code. Section 5
discusses possible explanations on the relationship of the observed phenomena
with gravitation to rigidity. Equally importantly, understanding the probability
of update or removal of a table can aid the development team in avoiding to
invest too much effort and code to high-risk parts of the database schema. To
this end, in Sect. 5 we provide recommendations to developers, based on our
findings and also suggest roads for future work.

2 Background and Related Work

The first known case study of schema evolution, published in 1993 [6], monitored
the database of a health management system for 18 months, to report the overall
increase of schema size over time and the percentage breakdown for different
types of changes. After this study, it was only 15 years later that research was
revived on the problem. The key to this revival was the existence of open source
software repositories exposing all the code of a software project in all its history.
Software projects based on relational databases, thus, would expose the entire
history of their schema. There is a handful of works since the late ‘00s [2,4,5,11]
1 Rigidity is used in its software engineering meaning, referring to software that is

hard to evolve and maintain.
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that have assessed the evolution of databases involved in open source software
projects.

In [2], the authors report findings on the evolution of Mediawiki, the soft-
ware that supports Wikipedia. The authors of this work, and also in the followup
work on “algebrizing” schema modification operations [3] should be accredited
for the public release of schema histories that they collected. Several works fol-
lowed, where the authors have primarily worked on (a) the schema size, which
grows over time but with progressively less rate [5], (b) the absence of total
synchronization between source code and database schema, as schemata evolve
[4,11], and, (c) the impact of schema change to the surrounding code [5], which
requires a significant amount of code modifications. [5] is also presenting prelim-
inary results on the timing of the schema modifications, reporting that the early
versions of the database included a large part of the schema growth. A study
presented in [1] verifies the observations of other works concerning the trend of
increase in schema size and the reluctance in the deletion of tables.

Our recent involvement in the area is based on the study of the history of
the schema of eight open source software projects. In [7], also presented in full
length in [8], we have worked at the macroscopic level to study how the schema
of a database evolves in terms of its size. We have found evidence that schemata
grow over time in order to satisfy new requirements, albeit not in a continuous or
linear fashion, but rather, with bursts of concentrated effort interrupting longer
periods of calmness and drops, signifying perfective maintenance (Fig. 1).

Fig. 1. Summary of [8] with schema growth over time (red continuous line) along with
the heartbeat of changes (spikes) for two datasets. Overlayed darker green rectangles
highlight the calmness periods, and lighter blue rectangles highlight smooth expansions.
Arrows point at periods of abrupt expansion and circles highlight drops in size. (Color
figure online)

Whereas all related work had focused on the study of schema size, in [10],
also presented in full length in [9], we have worked on the identification of fre-
quently encountered patterns on table properties (e.g., birth, duration, amount
of change). We identified four major patterns on the relationship of such prop-
erties. The Γ pattern on the relationship of the schema size of a table at its
birth with its overall duration indicates that tables with large schemata tend to
have long durations and avoid removal. The Comet pattern on the relationship
of the schema size of a table at its birth with its total amount of updates indi-
cates that the tables with most updates are frequently the ones with medium
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schema size. The Inverse Γ pattern on the relationship of the amount of updates
and the duration of a table indicates that tables with medium or small dura-
tions produce amounts of updates lower than expected, whereas tables with long
duration expose all sorts of update behavior. The Empty Triangle pattern on
the relationship of a table’s version of birth with its overall duration indicates
a significant absence of tables of medium or long durations that were removed
– thus, an empty triangle – signifying mainly short lives for deleted tables and
low probability of deletion for old timers (Fig. 2).

Fig. 2. The 4 patterns of [9,10]: Gamma (top left), inverse Gamma (top right), comet
(bottom left) and empty triangle (bottom right).

Although insightful, the aforementioned findings have not exhausted the
search on factors affecting survival, and so, in this paper, we extend our knowl-
edge by exploring how survival is related to duration and activity profile. To the
best of our knowledge this is the first comprehensive study of this kind in the
literature.

3 Experimental Method

In this section, we briefly present our experimental method. Here we can only
provide a self-contained, condensed description, so, we will kindly refer the inter-
ested reader to [7] for a detailed description and to our Schema Biographies web-
site2 containing links to all our results, data, code and presentations that are
made publicly available to the research community.

Experimental Protocol. We have collected the version histories of 8 data sets
that support open source software projects. For each dataset we gathered as
2 http://www.cs.uoi.gr/∼pvassil/projects/schemaBiographies/.

http://www.cs.uoi.gr/{~}pvassil/projects/schemaBiographies/


Survivor and Dead Tables in Counterpoint 337

Fig. 3. Datasets used in our study

many schema versions (DDL files) as we could from their public source code
repositories (cvs, svn, git). We have targeted only changes at the database part
of the project as they were integrated in the trunk of the project. The files were
collected during June 2013. For all of the projects, we focused on their release
for MySQL (except ATLAS Trigger, available only for Oracle). The files were
then processed by our tool, Hecate, that detected, in a fully automated way,
(a) changes at the table-level, i.e., which tables were inserted and deleted, and
(b) updates at the attribute-level, and specifically, attributes inserted, deleted,
having a changed data type, or participation in a changed primary key.

Reported Measures. Hecate pair-wise compared subsequent files and reported
the changes for each transition between subsequent versions. The details of each
particular change along with collective statistics per table, as well as for the
entire schema were also reported. An important part of the produced measures
involves information on the update profile of each table, including the total
number of changes it went through, the change rate etc. We have classified tables
in profiles concerning (a) their survival (i.e., their presence in the last version of
the schema history or not), characterizing them as survivors or dead, (b) their
activity behavior, characterizing them as rigid (if they go through zero updates),
active (if their rate of change is higher than 0.1 changes per transition) and quiet
otherwise, and, (c) by the combination of the above via their Cartesian product,
which we call LifeAndDeath profile.

Scope. Concerning the scope of the study, we would like to clarify that we work
only with changes at the logical schema level (and ignore physical-level changes
like index creation or change of storage engine). Also, the reader is advised to
avoid generalizing our findings to proprietary databases, outside the realm of
open source software.
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4 Survival and Duration: How Dead Tables Differ from
Survivors

In this section, we first explore whether there is a difference in the duration
between survivor and dead tables. Then, we examine how table duration, survival
and activity behavior interrelate.

4.1 Oppositely Skewed Durations

We have studied how the duration of tables is distributed in different duration
ranges, thus creating a histogram of durations. We have discriminated between
dead and survivor tables, so we have a histogram for each of these two classes.
Figure 4 depicts the respective histograms. We observe a phenomenon, which we
call the oppositely skewed durations or opposite skews pattern.

The Oppositely Skewed Durations Pattern. When one constructs the his-
tograms for the durations of dead vs survivor tables one can observe a symme-
try in the histograms of the two classes. The dead tables are strongly biased
towards short durations (left-heavy), often with very large percentages of them
being removed very shortly after birth. In quite the opposite manner, the survivor
tables are mostly gathered at the other end of the spectrum (right-heavy), i.e., at
high (frequently: max) durations.

Exceptions to the Pattern. Exceptions to the pattern do exist, albeit they do
not significantly alter its validity. Coppermine’s single deleted table was removed
at 6 years of age. The phpBB database, which is otherwise too rigid, has 5 deleted
tables that were removed at significantly larger durations than the typical in
other data sets (in fact after 5 or 6 years of lifetime, all 5 being removed in the
same version). The typo3 database, also has a set of 9 removed tables, again
with quite high durations (7 of which had a lifetime between 4 and 8 years at
the time of their removal).

Gravitation to Rigidity. We attribute the tendency to short durations for
the deleted tables to the cost that deletions have for the maintenance of the
software that surrounds the database. The earlier a table is removed, the smaller
the cost of maintaining the surrounding code is. Thus, when the table has been
involved in several queries found in several places in the code, it is always a
painstaking process to locate, maintain and test the application code that uses
it. At the same time, the reluctance for removals allows tables who survive the
early stages to “remain safe”. Thus, they grow in age without being removed.
This fact, combined with the fact that the starting versions of the database
already include a large percentage of the overall population of tables, results
in a right-heavy, left-tailed distribution of survivor tables (for 6 out of 8 data
sets, survivor durations reaching the final bucket of the respective histogram
exceed 45%).
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Fig. 4. Histograms of the durations of (a) dead, vs., (b) survivor tables.

4.2 The Electrolysis Pattern

What happens if we relate duration with activity? The research question that
is guiding us here is to discover whether there are patterns in the way survival,
duration and activity behavior relate. Our analysis is a refinement of the oppo-
sitely skewed durations pattern with activity profile information. Whereas the
opposite skews pattern simply reports percentages for duration ranges, here, we
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refine them by LifeAndDeath Class too. So, in the rest of this subsection, we
will group the tables according to the LifeAndDeath class, which expresses the
profile of a table with respect to the combination of survival x activity, practi-
cally composing the two domains {dead, survivor} × {rigid, quiet, active} into
their Cartesian product. Then, for each of the resulting six classes, we study the
durations of the tables that belong to it.

The Essence of the Pattern. We formulate our observations as a new pat-
tern, which we call the electrolysis pattern. Remember than in an electrolysis
experimental device, two electrodes are inserted in water: a negative electrode,
or cathode and a positive electrode, or anode. Then, negatively charged ions
move towards the positive anode and positively charged ions move towards the
negative cathode.

A somewhat similar phenomenon occurs for dead and survivor tables con-
cerning the combination of duration and survival, which we call the electrolysis
pattern. In Fig. 5, we graphically depict the phenomenon via scatter-plots that
demonstrate the LifeAndDeath × Duration space for all the studied data sets.

Electrolysis Pattern: Dead tables demonstrate much shorter lifetimes than sur-
vivor ones and can be located at short or medium durations, and practically never
at high durations. With few exceptions, the less active dead tables are the higher

Fig. 5. The Electrolysis pattern. Each point refers to a table with (a) its duration at
the x-axis and (b) its LifeAndDeath class (including both survival and activity) at
the y-axis (also its symbol). Points are semi-transparent: intense color signifies large
concentration of overlapping points. (Color figure online)
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the chance to reach shorter durations. Survivors expose the inverse behavior i.e.,
mostly located at medium or high durations. The more active survivors are, the
stronger they are attracted towards high durations, with a significant such incli-
nation for the few active ones that cluster in very high durations.

Figure 5 vividly reveals the pattern’s highlights. Observe:

– The total absence of dead tables from high durations.
– The clustering of rigid dead at low durations, the spread of quiet dead tables

to low or medium durations, and the occasional presence of the few active
dead, that are found also at low or medium durations, but in a clustered way.

– The extreme clustering of active survivors to high durations.
– The wider spread of the (quite numerous) quiet survivors to a large span of

durations with long trails of points.
– The clustering of rigid survivors, albeit not just to one, but to all kinds of

durations (frequently, not as high as quiet and active survivors).

One could possibly argue that the observed clusterings and time spans are
simply a matter of numbers: the more populated a class is, the broader its
span is. To forestall any such criticism, this is simply not the case. We give
the respective numbers in the sequel of this subsection; here, we proactively
mention a few examples to address this concern. Rigid dead tables are the most
populated group in the dead class, yet they have the shortest span of all. The
rigid survivors, who are the second most populated class of the entire population,
exhibit all kinds of behaviors; yet, in most of the cases, they are disproportionally
clustered and not spread throughout the different categories. Active survivors are
also disproportionately clustered at high durations. Overall, with the exception
of the quiet survivors that indeed span a large variance of durations, in the rest
of the categories, the time span is disproportionate to the size of the population
(number of points in the scatter plot) of the respective class.

In-Depth Study of Durations. To understand how tables are distributed
in different durations, we have expressed table durations as percentages over
the lifetime of their schema. Then, for each LifeAndDeath value and for each
duration range of 5% of the database lifetime, we computed the percentage of
tables whose duration falls within this range. Then, we proceeded in averaging
the respective percentages of the eight data sets3.

Both for lack of space and understanability reasons, we have to condense the
detailed data in an easily understandable format. To summarize the detailed
data, we regrouped the data in just 3 duration ranges, presented in Fig. 6: (a)
durations lower that the 20% of the database lifetime (that attracts a large
number of dead tables, esp., the rigid ones), to which we will refer as low dura-
tions, in the sequel, (b) durations higher that the 80% of the database lifetime
3 An acute reader might express the concern whether it would be better to gather

all the tables in one single set and average over them. We disagree: each data set
comes with its own requirements, development style, and idiosyncrasy and putting
all tables in a single data set, not only scandalously favors large data sets, but
integrates different things. We average the behavior of schemata, not tables here.
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Fig. 6. Indicative, average values over all datasets: for each LifeAndDeath class, per-
centage of tables per duration range over the total of the entire data set.

Fig. 7. For each data set, for each LifeAndDeath class, percentage of tables per duration
range over the total of the LifeAndDeath class (for each data set, for each column,
percentages add up to 100%).

(where too many survivors, esp., active ones are found), to which we will refer
as high durations, and finally, (c) the rest of the durations in between, forming
an intermediate category of medium durations.

Breakdown Per LifeAndDeath Class. Another research question concerns
the breakdown of the distribution of tables within each LifeAndDeath class. In
other words, we ask: do certain LifeAndDeath classes have high concentrations
in particular duration ranges?

If one wants to measure the percentage of tables for each value of the Life-
AndDeath Class over each duration range, we need to calculate each cell as the
percentage of the specific class (e.g., each cell in the rigid dead column should
measure the fraction of rigid dead tables that belong to its particular duration
range). The detailed data per data set, where the value of each cell is presented
as percentage over its LifeAndDeath class are depicted in Fig. 7.

Finally, in Fig. 8 we zoom only in (a) dead tables at the lowest 20% and (b)
survivors at the highest 20% of durations. We count the number of tables, per
LifeAndDeath class, for the respective critical duration range, and we compute
the fraction of this value over the total number of tables pertaining to this Life-
AndDeath class (columns Rigid, Quiet, Active). For the Dead and Surv columns,
we divide the total number of dead/survivor tables belonging to the respective
critical duration over the total number of dead/survivor tables overall.
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Fig. 8. Percentages of dead tables with too short durations and survivor tables with
too long durations (red: above 50%, bold: above 75%, blue: below 20%, dash: no such
tables). (Color figure online)

We observe that in more than half of the cells of the table in Fig. 8, the per-
centage reaches or exceeds 50%. This clearly demarcates the high concentrations
of dead tables in low durations and of survivor tables in high durations.

Observations and Findings. Now, we are ready to quantitatively support the
wording of the electrolysis pattern. We organize our discussion by LifeAndDeath
class. Our quantitative findings for the electrolysis pattern are delineated in the
rest of this subsection.

Dead Tables. We already knew from [9] that almost half the dead tables are
rigid. Here, we have a clear testimony, however, that not only are dead tables
inclined to rigidity, but they are also strongly attracted to small durations. The
less active tables are the more they are attracted to short durations. The attrac-
tion of dead tables, especially rigid ones, to (primarily) low or (secondarily)
medium durations is significant and only few tables in the class of dead tables
escape this rule. Interestingly, in all our datasets, the only dead tables that
escape the barrier of low and medium durations are a single table in mediawiki,
another one in typo3 and the 4 of the 5 tables that are simultaneously deleted
in phpBB.

– Rigid dead tables, which is the most populated category of dead tables, strongly
cluster in the area of low durations (lower than the 20% of the database life-
time) with percentages of 90%–100% in 3 of the 6 data sets (Fig. 8). Atlas
follows with a large percentage of 57% in this range. Two exceptions exist:
opencart and typo3, having most of their dead tables in the medium range.
There are also two exceptions of minor importance: coppermine with a single
deleted table and phpBB with a focused deletion of 5 tables at a single time
point.

– Quiet dead tables, which is a category including few tables, are mostly ori-
ented towards low durations. Specifically, there are 5 data sets with a high
concentration of tables in the area of low durations (Fig. 8); for the rest of
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the data sets, the majority of quiet dead tables lie elsewhere: atlas has 100%
in the medium range and phpBB is split in half between medium and large
durations.

– Finally, for the very few active dead, which is a category where only six of
the eight data sets have even a single table, there are two of them with 100%
concentration and another one in 67% of its population in the low durations
(Fig. 8). For the rest, atlas has 100% of its active dead in the medium range,
phpBB 100% of the active dead in the long range (remember that phpBB has
an exceptional behavior) and typo3 is split in half between low and medium
durations (Fig. 7).

Survivors. Survivors have the opposite tendency of clustering compared to the
dead ones. So, there are quite a few cases where survivor tables reach very high
concentrations in high durations, and, interestingly, the more active the tables
are, the higher their clustering in high durations.

– Rigid survivors demonstrate a large variety of behaviors. Rigid survivors are
the second most populated category of tables after quiet survivors and demon-
strate too many profiles of clustering (Fig. 7): one data set comes with a
low-heavy profile, another 3 with a high-heavy profile, another two with a
medium-heavy profile, and there is one data set split in half between early
and medium durations and another one with an orientation of medium-to-
high durations.

– Quiet survivors, being the (sometimes vast) majority of survivor tables, are
mostly gravitated towards large durations, and secondarily to medium ones.
In 6 out of 8 data sets, the percentage of quiet survivors that exceed 80% of
db lifetime surpasses 50% (Fig. 7). In the two exceptions, medium durations is
the largest subgroup of quiet survivors. Still, quiet survivors also demonstrate
short durations too (Fig. 7), so overall, their span of possible durations is
large. Notably, in all data sets, there are quiet survivors reaching maximum
duration.

– It is extremely surprising that the vast majority of active survivors exceed
80% of the database lifetime in all datasets (Fig. 8). With the exception of
three data sets in the range of 67%–75%, the percentage of active survivors
that exceed 80% of the db lifetime exceeds 80% and even attains totality
in 2 cases. Active survivor tables are not too many; however, it is their
clustering to high durations (implying early birth) that is amazing. If one
looks into the detailed data and in synch with the empty triangle pattern
of [9], the top changers are very often of maximum duration, i.e., early born
and survivors (Fig. 5).

Absence of Evolution. Although the majority of survivor tables are in the
quiet class, we can quite emphatically say that it is the absence of evolution that
dominates. Survivors vastly outnumber removed tables. Similarly, rigid tables
outnumber the active ones, both in the survival and, in particular, in the dead
class. Active tables are few and are mainly born in the early phases of the
database lifetime.
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5 Discussion, Take up and Future Work

Why Do We See What We See. We believe that this study strengthens our
theory that schema evolution antagonizes a powerful gravitation to rigidity. The
“dependency magnet” nature of databases, where all the application code relies
on them but not vice versa, leads to this phenomenon, as avoiding the adaptation
and maintenance of application code is a strong driver towards avoiding the
frequent evolution of the database. Some explanations around the individual
phenomena that we have observed can be attributed to the gravitation to rigidity:

– Dead tables die shortly after their birth and quite often, rigid: this setting
provides as little as possible exposure to application development for tables
to be removed.

– As dead tables do not attain high durations, it appears that after a certain
period, practically within 10%–20% of the databases’ lifetime, tables begin to
be “safe”. The significant amount of tables that stand the chance to attain
maximum durations can be explained if we combine this observation with the
fact that large percentages of tables are created at the first version of the
database.

– Rigid tables find it hard to attain high durations (unless found in an environ-
ment of low change activity). This difficulty can be explained by two reasons.
First, shortly after they are born, rigid tables are in the high-risk group of
being removed. Second, rigid tables are also a class of tables with the high-
est migration probability. Even if their duration surpasses the critical 10% of
databases lifetime where the mass of the deleted tables lies, they are candi-
dates for being updated and migrating to the quiet class.

– Tables with high durations (i.e., early born) that survive spend their lives
mostly quietly (i.e., with the few occasional maintenance changes) – again
minimizing the impact to the surrounding code.

– The high concentration of the few active tables to very high durations and
survival (which is of course related to early births) is also related to the
gravitation to rigidity: the early phases of the database lifetime typically
include more table births and, at the same time, gravitation to rigidity says
that after the development of a substantial amount of code, too high rate
of updates becomes harder; this results in very low numbers of active tables
being born later. So, the pattern should not be read so much as “active tables
are born early”, but rather as “we do not see so many active tables being born
in late phases of the database life”.

Prediction of a Table’s Life and Recommendations for Developers.
How is a table going to live its life? Tables typically die shortly after their birth
and quite often, rigid, i.e., without having experienced any update before. So,
young rigid tables are the high risk group for being removed.

Typically, if a table surpasses infant mortality, it will likely survive to live a
rigid or, more commonly, a quiet live. There is a small group of active tables,
going through significant updates. Look for them in the early born survivors,
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as later phases of the database life do not seem to generate tables that are too
active.

Overall, after a table is born, the development of code that depends on it
should be kept as restrained as possible – preferably encapsulated via views
that will hide the changes from the application code. After the period of infant
mortality, it is fairly safe to say that unless the table shows signs of significant
update activity, gravitation to rigidity enters the stage and the table’s evolution
will be low.

Threats to Validity. It is always necessary to approach one’s study with a crit-
ical eye for its validity. With respect to the measurement validity of our work,
we have tested (i) our automatic extraction tool, Hecate, for the accuracy of its
automatic extraction of delta’s and measures, and (ii) our human-made calcula-
tions. With respect to the scope of the study, as already mentioned, we frame our
investigation to schemata that belong to open-source projects. This has to do
with the decentralized nature of the development process in an open source envi-
ronment. Databases in closed organizational environments have different admin-
istration protocols, their surrounding applications are possibly developed under
strict software house regulations and also suffer from the inertia that their evo-
lution might incur, due to the need to migrate large data volumes. So, we warn
the reader not to overgeneralize our results to this area. Another warning to
the reader is that we have worked only with changes at the logical and not the
physical layer. Having said that, we should mention, however, that the external
validity of our study is supported by several strong statements: we have cho-
sen data sets with (a) fairly long histories of versions, (b) a variety of domains
(CMS’s and scientific systems), (c) a variety in the number of their commits
(from 46 to 528), and, (d) a variety of schema sizes (from 23 to 114 at the end
of the study); kindly refer to Fig. 3 for all these properties. We have also been
steadily attentive to work only with phenomena that are common to all the data
sets. We warn the reader not to interpret our findings as laws (that would need
confirmation of our results by other research groups), but rather as patterns.
Favorably, some very recent anecdotal evidence, in fact coming from the indus-
trial world, is corroborating in favor of our gravitation to rigidity theory (see
the blog entry by Stonebraker et al., at http://cacm.acm.org/blogs/blog-cacm/
208958-database-decay-and-what-to-do-about-it/fulltext). Based on the above,
we are confident for the validity of our findings within the aforementioned scope.

Future Work. Related literature suggests that database evolution cools down
after the first versions. This has been studied for the slowdown of the birth rate,
however a precise, deep investigation of the timing of the heartbeat of the data-
base schema with all its births, deaths and updates is still pending. To our view,
this practically marks the limits of analyses based on descriptive statistics. The
next challenge for the research community lies in going all the way down to the
posted comments and the expressed user requirements at the public repositories
and try to figure out why change is happening the way it does. Automating this
effort is a very ambitious goal in this context. Finally, the validation of existing
research results with more studies from other groups, different software tools,

http://cacm.acm.org/blogs/blog-cacm/208958-database-decay-and-what-to-do-about-it/fulltext
http://cacm.acm.org/blogs/blog-cacm/208958-database-decay-and-what-to-do-about-it/fulltext


Survivor and Dead Tables in Counterpoint 347

hopefully extending the set of studied data sets, is imperative to allow us pro-
gressively to move towards ‘laws’ rather than ‘patterns’ of change in the field of
understanding schema evolution.
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Abstract. Process flexibility is a vital part for almost any business area.
Change logs are a central asset for documenting adaptations in processes,
since they capture key information about associated change operations.
Comparing multiple change operations offers interesting data for many
analysis questions, e.g., for analyzing previously applied change oper-
ations and for supporting users in future adaptions. In this paper, we
discuss different change perspectives and present metrics for comparing
change operations. Their applicability and feasibility are evaluated based
on a prototypical implementation and based on real world process logs.

Keywords: Business process analysis · Process change similarity · Sim-
ilarity metrics

1 Introduction

Being able to adapt processes when the situation requires to do so is vital in
almost any business domain. Change operations are the key concept when adapt-
ing processes. For analyzing dependencies between change operations, change
processes [1] and change trees [2] can be used. On top of that, being able to
compare change operations would be beneficial in the following situations [3]:

Planning Future Adaptations: When planning adaptations in certain situations,
the person responsible for planning the change could analyze the adaptations
which have been made before. Imagine a nursing home, where the therapy plan
of each patient is represented as a process instance. Whenever a patient shows
a new symptom, his and only his therapy process has to be changed in order to
deal with the new problem. If two patients have problems with their digestion,
some drugs could be applied for a certain amount of time, their diet plans could
be changed, or some other therapies could be applied. Which type of therapy
is applied usually depends on various individual circumstances, such as their
medical history, pre-existing conditions, allergies etc.

Analyzing Past Change Operations: When evaluating change operations, iden-
tifying similar process change operations can add relevant information to an
analysis. In a hospital, it can be analyzed in which situations similar therapies
have been applied to a patient’s therapy plan. Side effects of change operations
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can also be compared: Think of a patient who got ill, and received some kind
of treatment. Additionally, all therapies which include activities which burden
the patient’s immune system have to be removed. By analyzing the similarity of
such side effects, the evaluation of such situations can be improved.

Both situations benefit from assessing the similarity of the involved change
operations based on metrics that measure how much a change operations is
similar to another one in a given context. Though literature proposes several
metrics for process similarity (e.g., [4]) and instance similarity [5], metrics for
change similarity have mainly be neglected so far. This paper approaches this
gap based on the following research questions:

Q1: How can process change similarity metrics be defined in general? Consid-
ering which perspectives? Based on which information?

Q2: In which scenarios can different change similarity metrics be used? What
are their advantages and disadvantages?

Q1 and Q2 are tackled as follows: First, we analyze the attributes of process
change operations and their effects on different process perspectives, i.e., model,
data, time, and resource perspective (�→ Q1). The limitations of comparing the
similarity of two process change operations solely based on their attributes is
discussed in the sequel ( �→ Q2). An alternative approach is to exploit the effects
of applying change operations to processes. Hence, two change similarity metrics
are provided that exploit the effects on the resource and time perspective of the
underlying processes (�→ Q1). They can be useful in change scenarios where,
for example, the model perspective is not available to users deciding on the
change due to privacy reasons. The feasibility and applicability of these metrics
is evaluated against metrics that consider the effects of change operations on the
model perspective of processes ( �→ Q2).

The rest of the paper is structured as follows: Sect. 2 introduces fundamentals,
perspectives, and change effects (Q1). This is followed by a discussion about
a metric which focuses solely on the attributes of a process change operation
(Sect. 3). In Sect. 4, we present effect-based metrics for comparing process change
operations (Q2), which are evaluated in Sect. 5. Section 6 presents related work
and Sect. 7 concludes our paper.

2 Fundamentals

This section introduces basic concepts of process change operation similarity.

2.1 Basic Definitions

The process schema and the process fragment are basic components of process
change operations [6]. A change operation is applied to a process schema. The
fragment defines what is being inserted, removed, or in any other way affected
by the change operation. A process schema/fragment is defined as follows:
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Definition 1 (Process Schema, Process Fragment). A process schema S
is defined as S := (N,E,D,DE,Res, Temp) where

– N denotes a set of nodes, i.e. tasks and gateways such as XOR and parallel
splits and joins

– E denotes the set of control flow edges, E ⊆ N × N
– D is a set of data elements.
– DE ⊆ (N × D) ∪ (D × N) is a set of data edges connecting nodes with data

elements (write) and data elements with nodes (read).
– Res : N �→ 2R×N denotes a function that assigns each activity the required

number of resources, i.e., Res(n) = {(r, x)|r ∈ R, x ∈ N, r assigned to n}
where R is the set of all resources.

– Temp : N �→ N denotes the point in time associated with a node n ∈ N .

The resource assignment Res(n) determines the number of resources that are
required to perform task n, for example, 2 nurses and 1 doctor for a surgery.
Temp(n) assigns a point in time to task n. This expression of temporal require-
ments in processes is simple; more powerful definitions (e.g., [7]) exist. However,
for the purpose of constructing first similarity metric proposal time points are
assumed as being sufficient.

In the following definition, process change operations are defined according
to literature [6].

Definition 2 (Process Change Operation). A process change operation Δ
is defined as a tupel Δ := (t, f, p, S) where

– t denotes the type of the change (t ∈ {INSERT,DELETE}).
– f denotes the process fragment f := (N,E,D,DE,Res, Temp) which is used

by the change operation.
– p denotes the position of the change operation.
– S denotes the process schema S := (N,E,D,DE,Res, Temp) the change

operation is applied to.

Further attributes such as rationale or the goal of the process change (cf.
[8,9]) will be considered in future work. Moreover, this work focuses on INSERT
and DELETE as change types. Based on these types other types such as MOVE
can be expressed.

2.2 Types of Process Change Metrics

Basically, comparing process change operations can be based on the attributes of
a change operation Δ, such as its position, goal, type or schema (cf. Definition 2)
and its effects. The suitability of comparing change operations based on their
attributes is discussed by means of an example in Sect. 3.

For comparing change effects, at first, we have to define what change effects
actually are. In literature, there are multiple definitions for effects in general,
depending on the context. In Hinge et al. [10], effects relate to process tasks
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and are notated in conjunctive normal form (CNF). In Cossentino et al. [11],
effect logs contain the result of a programs state after steps have been executed.
Rinderle et al. [8] uses the term effects related to change operations to describe
the difference between a model S, and an adapted model S′ where S′ results
from applying change Δ to S.

With respect to literature, the definition by Rinderle et al. [8] seems most
suitable as it is related to change operations. However, the approach focuses
mostly on the model and data perspective of the change, even though a schema
definition such as in Definiton 1 comprises additional perspectives such as the
resource and time perspectives of process schemas. In order to provide a more
comprehensive picture on change effects, a short discussion on change effects in
relation to process perspectives seems useful. Hereby we follow [6].

The model perspective captures the structural and behaviorial perspective of
a process. In [12], the formal semantics of change patterns for the control flow of
a process are defined. These formal semantics describe the effects of six groups
of process adaptation patterns, such as insertion patterns, deletion patterns, or
replace patterns.

The data perspective describes the data, or information flow of a process
model. Related to a process change operation, the data perspective covers the
data flow regarding the unchanged process schema, the process fragment, and
the resulting process schema. [13] describes several data patterns for the groups
Data Visibility, which defines in which parts of a process a data element can be
accessed, Data Interaction, which defines the interaction with data elements in
the process, Data Transfer, which focuses on the actual data flow, and Data-based
Routing, which defines the influence of data elements on a processes execution.
Analyzing the similarity of the effects of two process change operations on the
data flow can yield interesting information, e.g. if some data element which is
critical to the processes execution was affected by the process change or not.

The resource perspective covers the organizational aspects of a process such
as actors, roles, and organizational units. Effects of process change operations on
this perspective can be relevant when planning future changes, specifically which
and how many resources are affected by the change operation (either because
they have to do more work, less work, or something at a different point in time).
In a nursing home, required resources for a long-running therapy can be planned
and analyzed before adaptation. If resources are scarce, different adaptations
can be compared in order to find the most efficient one. In this paper, we will
describe a metric which focuses on comparing the effects of two process change
operations on the resource flow.

The time perspective covers all temporal aspects of the process. It is also rele-
vant for change operations, e.g., when the change operation has been conducted
(cf. logging changes in [1]) or which due dates are defined for tasks in the change
fragment. When comparing the effects of two change operations on a processes
time perspective, one can analyze for how long the fragment in a process change
will affect the affected schema.
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Conclusion: In general both, metrics that are based on attributes or change
effects can be used to measure the similarity of change operations. Table 1 sum-
marizes what can specifically be compared using either the attributes or the
effects of a change operation along the different perspectives.

Table 1. Comparing change operations based on their attributes or effects for different
perspectives

↓ Perspective Attribute based similarity of Effect based similarity of

Model/Data: control and data flow of the
original schemas and change
fragments

the change of control and data flow
due to process change operations

Resource: utilizing resources in the
original schemas and change
fragments

resource requirement change due to
process change operations

Time: temporal constraints of tasks
in the original schemas and
change fragments

temporal shifts in the resulting
processes due to the process change
operations

3 Comparing the Attributes of Process Change
Operations

This section illustrates that a metric which is solely based on the attributes of a
process change operation only yields satisfactory results, if it is tailored to the
specific situation (Q2).

When comparing two process change operations Δ1 := (t1, f1, p1, S1) and
Δ2 := (t2, f2, p2, S2), one could use the four basic attributes which define them
for comparison, i.e. the operation type, the fragment, the position and the
schema. For each of these values, different metrics already exist: For the process
schema (sim(S1, S2) and fragment (sim(f1, f2)), techniques for the similarity
of process models can be used [4,14,15]. The positions of the change operations
(sim(p1, p2)), which are defined by the pre- and postset of the element, can
be compared by adapting the node matching similarity as defined in [4]. For
comparing the change operation type (sim(t1, t2)), which is typically a string
such as INSERT or DELETE, approaches which compare string similarity [16]
or equivalence could be used.

Overall, for Δ1 := (t1, f1, p1, S1) and Δ2 := (t2, f2, p2, S2) the following
attribute-based metric can be formulated:

simattr(Δ1, Δ2) := wt∗sim(t1, t2)+wf ∗sim(f1, f2)+ws∗sim(S1, S2)+wp∗sim(p1, p2)
(1)

where the sum of the weights wt + wf + ws + wp = 1.
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As the following example shows, the weights which should be used for each of
these values highly depend on the situation, i.e., the schema, fragment, position,
and change operation type.

In Fig. 1, three process schemas for a surgery in a hospital are shown: The
first one displays the process for an adult, the second for an elderly person, who
can still care for himself, and the third shows the process for a child, where the
parents still have the right to decide. With a few minor differences, the basic
process works as follows: First, general information about the patient is being
collected, then, he is prepared for surgery, the surgery is being conducted, and
finally, a report is delivered.
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Fig. 1. Three examples of process change operations

In certain cases, adaptations to these basic processes are necessary: If a
patient requires additional information before the surgery, an Inform Patient
step is added to the process instance, where another doctor consults the patient.
This is shown in the changed instance of the elderly process.

Sometimes, the surgery did not reach its desired goal, and another surgery
will be necessary. Thus, the patient has to be informed separately after the
surgery. For this, an Inform Patient step is added to the process instance after
the surgery. This is shown in the changed instance of the adult process.

Following, the position of the Inform Patient step highly influences its seman-
tical meaning: If it is added before the surgery, it usually just means that another
doctor has to be consulted; if it is added after the surgery, it might hint that
something went wrong. Thus, when comparing two change operations with the
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element Inform Patient, one may regard the weight of the position wposition as
very high, while the other weights are quite low.

When doing surgeries on children, their parents have to be included in every
step of the process. Each time the patient is informed, his or her parents also
have to be informed. Besides this, the Inform Patient step has the same semantic
meaning if added before or after the surgery as for the other two processes.

When comparing the change operations of the adult and the elderly patient,
the Inform Patient step is added for the adult after the surgery, and for the
elderly person before the surgery. Since the two process schemas do not have
much effect on this particular change operation, but the position does have a
very high effect, one may set the position’s weight as very high, and the other
weights quite low. However, when comparing the process of the elderly patient
with the child’s process, the child also receives the Inform Patient step after the
surgery, thus indicating that another surgery might be required. However, since
in a child’s process the parents also have to be included into every step, the
process schema has a higher influence. Thus, the corresponding weights would
be different in these two cases.

This example supports the observation that the attribute-based metric for
comparing process change operations (cf. Eq. 1) requires to carefully choose the
weights depending on the particular situation changes take place. In other words,
the significance of the results highly depends on the choice of the weights. Hence,
in the next section, metrics are proposed that are based on change effects, i.e.,
metrics that abstract from the change attributes.

4 Effect Based Change Similarity Metrics

In the last section we have shown that a comparison metric which is solely
based on a process change operation’s attributes only yields satisfactory results
if the relevance of each of the attributes is known. As an alternative, in this
section we provide metrics which are based on the effects of a process change
operation. A process change operation may have - depending on the design of
the fragment which is inserted to or deleted from the schema - effects on all
process perspectives presented in Sect. 2.2.

A common scenario in which process change operations may be compared is
that of some domain expert who uses the resulting data for comparing possible
adaptations, or for analyzing past adaptations, as discussed in the introduction.
Depending on the question at hand, different perspectives on the process frag-
ment may be of interest. In this section we chose to set our focus on the resource
and temporal perspective for two reasons: First, these perspectives can provide
answers to interesting questions for a domain expert. For a practitioner such
as a nurse in a nursing home the resource and temporal perspectives provide
answers to questions such as How much staff will be required or How long will
this therapy take? Second, metrics which are solely based on the temporal and
resource perspective can be used to compare process change operations without
any knowledge of the schema after the change, or about the other perspectives
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of the change operation’s fragment. This can be relevant when the whole process
cannot be accessed (a) due to privacy issues or (b) because the whole information
is not relevant to the question. Think of a nursing home where a nurse has to
plan the resources of the upcoming weeks: She may not have to know which steps
the therapy processes contain exactly - all she needs is data about the required
resources. By removing critical information about the patient’s therapy processes
(and reducing the information only to the resource and time perspective) this
data can also be used with less data privacy issues.

4.1 Resource Perspective Metrics

In this section, we present a similarity metric for process change effects from
the resource perspective, which captures all required organizational and other
resources. When planning a process adaptation, it may be interesting to compare
available adaptations based on the resources they require. Thus, one can choose
the adaptation which requires the least resources if two or more adaptations are
similar otherwise.

For this we present the aggregated resource view for process schemas and
process fragments that are used for changes. This view builds the basis for cre-
ating a metric to compare the resource perspective of two change operations. For
each task, a definition of resources which are connected to this task are required.
The effects of a change operation Δ = (t, f, p, S) on the resources perspective
of the underlying process schema S can be determined based on the resource
assignments of S and the process fragment f . In order to determine the effects,
the aggregated resource view of a process schema/fragment is defined as follows:

Definition 3 (Aggregated Resource View). Let S = (N,E,D,DE,Res,
Temp) be a process schema. Then the aggregated resource assignment ρS for S
is defined as

ρS := {(r, s)|∃(r, x) ∈ ⋃
n∈N Res(n) ∧ s =

∑
n∈N,(r,x)∈Res(n) x}

Consider Change Fragment 1 (CF1) and Change Fragment 2 (CF2) to be
inserted or deleted by change operations as depicted in Fig. 2 with CF1 =
(N1, E1,D1,DE1, Res, Temp) and CF2 = (N2, E2,D2,DE2, Res, Temp). The
required resources for each task are depicted in italic as attributes of the task (so
for executing task A resource nurse is required two times, while for executing
task B resource doctor is required once.) This leads to the following sets of tasks
and aggregated resource views:

– N1 = {A,A,B,C} and N2 = {A,B,C,D}1
– For CF1: Res(A) = (nurse, 2), Res(B) = (doctor, 1), Res(A) = (nurse, 2),

Res(C) = (nurse, 1)
– For CF2: Res(A) = (nurse, 2), Res(C) = (nurse, 1), Res(B) = (doctor, 1),

Res(D) = (assistant, 1)
– ρCF1 := {(nurse, 5), (doctor, 1)}
– ρCF2 := {(nurse, 3), (doctor, 1), (assistant, 1)}
1 The sets are seen as bags due to multiple occurrence of activities.
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Fig. 2. Example for aggregated resource perspective in process fragments

Definition 4 (Similarity Metrics for Resource Assignment). Let ρ1, ρ2
be two aggregated resource assignments. Then the similarity between ρ1 and ρ2
is defined as follows:

sim(ρ1, ρ2) :=

{ ∑
ρ1,ρ2

{|y1−y2||∃(r,y1)∈ρ1,∃(r,y2)∈ρ2}
∑

ρ1,ρ2
{max(z)|∃(r,z)∈ρ1∪ρ2} if ρ1 ∪ ρ2 	= ∅

0 otherwise

sim(ρ1, ρ2) relates the number of resources that are required for ρ1
and ρ2 to the maximum number of each required resource. For the exam-
ple shown in Fig. 2 we have ρ1 := {(nurse, 5), (doctor, 1)} and ρ2 :=
{(nurse, 3), (doctor, 1), (assistant, 1)}. Thus 4 resources are required for ρ1 and
ρ2, i.e., 3 nurses and 1 doctor. The maximum number for each particular
resource are 5 (nurse), 1 (doctor), and 1 assistant, summing up to 7. Overall,
sim(ρ1, ρ2) = 4

7 ≈ 0.57 for this example.
Metric sim(ρ1, ρ2) can be calculated for the resource assignments of two

fragments f1, f2 that are used by change operations Δ1 = (t1, f1, p1, S1) and
Δ2 = (t2, f2, p2, S2). Doing so it becomes possible to measure the effects on
the resource assignments of the underlying process schemas S1 and S2. It has
only be further distinguished whether Δ1 and Δ2 insert or delete the fragments.
For insertion, typically, resource assignments will be added, for deletion, resource
assignments will be removed. Note that intentionally the resource assignments of
the underlying schemata S1 and S2 are not considered as the metric is designed
in an independent manner. The reason behind is to enable similarity calculation
also for different schemas S1 and S2.

Definition 5 (Change Resource Similarity (CRS)). Let Δ1 = (t1, f1,
p1, S1), Δ2 = (t2, f2, p2, S2) be two change operations and ρ1 (ρ2) the aggre-
gated resource assignment for f1 (f2). The Change Resource Similarity CRS
between changes Δ1 and Δ2 is defined as follows:

CRS(Δ1,Δ2) :=

{
sim(ρ1, ρ2) if t1 = t2
−sim(ρ1, ρ2) otherwise
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4.2 Towards a Similarity Metric for the Timed Resource
Perspective

The CRS metric compares the required resources of a process fragment. Some-
times, especially in long-running process settings, the time perspective is also
relevant. Think about a nursing home planning the required resources for the
next weeks: It may be interesting how two change operations affect the resource
view only in a certain time frame. Definition 6 incorporates the time information
into the aggregated resource view:

Definition 6 (Timed Aggregated Resource View). Let S = (N,E,D,DE,
Res, Temp) be a process schema with aggregated resource view ρS. The timed
aggregated resource view τS is defined as follows:

τS := {(r, s, t1, t2)|(r, s) ∈ ρS ,
t1 = min{Temp(n)|n ∈ N ∧ ∃(r, x) ∈ Res(n)},
t2 = max{Temp(n)|n ∈ N ∧ ∃(r, x) ∈ Res(n)}}

Informally, the timed aggregated resource view determined for each tuple in
the aggregated resource view the earliest and latest point in time the associated
resource was required. For the change fragments CF1 and CF2 depicted in
Fig. 2, we obtain

τCF1 = {(nurse, 5, 1, 4), (doctor, 1, 2, 2)} and
τCF2 = {(nurse, 3, 1, 2), (doctor, 1, 2, 2), (assistant, 1, 4, 4)}.
Similarity between the timed aggregated resource views of two process

schemas or fragments can be defined as follows. For comparing the temporal per-
spective a simple comparison between the intervals for each aggregated resource
is utilized, i.e., calculating the differences between upper and lower interval limit
divided by the sum of the interval lengths. This similarity value is combined with
the CRS by weighing both equally. Note that if more complex temporal infor-
mation is assigned to the tasks, more sophisticated similarity metrics can be
used.

Definition 7 (Similarity Metrics for Timed Resource Assignment). Let
τ1, τ2 be two timed aggregated resource assignments for resource assignments ρ1
and ρ2. Then the similarity between τ1 and τ2 is defined as follows:

sim(τ1, τ2) :=

{
1
2 ∗ (sim(ρ1, ρ2) +

∑
t1,t2 sim(t1,t2)

max(|τ1|,|τ2|) ) if τ1 ∪ τ2 	= ∅
0 otherwise

where t1 = (r1, s1, l1, u1) ∈ τ1, t2 = (r2, s2, l2, u2) ∈ τ2 and

sim(t1, t2) :=

⎧
⎨

⎩

1 if r1 = r2 ∧ l1 = l2 ∧ u1 = u2
1 − |l1−l2|+|u1−u2|

|u1−l2|+|u2−l1|) if r1 = r2
0 otherwise
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The metrics combines the similarity between the aggregated resource views
with the more specific assessment of the resource requirements related to time.
Each value can be also considered in a separated manner.

The corner cases for the metrics would be to have (a) highly similar or equal
resource assignments that are due at the same time and (b) highly similar or
equal resource assignments that are due at totally different times. For case (a),
intuitively, the timed aggregated resource metrics yields a value close to or equal
1. For case (b) assume

ρ1 = {(nurse, 3, 1, 3), (doctor, 1, 4, 5)} and ρ2 = {(nurse, 3, 4, 5), (doctor, 1,
6, 7)}. In this case sim(ρ1, ρ2) = 1. Then: sim((nurse, 3, 1, 3), (nurse, 3, 4, 5)) =
1 − 3+2

1+4 = 0 and sim((doctor, 1, 4, 5), (doctor, 1, 6, 7)) = 1 − 2+2
1+3 = 0. Hence,

sim(τ1, τ2) = 0.5. This means that the high similarity between ρ1 and ρ2 is
reduced by half because the same resources are required, but at totally different
times.

For the example in Fig. 2, applying Definition 7 yields:
sim((nurse, 3, 1, 2), (nurse, 5, 1, 4)) = 1 − 2

1+3 = 0.5 and
sim((doctor, 1, 2, 2), (doctor, 1, 2, 2)) = 1.

Then: sim(τCF1, τCF2) = 0.57+ 0.5+1
3

2 = 0.54.
This means that the deviations in the time assignments reduce the similarity

of the aggregated resource assignment a bit.
For an example where ρ1 = {(nurse, 3, 2, 4)} and ρ2 = {(nurse, 1, 2, 4)} the

resource assignment similarity would yield sim(ρ1, ρ2) = 0.66.
Looking at the time requirements, sim((nurse, 3, 2, 4), (nurse, 2, 2, 4)) = 1

and hence sim(τ1, τ2) = 0.66+1
2 = 0.83.

In this case the similarity increased when incorporating the time as a different
number of the same resource is required at exactly the same time.

For comparing changes along their timed aggregated resource views a first
proposal for a similarity metric is as follows:

Definition 8 (Timed Change Resource Similarity (TCRS)). Let Δ1 =
(t1, f1, p1, S1), Δ2 = (t2, f2, p2, S2) be two change operations and τ1 (τ2) the
timed aggregated resource assignment for f1 (f2). The Timed Change Resource
Similarity TCRS between changes Δ1 and Δ2 is defined as follows:

TCRS(Δ1,Δ2) :=

{
sim(τ1, τ2) if t1 = t2
−sim(τ1, τ2) otherwise

Looking at the different examples and corner cases above, TCRS seems to
make sense. However, the observations from the metrics start to become blurred
if the earliest and latest point in time a resource is required span a longer time
frame. The interpretation can be different. The resources could be required rather
at the beginning and the end of the process or during the entire execution of
the process. Both cases would be treated the same. Hence, a more fine-granule
comparison becomes necessary. This aspect will be addressed in future work.
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5 Implementation and Evaluation

In this section we present the implementation and evaluation of the approach.
Change logs are provided by the Apelands [17] data set, a game-based experi-
mentation environment for flexible and individual process settings.

5.1 Implementation

The prototype2 developed as a basis for our evaluation provides an interface for
inspecting process models, instances (Fig. 3) and the applied change operations.
The metrics discussed in this paper are shown in Fig. 4.

Fig. 3. Details of a process instance in
the prototype

Fig. 4. Comparing two change opera-
tions in the prototype

5.2 Discussion of Applicability

Using (T)CRS, one can compare process change operations even when there is
no information about the resulting process schemas or about other perspectives
of the process change operations. This can be useful for cases where (a) other
information is not available, e.g. due to data privacy issues or (b) if the other data
is not required to the current analysis. Thus, change operation similarity based
on the temporal and resource perspective alone can be used as an alternative
to structural or behavioral similarity metrics. In the next section, we will show
that the results from (T)CRS actually correlate with structural similarity of the
process schemas after the change operation has been executed.

5.3 Comparing (T)CRS Effect Similarity with Structural Similarity

We evaluate the effect similarity of two change operations as measured by
(T)CRS against node matching similarity (NMS) of the resulting process
schemas.

For the evaluation we have used data set 1 from the Apelands project3. This
data set contains 136 change operations for 23 different basic models, of which
2 http://cs.univie.ac.at/project/apes.
3 The data set can be found at http://cs.univie.ac.at/project/apes.

http://cs.univie.ac.at/project/apes
http://cs.univie.ac.at/project/apes
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107 are based on the same model. Apelands is a game-based experimentation
and evaluation service for flexible process settings. While playing the round-
based game, players adapt process instances, thus generating process change logs.
These change logs contain all perspectives required for the metrics presented in
this paper, i.e. a list of required resources for each activity which can be added
to a process instance, and information about the game round the activity is
supposed to be executed. Listing 1.1 shows a change fragment from the game.
Each contains two activities which have been planned for the next two rounds
(c.f. <round/> tag). In the <resources/> Tag, the required resources are shown.

Listing 1.1. Apelands change fragment
<fragment>

<c a l l >
<name>‘ F i re Elemental ’</name> <round>1</round>
<r e source name=”Alchemy Lab” count= ‘ ‘2 ’ ’/>

</ca l l >
<c a l l >

<name>‘Knight ’</name> <round>2</round>
<r e source name= ‘ ‘ Barracks ’ ’ count= ‘ ‘2 ’ ’/>

</ca l l >
</fragment>

We compare the results of (T)CRS for the change operations which are based
on the same model with the similarity of the resulting process model as calculated
by NMS. In this special case, NMS similarity of the resulting process models can
be seen as the effects of the change operations from the control flow perspective.
We compare a randomly chosen change operation from this data set against all
other change operations. As Figs. 5 and 6 show, both CRS and TCRS correlate
with NMS. In most cases, the similarity as calculated by (T)CRS is higher than
NMS, since (T)CRS are based on a subset of the attributes of the process models.
Attributes not considered by (T)CRS which are different do not have any effect
on (T)CRS scores, but lower the NMS score. This relationship can also be seen
in the fact that TCRS has a closer correlation to NMS than CRS, since it also
incorporates the time-related attributes, which are not used by CRS.

Conclusion: This evaluation shows that the similarity of change operation effects
as calculated by (T)CRS correlates with the similarity of the resulting process
schemas. Thus, such a metric can be used to compare process change operations
independent of attribute-specific weights.

Threats to Validity: Our approach was evaluated with experimental data gener-
ated from a game, not with data from several different settings in which change
operations occur. Also, we did not interview domain experts about the impact
of the results of our metrics. These evaluations would be interesting additions
to our validation which is based on a state of the art approach from process
similarity, and will be addressed as future work.

6 Related Work

Soundness notions and checks for the application of change operations to
process models and instances have been subject to several approaches. Structural
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soundness with respect to control and data flow has been tackled in [18], whereas
correctness criteria for the behavorial soundness of change operations are provided
and compared in [19]. An overview on how to define and apply change operations
on business processes is provided in [6]. Other approaches have focused on the rep-
resentation of change information based on change logs [8], change processes [1],
and change trees [2]. Especially, change processes and change trees aim at present-
ing information on past change operations to users in order to support decisions
on future changes, although no assessment of the similarity of change operation is
provided. The most related approach is ProCycle [3] where change operations are
augmented with CBR-based techniques such that users can comment on the rea-
sons for conducting a change. Then the changes can be compared. The approach
at hand is different as it does not rely on additional comments, but only considers
information that is available based on the change operations themselves.

In contrast to change operation similarity, process equivalence and similarity
have been analyzed frequently in current literature. [20] discusses label equiv-
alence, attribute equivalence, position equivalence and regional equivalence for
processes which execute web services. [21] uses behavioral profiles of processes
to compare their similarity. Comparing these profiles leads to a behavior based
matching of processes. [14] measures the similarity of two processes based on
causal footprints, which consist of a set of look-back and look-ahead links.
[4] defines three metrics for measuring the similarity between process models,
namely (a) node matching similarity, (b) structural similarity and (c) behavioral
similarity. [22] defines the difference between two process models by a differ-
ence model that is visualized based on a difference graph. Doing so, differences
between models can be visually inspected. [5] proposes similarity metrics between
process instances, taking into consideration different perspective as well.

7 Conclusion and Future Work

Process change operations are usually applied when the situation requires
domain experts to do so. Being able to show which change operations have sim-
ilar effects on a certain perspective can be interesting for the person in charge
of the adaptation: When adapting therapy processes in a nursing home, using
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a resource perspective metric the nurse can see which therapy process frag-
ments require similar resources. In conjunction with information about available
resources for the upcoming weeks, such a clustering can facilitate the planning
of process adaptations. When evaluating the effects of former process adapta-
tions, comparison metrics can be used to create cluster of similar process change
operations, thus improving analysis.

Effect metrics for other perspectives will be part of future work. Also com-
paring data structures based on change logs, e.g. change processes [1] and change
trees [2] can be discussed based on the presented similarity metrics.
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Abstract. An agile transformation process presents challenges to orga-
nizations around the world. Research on agile success factors is not con-
clusive and there is still need for guidelines to help in the transformation
process considering the organizational context. This research proposes a
survey among practitioners to identify the difficulty to implement success
factors in organizations to create a fertile environment for agile transfor-
mation. We conducted a survey with 457 practitioners resulting in 328
valid responses. The findings show that the success factors implemen-
tation difficulty rankings generated for all practitioners and for expert
practitioners have a high correlation. According to expert practitioners,
measurement model and changes in mindset of project managers are the
hardest success factors to implement while incentives and motivation to
adopt agile methods and management buy-in are the easiest to imple-
ment. The contribution of this research is a ranking organizations can
use as a reference for their agile transformation processes.

Keywords: Agile transformation process · Success factors · Agile
adoption challenges

1 Introduction

Organizations are searching for ways to achieve the defined business goals and
overcome software development barriers. Agile methods are an option many
organizations have chosen to try to reach success [1–4]. Agile methods adoption
has been growing [4] and it creates the need to guide organizations through the
transformation process [2,5,6]. Researches show that it is hard to adopt out of
the box agile methods and that there no unique path to success [2,5–8].

During agile transformation processes (ATPs), organizations go through
important changes that have deep impacts in multiple aspects: culture, hierar-
chy, management, environment and people [8,9]. Understanding the challenges
or success factors for an agile transformation helps to prepare the organization
and the people involved and increase chances of success. Agile transformation
c© Springer International Publishing AG 2017
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projects that do not consider the challenges to be faced along the way do not
bring positive results to the organization. It can also create rejection from the
professionals involved in the ATP. Understanding the impacts of the changes in
the organizational environment is an important step in the adoption process [9].

The literature is rich in agile success factors involved in an ATP [8,10–13] but
there is still no direct guidelines of how to use these success factors in specific
organizational contexts. The usage of success factors as a tool to help in the agile
transformation initiatives can start with the awareness of how organizations and
agile practitioners implement these success factors to create a fertile environment
for ATPs and how hard this implementation can be.

This research intends to investigate the level of difficulty of agile success
factors implementation according to practitioners point of view and to create a
ranking that can be used as a reference for organizations in any stage of their
ATPs. We proposed an assessment as a tool to provide awareness of the current
status of agile success factors in the organization and the gaps to get to the
target state defined by organization leadership. Thus, we used this assessment
to conduct a survey to gather information from agile practitioners about success
factor implementation in their organizations. Using the survey results as input,
we applied the Rasch algorithm [14] to create a success factors implementation
difficulty ranking identifying which are the hardest success factors to implement
and which are the easiest ones.

The remainder of the paper is organized as follows. Section 2 provides the
technical background on ATPs and success factors while Sect. 3 describes the
methodology used in the research. The results of the survey and the findings
are discussed in Sect. 4 and related work is summarized in Sect. 2.3. Section 5
outlines the conclusions and future work opportunities.

2 Background

This section reviews two key concepts: agile transformation process (ATP) and
agile transformation success factors groups. It also provides a review of the
related work found in the literature.

2.1 Agile Transformation Process (ATP)

Agile transformation process (ATP) is the process of transforming an organiza-
tion into agile [15]. This process impacts all areas of the organizations. People
are required to change their mindset and behavior [16,17], they need to modify
the way they work as a team. Processes are affected and need to be adjusted,
management style and attitudes are affected as well [15].

It is important that organizations understand the reach of the changes
involved in ATP. It helps to create the awareness needed for this type of ini-
tiative, prepares the team for the upcoming challenges and increases the chances
of achieving the proposed goals [10,15]. Further, organizations need to control
effort and costs associated with ATP [18].
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2.2 Agile Transformation Success Factors Groups

Agile transformation success factors have been studied by researchers to point
paths to allow organizations to have control over their adoption process and to be
able to deal with known barriers and challenges during the implementation [18].

Some researchers refer to the success factors as challenges for agile adoption
(Nerur et al. [9], Conboy et al. [17] and Gregory et al. [11]) but it is basically
a different view of the same factor. Success factors are the basis of the agile
transformation success factors assessment since the evaluation occurs at the
success factor level. During the assessment definition, we found a need for a
higher level of evaluation to allow a consolidated management view of the success
factors. This view is provided by the success factor groups defined in this section.

We identified multiple success factors in the literature and aggregated them
according to their concepts into terms and then into a set of groups. There
were multiple references to the same concepts in different articles and we used
the terms we considered more representative of the concepts to aggregate all the
references found. The six groups were proposed organizing the terms according to
the areas of the company affected by them are summarized in Table 1: customer,
management, organization, process, team and tools.

Customer Group. Customer involvement and relationship are cited by
multiple researchers as a relevant factor in agile transformation [9,10,12,20].
Customers should participate of the projects in a regular basis, establish effec-
tive communication, be able to make decisions and provide feedback [9,12,19].

Management Group. Management plays an important role in the ATP sup-
porting the team’s empowerment and creating conditions for changes to take
place [15,18]. Management support is a prerequisite for agile adoption [15,16]
because people need to see their buy-in to feel involved, to give the expected
importance to the adoption initiative and to understand that adjustments can
be made to the organization and its structure to support the new proposed
paradigms [10].

Organization Group. The organization is one of the main focuses of the
ATP. Multiple deep changes happen at this level, covering aspects driving the
professionals behavior in the company such as culture and values [9]. As software
development is a knowledge based activity, learning and flexibility are important
attributes for the organizations involved with ATPs.

Process Group. The process group covers the adequacy of the process to
the organizational context. In ATPs, it is common to change the development
process to adopt an iterative, incremental, secure, transparent and people focused
process. However, it requires significant effort and a careful analysis to create a
process that makes sense for the reality of the teams [9,17].
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Table 1. Agile transformation success factors and groups proposed by the authors.

Group Id Success factor References

Customer SF01 Customer involvement [10,12]

Management SF02 Changes in management style and
decentralized decision making

[10,11,13,18,19]

Management SF03 Changes in mindset of project
managers

[12,13]

Management SF04 Management buy-in [9,11,12,15,16,20]

Organization SF05 Incentives and motivation to adopt
agile methods

[15–17,20]

Organization SF06 Agile champions [15,16]

Organization SF07 Business goals [18]

Organization SF08 Coaching and mentoring [13,15,16,18,20]

Organization SF09 Communication flow in the
organization

[15]

Organization SF10 Cultural changes [9,11,16,19,20]

Organization SF11 Knowledge sharing [9–11]

Organization SF12 New mindset and roles [10–13,16,17,19,20]

Organization SF13 Training [13,15,16,20]

Process SF14 Lightweight documentation [11,13,19]

Process SF15 Measurement model [10,13,19]

Process SF16 Process is compatible with the
organizational context

[11–13]

Team SF17 Technical activities and skills [9,11–13,17,19]

Team SF18 Ability to build trustworthy
relationships

[11,13,19]

Team SF19 Collaboration [9,11,13,16,17,19,20]

Team SF20 Distributed teams [11,19]

Team SF21 Self-organized teams [13,17,20]

Team SF22 Team involvement [10–12,15,16,19,20]

Tools SF23 Toolset [9,13,19]

Team Group. Agile environments are all about people. It requires people to be
involved and to participate in agile adoption since the beginning of the ATP [15].
People buy-in is a facilitator of the transformation process [10,16], involved
people can help in the transformation and attract other people to be part of
it [15].

Tools Group. Here we see an interesting conflict between agile values and
reality. We understand that in a people-centric approach such as agile methods
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the individuals and interactions are highly valuable. However, in the practice,
tools are important to allow teams to transition their work procedures in a more
natural and productive fashion [9,13,19].

2.3 Related Work

Taylor et al. [10] proposed a minimally intrusive risk assessment to prepare
small companies to adopt agile methods. The articles express concerns about
the capability of small companies to survive to a failed agile adoption attempt
and proposes the assessment to point directions if the organization should pursue
the agile adoption or use a traditional approach for software development. This
assessment can provide a direction on agile adoption per project basis. The
authors used the agility/discipline assessment (ADA) developed by Boehm and
Tuner [25] and they applied it to six organizations proposing adaptations to
each of the contexts. The areas contemplated by the assessment were criticality,
personnel, dynamism, culture, client involvement and team distribution.

Gandomani et al. [13] provided a comparison between traditional and agile
software development methods and the challenges of transitioning to agile meth-
ods. They classify the challenges for agile transformation into four categories:
organization and management; people; process; technology and tools. Their
work also highlighted that the organization as whole is affected by this process.
A strong message from their study is that all members should be involved to
deal with such challenges.

Chow and Cao [12] investigated the critical success factors in agile methods
adoption and proposed groups to classify critical success factors and created a
model to validate how the critical success factors affects the quality, cost, scope
and time of agile software development projects. The groups of factors were
defined as organizational, people, process, technical and project. They conducted
a survey to validate hypothesis for each of the success factors and analyzed
the correlation between success factors and project success to establish critical
success factors. The critical success factors according to their results are: delivery
strategy, agile software engineering techniques and high qualified team.

3 Methodology

In order to reach the goals of this study, we planned the data collection and
analysis starting with an assessment called “Agile Success Factors Assessment”.
It was used as a questionnaire to gather data for this research. The second step
was to apply the assessment as a survey to agile practitioners in an event named
“Agile Trends” in the city of Belo Horizonte, Brazil on September 10th, 2016.
After the event, we also published the questionnaire as a on-line survey form
to be responded by agile practitioners. The third step was to apply the Rasch
algorithm [14] to generate a success factors implementation difficulty ranking.
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3.1 Agile Success Factors Assessment

The assessment was created using the proposed success factors and groups. We
formulated phrases to represent each of the success factors and to allow their
evaluation during the assessment. The main objective of the assessment is to
be used as a tool to provide awareness of how the organization evaluates itself,
defines its goals for the ATP and which should be the next steps in the process
considering the feedback from people in the organization regarding their current
state.

The assessment is composed by 23 phrases representing the success factors.
The assessment has been previously tested by agile experts. In this research, the
phrases were evaluated by the respondents to measure the level of implementa-
tion of that success factor for that organization.

3.2 Survey

We conducted a survey in an agile event in the city of Belo Horizonte, Brazil and
we published an on-line version of the survey as well. The survey consisted of two
parts. Part One was where respondents identified their years of work experience,
years of agile-related experience and the position they hold in the company.
The demographic questions did not identify any of the respondents or their
organizations. Part Two was composed of the Agile Success Factors Assessment
and two scales for the respondents to inform their current level of implementation
of each success factor and their target or ideal level of implementation of the
success factor based on their organizational context. The level of implementation
was measured using a 5-point ordinal Likert scale. We received a total of 457
responses of which 329 questionnaires were considered valid to be analyzed.

Respondents Profile. The most common position of the respondents was
“project manager”. The second most common position for the respondents was
“analyst” followed by “developer”. Table 2 summarizes the distribution of posi-
tions among the respondents. Table 3 shows that 33.7% of the respondents
declared to have 16 or more years of work experience. 250 respondents (76.0%
of the total) have at least eight years of work experience. A high number of the
respondents (41.6%) declared to have from one to four years of experience using
agile methods and practices while 5.6% of the respondents have 11 years or more
of this type of experience. 41.7% of the respondents have five or more years of
experience with agile methods and practices as summarized in Table 4.

Data Analysis. Based on the success factors’ current state and the target state
gathered in the survey, we applied the Rasch algorithm [14] to generate the
success factors implementation difficulty rankings. This approach has been used
by Lahrmann et al. [14] to create maturity models in design science research.
In this research, since the respondents came from different organizations, we
used the median of their target state values for the success factors to create
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Table 2. Distribution of the positions of the respondents.

Position Percentage

Project manager 19.8%

Analyst 19.5%

Developer 18.5%

Consultant 14.9%

Other 13.1%

Scrum master 8.8%

Designer 2.7%

Tester 2.7%

Table 3. Distribution of the years of work experience of the respondents.

Years of work experience Percentage

Less than 1 year 0.3%

From 1 to 4 years 5.8%

From 5 to 7 years 17.9%

From 8 to 10 years 22.2%

From 11 to 15 years 20.1%

16 or more years 33.7%

Table 4. Distribution of the years of experience of the respondents with agile methods
and practices.

Years of agile methods experience Percentage

Less than 1 year 16.7%

From 1 to 4 years 41.6%

From 5 to 7 years 25.8%

From 8 to 10 years 10.3%

11 or more years 5.6%

the desired results for the Rasch analysis. This was used in order to provide a
consistent value across all the organizations evaluated as proposed by Lahrmann
et al. [14].

4 Results

The intention of this research was to understand how agile practitioners perceive
the level of difficulty of agile success factors implementation and create a ranking
that can be used as a reference for organizations in any stage of their ATP.
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After the initial analysis of the data gathered in the survey, we used the agile
success factors assessment to calculate different success factors rankings based
on four groups of respondents: all respondents (Group 1), respondents with eight
or more years of work experience (Group 2), respondents with five or more years
of agile methods experience (Group 3) and respondents with eight or more years
of work experience and five or more years of agile methods experience (Group
4).

We used the data gathered segmented by group to generate a success factors
implementation difficulty ranking for each of the groups. Group 1 was composed
of all 329 respondents and Group 2 of 250 respondents. 137 respondents were
part of Group 3 and 131 respondents composed Group 4. In this setup, one
respondent could be part of all groups based on his profile information. The
results for each group were compared to draw the conclusions. The intention of
the groups analysis was to compare how groups ranked the success factors and
check the impact of general work experience and agile methods experience on
the rankings.

4.1 Group 1

We executed the Rasch algorithm using the Winsteps software [21] on the data
collected for Group 1 to obtain the item calibration. The item calibration result-
ing of the Rasch algorithm classifies the success factors in the assessment accord-
ing to their implementation difficulty. The hardest to implement success factors
are at the top of the ranking. The ranking and the Rasch algorithm results for
Group 1 are summarized in Table 5.

In order to validate the results from the Rasch algorithm, we used to the
recommendations provided by Winsteps documentation [21] and the guidelines
used by Lahrmann et al. [14]. The fit statistics values (Infit and Outfit) are
around 1.00 satisfying the fit expectations and validating the results. All the
execution and validation steps described for Group 1 were also used for the
other groups.

Based on the results, the success factors that would be the hardest to imple-
ment are: training; measurement model; coaching and mentoring; changes in
mindset of project managers and decentralized decision making; and new mind-
set and roles. Furthermore, the results point out the success factors that would
be the easiest to implement: management buy-in; technical activities and skills;
incentives and motivation to adopt agile methods; knowledge sharing; and team
involvement.

4.2 Groups 2 and 3

The respondents with eight or more years of work experience composed Group
2 independently of their experience with agile methods and practices. These
respondents are the ones with a considerable amount of work experience. Group
2’s ranking shows that the easiest to implement success factors are: manage-
ment buy-in; technical activities and skills; knowledge sharing; incentives and
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Table 5. Success factors implementation difficulty ranking and Rasch algorithm results
for Group 1.

Rank Success factor Logit Error Infit Outfit

1 Training 0.77 0.07 1.11 1.11

2 Measurement model 0.72 0.07 0.93 0.9

3 Coaching and mentoring 0.64 0.07 0.84 0.86

4 Changes in mindset of project managers 0.44 0.06 0.95 0.97

5 New mindset and roles 0.42 0.06 0.58 0.57

6 Communication flow in the organization 0.32 0.06 0.76 0.78

7 Collaboration 0.23 0.06 1.00 1.04

8 Changes in management style and decentralized
decision making

0.22 0.06 1.01 1.07

9 Lightweight documentation 0.17 0.06 1.42 1.64

10 Business goals 0.02 0.06 1.37 1.67

11 Distributed teams 0.01 0.06 0.92 0.89

12 Agile champions 0.00 0.06 0.99 1.05

13 Process is compatible with the organizational
context

−0.01 0.06 0.99 1.02

14 Customer involvement −0.02 0.06 1.29 1.34

15 Tool set −0.06 0.06 0.93 0.90

16 Ability to build trustworthy relationships −0.14 0.06 0.78 0.74

17 Cultural changes −0.19 0.06 0.80 0.79

18 Self-organized teams −0.22 0.06 0.92 0.86

19 Team involvement −0.25 0.06 0.74 0.74

20 Knowledge sharing −0.62 0.07 1.04 1.08

21 Incentives and motivation to adopt agile
methods

−0.72 0.07 1.65 1.70

22 Technical activities and skills −0.82 0.07 0.86 0.99

23 Management buy-in −0.92 0.07 1.20 1.26

motivation to adopt agile methods; and self-organized teams. The success fac-
tors considered the hardest to implement by Group 2 were: measurement model;
coaching and mentoring; training; new mindset and roles; and changes in mindset
of project managers.

Group 3’s respondents had five or more years of experience with agile meth-
ods and they were considered experienced practitioners. We did not consider
their work experience in this analysis. The top five success factors (the hardest to
implement) for this group were: measurement model; training; changes in mind-
set of project managers; coaching and mentoring; and new mindset and roles.
The results for Group 3 presented the following success factors as the easiest to
implement: incentives and motivation to adopt agile methods; management buy-
in; technical activities and skills; knowledge sharing; and self-organized teams.
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4.3 Group 4

Group 4 is a restrictive group being the intersection of groups 2 and 3. The
131 respondents part of this group (39.8% of the total) have work and agile
methods experience to be considered experts practitioners in this study. The
success factors implementation difficulty ranking for Group 4 is presented in
Table 6.

The hardest to implement success factors for Group 4 are: measurement
model; changes in mindset of project managers; training; coaching and mentor-
ing; and new mindset and roles. At the bottom of Group 4’s ranking, as the
easiest to implement success factors we have: incentives and motivation to adopt
agile methods; management buy-in; technical activities and skills; knowledge
sharing; and self-organized teams. We considered Group 4’s ranking as the one
to be used as reference for organizations during their ATPs because it repre-
sents the view of the expert practitioners on the success factors implementation
difficulty levels.

4.4 Correlation Between Rankings

After we obtained the groups’ rankings, we proceeded to the correlation analysis
in order to understand the correlation between the rankings of the different
groups. We used the Spearman’s rank correlation coefficient [22,23] to identify
the correlation between the groups’ rankings. The Spearman’s rank correlation
coefficient was calculated for all the rankings using the SPSS tool and the results
are summarized in Table 7.

According to Butler [24], the critical or minimal correlation value to be
accepted for the Spearman’s coefficient considering the 23 observations (suc-
cess factors) used in this research and applying a significance level of 0.01 in a
two-tailed analysis is 0.532. All the correlation coefficients presented in Table 7
have values higher than the critical correlation value of 0.532 and they are also
considered very strong correlations since the values are higher than 0.900 [22].
All the correlation coefficients were calculated considering a significance level of
0.01 that means there is a 1% chance that the relationship found happened by
chance.

The strongest correlation is observed between groups 3 and 4 with a value
of 0.994. This is explained by the respondents being almost the same. Group 3
has only 6 respondents that are not part of Group 4. The most relevant result
in this correlation analysis is the correlation coefficient between groups 1 and 4.
It represents a very high correlation level with a value of 0.957.

4.5 Discussion

In this section we will discuss the success factors found in the top 5 and bottom
5 positions of the rankings for groups 1 and 4. The correlation between these
groups will also be examined. We are considering only these groups because
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Table 6. Success factors implementation difficulty ranking and Rasch algorithm results
for Group 4.

Rank Success factor Logit Error Infit Outfit

1 Measurement model 0.78 0.11 1.00 0.99

2 Changes in mindset of project managers 0.56 0.11 0.93 1.06

3 Training 0.56 0.11 1.08 1.13

4 Coaching and mentoring 0.55 0.11 0.85 1.00

5 New mindset and roles 0.53 0.11 0.61 0.61

6 Collaboration 0.48 0.10 1.06 1.12

7 Communication flow in the organization 0.46 0.10 0.82 0.74

8 Lightweight documentation 0.19 0.10 1.35 1.52

9 Changes in management style and decentralized
decision making

0.18 0.10 1.17 1.18

10 Customer involvement 0.07 0.10 1.28 1.32

11 Process is compatible with the organizational
context

0.06 0.10 1.02 1.06

12 Agile champions 0.03 0.01 1.01 1.07

13 Distributed teams −0.04 0.10 0.95 0.9

14 Ability to build trustworthy relationships −0.05 0.10 0.68 0.67

15 Business goals −0.06 0.10 1.30 1.65

16 Team involvement −0.10 0.11 0.77 0.74

17 Tool set −0.2 0.11 1.04 1.04

18 Cultural changes −0.22 0.11 0.86 0.84

19 Self-organized teams −0.32 0.11 0.87 0.79

20 Knowledge sharing −0.72 0.11 1.02 1.07

21 Technical activities and skills −0.82 0.12 0.86 0.85

22 Management buy-in −0.91 0.12 1.16 1.08

23 Incentives and motivation to adopt agile
methods

−1.03 0.12 1.64 1.61

Table 7. Spearman’s rank correlation coefficient results for the groups of respondents
with significance at the 0.01 level.

Group 1 Group 2 Group 3 Group 4

Group 1 - 0.976 0.966 0.957

Group 2 0.976 - 0.980 0.974

Group 3 0.966 0.980 - 0.994

Group 4 0.957 0.974 0.994 -
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they reflect the general sample of all respondents (Group 1) and the expert
practitioners (Group 4).

Among the top 5 of the rankings we have the hardest to implement success
factors (see Tables 5 and 6). Training is ranked 1st for Group 1 and 3rd for Group
4. Gandomani et al. [16] shows that lack of training is a challenge for ATPs and
that training can be used to correct wrong mindsets. Chan and Thong [20] state
that training can improve the person’s learning about agile methods and impact
the knowledge transfer to the practice. Training implementation can a challenge
in organizations when you consider tight budgets, small teams and the team’s
work load.

As the hardest to implement success factor for Group 4 and ranked 3rd for
Group 1, measurement model is a challenge in ATPs [13,19]. The lack of mea-
surement practices can represent a limitation for the organization to understand
the progress of the initiative and it will not allow comparison with the previous
state of the organization. Coaching and mentoring ranked 4th in both rankings.
ATPs involve multiple human factors and the people are the center of these
processes [13,16]. That makes the coach role an important role in the ATP. The
coach should be involved in the planning phase to provide awareness of the risks
involved [15]. The challenge in using coaches is related to economic constraints
and also to the acceptance of the coach by the teams.

Changes in mindset of project managers ranked 4th for Group 1 and 2nd

for Group 4. The role of project manager needs to change from planner and
controller to facilitator [13]. This is a considerable challenge for the formal project
managers used to traditional software development and project management
approaches. Their role should shift to the role of the team’s facilitator of the
collaboration, creativity and groups decisions.

New mindset and roles ranked 4th for Group 1 and 2nd for Group 4. ATPs
require not only cultural changes but operational and technical changes that
at the end will demand a change in the way people think [11]. Culture and
mindset are hardest aspects to be changed in an ATP [19]. The acceptance of
a new mindset and a new set of roles involves the participation of all levels
of the organization to engage people in the ATP, to provide awareness and
knowledge about agile methods, to create a secure environment and to encourage
people to embrace the new way of thinking and working. At the bottom of the
rankings we have six success factors among groups 1 and 4: management buy-in;
team involvement; knowledge sharing; incentives and motivation to adopt agile
methods; technical activities and skills; self-organized teams (see Tables 5 and 6).

Management buy-in is one of the most cited success factors in the litera-
ture [9,11,12,15,16,20]. Management buy-in is important to the ATP since it
provides access to resources (budget, time, people, reach within the organiza-
tion) and it shows to all people involved in the ATP that this is an important
initiative. Team involvement was also considerate an easy to implement success
factor. This shows that the respondents considered the team involvement an easy
to implement success factor or that this success factor is already implemented in
their organizations. That can be based in the perception the practitioners have
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of the benefits of agile adoption such as increased team motivation and increased
team productivity [4].

Knowledge sharing is a practice already adopted by multiple companies and
not exclusive of agile methods. This could explain why it is considered an easy
to implement success factor. There is also the fact that knowledge sharing is a
practice valued by software organizations or departments considering the high
levels of complexity of existing applications and the technologies used to build
these applications. Incentives and motivation to adopt agile methods play an
important role engaging people in ATPs [15–17,20]. If the organization is able
to provide the correct level of incentives to the people that needs to participate
in ATPs, it can increase the chances of getting motivated teams and of achieving
the established goals.

The investment in technical skills and activities is considered a common
task for technology related professionals. These professionals are always learning
new technologies and researching new ways of doing their work because of the
constant evolution of the technologies available in the market. Self-organized
teams ranked as an easy to implement success factor intrigued us. Self-organized
teams are related to decision making, learning new skills as the person plays
different roles and freedom to operate as the team wishes to get to their goals
done [13,17,20]. We would need further investigation of this success factor to
make sure respondents understood this concept and what it means for them in
their organizations.

The correlation values between all groups are higher than 0.900 which is
considered very high [22]. It is interesting to notice that even the correlation
between the most divergent groups in terms of respondents profile (Groups 1 and
4) is very high. This indicates that success factors with a high rank for Group 1
would also have a high rank for Group 4 and vice-versa. The correlation between
groups 1 and 4 also shows that the understanding of agile success factors among
practitioners varies based on their experiences and the positions of the success
factors between groups’ rankings varies based on experience as well but both
groups of practitioners have similar success factors as challenging to implement
and consider other similar success factors easy to implement.

The assessment proposed by Taylor et al. [10] has similarities to our work:
it is used to evaluate the risks of agile adoption, the goal is to involve the team
members in the discussion around agile adoption and it requires a minimum over-
head. Their work focuses on the choice between agile and traditional approaches
at the project level while our work is focused on the preparation for an ATP
and guidance for the agile success factors implementation at the organization
level. Their assessment considers different aspects from the ones considered in
our assessment. Our research also generated a success factors implementation
difficulty ranking to be used by organizations in their ATPs.

The work of Gandomani et al. [13] work is similar to ours up to the point
of the proposed success factors groups. The groups are similar between the two
researches but we have aggregated terms from different references. However, their
work stops at this point while, in our research, the success factors groups are
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used as basis for the agile transformation success factors assessment definition.
We understand that our research has a practice oriented goal with the usage of
the assessment and the generation of the success factors implementation diffi-
culty ranking to serve as a road map for the ATP. Chow and Cao’s work [12]
has similarities with this research on the usage of the success factors groups
approach, on the survey to gather data for the research and on the usage of
statistical methods to analyze the data gathered. The differences are that they
proposed a model to associate success factors to software development projects
aspects while we used a success factor assessment and proposed the success fac-
tors implementation difficulty ranking targeting the organization as a whole and
not a specific project.

The limitation of this research is that the data might not be a generalized
random sample of agile practitioners. The sample population of this research
might not be representative of the agile practitioners’ community in general.
The survey gathered anonymous data preventing data validation. The idea of
the success factors implementation difficulty ranking is to represent the findings
for the analyzed sample population of expert practitioners. However, we are
aware that the organizational context and the people involved in the process
make it rather unique and our findings can be used as a reference but might not
be applicable to all cases.

5 Conclusions

In this study, we used an agile transformation success factors assessment to
gather data about agile success factor implementation difficulty in a survey
among agile practitioners. The analysis of the data was done using four groups of
respondents: all respondents (Group 1), respondents with eight or more years of
work experience (Group 2), respondents with five or more years of agile methods
experience (Group 3) and respondents with eight or more years of work expe-
rience and five or more years of agile methods experience (Group 4). Group 4
was considered the group of expert practitioners. The results generated a success
factors implementation difficulty ranking for each group showing which are the
hardest and easiest success factors to be implemented by organizations.

The rankings presented in this study list the success factors according to the
difficulty to implement them in the organization considering its context (cul-
ture, reality, goals, hierarchy). For the group of expert practitioners, the hardest
to implement success factors were: measurement model; changes in mindset of
project managers; training; coaching and mentoring; and new mindset and roles.
Meanwhile, the easiest to implement success factors were: incentives and motiva-
tion to adopt agile methods; management buy-in; technical activities and skills;
knowledge sharing; and self-organized teams.

The correlation coefficient between the rankings also showed very high corre-
lation among all the rankings. This means that success factors with a high rank
for one rankings would also have a high rank for another ranking and vice-versa.
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This is an indication that both expert practitioners and non-experienced practi-
tioners face similar challenges when implementing the success factors with some
variation according the their organizational context.

The contributions of this research are the success factors implementation
difficulty ranking and the correlation between the rankings. The ranking can
be used as a tool to help organizations to understand the current state of agile
success factors in the organization based on their team members view and to
prepare for the agile transformation process. The correlation findings can be
used to provide a further view of how expert and non-experienced practitioners
look at the challenges in ATPs. Future work would involve using the success
factors implementation difficulty ranking and the agile transformation success
factors assessment in organizations to provide a diagnostic of their current state
regarding success factors and use it as an input for the ATP.
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Abstract. Selecting the software development methodology best-suited
for a project or organization is a fundamental decision in the context
of Information Systems (IS) engineering. In many industries and organi-
zations, agile software development models are already well-established
and commonly used for this purpose. However, large-scale, plan-driven
organizations face additional challenges when implementing agile meth-
ods. To analyze how such organizations could make the implementation
more effective, the results of a qualitative case study performed in a
large-scale financial institution are presented in this paper. Based on
these results, a best-practice model for their effective implementation in
a complex environment is proposed. An organization-specific agile devel-
opment framework and continuous stakeholder involvement are identi-
fied as crucial success factors. In addition, a successful implementation
of agile methods in practice needs to be performed by dedicated individ-
uals and cross-functional teams should be established in order to support
a common understanding across organizational boundaries.

Keywords: Agile methods · Software development · IS engineering ·
Large organizations · Organizational change

1 Introduction

Traditional sequential software development methods very often do not provide
the necessary flexibility for todays fast changing business environment. There-
fore, in the last decade the more light-weight agile methods established as a
better suited alternative in many companies and industries, which helped to
shorten development cycles and reduce the time-to-market of new software [24].

Consequently, in recent years the application domain of agile methods has
extended from the original small and co-located teams to a wider range of orga-
nizational settings [48]. This extension also received considerable attention by
researchers discussing the general applicability of agile methods in various set-
tings. Several studies indicated the suitability of agile methods also for plan-
driven and large-scale organizations [9,26], large and distributed teams [38,46]
as well as strongly regulated environments [16].
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Their findings suggest that especially the implementation of agile methods in
large-scale, plan-driven environments comes with additional challenges and con-
straints [32]. In particular, agile practices need to be integrated into the existing
process environment and comply with various internal and external regulations
[5,16,27]. Therefore, the use of a tailored agile development framework and the
creation of a common understanding across stakeholders have been suggested to
be crucial success factors in this context [32,36].

However, the perception of such a tailored agile framework within a plan-
driven organization and the creation of awareness and understanding with
respect to it have not been studied so far. Therefore, in this paper results of
a qualitative study are presented, which evaluates the role of an agile develop-
ment framework within in a large-scale, plan-driven financial institution and its
perception by the relevant stakeholders. I.e., the interface between agile devel-
opment teams and plan-driven release management und IT operations is found
to be critical and challenging. In particular, it is analyzed how organizational
boundaries between the stakeholders should be designed to implement such a
framework effectively across all relevant organizational functions.

The rest of this paper is organized as follows: In Sect. 2 the related work from
the research literature is discussed in detail, followed by the research design of
the study in Sect. 3. Section 4 describes the used qualitative data collection and
analysis procedure. In Sect. 5 the proposed resulting agile implementation model
is presented. The limitations of the study and an outlook to further research are
illustrated in Sect. 6. We conclude with a summary of our findings.

2 Related Work

Over the last decades, various software development processes have been pro-
posed by researchers and practitioners. First, sequential, plan-driven models such
as the Waterfall model [40] became popular, where each phase of the development
process needs to be completed before the next one starts, resulting in a strictly
sequential order of the development activities. However, this approach fails to
accomodate late changes of requirements during development, which frequently
occur in todays business environment [19,22].

Driven by the need for adaptability to changing requirements, first iterative
models like the Spiral model [8] were proposed, followed by evolutionary or agile
methods such as Extreme Programming [6] and Scrum [42,43]. Although these
agile methods have become very popular, traditional plan-driven methods are
not obsolete as every method can be effective and useful depending on the project
characteristics and its environment [30].

Therefore, especially in large-scale organizations it cannot be expected that
all teams and projects make the transition to agile methods, which can hinder the
work of agile teams [2,12,32]. Consequently, it has been found that large-scale
organizations are confronted with additional challenges as they need to integrate
the agile practices into their existing, complex processual and organizational
environment [5,27,28].
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In order to be successful, it is therefore highly important to focus on the inter-
faces between agile development teams and their environment and to tailor agile
practices to the specific organizational requirements [5,27]. In the course of this,
not only the practices of the agile teams need to be adjusted. It is also impor-
tant to focus on the practices of other organizational functions as agile teams
rely on them and do not work isolated [32,37]. A study by van Waardenburg
and van Vliet states that the adjustment of the practices on both sides is espe-
cially important in a plan-driven environment in order to successfully implement
agility. However, the study also provides evidence that the adjustments made on
the agile team level should not be exaggerated, as this might lead to the loss of
benefits intended to achieve by agile methods [32].

In order to achieve the continuous tailoring and improvement on both sides,
especially communication is crucial [36]. Consequently, it is beneficial to plan
and execute specific procedures in order to tailor agile practices to suit an orga-
nization’s individual requirements. One example is the definition of clear feed-
back channels that provide the organization with valid information [4,37]. This
approach might result in an organization-specific agile process model, which is
claimed as being effective in providing guidance for agile teams [36,37].

Besides tailoring and integration on the project and organizational side,
research has shown that awareness and common understanding of agile prac-
tices is essential during their implementation [4,32]. Education, training and
coaching have proven to be suitable approaches in order to achieve a com-
mon ground [4,9,45]. Especially coaching of affected stakeholders should not
be underestimated and be available right from the beginning of the implementa-
tion [45]. Without coaching and clear guidance, the implementation likely fails or
only small plan-oriented projects just labeled “agile” are performed. Besides the
actual development teams’ also organizational stakeholders, such as the business
side and other still plan-driven functions (like i.e. the IT operations department)
should be involved when creating awareness and understanding of agile meth-
ods. If they are left out, they likely will not get actively involved in the agile
process and their mindset remains traditional, which increases barriers and ten-
sion between them and the agile teams [32].

Although the current body of knowledge provides guidance for the complex
process of implementing agile methods in large-scale and plan-driven environ-
ments, recommendations are rather general and isolated [9]. Correspondingly,
van Waardenburg suggests that “[a] more systematic and in-depth study of the
role of boundary spanning activities and artifacts could help to better align the
simultaneous use of plan-driven and agile methods.” [32].

Furthermore, although in general an organization-specific tailored agile devel-
opment framework has been suggested as being beneficial [36], it has not inves-
tigated how the role of such a framework is perceived in organizations and how
its implementation can be done effectively. In order to overcome this gap, in this
paper the following research questions are addressed:
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– RQ1: Is an agile development framework beneficial for the successful imple-
mentation of agile methods within a division of a large-scale, plan-driven
organization?

– RQ2: How need organizational boundaries be designed when implementing
an agile development framework within a division of a large-scale, plan-driven
organization?

Fig. 1. Model of the unit of analysis illustrating the project context of the case study
performed.

3 Research Design

3.1 Project Context

In order to collect the relevant data for the qualitative analysis, a case study was
performed within a division of a large-scale financial institution currently imple-
menting an agile development framework. The division can be characterized as
a forerunner regarding agile development within this organization and therefore
is embedded in a generally plan-driven environment.

The agile methodology used is based on Scrum [42], mainly because it defines
clear roles and responsibilities. It is tailored to support all relevant internal and
external policies in order to ensure legal and regulatory compliance. The tai-
lored methodology was designed by a dedicated team formed for this particular
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purpose, including members of various functions as i.e. quality management,
test management and release management. After its initial design the first ver-
sion of the framework was piloted in several development teams from February
2016 onwards, before becoming mandatory for all development teams within the
division in May 2016.

This project context is illustrated schematically in Fig. 1 by the model of the
unit of analysis [7], including all relevant stakeholders for the implementation
process and their relation.

3.2 Research Methodology

The relevant organizational boundaries under investigation are highlighted by
the arrows in Fig. 1. In order to provide clear results when answering the research
questions, the design of the boundaries between these different organizational
functions was viewed through the concepts of boundary objects [44], boundary
spanners [1] and boundary events. Besides their general suitability when focus-
ing on boundaries, these concepts have also been identified by other researchers
to be suitable in this particular context [32,33,35,38]. With regard to the cre-
ation of common understanding Star and Giesmer describe boundary objects as
an “analytical concept of [. . . ] objects which both inhibit several intersecting
social worlds and satisfy the informal requirements of each of them.” [44]. Con-
sequently, they enable the satisfaction of potentially conflicting sets of concerns,
the coexistence of heterogeneity and cooperation as well as the translation and
alignment of different perspectives [3,44].

In contrast to boundary objects, which refer to artifacts, the concept of
boundary spanners relates to particular roles that facilitate the exchange of infor-
mation across boundaries [1]. In general, a boundary spanner can be described as
a person connecting two different groups whereas belonging only to one of them
[20]. However, neither boundary objects nor boundary spanners are effective
through their mere existence at the boundary between two social worlds. Rather
they have to be actively integrated. Therefore, Levina and Vaast introduced the
concepts of boundary objects-in-use and boundary spanners-in-practice [26].

Beyond the concepts of boundary objects and boundary spanners, the terms
boundary spanning actions [29] and boundary spanning activities can be found
in current literature on the topic of boundary crossing [33,41]. Yet, they are in
general attributed to a particular boundary spanning role, for example in form
of the active coordination of task performance with other groups or the linking
of information [29,47]. Therefore, the following study will introduce a variation
of the concepts in the form of boundary events in order to also clearly cover
installed training activities provided independently from one particular initiator.
Such a variation is especially important in the context at hand considering the
importance of training and coaching.

The two boundaries explicitly not under investigation within the unit of
analysis were the boundaries between the development teams itself as well as
the boundary between the IT and the business function. First, one reason for
this is that the pilot projects within the division are relatively independent from
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other projects, which made the inter-team boundaries irrelevant. Second, the
boundary between the IT and business function has already been extensively
investigated by other researchers applying the chosen concepts [39]. Here, agile
methods and especially the related practices of the business requirements being
communicated through user stories and the prioritization of these in the product
backlog were identified to support the coordination of the two social worlds and
enable the creation of a common understanding [34,39].

For the qualitative analysis, the Grounded Theory Methodology (GTM) as
introduced by Glaser and Strauss in 1967 was chosen [21]. Its main idea is to
discover new theory based on the insights gained rather than verifying existing
theory [21]. The approach is especially valuable in areas where theoretical expla-
nation is limited [18,32], as it is the case regarding the questions addressed by
the study at hand.

4 Data Collection and Analysis

Referring to the concept of theoretical sampling in the GTM [13,21], the par-
ticipants were not defined prior to the start of the investigation. Instead the
interview partners were selected based on information gathered during the iter-
ations of the research process resulting in twelve interviews across all relevant
groups. Table 1 shows a list of all interview partners which finally took part in
the qualitative empirical study.

In line with the iterative procedure of the GTM, a specific guide for the
semi-structured interviews was developed for each iteration based on the ques-
tions emerged during previous interviews. All four interview guides covered the
following content:

– General information: Personal information and his or her experience with
agility,

– Organization-specific agile development framework: Knowledge about its
development, personal involvement in the development process, assessment
of the framework and its necessity,

– Transformation process: Individual perception and assessment in general,
knowledge about and assessment of specific concepts in place to support the
implementation process, main facilitator for the transformation.

In addition, the agile development teams were asked about the most critical
boundaries within the plan-driven organization, the concepts in place to cross
these and their effectiveness. The interviewees of the cross-functional functions
were asked if and/or how their processes have been adapted to suit the new agile
development practice and also about the concepts and their effectiveness.

Due to the limited availability of the participants, the interviews lasted
between 12 and 35 min. However, usable information was able be obtained. Each
interview was immediately transcribed and analyzed. As a starting point for
open coding the concepts of boundary objects, boundary spanners and bound-
ary events were assigned to the text. However, the majority of concepts were
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derived from the interviews themselves, which is preferred when applying the
GTM as it relates closer to the actual data [18]. After coding was performed on
all data [14,17,18], in total a list of 534 codes was obtained.

After the recombination of the codes during axial coding [14,18], the influ-
ences and effects governing the implemenation of the agile development frame-
work could be derived from the data. The resulting interconnections model is
illustrated in Fig. 2.

Table 1. List of interview partners participating in the qualitative study.

In agreement with the literature [5,9,31], the main initial motivation to
implement agile development methods was found to be the ability to react fast
and flexibly to changing market requirements. However, as every development
team performed agile development initially to the best of their knowledge, they
were not conform with given processes and policies leading to many impediments
and negative responses within the organization. Driven by that, an adapted agile
development framework compliant with the corporate standards was designed,
legitimizing agile practices and providing a certain degree of consistency. The
design of the framework was mainly influenced by internal and external regu-
lations, which are especially important for financial institutions. Therefore, the
necessity of a division-specific agile development framework was perceived as
given by all interviewees.

In line with this, Pikkarainen et al. state that companies should develop an
agile development process model parallel to its implementation [36]. However, a
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comprehensive framework is seen as result of the pilots’ experiences rather than
as a starting point for the implementation of agile methods [25,36,37]. This is
supported by the study at hand, as the high complexity of the framework and
its adaption to original Scrum practices were perceived in a negative way by the
interviewees.

Therefore, it is recommended that an agile development framework is
designed in parallel to the beginning of agile methods’ uasge, with its initial
scope and complexity being low and as close as possible to pre-defined agile prac-
tices. Similarly this is recommended by Boehm and Turner, as they claim that it
is more effective to “[b]uild up processes rather than tailoring them down.” [9].
The resulting design builds the basis for feedback and consequently for building
up the framework along with its implementation based on daily experiences.

Furthermore, it was stated that it is preferred that the framework presents
a guideline rather than a set of strict rules. Such an approach is supported by
previous findings, as for example Pikkarainen et al. state that teams should
receive enough freedom to adapt agile methods to their specific needs as the full
mandatory appliance of a model could cause increased resistance. This practice
leads to the emergence of two learning cycles. One on the project and one on
the organizational level with the latter being influenced by the feedback of the
first [36].

Nevertheless, the negative assessment of the deviation from Scrum must be
viewed critically as the implementation of hybrid approaches [5,49] or at least of
tailored approaches [9,27] is an established standard, which the affected groups
should be made aware of.

5 Resulting Implementation Model

To describe how an agile development framework could be embedded within
a large-scale, plan-driven organization, the implementation model illustrated in
Fig. 3 can be used. This model uses the concepts of boundary objects [44], bound-
ary spanners [1] and boundary events.

Overall, 49 concepts were named at the relevant boundaries under investi-
gation. However, as not only their mere existence at the boundaries between
different social worlds leads to the effective creation of awareness and common
understanding, it is important to take their usage into account [26].

In total, 17 boundary objects were identified, of which a detailed overview
of the agile development framework in terms of roles, responsibilities, activities
as well as deliverables was identified as the most effective boundary object-in-
use. It is used to retrieve ideas from it or in order to review and verify the
own practices. Furthermore, it served as the main foundation for feedback, with
personal communication being the preferred channel. In comparison to this, a
high-level overview of the framework which was also offered was rarely used.

Furthermore, 17 boundary spanners were identified at the boundaries under
investigation. These are considered highly effective with regard to the creation
of awareness and common understanding and therefore the effective implemen-
tation of the framework.
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Fig. 2. Interconnections model describing the influences and effects governing the
implemenation of the agile development framework as obtained from the empirical
data.

Levina and Vaast in addition found that boundary objects rely on boundary
spanners in-practice to be effective with regard to the crossing of boundaries [26].
The study at hand supports this, as the effectiveness of boundary crossing with
respect to the framework is mainly facilitated by active roles applying, assessing
and gathering feedback on it.

In the present study, the boundary spanners at the boundary between the
team designing the framework and the development teams can be identified as
being the Scrum Master and Product Owner as well as the core team members
of the team that is designing the framework. The boundary spanning roles of
the Scrum Master and Product Owner have also been identified in previous
studies, but rather in the context of bridging the boundary between the business
function and the development teams [39]. This is supported by the study at
hand as the two roles were additionally identified as boundary spanners at the
boundary to the business function and in addition at the boundary to other
relevant organizational functions.

Although boundary spanners are identified as being effective with regard to
the creation of common understanding, the integration of environmental roles
into the actual development teams was claimed to even increase their general
effectiveness. The integration of roles is in addition capable of solving the issue
of the business side being a separate line organization and therefore difficult to
reach with specific boundary crossing activities, as it is the case in this case
study context.
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Fig. 3. Implementation model for embedding an agile development framework within a
large-scale, plan-driven organization. The model uses boundary objects (cube symbols),
boundary spanners (person symbols) and boundary events (calendar symbols). Colors
indicate the perceived importance of the respective concepts. (Color figure online)
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Pries-Hejes also identified such social integration as being beneficial and in
addition argue “[...] that Scrum is plastic enough to allow such roles to be part
of the Scrum team.” [39]. Such an integrative approach is also supported by
Fitzgerald and Stol as they argue that the added value of agile software develop-
ment is limited if related organizational functions stay rigid. Consequently, they
state the “[...] need for a holistic and integrated approach across all the activi-
ties that comprise software development.” [15]. Referring to this and the results
at hand, companies need to assess if their existing organizational structure is
suitable for agile development as cross-functional teams combining all relevant
roles are preferable.

Overall, the interviewees named eleven boundary events, with the most effec-
tive being sessions introducing the original version of Scrum, sessions focusing
on the division-specific framework as well as certification courses. However, the
differentiation between the sessions introducing Scrum and the ones introducing
the framework lead to confusion and rejection and therefore should be viewed
critically.

Furthermore, although six of nine interviewees during the iterations II - IV
(those not being members of the agile framework team) mentioned that they
participated in at least one of the two sessions, these participants indicated that
strong and visible top management support would increase the adoption of agile
practices and the framework as well as increase the participation, which is also
in agreement with the literature [11,23].

6 Limitations and Further Research

The validity of the findings presented in this paper is generally limited by the
qualitative methodology used and the case of a single, large-scale financial insti-
tution studied. As usual for qualitative studies, the transferability of the results
is limited due to the nature of the project context studied and the assumptions
made by the researcher. Therefore, further qualitative and quantitative studies
are needed to confirm the findings and discuss their general validity.

In particular, although the concepts of boundary objects, boundary span-
ners and events are well established and suitable theoretical constructs in the
area under investigation, the generalization of the findings may be questioned, as
boundary object which are effective in one setting might limit boundary crossing
in another [10]. In addition, the implementation of the agile development frame-
work in the company under consideration is still in a comparably early stage,
which might affect the validity of the findings as it can take up to two or three
years until a new development framework is actually widely adopted within an
organization [36].

With respect to that, it would be interesting to apply the findings to another
financial institution implementing agile methods. Furthermore, other large-scale,
plan-driven organizations operating in a highly regulated environment should be
analyzed, i.e. from the pharmaceutical industry. In general, the applicability of
agile methods in highly regulated environments should be further investigated
as there is still rather limited scientific evidence for it found in the literature.
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7 Conclusion

In conclusion, in this paper we qualitatively evaluated the role and effectiveness
of an agile development framework in a large-scale, plan-driven organization. In
particular, it was studied how organizational boundaries should be designed in
order to effectively create awareness and common understanding between the
relevant stakeholders. Therefore, a qualitative study using a Grounded Theory
approach was performed at a division of a large-scale financial institution.

The results show that a customized agile development framework designed
specifically to the needs of the organization is beneficial for the implementation
of agile methods in a complex setting. This holds in particular true if this frame-
work is designed by involving all relevant organizational stakeholders right from
the beginning. This early involvement is crucial not only for the common under-
standing of all stakeholders but also for their motivation to apply the framework.

The evaluation revealed the importance of implementing boundary spanners
at the organizational boundaries between relevant stakeholder groups. The estab-
lishment of these functional roles in the organization should be supplemented
by a detailed overview of the framework and respective events introducing it
to the affected stakeholders. The results indicate that organizational boundaries
should be resolved as far as applicable in order to establish cross-functional agile
development teams including members of all stakeholder groups relevant for the
successful development of the product.
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Abstract. Business processes are normally managed by designing, oper-
ating and analysing corresponding process models. While delivering these
process models, an understanding gap arises depending on the degree
of different users’ familiarity with modeling languages, which may slow
down or even stop the normal functioning of processes. Therefore, a
method for automatically generating texts from process models was pro-
posed. However, the current method just involves ordinary model pat-
terns so that the coverage of the generated text is too low and information
loss exists. In this paper, we propose an improved transformation algo-
rithm named Goun to tackle this problem of describing the process mod-
els automatically. The experimental results demonstrate that the Goun
algorithm not only supports more elements and complex structures, but
also remarkably improves the coverage of generated text.

Keywords: Process model · Natural language text generation ·
Extended process structure tree · Matching · Unfolding

1 Introduction

Requirements analysis is the primary step in software development. In this step,
there are two kinds of important roles named domain expert and systems analyst
[3]. Through oral communications and documents, they try to thoroughly under-
stand how business processes run. After that, a systems analyst converts what he
or she has comprehended into business process models which can be expressed
by Petri net, Business Process Modeling and Notation (BPMN), Event-driven
Process Chains (EPC) or other modeling languages [1,8,14]. However, there is a
high possibility that the domain expert lacks the confidence to understand these
models, or even feels that it is too time-consuming to learn formal process mod-
eling, which may directly lead to interruption or even abortion of the project [3].
Therefore, our research goal here is to automatically generate the corresponding
natural language text for a given process model since natural language texts
could be read and understood by almost everyone.
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Against this background, Leopold et al. proposed a model-to-text transfor-
mation algorithm (abbr. Hen) which transforms a BPMN model into its cor-
responding textual description to avoid understanding gaps between different
roles [3]. Hen linearized a process model by traversing its corresponding Refined
Process Structure Tree (RPST) [2]. When processing the leaf nodes of the tree,
a data structure - Deep Syntactic Tree - is derived to represent a natural lan-
guage sentence. After refinement and realization [15], the textual description
with bullet points is generated. An example for illustrating the model-to-text
transformation scenario is presented next.

Fig. 1. A sample of BPMN 2.0 model (Color figure online)

Example 1. Taking the pool1 in Fig. 1 as an example, the Hen text is (for illus-
tration, we add 9 line numbers below to mark every sentence):

1. The ‘pool1’ process begins when the ‘role1’ does ‘v1’. Then one of the following
branches is executed.

2. • The ‘role1’ does ‘v2’.
3. • The ‘role1’ does ‘v3’.
4. Once one of the above branches is executed, there is a region which allows for

different execution paths. One option from start to end is the following.
5. • The ‘role1’ does ‘v6’. Subsequently, the ‘role1’ does ‘v5’.
6. However, the region allows for a number of deviations.
7. • After the region begins, the ‘role1’ can also do ‘v4’.
8. • After the region begins, the ‘role1’ can also do ‘v7’.
9. Then, the ‘pool1’ process is finished.

The sentences 1, 4 and 6 in Example 1 are pre-defined language templates to
express the semantics of certain patterns. Note that there is a nested structure
above to show the depth of a sentence using indentation with bullet points ‘•’.
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However, to the authors’ knowledge, Hen has the following four main draw-
backs. First, Hen fails to generate the text when a model contains some kinds
of complex elements, such as text annotation, complex gateway, message flow,
or subprocess [1]. For the pool2 in Fig. 1, Hen fails to generate sentences for
the complex gateways g11 and g12, the subprocess v10 and the error path N .
Second, Hen only works on free-choice models and omits some descriptions of
trivial paths, i.e. it suffers from information loss. For example, the Hen text in
Example 1 is somewhat incomplete because it omits some behavior such as when
only v5 is executed (without v6). Third, if we were to change the direction of a17
and a16 to create a loop structure, Hen fails to generate text for it due to the
existence of the loop structure in the non-structured part (i.e. R1). Fourth, the
generated text of non-structured part is a linear structure with limited expres-
sive power. Based on these insights, one of our goals is to solve these drawbacks
of Hen and improve the expressive power of model-to-text conversion.

Our research contributions are as follows. First, we proposed a fresh data
structure to express more model patterns. Second, we developed a new lineariza-
tion technique based on the basic architecture of Hen to transform a model into
a structured one and then convert it into textual description, which is the biggest
challenge. Third, we evaluated different methods along different dimensions and
discussed the results of the comparison.

The remainder of this paper is organized as follows. Section 2 briefly intro-
duces the definitions used in this paper. Section 3 presents the new data structure
EPST to express more model patterns, while Sect. 4 introduces Goun and exem-
plifies it with a specific model. Later, Sect. 5 evaluates the Goun algorithm and
compares it with the Hen algorithm. Finally, Sect. 6 describes related work and
Sect. 7 draws our conclusions.

2 Preliminaries

This section introduces Business Process Modeling and Notation (BPMN) and
Refined Process Structure Tree (RPST) [2–4].

2.1 BPMN

BPMN is a graphical process modeling language. BPMN version 2.0 contains
swimlanes (pools, lanes), nodes (events, activities, gateways), flows (sequence
flow, message flow) and artifacts (e.g. text annotation, data stores) [4].

Example 2. The full process model in Fig. 1 contains two pools denoted by the
two large rectangles. Events are represented as circles with thin or thick borders.
The corner-rounded rectangles v1, v2 etc. are activities. In particular, activity
v10 is a subprocess because it can be decomposed into three nodes s3, v11, e2
linked by edges a30 and a31. The diamonds with ‘X’ symbols g1, g2, etc. are
exclusive gateways which split or merge multiple branches. d1 and o1 are the
data store and text annotation, respectively. The message flows a37 and a38
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transfer messages between two activities belonging to different pools as shown
by dotted lines. The error path N occurs if there is an error while processing v12.
Node v1 precedes gateway g1; and v2, v3 follow g1; thus, the pre- and post-set
of g1 are •g1 = {v1} and g1• = {v2, v3}.

2.2 RPST

RPST is a kind of tree structure that indicates SESE (single entry single exit)
parts of a process model. We call these parts process components. A process
component is canonical iff (i.e., if and only if) it does not overlap with any
other process component, meaning that any two canonical process components
are either disjoint or nested. Therefore, canonical process components naturally
form a hierarchy, which leads to the definition of RPST [6].

Definition 1 (Trivial, Polygon, Bond, Rigid). Let C be a process compo-
nent of a process model. C belongs to one of T, P, B or R components.

• C belongs to a Trivial (T) component, iff C contains only a single edge.
• C belongs to a Polygon (P) component, iff C contains a set of components

linked consecutively.
• C belongs to a Bond (B) component, iff all components in C share one source

node and one sink node.
• C belongs to a Rigid (R) component, iff C is none of T, P or B.

Definition 2 (RPST). The refined process structure tree (RPST) of a process
model is the set of all its canonical process components.

Fig. 2. The two RPSTs of the two pools in Fig. 1

Example 3. In Fig. 1, the colored dotted-line rectangles represent different
depths in decomposition (blue, red represent depth 1, 2, respectively). Every
single node in Fig. 1 attaches to its following Trivial component. Except Trivial,
the other three kinds of canonical components can be decomposed. In pool1,
P1 contains six components T1, T2, B1, T3, R1, T4. More precisely, component
B1′s sub-polygon components P2, P3 share one source node g1 and one sink
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node g2. R1 is unstructured since the edge a22 connects two separate branches
P5 and P6, which leads to the unstructured Rigid component. Every component
in a Rigid component is bounded by a gateway node such as P4, P5, P6, P7 and
non-decomposable Trivial components such as a8, a11, etc. These visual decom-
positions naturally form a hierarchy so that we can get the undirected tree
representation of a RPST in Fig. 2. For ease of representation, seven edges are
shown in the same ellipse in Fig. 2(a) but, in fact, they are seven independent
leaves of R1. The RPST of pool2 is generated in the same way.

3 Extending Expressive Patterns of RPST

From Example 3, we know that the lack of corresponding textual expressions for
some of the patterns in RPST prevents Hen from generating the corresponding
text, and impairs its expressive ability. Thus, we proposed a new data structure
EPST and added some language templates to enhance RPST.

Definition 3 (Extended Process Structure Tree). Extended Process Struc-
ture Tree (EPST) is a multi-tuple Em = (RS , rO, ER,M,O,MS , ϑ, μ).

• RS is a finite set of RPSTs for all pools in the whole model.
• rO is the super root node. rO connects every rs ∈ RS through edge set ER.
• M is a finite set of sub-models, which contains models corresponding to a

subprocess, an exceptional path, a group element, etc.
• O is a finite set of artifacts and data objects, i.e. text annotations, IT systems,

data objects and data stores.
• MS is a set of message flows that link two elements in different pools.
• ϑ is a function attaching a T component and a corresponding element in M .
• μ is a function attaching a T component and a corresponding element in O.

Fig. 3. The EPST of the BPMN 2.0 model in Fig. 1

Example 4. In Fig. 1, pool2 contains patterns that RPST cannot express such
as subprocess v10, exceptional path N , data store d1 and text annotation o1.
Besides, there are two message flows transmitting messages between the two
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pools. The EPST of the whole model in Fig. 1 is shown in Fig. 3. In the EPST,
RS = {P1, P8}; and, P1 and P8 connect with super root node rO. For M =
{P11, P12}, P11 and P12 are respectively attached to subprocess v10 and error
event n1. For MS = {a37, a38}, a37 and a38 are message flows. For O = {o1, d1},
o1 and d1 are attached onto corresponding elements a33 and a28. Therefore, the
set of patterns EPST can express is the superset of that of RPST.

4 Structural Description

Figure 4 shows the overview of Goun in which blue parts highlight our work
based on the Hen architecture. As Fig. 4 indicates, the input is a process model
passing through five main steps to generate the final textual description. Here,
converting a random model into a well-structured one is our biggest challenge.

Fig. 4. The overview of Goun (Color figure online)

(1) Structuring Step. This step generates two main data structures of a process
model, i.e. EPST and TLGG that will be introduced in this section.

(2) Pre-processing Step. Loop edges in a model are edges that can cause loops.
For the converting step, the model should be pre-processed by reversing
certain loop edges to break cycles. Splitting each MEME (multi-entry and
multi-exit) aims to simplify the complexity of the model.

(3) Converting Step. Based on the pre-processed model, we can match and
record each node with its goal nodes for structural unfolding, which is dif-
ferent from the unfolding of Petri nets [8]. The aim of unfolding is to create
a strictly structured model with repetitive or omissive polygons (Sect. 4.4).

(4) Post-processing Step. This step is the reverse of pre-processing. The gate-
ways that were split earlier are merged, and the edges that were reversed
are reset.

(5) Text generation Step. After obtaining the post-processed model, we can
generate the textual description by Deep Syntactic Tree analysis, cf. [3,15]
for details. As for repetitive or omissive polygons, we complement their
behavior descriptions by attaching additional messages.

In order to overcome the drawbacks of Hen in handling Rigid components, we
propose the Goun algorithm. Here, we first define TLGG with respect to the top
level. Goun will run recursively so that nodes on other levels can be processed
in the next successive iterations.
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Definition 4 (Top-Level Gateway Graph). Given a Rigid component node
in an EPST, we treat its direct children as Polygon components. A top-level
gateway graph (TLGG) is a triple MTLGG = (G,F, ν) where:

• G is a finite set of gateway nodes.
• F is a finite set of directional edges connecting two different nodes in G.
• ν is a binary function to mark whether a node in G can cause concurrent

behavior or not.

To illustrate, we give an example in Fig. 5(a) of a NFC (non-free choice) model
with a loop structure that Hen fails to handle. This whole model belongs to a
Rigid component, whose EPST is shown in Fig. 5(b). For ease of presentation,
eight independent edges are shown in one ellipse on the right. Note that the light
green parts in Fig. 5(b) are not at the top level of the tree. Moreover, the top
level (depth = 1) components are highlighted in blue. In general, we can treat
every blue EPST node as a Polygon. Thus, this Rigid component contains 11
top-level Polygons.

The TLGG of the original model is derived in Fig. 5(c). In this figure, only
the concurrent (or parallel) gateway nodes are shown in purple, while the “non-
concurrent” nodes (e.g. G3, G4) are in white. The non-top-level parts of the orig-
inal model (e.g. B1, E, F , at level 2) are not of interest here and were removed.

Fig. 5. An example process model and its EPST and TLGG (Color figure online)
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4.1 Pre-processing

Loop edges in a model are edges which can cause loop structures [6]. In general,
any edge attaches to its source node source(a) and target node target(a). The
in- and out-degrees of a node g are | • g| and |g • |.

For the conversion step, the model should be pre-processed to create an
acyclic model. We trivially traverse TLGG by breadth first search (BFS) to
number every node with its traversed depth (td). If there are two nodes gi, gj
and an edge al, where source(al) = gi ∧ target(al) = gj ∧ td(gi) > td(gj),
then al is marked as a loop edge and its direction is reversed.

Further, if |•gk| > 1 ∧ |gk•| > 1, i.e. gk is a MEME node, then gk is split into
two nodes gka and gkb, where | •gka| = | •gk| ∧ |gkb • | = |gk • | ∧ (gka, gkb) ∈ F .

As a result, the TLGG contains no loop structure so that we can get domi-
nators and goals from TLGG, which will be the basis of Goun.

Definition 5 (Dominator, Goal). For a pair of nodes A, B in a TLGG,
if starting from an arbitrary edge originating from A, there always exists one
path ending at B, then we say that A is B’s pre-dominator and B is A’s
post-dominator. If the post-dominator set of A is AD = {AD1, AD2, . . . , ADn},
and there exists i (1 ≤ i ≤ n) such that |ADi • | = 0 ∧ len(A,ADi) =
min{len(A,ADj)} for any j (1 ≤ j ≤ n), we say ADi is a goal node of A.

Fig. 6. An example of the pre-processing step

Example 5. After pre-processing the TLGG in Fig. 6, the direction of the loop
edge (G7, G6) has been reversed. Note that G1 has two out edges in the
pre-processed model. Starting along both edges, one can reach all the nodes
G3, G4, G5, G7 and G8. Therefore, the set of these five nodes is the post-
dominator set of G1. Note that |G8 • | = 0 ⇒ goal(G1) = {G8}. When a
certain node Gi has many goal nodes, they all belong to the goal set of Gi.

4.2 Converting

This part is the most crucial step in Goun. We match and record each node with
its goal node set for structural unfolding [6–8]. The purpose of matching and
unfolding is to create a strictly structured model with repetitive and omissive
edges (introduced in Sect. 4.4). More details are given next.
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Matching. In this part, we match every valid TLGG node with its goal set.
Goun begins at collecting nodes without incoming edges (entry list) and nodes
without outgoing edges (exit list). For a valid entry node, there should be at
least one exit node corresponding to it. If the sizes of the entry and exit lists are
both equal to one, then the unique entry u and the unique exit v are matched
and recorded, meaning v is the goal node of u. As for multiple exit nodes, we
use a heuristic rule to guide the matching procedure. For a node u1 and two exit
nodes v1 and v2, the len function calculates the minimum length paths that
originate from u1 to v1 and v2. If len(u1, v1) < len(u1, v2), then v2 is no more
a goal of u1.

The node matching problem is slightly similar to the parentheses matching
problem. At every step, we delete matched nodes and their connecting edges.
Subsequently, whether the TLGG is still reasonable should be taken into consid-
eration. If the exit (entry) list of the remaining graph contains concurrent nodes
(purple), and its entry (exit) list does not, then an unreasonable situation is said
to occur. If so, we reset the deleted source nodes to keep the reasonableness of
the current graph intact.

After every deletion step, a simplification operation is performed. We trivially
regard ZEZE (zero entry and zero exit) and SESE nodes as invalid nodes because
they both do not change the behavior of the present model and can simplify the
model if removed. Thus, the algorithm checks whether an invalid node g in TLGG
such that (| • g| = |g • | = 0 or | • g| = |g • | = 1) exists, and, if so, erases it.

Fig. 7. An example of the matching step

In Fig. 7, G8 is marked as the goal node of G1 since they are the entry and
exit nodes in the TLGG. After deleting them six nodes are left, and G2 and G6
need to be matched because they are entry nodes now. Note that G2 can always
reach G5 and G6 can always reach G7, thus goal(G2) = {G5}; goal(G6) = {G7}.
If a conflict occurs in matching, the minimum path length first heuristic rule
should apply. In the simplification step, the SESE nodes G3 and G4 are
erased. Lastly, G7 is marked as the goal node of G6; thus, the goal set is:
{(G1, {G8}), (G2, {G5}), (G6, {G7})}.

Unfolding. Based on the matched node set, this step aims to create a structured
process model with repetitive and omissive edges which is essential for structured
text generation. Specifically, a repetitive edge is one that exists in the original
model once, and in the unfolded model more than once (i.e. it is unfolded many
times). An omissive edge exists in the original model but not in the unfolded
model.
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Goun begins at creating reachable paths from node u to v. In every path, it
checks whether there is a goal node, and, if so, it skips all the succeeding nodes
of the goal node, and continues recursive unfolding. In doing so, some nodes may
be copied many times to avoid generating a Rigid component. If not, it unfolds
every gateway directly. For every edge in the current path, the corresponding
polygon is added.

Fig. 8. An example of the unfolding step

In Fig. 8, after unfolding (G1, {G8}) (at level 1), there are two nodes (yellow) in
the unfolded model. Then, after unfolding (G2, {G5}) and (G6, {G7}) (at level 2),
there are ten nodes in the unfolded model. When all levels are similarly unfolded,
the model is strictly structured, i.e. the EPST of it contains no Rigid components.

4.3 Post-processing

This step performs pre-processing in reverse. The gateways which were split
should be merged and the edges which were reversed should be restored. Guided
by the matched node set {(G1, {G8}), (G2, {G5}), (G6, {G7})}, we have unfolded
and post-processed the original model as Fig. 9 shows. This generated model is
strictly structured compared with the one in Fig. 5(a). Note that some activities
can be generated twice or more; therefore, some elements appear in the unfolded
model many times (i.e. they are repetitive edges).

Fig. 9. An example of the post-processing step

4.4 Text Generation

Goun assumes that all generated statements capturing the new elements are
correct and well-placed within the text. e.g. a text annotation should directly
follow the sentence(s) of its corresponding node and be placed in parentheses.

Transformation of Trivial. After traversing an EPST until its Trivial compo-
nents are found, we can generate a natural language sentence by Deep Syntactic
Tree analysis of every trivial component [3,5]. Goun detects whether all elements
are attached, and if so, their corresponding templates are loaded.
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Adding Additional Description. Text generation consists of three further
aspects as follows.

Fig. 10. An example model with an omissive edge and its unfolded model

(1) Body text. If the model contains no Rigid component, we can employ the tra-
ditional text generation method to solve all the components [3]. The descrip-
tion of this part needs to be decorated with statements for the behavior of
other elements to avoid information loss.

(2) Repetitive behavior. From our experience, activities described more than
once do not need additional language templates.

(3) Omissive behavior. For some models, those edges which can cause different
behavior are dropped after unfolding. In Fig. 10(a), after matching g1 and
g3, its unfolded model is shown in Fig. 10(b). Note that edge (g4, g2) is an
omissive edge since it cannot be mapped in Fig. 10(b). Accordingly, edges
that cannot be mapped in the unfolded model are recorded. Every omissive
edge should be clarified through a language template. Taking Fig. 10(a) as
an example, the additional statement is, “After the ‘role’ does ‘v1’, it can
also do ‘v3”’.

Having described the Goun algorithm, we give an example to show how it works.

Example 6. The structured Goun text of the pool1 in Fig. 1 is:

01. The ‘pool1’ process begins when the ‘role1’ does ‘v1’. Then one of the fol-
lowing branches is executed:

02. • The ‘role1’ does ‘v2’.
03. • The ‘role1’ does ‘v3’.
04. Once one of the above branches is executed, there is a region which allows

for different execution paths:
05. One of the following branches is executed:
06. • The ‘role1’ does ‘v4’.
07. • The ‘role1’ does ‘v5’.
08. One of the following branches is executed:
09. • The ‘role1’ does ‘v6’.
10. • The ‘role1’ does ‘v7’.
11. However, the region allows for other behavior.
12. • After the ‘role1’ does ‘v6’, it also can do ‘v5’.
13. Once the region is executed, the ‘pool1’ process is finished.
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5 Experimental Evaluation

We have implemented Goun1 based on an open source BPM tool named jBPT2.
In this section, we compare Goun with Hen [3]. All the experiments were run on
a Macbook Pro with Intel Core I7 CPU@2.2 GHz, 16G DDR3@1600 MHz, and
OS X 10.11.4 operating system.

5.1 Experimental Setting

We created3 artificial test cases [9] and collected real-life test cases from dif-
ferent sources such as books (24.6%, textbook), online tutorials (7.4%, acad-
emic), papers (27.6%, academic), modeling tools (5.9%, industry), enterprises
(30.5%, industry), and so on. We divided them into 10 datasets based on their
domain. Their structural characteristics vary from easy (with just one activity)
to complex (with hundreds of nodes with sub-processes, message flows, bound-
ary events, etc.). The ratio of real-life cases is 61.76%. To eliminate artificial
factors as much as possible, these 130 models4 from different sources are ran-
domly selected and sorted. Afterwards, we run the Hen and Goun algorithms to
generate two separate texts for each case. Finally, text coverage, time cost, text
property and user evaluation are measured as well.

5.2 Handling Ability

We analyzed the features of the Hen and Goun algorithms, in the context of both
simple and complex models, and present a qualitative comparison in Table 1
(symbols ‘+’ for supported; ‘−’ for not supported; ‘±’ for partial support).

Table 1. Comparison on handling abilities of Hen and Goun

Item Hen Goun

Structural model + +

Gateway ± +

Artifacts − +

Message flow − +

Subprocess ± +

Text annotation − +

Boundary events ± +

Loop in Rigid − +

NFC models − +

1 https://github.com/qc529491527/ModelToText/tree/master/SourceCodes.
2 https://code.google.com/archive/p/jbpt/.
3 www.signavio.com.
4 https://github.com/qc529491527/ModelToText/tree/master/TestModels.

https://github.com/qc529491527/ModelToText/tree/master/SourceCodes
https://code.google.com/archive/p/jbpt/
www.signavio.com
https://github.com/qc529491527/ModelToText/tree/master/TestModels
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The results show that Goun enhances the completeness of structural descrip-
tions, and the patterns it can handle is a superset of those of Hen.

5.3 Quantitative Comparison Results

We compared the coverage rate of Hen and Goun algorithms as shown in Fig. 11
(coverage-sources graphs). The element coverage, activity coverage, gateway cov-
erage, flow coverage, message flow coverage and artifact coverage, respectively,

(a) Element coverage (b) Activity coverage

(c) Gateway coverage (d) Flow coverage

(e) Message flow coverage (f) Artifact coverage

Fig. 11. The comparison results on text coverage rates
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represent the ratio of covered elements, activities, gateways, control flows, mes-
sage flows and artifacts to their maximum values. As for the BQG source in
Fig. 11(c), since this set contains no gateway elements it is not shown. Next, we
reverse constructed the process models from the generated text manually [12],
and then compared the models with the “gold” models created manually. From
the single source or total statistic, we can clearly see that the coverage rates of
Goun are either equal to or more than those of Hen. The below-100% perfor-
mance of Goun is explained by the fact that Goun ignores invalid gateways, i.e.
SESE gateways, to avoid overfitting; thus, the coverage rates of these models
are less than 100%. Note that for message flow coverage and artifact coverage,
Goun achieved 100% while Hen got 0%. In sum, if we use cov(f) to denote the
coverage of method f , we can conclude that cov(Hen) ≤ cov(Goun).

Finally, the time cost, text property and user evaluation are measured. First,
we tested these datasets and got an average generation time of around 1162 ms.
Then, from the text property experiments, we find that the Goun text is more
detailed than Hen’s based on word count, number of sentences, and so on. Lastly,
we randomly polled almost 22 BPM (business process management) researchers
and experts, from graduate students to professors, to independently understand
and evaluate the consistency scores of all the 130 model-text pairs on a 1–5 scale.
They were not given any prior guidance. The average score of Goun (4.58) is
1.59 points higher than that of Hen (2.99).

6 Related Work

The interdisciplinary, natural language text generation of process model, has
been studied for several years. The model-to-text generation system proposed
in [3] neglects many complex elements and structures which may be used in
enterprises. Our approach is developed based on the Hen architecture. It not
only overcomes some drawbacks but also makes the text generation system more
robust, and generates texts that are more compliant with the original models.

The tool Realizer takes a Deep Syntactic Tree as input, and outputs its
English description [15]. We used the tool for sentence generation.

Meziane et al. developed an application which generates texts for UML class
diagrams [10]. Malik et al. provide SBVR rules to map corresponding elements
to its language templates [16]. We applied some of their generation rules in our
system with modifications.

The simplification or conversion of model structure is valuable [6–8] since con-
verted structures are in some ways easier to understand. Our approach applied
the ideas of behavioral equivalence and proper complete prefix unfolding.

Model construction is the reverse of text generation [5,12,13]. Our approach
can be applied to evaluate such systems also, especially when using machine
learning techniques since raw texts are required as input. Under this circum-
stance, our system will enormously reduce the manual efforts of modeling.

Furthermore, consistency checking between models and texts is proposed in
[11]. This technique can also be applied in a generation system to quantitatively
evaluate multiple generated results.
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7 Conclusion

In this paper, we proposed a new data structure EPST, and an algorithm for
transforming general business process models to their textual descriptions. The
EPST is an extended version of RPST since it can describe more patterns of
process models. In addition, we implemented the Goun method which computes
the goal sets of the original models, unfolds them into strictly structured ones
and generates corresponding structured texts for them. Afterwards, test cases
were collected to evaluate the Goun and Hen transformation methods along dif-
ferent dimensions. Experiments show that Goun not only extends the expressive
patterns, but also presents a strictly structured text to readers. Furthermore, we
showed that it improves the text coverage and reduces information loss.

Although the Goun technique can handle arbitrary Rigid components with
loops and possesses good extensibility, the Goun texts are expressed by similar
expression templates and are somewhat longer than those of Hen. In the future,
we will try to decorate and shorten generated texts, and also do more extensive
testing using enterprise models. In the meantime, we will give formal proofs to
validate the properties and abilities of Goun. We will also employ automatic
consistency checking to avoid subjective evaluation [11,13].
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Development Program of China (No. 2016YFB1001101) and the National Nature Sci-
ence Foundation of China (Nos. 61472207, 61325008 and 71690231).
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Abstract. With the aim of having individuals from different back-
grounds and expertise levels examine the operations in an organization,
different representations of business processes are maintained. To have
these different representations aligned is not only a desired feature, but
also a real challenge due to the contrasting nature of each process repre-
sentation. In this paper we present an efficient technique for aligning a
textual description and a graphical model of a process. The technique is
grounded on using natural language processing techniques to extract lin-
guistic features of each representation, and encode the search as a math-
ematical optimization encoded using Integer Linear Programming (ILP)
whose resolution ensures an optimal alignment between both descrip-
tions. The technique has been implemented and the experiments witness
the significance of the approach with respect to the state-of-the-art tech-
nique for the same task.

Keywords: Process models · Natural language processing · Integer
Linear Programming

1 Introduction

Nowadays organizations store processes descriptions in various representations.
The reason for this is the different nature stakeholders have: while textual
descriptions of processes are well-suited for non-technical users, they are less
appropriate for describing precise aspects of the underlying process [1]. In con-
trast, formal and graphical process notations (e.g., BPMN) are unambiguous rep-
resentations which can be the basis for automating the corresponding processes
within the organization [2], but they are oriented to specialized users. In this
context, due to the evolving nature of processes, there is a high risk of hav-
ing deviations between the different representations, a problem that may have
serious consequences for any organization [3].

In the last decade, the field of Natural Language Processing (NLP) has grown
up to a mature enough level, where the algorithmic support to analyze any text
is high. Currently, there are several powerful open-source libraries that can be
integrated easily to any software project, thus making linguistic analysis a reality
in many contexts [4–7]. In this paper we exploit state-of-the-art NLP algorithms
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to extract advanced linguistic features for the text found in both representations,
so that the corresponding linguistic footprint can be mapped to a canonical
form. Several similarity metrics can be defined on top of this canonical form,
including weighted versions which may favor particular characteristics of process
descriptions such as the action performed.

Once the similarity metric is chosen, the problem is casted as an optimization,
whose solution(s) represent an assignment between tasks and sentences such
that the accumulated sum of similarity is maximum. In particular, we encode
the problem as an Integer Linear Programming (ILP) model whose resolution
provides the optimal alignment between the text and the model.

The work of this paper is inspired by and shares the motivation of the seminal
work [8,9] (see Sect. 3 for an accurate comparison of both approaches). Remark-
ably, although the core algorithm for searching solutions of the techniques is
very different from our approach’s, the quality of both approaches is similar.
However, due to the simplicity of the encoding proposed, the method proposed
is much faster and can deal with model-text pairs of medium/large size in a
feasible time, a crucial distinctive feature of our approach with respect to [8,9].
By mapping the problem as an ILP, we clearly separate problem encoding from
computation, thus allowing to easily incorporate new dimensions to consider (as
we have done in this paper by incorporating actors). Notably, the technique pro-
vides a result very fast, thus widenning the application scope from post mortem
or batch analysis to real-time analysis.

The research method followed in this work is Design Science [10], which
“creates and evaluates IT artifacts intended to solve identified organizational
problems”.

The remainder of the paper is organized as follows: we provide a motivating
example in the next section. Then, in Sect. 3 a detailed comparison with related
work is reported. Preliminaries are then provided in Sect. 4, and the main contri-
bution of the paper is presented in Sect. 5. Experiments on reference benchmarks
are presented in Sect. 6. Finally, Sect. 7 concludes the paper and provides future
lines for research.

2 Motivating Example

To give some intuition let us consider the example represented by the textual
description and its corresponding BPMN model in Fig. 1. The technique we
present derives the correct alignment between sentences 1–13 and tasks A-P ,
except for task J , as this task is not mentioned in the text.

In the simpler cases, the correct alignment between a task and a sentence can
be obtained just by comparing the words in the sentences and the task labels.
In this work, we aim to expand on previous techniques by considering more
information about the tasks in the form of features. To better illustrate this, let
us consider sentences 6 and 8, which correspond to tasks G and L respectively.
When performing the comparison only by looking at the task labels, there is no
clear way to distinguish G from L since they have the same label. Because of
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Fig. 1. Textual description and BPMN model of the Zoo business process. The correct
alignment is displayed in parenthesis on the task labels.

that, there is nothing preventing both tasks from getting mapped to the same
sentence. To correctly solve cases like this, semantic information is required,
such as the fact that G and L are performed by different actors, so they should
be assigned to sentences where the right actor is performing the task. Another
helpful linguistic information can be obtained from gateways surrounding a task:
Tasks following choice gateways are more likely to match sentences containing
conditional statements.

3 Related Work

The contributions of this paper intersect with various works in the literature. In
general, previous work can be categorized into transformations between models
and text (e.g., [11,12] for UML diagrams, or [1,13] for BPMN), and schema [14]
or process model [15] matching. Also, there has been work on generating process
models from group stories [16] and from use-cases [17], which are less related
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to this work since they restrict the form of the textual description used to
describe the process. For the problem considered in this paper, the transforma-
tion approches can only be applied when the source process description is unam-
biguous, and the transformation used does not modify the underlying process.
Hence, the rest of the section considers only the work that computes alignments
without requiring a transformation between process descriptions.

The seminal work [8,9] proposed an algorithm for aligning textual descrip-
tions and process models, with the particular aim of detecting inconsistencies
between both representations. Their approach consists on using a linguistic
analysis that derives a bag-of-words summary (i.e., resolving anaphoric refer-
ences, extracting relevant clauses or removing prepositions) of the main elements
in each representation. Then, a similarity computation between these elements
is applied, and finally an optimal alignment which globally maximizes the simi-
larity is computed, using a best-first search technique.

In our case, we extend the linguistic analysis with semantic role labeling,
coreference resolution, and the computation of the semantic graph. Moreover, we
encode the problem of computing an alignment as the resolution of an ILP model.
As we will see in the experiments, this algebraic representation of the alignment
problem represents a significant reduction (of several orders of magnitude) in the
time requirements for computing an alignment. Finally, we map text sentences to
feature vectors with a rich unbounded set of features, which do not depend on an
apriori assumption on the importance of certain constructions. This rich feature
representation allows to differentiate semantic roles such as actor or object, and
also allows to include other process information besides the task labels.

Table 1 shows the derived alignment for the example in Sect. 2, by both our
tool and the one introduced in [9]. We want to stress that in spite of our better
performance for this particular example, the quality of our approach and the
one in [9] is similar. We believe both contributions can be naturally combined
to boost the quality of the alignments derived.

Table 1. Errors in task-to-sentence alignments produced by our approach and by [9]’s
for the example in Sect. 2.

Task A B C D E F G H I J K L M N O P

Groundtruth 2 3 4 5 13 13 6 7 6 − 11 8 9 12 10 10

[9]’s approach ✓ ✓ 3 ✗ 6 ✗ ✓ ✓ ✓ 12 ✗ ✓ 6 ✗ ✓ 6 ✗ ✓ ✓ ✓ ✓

Our approach ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 6 ✗ ✓ ✓ ✓ ✓ ✓ ✓

4 Preliminaries on Process Models and NLP

4.1 Graphical Process Notations

There exist a plethora of graphical notations to model processes. A full descrip-
tion of them is beyond the scope of this paper. In this paper we focus on BPMN,
a notation that has become one of the most widely used to model business
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processes. However, the techniques presented can be adapted to other notations
like EPCs, Petri Nets, YAWL, among others.

BPMN models are composed by three types of nodes: events, activities and
gateways. Events (represented as circles) denote something that happens (e.g.,
time, messages, . . . ), rather than Activities (rounded-corner rectangles) which
are something that is done. Finally, gateways (diamond shapes) are used to
describe the control flow. These elements can be partitioned into pools or lanes,
to group activities performed by the same actor (person, department, institution,
etc.). An example of BPMN is shown in Fig. 1.

4.2 Natural Language Processing

Natural Language Processing (NLP) is a wide research area inside Artificial
Intelligence that includes any kind of technique or application related to the
automatic processing of human language. NLP goals range from simple basic
processing such as determining in which language a text is written, to high-
level complex applications such as Machine Translation, Dialogue Systems, or
Intelligent Assistants.

However, linguistic analysis tools can be used as a means to structure infor-
mation contained in texts for its later processing in applications less related to
language itself. This is our case, where we use NLP analyzers to convert a textual
description of a BPM into a structured representation that can be compared,
mapped, or analyzed using more conventional tools.

The NLP processing software used in this work is FreeLing1 [5], an open–
source library of language analyzers providing a variety of analysis modules for
a wide range of languages. More specifically, the natural language processing
layers used in this work are:

Tokenization and sentence splitting: Given a text, split the basic lexical
terms (word, punctuation signs, numbers, ZIP codes, URLs, e-mail, etc.),
and group these tokens into sentences.

Morphological analysis: For each word in the text, find out its possible parts-
of-speech (PoS).

PoS-Tagging: Determine which is the right PoS for each word in a sentence.
(e.g. the word dance is a verb in I dance all Saturdays but it is a noun in I
enjoyed our dance together.)

Named Entity Recognition: Detect named entities in the text, which may
be formed by one or more tokens, and classify them as person, location, orga-
nization, time-expression, numeric-expression, currency-expression, etc.

Word sense disambiguation: Determine the sense of each word in a text (e.g.
the word crane may refer to an animal or to a weight-lifting machine). We use
WordNet [18] as the sense catalogue and synset codes as concept identifiers.

Constituency/dependency parsing: Given a sentence, get its syntatic struc-
ture as a constituency/dependency parse tree.

1 http://nlp.cs.upc.edu/freeling.

http://nlp.cs.upc.edu/freeling
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Semantic role labeling: Given a sentence identify its predicates and the main
actors in each of them, regardless of the surface structure of the sentence
(active/passive, main/subordinate, etc.)

Coreference resolution: Given a document, group mentions referring to the
same entity (e.g. a person can be mentioned in the text as Mr. Peterson, the
director, or he.)

Semantic graph generation: All the information extracted by the previous
analyzers can be organized in a graph depicting events (mainly coming from
predicates in the text), entities (coming from detected coreference groups),
and relations between them (i.e. which entities participate in which events
and with which role). This graph can be converted to triples and stored in an
RDF database if needed.

5 Aligning Model and Text with ILP

5.1 Overview

A general description of the approach is shown in Fig. 2. The overall process can
be separated into three categories. The modules handling the text in natural
language (white), the ones treating the process model (light gray) and finally,
those working on feature vectors (dark gray).

As a first stage, the model task labels and the textual process description
are analyzed using FreeLing to obtain a structured representation of the text.
After that, a phase of feature extraction follows where the model tasks and the
text sentences are both converted into a canonical feature vector representation.
These vectors can then be compared by means of standard distance metrics.

Parallel to that, a chronological partial order of both the sentences in the text
and the tasks in the model is computed. To find an optimal alignment between
model and text, these ingredients are encoded as an ILP model, whose solution
denotes an optimal alignment between tasks and sentences. That assignment
is used afterwards to both present the results to the end user and compute a
numerical similarity score.

5.2 Linguistic Analysis of Text and Model

We perform a full NLP analysis on the text body corresponding to the input
text, as listed in Sect. 4.2. This is a distinctive aspect of our approach with
respect to [8,9], since we gather the linguistic information from the semantic
graph, which contains a structured semantic representation of the text.

For the process model, we extract the natural language parts contained on it
(from the activities, events, gateways, arcs, lanes and pools), and then a simple
lingustic analysis (up to the word sense disambiguation step) is performed.2

2 In order improve the performance of the word sense disambiguator on model sen-
tences, the sentences from the text are provided as additional context to the ana-
lyzer. This greatly improves the disambiguation step when the model and the text
are sharing a common semantic domain.
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Fig. 2. Diagram illustrating the approach taken.

All the information gathered is then used in the feature extraction phase,
explained in the next section.

5.3 Feature Extraction

Up to this point, the model and text are represented using different structures
and handled separately. At this step they are both converted into an identi-
cal representation of feature vectors by the means of a feature extraction step.
The purpose of this transformation is to enable the comparison by deriving a
canonical representation. The motivation of using feature vectors is to aim for
an open description of the text in both representations, i.e., to consider features
as assignments to linguistic characteristics extracted from the text. We have
considered the following linguistic characteristics in our approach (unless stated
otherwise, target text in descriptions below refers to either a sentence in the
textual description or to the label of a model task):

contains lemma(l, pos) This feature is extracted from the target text if it con-
tains a word with the lemma l and part-of-speech pos.

contains action(a) This is extracted from a target text where the action a (typ-
ically a verb) is found.

agent contains(l, v) This feature encodes who is performing the text or task
action. It is extracted for text sentences whenever l is found as the agent of
verb v, or for model tasks containing verb v and belonging to a swimlane/pool
containing l.
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contains synset(s) This feature is extracted whenever the WordNet synset s
appears in the target text.

contains hypernym(s) This feature is extracted from a target text containing a
word for which s is an hypernym3 at distance HL or less. HL is a parameter
of the algorithm.

object contains(l, v) This feature is extracted when l is found as the direct
object of verb v in the target text.

follows conditional containing(l) This feature is extracted when l is found in
a clause after a conditional statement (i.e. then, or else) in the text sentence,
or when l is found in a task following an exclusive gateway with a question.

Table 2 shows some of the features extracted for sentence 3 in the example
from Sect. 2, “If he wants an individual membership, he must prepare his per-
sonal information”. Note that the features include information such as lemma
customer being mentioned, when it does not appear in the sentence. This is
because the coreference resolution module detected that pronoun he in this sen-
tence is referring to the actor customer mentioned somewhere else in the text.
Also, output of the Semantic Role Labeler is also encoded in features stating
that customer is the agent of action want and prepare, and that information is
the object of prepare.

Table 2. Set of features (some omitted for brevity) for example sentence 3.

contains lemma(customer, noun) contains lemma(want, verb)

contains lemma(individual, adj.) contains action(want)

contains action(prepare) contains synset(09984659-n::client)

contains hypernym(10741590-n::user) agent contains(customer, wants)

agent contains(customer, prepare) object contains(prepare, information)

Clearly, because the features are instantiated by words, this generates an open
space of potentially infinite dimensions. For instance, the feature contains action
is instantiated twice for the sentence The crane catched a fish and flew away :
contains action(catch) and contains action(fly). In practice, this is handled by
using a sparse representation of vectors.

The set of features proposed encodes high-level semantic information such as:
who is the agent of the action, what is the action, or under what conditions is
the task executed. That context is sometimes crucial in detecting whether a task
is describing an action, referring to it or just using similar terms. The model and
the text should generate similar feature vectors whenever the similarity between
a sentence and a task is high, and vice-versa. This means the chosen features
must represent properties that can be found both in the BPMN model and the
textual description.
3 A word w1 is a hypernym of w2 iff w1 describes a superclass of w2 (e.g. mammal is

a hypernym of cat, and document is a hypernym of letter). Hypernymy is obtained
from WordNet.
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5.4 Similarity Metrics

After the feature vector transformation defined in Sect. 5.3 it suffices to compare
similarities between feature vectors in order to compute the similarity between a
task and a sentence. In order to adjust the relevance of a feature f , we associate
a scalar weight wf to it as the product of two values: a constant value wc

f that is
particular for each feature class (e.g.: contains lemma), and a variable value wv

f

whose magnitude depends on certain conditions. The set of constant weights of
each feature class is a parameter of the algorithm. As an example, the particular
weight of a feature such as contains lemma(customer, noun) can be defined as
the product of a constant factor for all instances of contains lemma and the
tf-idf 4 score of this lemma in the sentence.

Three similarity metrics are available as parameters: The Cosine similarity
and the weighted versions of the Jaccard index and the Overlapping index. We
have evaluated all three metrics and have chosen the last one as the default
for our tool, since it gives more intuitive numerical values and the performance
between all three does not differ significantly:

Weighted overlapping index This metric expands the Overlapping index by
considering weighted elements in the set, such as in our case:

WeightedOverlapping(A,B) =

∑
f∈A∩B wf

∑
g∈smallest(A,B) wg

This metric returns a bounded value between 0 and 1.

5.5 Text and Model Ordering

When only considering the similarity metrics defined in the previous section,
a task and a sentence might be very similar but may appear at very different
parts of the corresponding representations [8]. For example, the action described
by the sentence might occur in the last part of the text, while the task could
be amongst the first tasks to execute in the process model. This means the
chronological order of the events must be taken into account when trying to
determine whether a task and a sentence refer to the same action.

Consequently, we seek to find the partial order relation � between the ele-
ments of both representations, text and model, such that e � e′ means: “Element
e happens before, or at the same time as e′”. This allows us to define the strict
order relation � as

e � e′ ⇐⇒ e � e′ ∧ e′ � e

In the process model, the computation of the strict ordering relation goes
beyond the mere structure of the model, and instead should be computed from

4 The tf-idf of a token t is the product of tf := (Number of appearances of t in
its sentence/Number of tokens in that sentence) and idf := loge(Total number of
sentences/Sentences containing t).
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the underlying behavior. Fortunately, there are efficient techniques to determine
the strict order relation [19,20] of a process model. In this paper, the relation
� corresponds to that same relation in the behavioral profile of the model as
explained in [19].

Using the example in Sect. 2, a full behavioral profile would be extracted
containing relations such as G � I (happens before), B +C (exclusive) or H||L
(parallel).

For the case of the text, it has been shown that the ambiguities present in
textual descriptions make it impossible to determine the order of the tasks in
them with total certainty [21]. This makes it hard to precisely extract the order
unless techniques for extracting temporal relations are applied [22,23]. In our
case, we have chosen to simplify the problem assuming a sequential order of the
events depicted in the text. This assumption fails whenever the text deliberately
reports events in reverse order such as in: “Task A is performed. But before A,
Task B must have been executed.”. In practice we hardly found such reverse
ordering constructions in the texts describing process models.

5.6 Optimal Alignment Computation

This final step aims to find the optimal alignment between sentences in the
textual description and tasks in the model. That information is then used in
order to compute the global similarity between the model and the text as a
numeric score. The information found in the optimal alignment can also aid in
finding the actual inconsistencies between both representations as seen in [8]:
(i) Tasks describing actions not appearing in the text, (ii) Sentences describing
actions which are not in the model, and (iii) Different orderings of tasks.

For a formal definition of the problem, let the task set be T , the sentence
set be S and sim(s, t) be the computed similarity between s ∈ S and t ∈ T 5 (cf
Sect. 5.4). We assume for all pairs of elements both in S and T the order relation
� has been computed.

We define an alignment as a partial function fA : T �→ S of tasks to sentences
such that fA(t) = s, meaning that task t is describing the same actions as
sentence s. In a fashion similar to that of [8], we define the optimal alignment
f∗
A to be the alignment fulfilling the following properties:

Partial assignment The domain of f∗
A, denoted by Dom(f∗

A) is a subset of the
whole set of tasks, i.e. all t ∈ T ′, for T ′ ⊆ T .

Order consistency Let s = f∗
A(t) and s′ = f∗

A(t′) for some pair of different
tasks (t, t′). Then, the following restriction must hold: t � t′ =⇒ s � s′

Optimality The value of
∑

t∈Dom(f∗
A) sim(t, f∗

A(t)) is the maximum value such
that the two other properties hold.

5 In this case, sim(s, t) corresponds to WeightedOverlapping(vs, vt) where vs and vt
are the feature vectors of s and t respectively.
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In order to obtain a solution, the aforementioned properties can be encoded
in the following ILP:

maximize:
∑

s∈S

∑

t∈T

at,s · sim(t, s)

subject to:

∀t ∈ T :
∑

s∈S

at,s = 1

∀(s, s′) ∈ S × S, (t, t′) ∈ T × T, t � t′ ∧ s′ � s : at,s + at′,s′ ≤ 1
variables:

∀s ∈ S, t ∈ T : at,s ∈ {0, 1}

The variables at,s can be interpreted as: “Task t is assigned to sentence s”, i.e.:
as,t ⇐⇒ s = f∗

A(t). The first family of constraints limits the number of sen-
tences per task to exactly one6; this contradicts the requirement for function
f∗
A to be partial, since a solution to the ILP model will has domain T . In prac-

tice, however, a threshold is used on the value sim(t, s), and hence, assignments
between tasks and sentences below this threshold are discarded. Finally, the sec-
ond family of constraints encodes the Order consistency property by discarding
the cases in which the order restriction would be violated.

Theorem 1. The ILP model for aligning textual descriptions and process mod-
els is feasible and computes an optimal alignment f∗

A for a similarity metric
sim.

6 Experiments and Tool Support

The techniques of this paper have been implemented and are available as a
web application7. The tool uses FreeLing for linguistic analysis, and Gurobi [24]
as ILP solver. As similarity metric, we used the weighted overlapping index.
Below we provide the two main experiments performed, devoted to analyze the
positioning of the tool with respect to the state-of-the-art tool for the same task,
(Sect. 6.1) and to test the tool capabilities in handling large instances (Sect. 6.2).
The experiments for both tools have been performed on the same machine.

6 Note that these equations can also be encoded using the Special Ordered Sets (SOS)
constraint ∀t : at,1, · · · , at,|S|, which denotes exactly the same constraint, and yields
better performance in the ILP solvers that implement it.

7 The web application is available at: http://xorrai.cs.upc.edu:8080/bpmninterface/.
The tool we present in this paper corresponds to the BPMN vs Text tab.

http://xorrai.cs.upc.edu:8080/bpmninterface/
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6.1 Comparison with the Technique from [9]

Table 3. Accuracy and solving time of our pro-
posal and the one in [9].

Model |T | |S| [9] approach Our proposal

Acc. ms/task Acc. ms/task

Model1-2 8 6 100.0% 98 100.0% 29

Model1-4 7 11 100.0% 256 100.0% 45

Model10-1 4 3 75.0% 94 75.0% 27

Model10-10 10 8 70.0% 92 80.0% 26

Model10-11 9 7 77.8% 53 66.7% 23

Model10-12 5 4 80.0% 14 80.0% 23

Model10-13 4 3 100.0% 15 100.0% 25

Model10-14 10 5 50.0% 595 60.0% 29

Model10-3 12 11 91.7% 807 75.0% 28

Model10-4 11 9 90.9% 1,221 90.9% 28

Model10-5 4 4 100.0% 338 100.0% 24

Model10-6 4 3 75.0% 89 75.0% 20

Model10-7 8 7 100.0% 555 100.0% 19

Model10-8 5 7 80.0% 374 60.0% 27

Model10-9 8 5 100.0% 388 75.0% 23

Model2-1 26 38 76.9% 7,532 76.9% 134

Model2-2 19 30 63.2% 7,706 73.7% 84

Model3-1 6 7 100.0% 97 83.3% 28

Model3-2 6 4 100.0% 72 100.0% 20

Model3-3 4 5 100.0% 228 100.0% 29

Model3-4 2 4 50.0% 153 50.0% 56

Model3-5 11 9 81.8% 214 72.7% 31

Model3-6 6 8 83.3% 515 83.3% 28

Model4-1 18 40 33.3% 30,757 55.6% 173

Model5-1 2 6 0.0% 341 0.0% 73

Model5-2 5 5 60.0% 572 80.0% 30

Model5-3 9 10 55.6% 1,015 55.6% 34

Model6-2 4 5 75.0% 255 75.0% 33

Model6-3 5 9 80.0% 985 80.0% 1,880

Model6-4 9 14 66.7% 1,204 44.4% 47

Model7-1 4 7 100.0% 442 100.0% 30

Model8-1 5 3 100.0% 167 80.0% 18

Model8-2 5 6 40.0% 461 60.0% 26

Model8-3 5 5 100.0% 445 80.0% 26

Model9-1 7 8 71.4% 151 85.7% 33

Model9-3 6 4 100.0% 83 66.7% 25

Model9-4 7 5 28.6% 89 71.4% 26

Model9-5 8 7 62.5% 579 62.5% 24

Model9-6 8 13 37.5% 1,275 25.0% 45

BicycleManuf 9 12 100.0% 772 66.7% 41

ClaimsCreation 6 5 83.3% 467 100.0% 30

HotelService 12 11 91.7% 196 83.3% 33

Dispatch-of-g 7 7 71.4% 709 100.0% 35

Hospital 14 14 28.6% 25,109 71.4% 35

Hotel 12 11 83.3% 198 83.3% 30

Self-service 18 13 83.3% 1,002 88.9% 38

Underwriter 7 11 85.7% 274 100.0% 43

Zoo 15 12 46.7% 214 73.3% 31

Micro average 73.7% 3,517 76.3% 76

Macro average 75.6% 1,860 76.4% 79

Median 80.0% 357.5 80.0% 29.5

To validate the quality of the
results provided by our tool,
we compare them with the
ones generated by the app-
roach in [9], on a gold stan-
dard from [13] that was later
extended by the authors of [9].
We also expanded the gold stan-
dard with the last group of mod-
els, taken from [13]. The models
in this benchmark were manu-
ally analyzed in [9,13] to obtain
the correct assignment between
tasks and sentences, so that the
quality of a tool can be assessed.

Table 3 reports the results.
For each model, we provide
the number of tasks and sen-
tences. Moreover, for each app-
roach we report the accuracy
(ratio of tasks correctly assigned
to its matching sentence) and
the execution time (average
time per task) for each tool.
To obtain a global perspec-
tive of the results, we provide
a micro-average (total compu-
tation time over total num-
ber of tasks in all models), a
macro-average (total computa-
tion time over number of mod-
els) and a median. The hughe
differences between both meth-
ods are caused by a small sub-
set of models that are more dif-
ficult to solve than the rest.
Although our approach pro-
duces slightly better accuracies
than [9], the difference is not
significant. However, our app-
roach can obtain the same accu-
racy in the alignment with a
remarkable reduction of compu-
tation time.
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6.2 Experiments on Large Instances

In the previous experiment validated the quality of the results provided by our
technique. In this second experiment we focus on the time performance, using
models of increasing size. This will allow to extrapolate the capabilities of our
approach for larger instances. For the sake of comparison, we also include the
execution times for the current implementation of the tool described in [9].

Due to the small number of available model–text pairs, and to reduced range
of model sizes in existing data, we opted for generating a synthetic dataset
of model-text pairs. The model generation consists of two steps: first we use
the PGL2 tool [25] to generate the structure of a BPMN model. The second
step consists of enriching the generated model by replacing model labels with
randomly generated task descriptions. Once a process model is generated, a text
is also generated with a random number of sentences |S| = |T | ± k, where |T |
is the number of tasks in the model, and k was set to three in the experiments.
Both the text sentences and the task descriptions in the model are generated
with a simple word–bigram Markov model built using [26], trained with all the
textual descriptions from the benchmark in Sect. 6.1. The generated synthetic
benchmark has 400 model–text pairs ranging from 1 to 115 tasks.

Figure 3 shows the execution time of both tools for all model sizes8. The
plots show that our approach has an asymptotic behavior with a complexity
much lower than the methods in [9]. Remarkably, there is a correlation between
the variance in the execution time and the input size: from size 50 upwards in
the plot of the right of Fig. 3, one can see that the execution time for models of
similar size varies significantly. This suggests that other factors, apart from the
model size, influence the execution time.

Fig. 3. Left: Execution times (in seconds) for [9] and our approach. Right: Zoom-in for
the execution times of our approach.

8 We could not include all the executions for the approach from [9] since instances
bigger than 46 tasks hit the imposed 4 h time limit.
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7 Conclusions and Future Work

In this paper we have proposed a novel approach for aligning textual descriptions
and graphical models of processes. By applying a full linguistic analysis that
results in an extensive set of features, and casting the problem as a mathematical
optimization, we were able to align instances of unprecedented size. Moreover, in
terms of quality the technique performs similar to the state of the art approach.

As a future work, we plan to expand the capabilities of the tool in different
dimensions. First, we plan to incorporate the analysis of temporal relations in
the text so that the control flow is better described. Second, a full exploration
of the parameters of the technique (e.g., the weights for the similarity metric)
will be done to boost the quality of the results. Finally, we plan to evaluate the
tool in more realistic scenarios.
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Abstract. Process models are used by people for many different pur-
poses. Depending on that purpose, users may look into process models
in different ways. However, the current stream of research into process
model comprehension does not explicitly consider the type of information
that a user is seeking for. By failing to do so, attempts to improve the
readability of process models may be lopsided at best. To overcome this
situation, we propose a list of 17 so-called process model comprehension
use cases. These capture the different types of information-seeking behav-
ior of the users. We validated the list through interview and focus group
studies, which included 24 participants from 8 organizations. Based on
our findings, we present implications for researchers to re-investigate the
comprehension topic. The use cases may also be beneficial for the devel-
opment of modeling tools and process modelers to better support the
user needs.

Keywords: Process model comprehension · Use case · Process
perspective

1 Introduction

Conceptual modeling is an established means to perform systems analysis in
information systems research [8]. Conceptual models are employed to fulfill a
variety of purposes, most importantly to understand the information system
under investigation, and facilitate the communication between different types of
stakeholders [34]. A process model is a specific type of conceptual model listed
among the most frequently used conceptual modeling types [8]. Process models
represent business activities, events, and control flow relations that constitute a
business process [21]. Process models may also incorporate aspects such as the
data that is being processed, the organizational resources that are involved in
their execution, and the information systems that are supporting the processes
under consideration [26].

A precondition to use process models is that they are properly understood by
the people who use them [21]. Streams of research have focused on the identifica-
tion of factors that influence how users look into and understand process models
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[3,11,21,25,27]. However, those studies generally do not take into account that
the information that is being sought in a process model may differ depending
on the user or the occasion. To illustrate this, let us consider the study on the
use of abstract labels in process models (i.e. “A”, “B”) [21]. The authors show
that the use of abstract labels may improve the understanding of a model by
its users. However, this improvement manifests itself if a user looks at a process
model to understand its behavioral dimension, i.e. the ways activities are being
sequenced. Our point is that this specific information-seeking goal of the user
is only one of the many different aims that people may have when consulting a
process model. Clearly, abstract labels will not help to understand any aspects
of the activities themselves, i.e. grasp its functional dimension.

We observe that existing research on process model comprehension does not
explicitly consider the information-seeking objectives of the model user. This
means that it is unclear how universally valid the factors are that have been
identified as influential on process model comprehension so far. In addition,
we may be missing what matters for other types of information-seeking than
what has been investigated to date. Against this background, this paper aims to
establish a basis for better understanding what individuals look for when using
process models. The various information-seeking objectives are shaped in the
form of so-called Business Process Model Comprehension (BPMC) use cases.
The use cases are focused on the individual task of making sense of process
models, in contrast to, for example, the purposes organizations have for them.
The use cases are meant to be generic in the sense that they are independent of
the specific notation used, the purpose for which the process model is developed,
the business domain that the captured process is situated in, and so on.

We evaluate the relevance and completeness of the proposed use cases through
a series of interviews and a focus group session. Overall, these involved 24 partici-
pants from 8 organizations. We establish how the different use cases are perceived
with respect to their relevance and prevalence, also taking into account the vari-
ous process roles a user may have. We further examine how easy or difficult it is to
carry out the use cases when relying on state-of-the-art technology. Building on
these findings, we identify implications for researchers into process model com-
prehension, for process modelers, and for developers of process modeling tools.

The remainder of this paper is organized as follows. In Sect. 2 we elaborate
on the related work, which lead us to defining the use cases. In Sect. 3, we
describe how we constructed the BPMC use case list, and introduce the design
of our validation approach and the protocol used. In Sect. 4, we describe the
implementation of the validation approach, and present the results in three parts:
an overall evaluation, an evaluation based on process roles, and an evaluation
considering modeling tools. In Sect. 5 we discuss the implications of our work for
research and practice before concluding the paper in Sect. 6.

2 Related Work

The primary purpose of process models is to improve communication between
stakeholders [28]. To ensure that this communication unfolds smoothly, it is
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necessary that a process model is correctly understood by its users [25]. Recker
et al. define process model comprehension as “the ability of a user to retain
domain information from the elements in a process model” [25]. Domain infor-
mation to be retained from process models fall into four categories: functional
(the activities performed), behavioral (sequencing and conditions between the
activities), organizational (roles and systems that perform the activities), and
informational (data and artifacts produced or manipulated) perspectives [7].

In the BPM field, factors influencing model comprehension are along three
axes: content, content representation, and user characteristics [25]. The factors
in the content and content presentation categories are, for example, modeling
notations [24], symbol visualizations [11,13], labeling style [21], lay-outing [20],
modeling direction [14], and complexity [10]. In the user characteristics category
the factors mostly studied are: domain experience, process modeling knowledge,
and process modeling experience [11,21,24,27]. In addition, deeper personal fac-
tors have been examined, such as cognitive style (spatial vs. verbal) [12], cog-
nitive abstraction ability, and learning style [25]. Some personal factors depend
on the context in which the user uses the process model. Among such factors
are the intrinsic and extrinsic learning motivation, expectations, and strategy
[25,29].

In contrast to the focus of process model comprehension on the retrieval of
domain information, the studies mentioned do not explicitly define the type
of information to be retained as a factor of comprehension. In most cases, the
information-seeking behavior assumed by the user is not even mentioned. The
BPM community mostly measures the comprehension of process models for cases
where the user looks into the model to obtain information on the behavioral
perspective [18]. Some studies explicate this fact by indicating that the compre-
hension questions asked are on control-flow aspects, e.g. [13]. Others take it for
granted by not explicitly specifying the type of information to be retained, e.g.
[21]. However, other perspectives are as important to fulfill the various purposes
of using process models [1,16]. For example, project managers view roles to plan
and monitor the project, while auditors investigate the activities and related
deliverables to evaluate compliance [6].

In addition to the type of information sought, the number of process models
used to retrieve such information is another dimension of process model use. The
distinction between the examination of a single process vs. a set of processes is
recognized by various studies on process model modularity [28,33]. Once again,
the type of information to be retained from those process models are not explic-
itly reflected upon in these studies. At this stage, contradictory results seems
to have emerged on multi-model comprehension (e.g. [28] vs. [33]). When con-
sidered more closely, one of the studies actually covers comprehension questions
on only the behavioral perspective of the process models [28], while the other
includes questions on the organizational and informational perspectives as well
[33]. A reason for the incompatible results obtained in these experiments may
be the difference in information-seeking behavior of the users, which is a further
motivation for the presented work.
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In summary, the type of task that a user performs has an impact on how
the model is comprehended. In the BPM field, the effect of task differences are
emphasized in terms of purpose, such as improvement and execution [12]. The
term “process use” came into use that relates process model use to information-
seeking [22]. However, current comprehension studies do not explicitly define how
the users look into process models in order to get information on different process
perspectives. Our motivation is to support the BPM community to explicitly
characterize the various ways process models are read and consider the type of
information sought as a factor in their own research endeavors. The set of use
cases that may be used for this will be presented next.

3 Research Method

In this section, we first explain how we construct the use cases and present the
list of BPMC use cases. We then introduce the design of the interviews and the
focus group study we performed to validate the use case list, and lastly present
the protocol devised for these studies.

3.1 Construction of the Use Cases

We start out with this section by defining the concept of a BPMC use case as
“a case where a users displays a certain type of information-seeking behavior to
comprehend a process model or a set of process models”. Note that with this
definition, we focus on the level of understanding a process model, in contrast
to the superficial reading task that it pre-supposes. Specifically this means for
our work, in accordance to the views of Von Foerster [15], that understanding
a process model encompasses the notions of intent behind and context of the
elements in a process model beyond the mere identification of their presence.
In addition, we adopt the concept of information-seeking behavior as defined
by Wilson: “the purposive seeking of information as a consequence of a need
to satisfy some goal”[35]. The definition of a BPMC use case resembles the
concept of repeated process model use as introduced by Nolte et al. [22], which
explains how users employ process models to obtain information from these for
the objective they wish to accomplish.

There are different perspectives that can be taken when organizing use cases
in the context of understanding process models. Notably, use cases can be tied
to organizational goals, such as process improvement, redesign, automation, and
compliance checking [5,16]. Depending on the exact organizational goal, different
insights should be retrievable from a process model. This underlines how relevant
it is for both practice and industry to be aware of the purpose of a particular
process model. However, regardless of the specific goal to inspect a process model,
a person must make sense of its separate elements and their relations to build
up a mental model of that process. This individual perspective, which is tied to
the micro-structures within a process model, is where the focus of our use cases
is. Clearly, there is a relation between the organizational use of a process model
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Table 1. List of BPMC use cases

and this individual, sense-making task. Process models need to be understood
by individuals on a micro-level to carry out problem-solving tasks on a higher,
organizational level. Our motivation to focus on this individual, micro-level of
the process model to generate use cases is that these will be relevant for a broad
range of organizational purposes, exactly because they are so fundamental in
nature.

Based on our view on BPMC use cases, we identified the set of BPMC use
cases listed in Table 1. The use cases are organized along two dimensions, which
align with our analysis of the literature (Sect. 2): (1) the perspective they are
focused on (i.e. behavioral, functional, informational, organizational, and all),
and (2) the number of processes examined during the information-seeking action.
We identified three aspects for a use case: (1) the “importance” to assess the value
of a use case [2,31]; (2) the “prevalence” to understand how often the use case
is encountered; and (3) the “difficulty” of carrying out the use case based on the
modeling tool used.

3.2 Design of the Interviews and Focus Group Study

We used interviews and focus group study to validate the relevance and com-
pleteness of the proposed BPMC use case list. Interviewing is the most prominent
qualitative data collection technique [23]. It enables researchers to generate rich
data from the individuals’ experiential lives, and “reach beyond the superficial
layers of their experience” [30]. We decided to use interviews to collect in-depth
data on how professionals perceive the list of use cases in the context of their
work. Focus group research, also known as group interview, is seen as a one-to-
many version of interviews as a data collection technique [23]. It has an additional
benefit of bringing varied opinions together in an interactive environment [32].
We planned to perform a focus group session to complement the data collected
through interviews with opinions generated in an interactive setting.
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We wanted to examine if a use case is relevant for people using process
models in their business settings. Furthermore, we wanted to examine if the
BPMC use case list is complete. Process model users with different roles may be
displaying diverse information-seeking behaviors on process models. We aimed
to capture this diversity by revealing opinions of professionals having different
process roles. We used the following four most common process roles in the
BPM field: Process Analyst, Process Architect, Process Consultant, and Process
Owner [19]. Our main consideration for selecting participants for the interviews
and the focus group session was to have all these process roles represented in
the study. To take into account cultural variety, we aimed to select participating
organizations from diverse sectors and geographical locations.

3.3 Interview and Focus Group Protocol

The protocol we planned to conduct an interview session was as follows. We
started an interview by introducing the study and asking the participant to
fill out a background survey. Then, for each use case, we presented the use
case and followed the folllowing steps. We first asked the participant to score
the importance and prevalence of the use case, together with the difficulty of
the use case based on the process modeling tool used. For this purpose, the
participant used a survey on which these three aspects were scored on a 5-
point likert scale. We then asked the participant to elaborate on her scores,
and provide examples from her work. Upon the completion of these steps for all
use cases, we asked the participant to evaluate the completeness of the list, and
provide recommendations for changes. Lastly, we asked the participant to provide
improvement ideas for tool features to better support the process model use.
The focus group protocol only differed from the interview protocol by allowing
discussions among the participants.

We planned to validate the relevance of each use case by the importance and
prevalence scores of the participants. If a participant would score the lowest (1
on the 5-point likert scale) for both the importance and the prevalence, it would
mean that the use case is irrelevant for that participant. If a use case would
be irrelevant for most of the participants, then we would conclude that it is an
irrelevant use case. We also planned to evaluate the completeness of the use case
list based on the comments of the participants. If the participants would not find
the list complete and provide examples of additional use cases, we would conclude
that the list is incomplete and update it accordingly. To verify our protocol, we
performed two test interviews. The feedback from the test interviews supported
that the protocol was clear and led to relevant discussions.

4 Data Analysis and Results

In this section, we first explain how we performed the interviews and the focus
group study. Then, we present the analysis results in three sections: (1) an
overall evaluation of the perceived importance and prevalence of the use cases,
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Table 2. Overview of the participant organizations for the interviews (Organizations
No. 1–7) and the focus group study (Organization No. 8)

Org. No. Sector Location Process roles

Analyst Architect Consultant Owner

1 Chemicals NL X X X

2 Banking NL X X X

3 Financial services NL X X X

4 Medical supplies NL X X

5 Public transportation NL X X

6 Process automation AU X

7 Consultancy AU X X X

8 Consultancy NL X (7)

(2) evaluation based on process roles, and (3) evaluation of the perceived diffi-
culty of the use cases considering modeling tools.

4.1 Implementation of Interviews and Focus Group Study

In conformance with our selection criterion for the interviews and the focus group
study participants, we selected 17 professionals from seven organizations for the
interviews, and seven professionals from one organization for the focus group
study. An overview of the participating organizations and the performed inter-
views/focus group sessions can be seen in Table 2. Seven organizations selected
for the interviews operated in different sectors. Five of them are located in the
Netherlands (NL), while two are located in Australia (AU). The participants of
the interviews from each organization performed different process roles. The par-
ticipants of the focus group session were the employees of the same consultancy
company working with different clients from telecommunication and banking
sectors. Overall, we reached a diverse set of participants who work with process
models regularly, the median of the number of models read in the last year being
70. Each interview took around one hour, and the focus group session took 1.5
hours.

After the interviews and the focus group session, we transcribed and coded
the recordings. First, we analyzed the first two interviews, and identified an
initial set of codes and related categories. These two interviews were chosen
due to their rich content, and the potential to include a high number of codes.
All remaining interview and focus group transcripts were traversed and coded
based on the initial category list. Whenever a new code was identified, previous
transcripts were re-checked to see if this code was applicable.

We present the result of the survey data analysis in box plots in Figs. 1
and 3. The median scores are indicated by the horizontal lines in the boxes,
and the boxes represent the lower to upper quartile of all data. Figure 1 displays
the perceived importance and prevalence of the use cases, and Fig. 3 depicts
the perceived difficulty of the use cases based on the tools used. The values for
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Cronbach’s alpha confirm the reliability of our instrumentation: it ranges from
0.8 for importance and prevalence, to 0.81 for difficulty. In the sections below,
we present the findings from our interviews and focus group analysis together
with the survey results.
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Fig. 1. Perceived importance (top) and prevalence (bottom) of the use cases (5: very
important, and very frequent)

4.2 Overall Evaluation

As can be seen in Fig. 1, all of the use cases were perceived to have a high impor-
tance (scores over 4), while also being considered as moderately prevalent (scores
over 3) by at least one participant. Only use case 15, discovering the relations
between multiple processes, was perceived to have both a low importance and
low prevalence (median scores of 2). Two use cases on seeking information on
a single process model were perceived to be of high importance by most of the
participants: understanding an individual process as a whole with a high-level
perspective (use case 1), and with its complete details including the tasks, flow,
roles, data, and IT systems (use case 2). Thus, use cases integrating multiple
perspectives for a single process were important for all process roles.

Two bar charts comparing the perceived importance and prevalence of the
use cases grouped by process perspectives can be seen in Fig. 2. The figure indi-
cates that most process model users perceive the behavioral perspective to be
highly important and prevalent, which is in line with the literature. However,
while existing research focuses mostly on the behavioral perspective (Sect. 2),
our results show that there are other process perspectives which are similarly



436 B. Aysolmaz and H.A. Reijers

important and prevalent for process model comprehension: the functional and
organizational perspectives, as well as multiple perspectives combined (see Figs. 1
and 2).

Multiple processes were used by most of the participants to discover the
behavioral relations between them, either by examining how processes follow
each other horizontally (use case 16) or checking their hierarchical relations (use
case 17). This finding is in line with the comprehension studies on process model
modularity (Sect. 2). Moreover, use cases 12 and 13 on organizational perspective
(roles and IT systems) were perceived to have a high importance and prevalence.
Thus, multiple processes were used to obtain information on a single process
perspective rather than multiple perspectives together, most importantly for
behavioral and organizational perspectives.

Overall, the participants found the set of use cases complete. Specifically, they
did not propose any significant addition. Four participants suggested the con-
sideration of risk and performance as additional process perspectives. Although
some process modeling languages and tools provide constructs to represent risk
and performance indicator elements, they are not yet as widely used as other
process perspectives [4,9]. Hence, we did not include use cases to investigate
how users look into process models to examine risk and performance perspec-
tives. However, they are suitable candidates for an extension of the use case set
if risk and performance aspects become popular over time.

Fig. 2. Perceived importance (left) and prevalence (right) median scores for process
perspectives

4.3 Process Role Based Evaluation

There is a high variability in the scores of the participants as can be observed
in the box plots in Fig. 1. This variability, however, decreases if the scores are
grouped per process role. This highlights the importance of the role of the model
user for understanding the information she is seeking. Table 3 shows the median
scores for the perceived importance and prevalence per process role, with a color-
coded scale collapsed to three levels to better see the patterns in the Likert scale
data [17]. Median scores lower than 3 are colored with light gray indicating low
importance and prevalence, while the darkest gray is used for scores higher than
3 showing both high importance and prevalence.
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Table 3 and Fig. 2 highlight the differences in process model use per process
role. The process analysts mostly used an individual process, and looked at it
from a general perspective (use cases 1 and 3). The specific information they
wanted to get from a single process was about activities and roles (use cases 6
and 7). The process owners also favored the use cases on a single process, and
mostly investigated a single process with a general perspective (use cases 1, 2,
and 3). For them, the most important process perspective was the organizational
perspective (use cases 7, 8, and 13). They analyzed the roles to “complete things
with the lowest amount of hand-overs possible” (Process Owner 3).

The process architects were significantly more interested in the use cases
on understanding multiple process perspectives and discovering relations among
elements of a single or multiple processes than the other process roles (use cases
1, 2, 10, and 15). While many participants struggled to make sense of use case 15,
discovering relations between multiple processes, a process architect stated that:
“this use case explains the value I generate in my job”. The process consultant
group perceived the highest number of use cases to be of high importance. For
some use cases, they emphasized that they are important even though not used
very much. For example, process consultants 1, 3, and 8 stated that use cases
2 and 3 come into the scene only “for impact analysis in process improvement
initiatives”, and “to solve specific technical issues”.

Two use cases were perceived by most participants to have a low prevalence:
use cases 9 and 14. Both are about the informational perspective. The process
consultants stated that the informational perspective is highly important, but
because of the lack of sufficient data elements in the process models created
by their organizations they would not be able to apply these use cases properly.
However, this was seen as a “missed opportunity” (Process Consultants 1, 5, and
7), and a cause of integration problems between systems (Process Consultants
7, 8, and 10).

4.4 Evaluation Considering Modeling Tools

The scores for the perceived difficulty of carrying out the use cases with tools
are depicted in Fig. 3. We categorized the tools used by the participants as mod-
eling tools that natively implement process modeling functionalities (e.g. Aris,
Adonis), and generic drawing tools that can be used for any type of modeling
(e.g. Visio, Powerpoint).

For each use case involving multiple processes, apart from the last two, the
specific information being sought was difficult to establish with a drawing tool
(scores lower than 3). This can be expected, since drawing tools have hardly
any features for process model analysis. What comes as a surprise is that the
participants were content with their drawing tools for almost all use cases on
a single process, and two use cases on multiple processes (use case 16 and 17).
The participants preferred such tools for their simplicity and flexibility. Practical
features such as email support motivated some organizations to move from Aris
to Visio, and onwards to Powerpoint (Process Owner 2). The perceived difficulty
scores for modeling tools display a high variation. Although such tools were
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Table 3. Median use case scores for importance (Imp.) and prevalence (Prev.) per
process roles, color-coded to three levels

found to possess the functionality to perform most of the use cases, they were
considered to be too complex. The participants viewed modeling tools as “not
so user friendly” and “odious pieces of software”.

Although, in general, participants were content with their tools, their state-
ments pointed out the need for better features. For example, for use cases 4 and
5, many participants (i.e. Process Architects 1, 2, Analyst 1, and Consultants
3, 4) mentioned the need to distinguish the happy path from alternative paths.
Process Analyst 1 specified the need to use “colored activities or small icons” to
better see the roles. The findings together with the ideas for new features point
out to the need for developing tools that are simple to use and do not have a
steep learning curve for different user types.

Fig. 3. Perceived difficulty of the use cases for tool types (5: very easy)
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Based on our findings, in the next section we discuss the implications of our
work for researchers, process model tool developers, and process modelers.

5 Discussion

The evaluation of the BPMC use case list provides numerous implications for
researchers, tool developers, and modelers in the BPM field. Our results support
the importance of the behavioral perspective of process models in the literature,
while pointing out that there are other process perspectives which are similarly
important and prevalent for process model comprehension (Fig. 2). In addition,
our findings highlight the salient differences between the information-seeking
behaviors of process roles (Table 3). In light of these implications, we list the
following guidelines for process model comprehension researchers to follow while
designing and performing process model comprehension research:

(1) Make an explicit choice of the use cases to work on,
(2) Consider process perspectives other than the behavioral perspective, most

importantly functional, organizational, and an integration of multiple per-
spectives, and

(3) Consider that process roles have different information needs, and accord-
ingly, that they employ diverse use cases.

Our evaluation of the difficulty perception for carrying out the use cases
provides implications for process modeling tool developers. The high variation
of scores with respect to perceived difficulty, specifically when tools specialized
on process modeling are used, indicates that tool features cannot be utilized
by the users properly (Fig. 3). The prevalent use of the drawing tools support
this implication. Based on these, we suggest the following guidelines for process
modeling tool developers to follow while developing new process modeling tool
features:

(1) Focus on developing tools that are easy to use for different user types, and
(2) Check the use cases to see if the planned features match with the needs of

the target users.

Lastly, the diversity of the use cases favored by process roles implies for
process modelers that it is essential to understand the needs of users and plan
modeling efforts accordingly. Based on this implication, we list the following
guidelines for process modelers to follow while developing process models:

(1) Consider the purposes of process models not only at the organizational
level, but also at the personal level to discover which of the use cases are
important, and

(2) Spend the modeling efforts to cover process information essential for the
users.
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Some comments of the participants pointed to a number of opportunities to
facilitate the information-seeking behavior of process model users by providing
visualization techniques. These findings may provide directions to researchers for
evaluating the impact of visualization techniques on process model comprehen-
sion, and to process modeling tool developers for adding new features. We derived
the following suggestions on visualization techniques from the transcripts:

– control-flow based animation,
– visualizations to examine alternative paths,
– navigation among multiple processes,
– abstraction of information in combination with visualizations,
– automated creation of different process views, and
– visualizations for specific process perspectives (e.g. roles or systems).

A limitation of our work is formed by the number of the participants and the
participating organizations. By using interviews and focus group study as the
validation methodology, we collected in-depth qualitative data from a smaller
group (for example, in comparison to surveys). The in-depth data enabled us to
reach a deep understanding of the experiences of the professionals, and support
the survey results with qualitative results. We designed our research to include
participants of different process roles, and participating organizations from dif-
ferent sectors and locations. In this way we aimed to reveal different views on
process model use.

6 Conclusions

Our motivation for this study was to capture the different types of information-
seeking behavior that can be pursued by users of process models. The analysis
of the related literature reveals that the type of information to be retained is
not explicitly taken into consideration in process model comprehension research.
However, the comprehension of the users may change based on how they use
process models. Based on this observation, we constructed a list of BPMC use
cases which categorizes the information-seeking behavior of the process model
users in terms of process perspectives, and the number of process models under
consideration. We performed interviews and focus group study to validate the rel-
evancy and completeness of the use cases. We worked with 24 participants from
8 different organizations. The participants were process analysts, process archi-
tects, process consultants, and process owners. Results from the study indicate
that users seek information on the organizational and functional perspectives as
much as on the behavioral perspective. The combined use of these perspectives
is similarly important, which is a completely new insight with respect to current
literature. The perception of importance and prevalence of the use cases varies
among process roles. Based on these indications, we provide directions to include
process perspectives in further process model comprehension research. Addition-
ally, we present a list of guidelines for process model tool developers and process
modelers. In future work, the use of performance and risk information in process
models is also worth to be investigated further.
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Abstract. Predictive business process monitoring aims at predicting
potential problems during process execution so that these problems can
be proactively managed and mitigated. Compared to aggregate predic-
tion accuracy indicators (e.g., precision or recall), prediction reliability
estimates provide additional information about the prediction error for
an individual business process. Intuitively, it appears appealing to con-
sider reliability estimates when deciding on whether to adapt a running
process instance or not. However, we lack empirical evidence to sup-
port this intuition, as research on predictive business process monitoring
focused on aggregate prediction accuracy. We experimentally analyze the
effect of considering prediction reliability estimates for proactive business
process adaptation. We use ensemble prediction techniques, which we
apply to an industry data set from the transport and logistics domain.
In our experiments, proactive business process adaptation in general had
a positive effect on cost in 52.5% of the situations. In 82.9% of these
situations, considering reliability estimates increased the positive effect,
leading to cost savings of up to 54%, with 14% savings on average.

Keywords: Business process monitoring · Proactive adaptation ·
Prediction · Empirical evaluation

1 Introduction

Predictive business process monitoring aims at anticipating potential process
performance violations during the execution of a business process instance [15].
To this end, predictive business process monitoring predicts how an ongoing
process instance will unfold up to its completion [18]. If a violation is predicted,
a process instance may be proactively adapted to prevent the occurrence of vio-
lations [23]. As an example, if a delay in delivery time is predicted for an ongo-
ing freight transport process, faster means of transport or alternative transport
routes may be scheduled before the delay actually occurs.

A key requirement for the applicability of any predictive business process
monitoring technique is that the technique delivers accurate predictions. Infor-
mally, prediction accuracy characterizes the ability of a prediction technique to

c© The Author(s) 2017
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forecast as many true violations as possible, while – at the same time – gener-
ating as few false alarms as possible [23]. Prediction accuracy is important to
avoid the execution of unnecessary process adaptations, as well as not to miss
required process adaptations [20].

Research focused on improving a prediction technique’s aggregate accu-
racy [1,2,5–7,11,13,16,19,22,25]. Aggregate accuracy takes into account the
results of a set of predictions. Examples for aggregate accuracy metrics are preci-
sion, recall or mean average prediction error. Compared with aggregate accuracy
metrics, prediction reliability estimates provide additional information about the
error of an individual prediction for a given business process instance [4]. As an
example, an aggregate accuracy of 75% means that, for a given prediction, there
will be a 75% chance that the prediction is correct. In contrast, the reliabil-
ity estimate of one prediction may be 60% while for another prediction it may
be 90%. Reliability estimates thus facilitate distinguishing between more and
less reliable predictions on a case by case basis. Reliability estimates can help
decide whether to trust an individual prediction [12] and consequently whether
to perform a proactive adaptation of the given process instance. In our freight
transport example above, a process manager may only trust predictions with a
reliability higher than 80%. Only then, the process manager would proactively
schedule faster – and therefore also more expensive – means of transport.

Intuitively, considering reliability estimates sounds appealing, as reliability
estimates offer more information to the process manager for decision making.
However, we lack empirical evidence to support this intuition, as research on
predictive business process monitoring focused on aggregate prediction accuracy.
As an example, the process manager may be more conservative and act only if
a prediction is reliable, which in turn should reduce the number of unnecessary
process adaptations. Yet, it may also be that a process manager becomes too
conservative and rejects relevant predictions deemed not reliable enough.

We experimentally analyze the effect of considering reliability estimates dur-
ing predictive business process monitoring. We use an ensemble of artificial
neural network prediction models, which we apply to an industry data set from
the transport and logistics domain. Each prediction model aims at predicting
whether a transport process instance may violate its delivery deadline. We con-
sider reliability estimates for proactive process adaptation and analyze their
effect from two complementary points of view. First, we analyze their effect on
the rate of process performance violations (in our freight example, the rate of
processes completed with delays). Second, we analyze their effect on costs.

After introducing relevant background and discussing related work in Sect. 2,
we describe our experimental design in Sect. 3. In Sect. 4 we present and discuss
our experimental results. Section 5 concludes with an outlook on future work.

2 Background and Related Work

2.1 Prediction Reliability

Background. Reliability estimates provide more information about the indi-
vidual prediction error than aggregate accuracy metrics [4]. Reliability estimates
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can be computed in different ways. On the one hand, reliability estimates can
be derived from information provided by individual prediction techniques. An
example is decision tree learning (e.g., see [18]), which indicates the number of
training examples correctly classified (“class support”) and the percentage of
training examples correctly classified (“class probability”) for each prediction.

On the other hand, reliability estimates can be computed using ensemble pre-
diction, as illustrated in Fig. 1. Ensemble prediction is a meta-prediction tech-
nique where the predictions of m prediction models are combined [21]. The main
aim of ensemble prediction is to increase aggregate prediction accuracy. However,
ensemble prediction also allows computing reliability estimates (e.g., see [3,4]).
In our experiments, we use ensemble prediction to compute reliability estimates
for binary predictions1. This means each prediction result Ti, i = 1, . . . , m, is
either of class “violation” or “non-violation”. Formally, we compute reliability
estimates as: maxi=1,...,m( |i:Ti=“violation”|

m , |i:Ti=“non-violation”|
m ).

Fig. 1. Reliability estimates computed using ensemble prediction

Related Work. Research on predictive business process monitoring focused
on improving aggregate prediction accuracy [1,2,5–7,11,13,16,19,22,25]. Only
recently, reliability estimates have been considered in the context of predictive
business process monitoring.

Maggi et al. [18] use decision tree learning for predictive business process
monitoring. Reliability estimates are computed from class probabilities and class
support. In their experiments, they report on the impact of considering reliability
estimates on aggregate prediction accuracy. They observe that using reliability
estimates may improve aggregate accuracy. They also measure the loss of pre-
dictions, i.e., the number of predictions that are not considered because they
are below the threshold. They observe that the loss of predictions is usually
not very high (around 20%). However, they provide no further analysis of their
observations and the possible implications for considering reliability estimates.

Di Francescomarino et al. [12] present a general predictive business process
monitoring framework, which can be tailored to fit a given data set. They use
decision trees and random forests for prediction. Reliability estimates are com-
puted from class probabilities and class support. If prediction reliability is above
a certain threshold, the prediction is considered. In their experiments, they
measure “failure rate” among other metrics to assess the performance of differ-
ent framework instances. “Failure rate” is defined as the percentage of process
1 Numeric predictions are part of our future work.
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instances for which no reliable prediction could be given. They observe that
“failure rate” may vary widely for the different framework instances. Yet, they
provide no further analysis on the variables that may have an effect on “failure
rate”.

2.2 Costs

Background. Proactive process adaptation entails asymmetric costs. On the
one hand, one may face penalties in case of violations; e.g., due to contrac-
tual arrangements (e.g., SLAs) or due to loss of customers. On the other hand,
adapting the running business processes may incur costs; e.g., due to executing
roll-back actions or due to scheduling alternative process activities.

Figure 2 shows a cost model that incorporates these two aforementioned cost
drivers (based in parts on [19,20]). In this model, costs depend on (1) the actual
process performance if no adaptation was taken, (2) whether the prediction
was accurate, and (3) whether a business process adaptation was effective, i.e.,
whether the adaptation indeed resulted in a non-violation.

Fig. 2. Asymmetric costs of proactive business process adaptation

We use the cost in model Fig. 2 as basis for our experiments. We have pur-
posefully chosen it to be simple, in order to concisely analyze and present our
experimental results. Of course, costs may be more complex in reality. On the
one hand, different shapes of penalties may exist [17]; e.g., penalties may be
higher if the actual delays in a transport process are longer. On the other hand,
adaptation costs may differ depending on the extent of changes needed for a
specific business process instance; e.g., scheduling air transport as an alternative
means of transport would typically be more expensive than truck transport.
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Related Work. Different ways of factoring in costs during predictive business
process monitoring and proactive process adaptation have been presented in
the literature. On the one hand, costs may be considered by the prediction tech-
nique itself. A prominent class of approaches is cost-sensitive learning [10]. Cost-
sensitive learning attempts to minimize costs due to prediction errors, rather
than optimizing aggregate prediction accuracy. Cost-sensitive learning incorpo-
rates asymmetric costs into the learning of prediction models [26,27]. However,
existing cost-sensitive learning techniques do not consider reliability estimates.

On the other hand, costs may be considered when deciding on proactive
process adaptations. Cost-based adaptation attempts to minimize the overall
costs of process execution and adaptation. Leitner et al. [17] were among the
first to argue that the costs of adaptation should be considered when deciding
on the adaptation of service-oriented workflows. They formalized an optimiza-
tion problem taking into account costs of violations and costs of applying adap-
tations. Their experimental results indicate that cost reductions of up to 56%
may be achieved. However, these cost-aware proactive adaptation techniques
do not consider prediction reliability. In addition, they rest on the assumption
that process adaptations are always effective (i.e., lead to non-violations), which
may not give an accurate view of reality. In our experiments, we factor in both
reliability estimates and the effectiveness of adaptations.

3 Experiment Design

As motivated in Sect. 1, we aim to analyze the effect of considering reliability
estimates during predictive business process monitoring and proactive process
adaptation. In this section, we describe the design of our experiments to answer
the following two research questions:

RQ1: What effect does considering reliability estimates have on the rate of
non-violations?

RQ2: What effect does considering reliability estimates have on costs?

Below, we define the experimental variables, introduce the industry data set,
and describe how we implemented the prediction techniques used.

3.1 Experimental Variables

In our experiment, we consider the following dependent variables:

– Non-violation rate: We use the non-violation rate to answer RQ1. Given the
number of process instances that completed with non-violations, l, and the
number of all process instances, n, the non-violation rate is l/n.

– Costs: We use costs to answer RQ2. For each process instance, we compute
its individual costs according to the cost model from Sect. 2.2. The total costs
are the sum of the individual costs of all process instances.
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We consider the following independent variables:

– Reliability threshold θ ∈ [0.5, 1]. If the reliability estimate2 for an individual
process instance is higher than θ, we assume that a process manager would
consider this a reliable prediction. As a result, the process manager would
perform a proactive process adaptation if the prediction indicates a violation.

– Adaptation effectiveness α ∈ (0, 1]. If an adaptation helps achieve a non-
violation (cf. Fig. 2), we consider such an adaptation effective. We use α to
represent the fact that not all adaptations might be effective. More concretely,
α represents the probability that an adaptation is effective; e.g., α = 1 means
that all adaptations are effective. We do not consider α = 0 as this means
that no adaptation is effective.

– Relative adaptation costs λ ∈ [0, 1]. Based on our cost model from Sect. 2.2,
λ expresses the costs of a business process adaptation, ca, as a fraction of the
penalty for process violation, cp, i.e., ca = λ · cp. Choosing λ > 1 would not
make sense, as this leads to higher costs than if no adaptation is performed.

3.2 Industry Data Set

The data set3 we use in our experiments stems from operational data of an
international freight forwarding company. The data set covers five months of
business operations and includes event logs of 3,942 business process instances,
comprising a total of 56,082 activities. The processes and event data comply with
IATA’s Cargo 2000 standard4. Figure 3 shows the BPMN model of the business
processes covered by the data set.

Up to three shipments from suppliers are consolidated and in turn shipped
to customers to benefit from better freight rates or increased cargo security. The
business processes are structured into incoming and outgoing transport legs,
which jointly aim at ensuring that freight is delivered to customers on time.
Each transport leg involves the execution of transport and logistics activities,
which are labeled using the acronyms of the Cargo 2000 standard. A transport
leg may involve multiple flight segments (e.g., if cargo is transferred to other
flights or airlines at stopover airports), in which case, “RCF” loops back to
“DEP”. The number of segments per leg may range from one to four.

3.3 Implementation of Ensemble Prediction

We focus on predicting violations of business process performance metrics.
Specifically, we aim at predicting, during process execution, whether a transport
process instance may violate its delivery deadline. Thereby, process managers
are warned about possible delays as early as possible (e.g., see [9]) so they can
proactively adapt the running process instance.

2 According to how we compute reliability estimates (see Sect. 3.3), the smallest reli-
ability value that is possible is θ = 0.5.

3 Available from http://www.s-cube-network.eu/c2k.
4 Cargo 2000 (now Cargo iQ: http://cargoiq.org/) is an initiative of IATA.

http://www.s-cube-network.eu/c2k
http://cargoiq.org/
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Fig. 3. Structure of Cargo 2000 transport and logistics process

Predictions may be performed at any point in time during process execution.
For our experiment, we haven chosen to perform the predictions immediately
after the synchronization point of the incoming transport processes as indicated
in Fig. 3. Our earlier work has shown reasonably good prediction accuracy of
more than 70% for this point in process execution, while still leaving time to
execute actions required to respond to violations or mitigate their effects [19].

As prediction model, we use artificial neural networks (ANNs [14]), which
have shown good results in our earlier work [19]. We use the implementation
of ANNs (with their standard parameters) of the WEKA open source machine
learning toolkit. As attributes for the ANN model, we use the expected and
actual times for all process activities until the point of prediction (i.e., all activ-
ities of the incoming transports in Fig. 3), and the actual violation or non-
violation of the delivery time of the completed process instance.

To automatically train the ensembles of ANNs and to compute the reliability
estimates according to Sect. 2.1, we developed a Java tool that interfaces with
WEKA. We use bagging (bootstrap aggregating) as a concrete ensemble predic-
tion technique. Bagging generates m new training data sets by sampling from
the whole training data set uniformly and with replacement. For each of the m
new training data sets an individual prediction model is trained. Bagging is a
generally recommended and used ensemble prediction technique for ANNs [8].
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4 Results

Here, we present the experimental results5 to answer the two research questions
posed above, and discuss how we addressed potential threats to validity.

To give a first impression of the effect of considering reliability estimates,
Fig. 4 shows aggregate accuracy measurements. We measured precision, recall,
specificity and correct classification rate. As can be seen, considering reliabil-
ity estimates has a positive effect on aggregate accuracy. Aggregate accuracy
improves with higher reliability threshold θ. This is in line with previous empir-
ical evidence (e.g., see [4,12,18]).

Fig. 4. Aggregate accuracy indicators and loss

In addition, Fig. 4 shows the loss of predictions, i.e., the rate of predictions
that have a reliability estimate below the threshold θ. As can be seen, the loss of
predictions increases with higher θ, and relatively more predictions are lost the
higher θ gets. As we speculated in the introduction, this loss of predictions may
imply that required process adaptations could be missed, as the process manager
may be too conservative and reject relevant predictions with low reliability. In
turn, the number of violation situations in which the process manager does not
act may increase. We further explore this in the following sections.

5 The raw data of our experiments is available from http://www.s-cube-network.eu/
reliability/.

http://www.s-cube-network.eu/reliability/
http://www.s-cube-network.eu/reliability/
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4.1 Results for RQ1 (Non-violation Rates)

RQ1 is concerned with the effect of reliability estimates on non-violation rates.
Figure 5 shows the non-violation rates depending on the reliability threshold (θ)
and the probability that adaptations are effective (α).

Fig. 5. Non-violation rates for varying adaptation effectiveness (α)

A positive effect means that non-violation rates are (1) higher than the non-
violation rates if no proactive process adaption is performed (= value on the
right hand side of the figure), and (2) higher than the non-violation rates when
process adaptations are performed without reliability estimates (= values on the
left hand side of the figure). This leads to two cases as indicated in Fig. 5:

– For α ≥ .7 (dashed lines), considering reliability estimates has a negative
effect on non-violation rates and thus non-violation rates decrease. The reason
is that with a higher loss of predictions (cf. Fig. 4), the number of missed
adaptations increases. Yet, this is not compensated by fewer unnecessary
adaptations. Due to the large α, each adaptation will lead to a non-violating
situation with high probability. Thus performing too many adaptations seems
to be better than performing too few.

– Reliability estimates can have a positive effect and lead to higher non-
violation rates if α < .7 (solid lines). For a given α, optimal non-violation
rates are marked by “×” in Fig. 5.
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In conclusion, our experimental results suggest the following answer to RQ1:
Considering reliability estimates can have a positive effect on non-violation rates
if the probability of effective process adaptations is low.

Conversely, this would imply that considering reliability estimates when the
probability of effective process adaptations is high might not make sense in
practice. However, this conclusion would not consider costs, which we analyze
in the next section.

4.2 Results for RQ2 (Costs)

RQ2 is concerned with the effect of reliability estimates on costs. Figure 6 shows
our experimental results when factoring in costs.

Fig. 6. Costs for α = .8

We factor in costs according to the cost model from Sect. 2.2. Without loss
of generality, penalty costs are set to 100. Adaptation costs are computed as
fraction (λ) of penalty costs. We have chosen α = 0.8, which is a relatively
high probability of effective process adaptations. According to RQ1, considering
reliability estimates for such α should have a negative effect.

A positive effect on costs means that costs are (1) lower than the costs if
no proactive process adaption is performed (value on the right hand side of the
figure), and (2) lower than the costs when process adaptations are performed
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without reliability estimates (values on the left hand side of the figure). This
leads to three cases, as indicated in Fig. 6:

– For λ ≥ .8 (dashed lines), proactive adaptation – independently of whether
considering reliability estimates or not – leads to costs that are higher than not
performing any proactive process adaptation. The reason is that the avoided
penalties do not compensate the prohibitively high adaptation costs.

– For λ < .2 (dashed lines), considering reliability estimates during proactive
process adaptation leads to higher costs than not considering reliability esti-
mates. The reason is that due to the loss of predictions, the rate of missed
adaptations may go up. As adaptation costs are low, investing in proactive
adaptation – even if some are unnecessary – pays off to prevent penalties.
It should be noted though, that even if one considered reliability estimates,
costs would remain lower than if not performing any proactive adaptation.

– Reliability estimates have a positive effect for .2 ≤ λ ≤ .7 (solid lines). In
these situations, there is an optimal choice of θ that leads to the lowest costs.

Above, α was fixed. To provide the complete picture, Fig. 7 depicts a matrix
considering the complete ranges of α, λ and θ (cf. Sect. 3.1), thereby aggregating
5,000 experimental data points.

Fig. 7. Threshold θ that leads to minimal costs, depending on α and λ

For each combination of α and λ, the matrix shows the value of θ that leads
to the lowest costs (these are the points marked with “×” in Fig. 6). If not
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considering reliability estimates performed best, this is indicated by θ = 0. If no
proactive adaptation performed best, this is indicated by θ = 1. Again, we can
differentiate three cases:

– Proactive process adaptation in general does not have a positive effect on
costs if λ ≥ α. This is the case in 47.5% of all situations.

– Considering reliability estimates does not have a positive effect on costs if λ
is small and α is large (9% of all situations). Again, even if one considered
reliability estimates, costs would remain lower than if not performing any
proactive adaptation.

– In the remaining 43.5% of all situations, considering reliability estimates can
have a positive effect. Again, the minimal costs depend on the choice of θ.
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Fig. 8. Histogram of relative cost savings

To quantify the size of the effect on
costs, we have measured the relative
cost savings that may be achieved in
each of the situations in which consid-
ering reliability estimates has a posi-
tive effect. Results are shown in Fig. 8.
Savings range from 2% to 54%, with
14% savings on average. Savings of
more than 30% are achieved in 15%
of the situations.

Finally, we aimed to determine
whether we can choose a reliability
threshold that would work in all situa-
tions. To this end, we have computed
for each situation the minimal θ for
which costs will be below the costs of not performing any adaptation. We con-
sidered the largest of these minimal θ as a safe lower bound for reliability thresh-
olds. Our results indicate that a threshold of θ > 80% will lead to costs lower
than if not performing any adaptation.

In conclusion, our experimental results suggest the following answer to RQ2:
Provided that the relative adaptation costs are smaller than the probability of
effective process adaptations, considering reliability estimates can have a positive
effect on costs.

4.3 Addressing Threats to Validity

Regarding internal validity, we minimized the risk of bias as follows. For train-
ing and testing the prediction models, we performed a 10-fold cross-validation.
In addition, we analyzed the impact of the following main parameters of our
ensemble prediction technique: (1) Computing reliability estimates: In addition
to computing reliability estimates as defined in Sect. 2.1, we used weighted relia-
bility, which factors in the probability delivered by individual ANN predictions.
Differences in results were marginal. (2) Bootstrap size: Bootstrap (see Sect. 3.3)
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refers to the size of the newly generated training data sets. We used 80%, 66%,
and 50% as bootstrap sizes. There was not a clear trend that larger bootstrap
sizes would perform better than smaller ones and different bootstrap sizes did
not impact the general shape of the experimental results. (3) Ensemble size:
We varied ensemble size from 2 to 100. The size of the ensemble did not lead
to different principal findings. However, as expected, larger ensembles generally
delivered better aggregate accuracy. More importantly, larger ensembles deliv-
ered more fine-grained reliability estimates.

Regarding external validity, our experimental results are based on a rela-
tively large industry data set. We have specifically chosen different reliability
thresholds (θ), different probabilities of effective process adaptations (α), and
different adaptation costs (λ) to cover different possible situations that may be
faced in practice. The process model covers many relevant workflow patterns [24]:
sequence; exclusive choice and simple merge; cycles; parallel split and synchro-
nization. Still, our data set is from a single application domain which thus may
limit generalizability. As mentioned in Sect. 2.2, our cost model was purposefully
chosen to be simple. Even though this cost model helped analyzing and under-
standing the effects of the independent variables in our experiment, it may have
been too simple.

In view of construct validity, we took great care to ensure we measure the right
things. In particular, we assessed the impact of considering reliability estimates
from different, complementary angles: aggregate accuracy, loss, non-violation
rates, and costs.

5 Conclusions and Perspectives

Our experimental evidence suggest that considering reliability estimates dur-
ing predictive business process monitoring can have a positive effect on costs.
With respect to the independent variables of our experiment, the effect mainly
depends on the effectiveness of proactive process adaptations and the relative
costs of these process adaptations, while the concrete reliability threshold has a
secondary effect. In our experiments, proactive process adaptation in general had
a positive effect on costs in 52.5% of the situations. In 82.9% of these situations,
considering reliability estimates increased the positive effect, with cost savings
ranging from 2% to 54%, and 14% on average. We also determined that even if
one considered reliability estimates in the remaining 17.1% of situations, costs
would remain lower than if not performing any proactive adaptation. Finally,
our results suggest 80% is a safe lower bound for choosing reliability thresholds.

Our results also clearly indicate that considering reliability estimates does
not lead to a positive effect in all situations. How to determine these situations
up front remains an open question. This paper was a first step towards answer-
ing this question. We plan to gather further empirical data by replicating our
experiments in other application domains, such as energy and e-commerce.

Further, we aim at using more complex cost models. These cost models will
consider different shapes of penalties and different costs of adaptations, both of
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which depend on the extent of deviations from expected business performance
metrics. We will therefore perform numeric predictions, instead of the binary
predictions used in this paper, to quantify the extent of deviations. This will be
complemented by case studies with industry to capture the perspective of users.
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Abstract. A robust machinery for process enactment should ideally
be able to anticipate and account for possible ways in which the exe-
cution environment might impede a process from achieving its desired
effects or outcomes. At critical decision points in a process, it is useful
for the enactment machinery to compute alternative flows by viewing
the problem as an adversarial game pitting the process (or its enactment
machinery) against the process execution environment. We show how
both minimax search and Monte Carlo game tree search, coupled with a
novel conception of an evaluation function, delivers useful results.

Keywords: Business process robustness · Business process flexibility ·
Game-tree search

1 Introduction

It is generally recognized that business processes need to be executed in a man-
ner that is robust and resilient to changes in the operating environment within
which these processes are executed. The challenge is not only to be flexible
enough to deal with immediate impediments to process execution, but to also
anticipate future states of affairs that might impede process execution (or the
achievement of process goals). Impediments to the successful execution of a busi-
ness process can appear in many forms. For instance, an outsourced search for
past buying behaviour of a customer in a credit check process might return no
results, or results for the wrong customer, thus preventing the successful execu-
tion of an instance of that process. An automated process for maintaining the
ambient temperature inside a building might be impeded by a non-functioning
air-conditioner, or by a faulty sensor that reports incorrect temperature read-
ings. A clinical process might have to face obstacles caused by a patient who
forgets (or deliberately ignores) to ingest a prescribed pill left at his/her bedside
by a nurse.

Most of the examples above involve functional impediments (that prevent
the achievement of functional process goals in a manner akin to the notion of
obstacles [1]). Non-functional impediments can also occur, such as when the out-
sourced service for retrieving the past buying behaviour of a customer delays the
c© Springer International Publishing AG 2017
E. Dubois and K. Pohl (Eds.): CAiSE 2017, LNCS 10253, pp. 461–476, 2017.
DOI: 10.1007/978-3-319-59536-8 29
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delivery of its results, thus preventing a process from meeting its non-functional
requirements. The framework we develop in this paper is general enough to han-
dle both kinds of impediments, but we mainly focus on functional impediments
in the formalization and evaluation due to space restrictions.

Traditional conceptions of process designs that rely on task IDs to represent
information about the effects of that task are not easily amenable to the kinds of
analysis that would reveal whether a given state of affairs impedes the achieve-
ment of process goals. To perform this analysis, we would require an exhaustive
enumeration of all possible states of the environment that might present obsta-
cles to the successful execution of a process task - an often-impossible exer-
cise. This analysis is significantly simpler (and can be performed at runtime) if
processes are annotated with task post-conditions. For instance, a given state
of the environment would impede the process if it negated any of the desired
post-conditions at that point. A large body of reported work leverages semantic
annotation of business process designs [2–10]. A number of proposals also address
the problem of semantic annotation of web services in a similar fashion [11–14].
Our framework, therefore, leverages semantically annotated process models (i.e.,
process models where each task is annotated with post-conditions).

Our discussion above suggests that the relationship between a process and its
operating environment can often be adversarial. The adversarial behaviour of the
environment might be intentional (where entities within the environment might
have an interest in preventing the successful execution of a process) or uninten-
tional (where the natural behaviour of the environment throws up impediments).
In either case, there is value in viewing the interaction between the process and
the environment as an adversarial game pitting the process (which is, say, the
maximizing player) against the environment (the minimizing player). The value
of a game formulation stems from the following. In a manner akin to a tradi-
tional 2-player adversarial game, the process can reason about a sequence of
moves it might make (tasks it might execute) that would help achieve process
goals (winning states in a game formulation) in the face of counter-moves by
the opposing player (impediments thrown up by the environment). The game
is one of perfect information since the state of the game (in this case, the state
of the process operating environment) is equally accessible to both players. The
game involves turn-taking, with the process making a move, then the environ-
ment making a move and so on. While this does not necessarily exactly reflect
what might happen in a real-world setting, it serves as an adequate abstraction.
This game-tree search formulation of the problem relies on the process having
access to some modicum of understanding of the behaviour of the environment
(an environment behaviour model). In the simplest case, this might be a set of
impediments (conditions in the operating environment) that might hold. To be
maximally robust, the process might perform worst-case reasoning by assuming
extreme adversariality of the environment, where the environment makes those
conditions true that most impede the achievement of process goals. More sophis-
ticated models of the behaviour of the environment (via state transition models
or via the generation of impediments in a context-sensitive fashion) could also
be used.
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It is useful to consider the manner in which adversarial game-tree search
might be incorporated into the process execution machinery. Game-tree search
essentially involves process re-consideration, i.e., re-designing the normative
process flow (i.e., the flow mandated by the process design). Given that our
understanding of possible impediments occurring in the operating environment
of the process is context-sensitive in general (in many settings, it is difficult to
re-compute or predict these impediments at design time), it is useful to recon-
sider process designs during run-time. The granularity of reconsideration can
be parametric. At the one extreme, we have step-wise reconsideration, where
we re-visit what is to be done next after every step. More generally, we might
adopt a policy of reconsidering after every k steps (or k-step reconsideration, the
lower the k, the more reactive the process is). Process reconsideration can also
be triggered by situations where the observed effects do not correspond to the
expected effects (something referred to as semantic non-conformance in [15]).
It is also useful to note that adversarial game-tree search can form the basis of
offline process design, and the experimental results we present later in the paper
may also be viewed as illustrating that use case. Process reconsideration can be
used to decide the immediate next step, or the sequence of the following n steps
(closely related to k-step reconsideration).

We offer two formulations of the robust process design/execution problem,
first in terms of the well-known minimax game tree search algorithm (with
α-β cutoffs), and second in terms of the Monte Carlo tree search algorithm.
Our experimental evaluation suggests that this approach to achieving process
robustness/resilience is practical. The experimental evaluation also offers a more
nuanced understanding of the merits of minimax search with α-β cutoffs relative
to Monte Carlo tree search. Ultimately, the intent is to compute a sequence of
tasks (which might be at variance with the mandated process model) that is
most likely to achieve process goals in the face of potential impediments. In the
case of the clinical process example mentioned earlier in this section, a robust
workaround would be to execute an additional task that involves a nurse mon-
itoring the ingestion of the prescribed pill by the patient (similar workarounds
can be imagined for the other example settings).

The rest of the paper is structured as follows. Section 2 describes the setting
of semantically annotated process models as well as the normative and observed
execution traces that the proposed framework leverages. Section 3 describes the
formulation of the robust process enactment problem as adversarial game tree
search. Section 4 provides a detailed experimental evaluation while Sect. 5 pro-
vides concluding remarks.

2 Processes Annotated with Post-conditions

In this section, we define the class of process models that our proposal relies on,
specifically semantically annotated process models. We also define the notions of
normative and semantic execution trace that we shall leverage in the heuristic
evaluation required by game tree search (these latter notions were first defined
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in [15], and our exposition below summarizes those results). The definition of
a semantically annotated process model refers to effect scenarios, which pro-
vide answers to the following question posed at design time: given a process
design and a designated point in that process design, what postconditions/effects
would hold if the process were to execute up to that point? We assume a set-
ting where tasks are drawn from a capability library (that describes all of the
tasks/capabilities that the enterprise is able to execute). We also assume that all
tasks in the capability library are annotated with post-conditions that describe
the context-independent effects of executing those tasks. To answer the question
posed above, we need to accumulate these context-independent post-conditions
to simulate the effects of process execution. Unlike a number of the process
annotation approaches referred to in the introduction that accumulate task post-
conditions by using the AI planning device of add-lists and delete-lists of effects,
we use the state update operator approach from [5,8] (recall that a state update
operator takes a state description and the effects of an action to generate one
or more descriptions of the state that would accrue from executing this action
in the input state). In our setting, the answer to the question posed above is
non-deterministic in general, and is provided as a set of (mutually exclusive)
effect scenarios. There are two reasons why we need these answers to be non-
deterministic. First, in any process with XOR-branching, one might arrive at a
given task via multiple paths, and the accumulated effects depend on the path
taken. Since this analysis is done at design time, the specific path taken can only
be determined at run-time (thus leading to non-determinism in the accumulated
effects). Second, state update operators typically generate non-deterministic out-
comes since the inconsistencies that commonly appear in state update can be
resolved in multiple different ways. When the execution of a process leads to a
state that is (possibly partially) characterized by an effect scenario, the execution
of the next task in the model, or the occurrence of the next event, can lead to a
very specific set of effect scenarios, determined by the state update operator being
used. In effect, the process model determines a transition system, which deter-
mines how the partial state description contained in an effect scenario evolves
as a consequence of the execution/occurrence of the next task (event) specified
in the model. We assign each effect scenario appearing in a semantically anno-
tated process model a unique ID (thus if the same partial description applies to
a process at different points in its design, it would be assigned a distinct ID at
each distinct point). We can thus refer to the predecessors (the effect scenarios
that can lead to the current scenario via a single state update determined by the
next task/event) and successors (the scenarios that can be obtained from the
current scenario via a single state update determined by the next task/event) of
each effect scenario with respect to the transition system implicitly defined by
the process design.

Given these preliminaries, we define a semantically annotated process
model P as a process model (such as a BPMN model) or a process graph (in
the usual sense that the term is used in the literature - a formal definition is
omitted to save space) in which each task or event is associated with a set of
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effect scenarios. Each effect scenario es is a 4-tuple 〈ID, S, Pre, Succ〉, where S
is a set of sentences in the background language, ID is a unique ID for each effect
scenario, Pre is a set of IDs of effect scenarios that can be valid predecessors in
P of the current effect scenario, while Succ is a set of IDs of effect scenarios that
can be valid successors in P of the current effect scenario.

A semantically annotated process model is associated with a set of norma-
tive traces, each providing a semantic account of one possible way in which
the process might be executed. Formally, a normative trace nt is a sequence
〈τ1, es1, τ2, . . . esn−1, τn, esn〉, where

– Each of τ1, . . . , τn is either an event or an activity in the process.
– es1 = 〈ID1, S1, ∅, Succ1〉 is the initial effect scenario, normally associated

with the start event of the process;
– esn = 〈IDn, Sn, P ren, ∅〉 is the final effect scenario, normally associated with

the end event of the process;
– esi . . . , esn are effect scenarios, and for each esi = 〈IDi, Si, P rei, Succi〉,

i ∈ [2..n], it is always the case that IDi−1 ∈ Prei and IDi ∈ Succi−1.

We shall refer to the sequence 〈τ1, τ2, . . . , τn〉 as the identity of the trace nt.
To simplify exposition, we will on occasion use es to refer to only the S in the
4-tuple denoting an effect scenario.

A semantic execution trace of a process P is a sequence
〈τ1, o1, τ2, o2, . . . , τm, om〉 where each τi is either a task or an event, and each
oi is a set of sentences in the background language that we shall refer to as
an observation that describes (possibly incompletely) the state of the process
context after each task or event. We shall refer to the sequence 〈τ1, τ2, . . . , τm〉
as the identity of the execution trace. Note that we do not require each τi to
belong to the process design P to allow the possibility of actual executions being
erroneous, or to represent on-the-fly re-designs.

3 The Robust Process Enactment Problem

We address the robust process enactment problem, defined as follows:
Given

– A semantically annotated process model P,
– A capability library consisting of tasks with context-independent post-

conditions C (in more sophisticated settings, we might view each element
of C as having both a precondition pre and a postcondition post),

– An environment behaviour model M : S → 2S , where S is set of all possible
states,

– A set of goal conditions (the achievement of any one of which would count as
successful process execution) G,

– The sequence of tasks 〈τ1, τ2, . . . , τi〉 that have been executed thus far,
– The current observed state oi of the process operating environment, and
– A state update operator ⊕,
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Fig. 1. Example: game tree search in car service

Determine:

– A sequence of tasks 〈τ1, τ2, . . . , τi, . . . , τn〉 where each τi ∈ C that is most likely
to achieve a goal-satisfying state (i.e., a state that makes at least one of the
goal conditions true) under the assumption that the environment behaves in
a maximally adversarial fashion.

Note that this formulation permits us to also consider other variations, such
as:(1) determining what the next task should be, (2) determining what the next
k tasks should be and (3) determining at the initial state what the complete
sequence of tasks should be that would lead to a goal-satisfying state.

Consider for example a car servicing process in an auto repair/maintenance
store that consists of a task that replaces the tyres of the car, then a wheel
alignment task, followed by a road test. Suppose that the alignment machine in
store is currently unavailable. As the result, the normative process task (i.e. wheel
alignment) cannot be performed. The capability library of the store suggests
some alternative tasks or task sequences can be executed to achieve the same
process goal which may include (see Fig. 1).
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(1) Ask the customer to take the car to another shop for wheel alignment and
reimburse the customer against a receipt, then complete the remaining tasks
in-store;

(2) The shop takes the car to a pre-arranged shop for wheel alignment, pays
that shop, then completes the remaining tasks;

(3) Ask the customer to come back another day when the machine becomes
available by delaying the currently impeded process;

(4) Rearrange the task sequence, i.e. skip the current task and complete the
remaining tasks first, then do the wheel alignment later when the machine
becomes available.

At first blush, all tasks/task sequences that resolve the current impediment seem
to be equally feasible. However, if we look further into the future, the ramifica-
tions of some of the options above may cause problems for later tasks and impact
quality of service requirements such as the overall customer satisfaction, service
standards, etc. For example, if option (4) is taken and the road test is preformed
before the wheel alignment, the test may be unsafe and the test result maybe
inaccurate. In addition, after wheel alignment is performed, another road test
may be required. Option (3) requires the customer schedule another time, which
may lead to a dissatisfied customer. As the result, options (1) and (2) may be
better options as they only delay the current process instance slightly during the
time of the unavailable machine, and do not increase the possibility of any future
impediments. They may however increase the cost, and in particular option (1)
may reduce the customer satisfaction, as well as introduce some potential new
impediments (worst case scenarios) such as the arranged shop refusing to pro-
vide wheel alignment service due to the large amount of requests that affect
its normal operation, or the customer losing the receipt for reimbursement etc.
Thus, the purpose of the game-tree search is to consider and evaluate all the
feasible alternatives during process execution.

The general problem can be instantiated in a variety of ways. The assump-
tion of maximally adversarial behaviour on the part of the environment is a form
of worst-case reasoning. It entails that the environment will behave in a manner
(consistent with the environment behaviour model) that most impedes process
goal satisfaction. This does not necessarily mean that the environment is delib-
erately adversarial, but only that the worst-case behaviour of the environment
has been taken into account in deciding what to do next during process enact-
ment. We will say that a condition (made true by the environment) c impedes
the achievement of a goal condition g if and only if c ∧ g |=⊥. In some cases,
we might approximate the environment behaviour model via a set of conditions
that the environment is capable of bringing about. In other cases, we might pro-
vide more sophisticated behaviour models in the form of state transition systems
or sets of event-condition-action rules. The sequence of steps executed thus far
might be empty if a procedure for solving this problem is invoked at the start of
the execution of a process instance, or if the intent is to compute a maximally
robust process design. The current state of the process operating environment is
important as an independent input since the sequence of process steps executed
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might lead to a predicted state of affairs (via the accumulation of task post-
conditions as discussed earlier) that might be at variance with the current state
(this, in itself, can be a trigger for process reconsideration). When the intent
is design-time analysis for computing robust process models, the current state
might be left empty, or populated by the expected start state of the process (one
could also reason by cases and compute multiple process models if a set of mutu-
ally exclusive start states need to be accounted for). The accumulation of task
post-conditions involves the application of a state update operator. Several such
operators have been proposed in the literature, two prominent ones being the
Possible Worlds Approach (PWA) [16] and the Possible Models Approach [17].

Our proposal involves the use of game tree search to solve a 2-player adver-
sarial game of perfect information in addressing the robust process enactment
problem. The two players are the process and the environment. The game is one
of perfect information since the state of the environment is equally accessible to
both players. The simplest game tree search algorithm is minimax search, which
involves a maximizing player (that seeks to maximize the payoff or utility) and
a minimizing player (that seeks to minimize the payoff - all states of the game
being assessed by the same utility/payoff function). The key data structure is a
game tree where each node represents a state of the game and nodes at alternat-
ing levels represent states of the game that can be achieved via moves made by a
given player. For a fully expanded game tree, the leaf nodes represent end-game
states (these can be labelled with 1, −1 and 0 to represent a win, loss or draw
for the maximizing player, or with values from a real-valued interval to represent
degrees of winning etc. for the maximizing player). The minimax algorithm pro-
ceeds by propagating these values up the game tree, with a node corresponding
to a state where the maximizing player makes a move being labelled with the
maximum of the utility values of its child nodes (and the converse for nodes
where the minimizing player makes a move). The intent is to obtain a pay-
off/utility value labelling all of the child nodes of the root of the tree (the state
at which a move must be made by one of the players). Once these labels are
obtained, the maximizing player selects that move that leads to the state with
the highest utility (converse for the minimizing player). For most complex games
(such as chess), the full tree is too large to enumerate, and search proceeds by
cutting off the tree at a fixed (parametric) depth and treating the nodes at that
depth as pseudo-leaf nodes. Since these nodes do not represent end-game states,
they do not have exact payoff values associated with them. Instead, a heuris-
tic evaluation function is used to estimate the “goodness” of a given node (an
approximate indicator of the likelihood that a move leading to that node will
eventually lead to a win for the maximizing player). Minimax search with α-β
cutoffs involves bound propagation on payoff values to prune the search tree (we
do not provide a more detailed exposition due to space constraints).

In our setting, each node represents a state of the process operating envi-
ronment. The moves available to the process player correspond to tasks in the
capability library while the moves available to the environment player corre-
spond to the conditions (potential impediments) that can be made true by the
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environment as per the environment behavioural model. Both task post-
conditions and impediments can be viewed as sentences in the underlying lan-
guage. Given such a sentence e and a prior state s, the resulting state is denoted
by s ⊕ e where ⊕ is the state update operator provided as input. State update
operators generate possibly many non-deterministic outcomes in the general case
(the Possible Worlds Approach, for instance, generates as a resulting state s′ ∪ e
for each maximal - with respect to set inclusion - subset of s that is consistent
with e). The non-deterministic states associated with a given move represents
a point of departure from standard minimax search (where a given move leads
to a unique state). This can be handled easily by extending the worst-case rea-
soning approach that underpins minimax search. Thus, if a maximizing player
contemplates a given move, it will pick the state with the lowest payoff amongst
the possibly many states that can result from that move as the resulting state
(converse for the minimizing player).

Designing a heuristic evaluation function that is able to estimate the likeli-
hood of a given state leading to a “win” for the maximizing player is another
challenge. The evaluation function we use in generating the experimental results
presented in the next section is conceived with the following intuition in mind.
Instead of assigning numeric values for each state, this function generates a pref-
erence ordering on a set of states (which can be used in much the same way as
a set of numeric payoff values). A state s is preferred over another state s′ if s is
“closer” (in a sense to be made precise below) to either the nearest goal state or
the nearest state in any normative execution trace with an identity (recall the
definition at the end of Sect. 2) for which the sequence of tasks already executed
serves as a prefix (and which has not been already traversed in the execution thus
far). Given a set of sentences t and a background knowledge base KB, we use
CnKB(t) to denote the set of all logical consequences of t∪KB. Let the union of
the goal states and the states in the normative execution traces discussed above
be referred to as the set of desired states. One plausible and intuitive means (but
by no means the only one) of assessing the proximity of a state s to a desired
state d (denoted by f(s, d)) is as follows:

f(s, d) =
|Cn(s) ∩ Cn(d)|

|Cn(d)| (1)

This function obtains a higher value the closer the cardinality of the intersection
of the set of consequences of s and d gets to the cardinality of d. In the experi-
mental evaluation, we compute the number of clauses in a CNF representation
of d that are entailed by s, as one computational realization of the expression
above. Since we are able to work with ground theories (universally quantified
rules in the KB are replaced by their ground instances - of which there is a
relatively small number), we use the SAT4J SAT solver as our theorem prover.

Each step in the search process proceeds as follows. If the current (observed)
state is o, and it is the process player’s turn to make a move, then the set of
feasible next states (that determine the next level of the game tree) is given by
the set o ⊕ post for each post associated with available tasks in the capability
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library (in more sophisticated settings where we also have task pre-conditions,
we determine whether o |= pre before we conclude that a task is feasible to
execute). If it is the environment player’s turn to make a move, then the set of
feasible next states is determined by

⋃
M(si) for each si satisfying o |= si.

It is useful to consider the impact loops in a process in this context. It is fairly
obvious that generating semantic annotations for process designs with loops is
problematic (simply because we cannot predict at design time the number of
times the process would loop). In the context of the robust process enactment
problem, however, loops pose no problems. It is perfectly feasible for this frame-
work to return a task sequence that includes multiple iterations of a task or task
sequence, if that is the best strategy for dealing with potential obstacles (as a
trivial example, we might end up needing to press a “temperature-up” button
on a thermostat to achieve the desired temperature).

4 Evaluation

Let I being the set of impediments that the environment is capable of mak-
ing true. For the purposes of experimental evaluation, we adopt a maximally
adversarial model of the environment. We generate the set of impediments I by
creating a distinct impediment from the negation of every clause in a conjunctive
normal form (CNF) representation of a goal. Thus, given a set of goal states Gp

(in CNF) of the process p, the set of impediments Ip is defined as:

Ip = {¬c|∀c ∈ g,∀g ∈ Gp} (2)

Minimax Tree Search: In this evaluation we use minimax tree search with
α-β cutoffs. Due to the complexity of the search, we limit the depth of the game
tree to 5. The heuristic evaluation function discussed in the previous section is
applied to the pseudo-leaf nodes at this depth.

Monte Carlo Tree Search: We compare the performance of minimax search
with α-β cutoffs against a popular Monte Carlo Tree Search(MCTS) algorithm,
namely Upper Confidence Bounds for Trees (UCT) (the description of the algo-
rithm can be found in [18]) with a random play-out simulation to evaluate a
given state. Every time the process needs to select the next task to execute, the
tree is sampled 5n times where n is the number of possible tasks available for
the process to select. We then select a leaf node that is not a terminal state (i.e.,
a goal state), expand it and preform random play-out at all the newly expanded
nodes. The random play-out is a simulated game play where each player ran-
domly selects a move at every turn until the game reaches a terminal state or
until the time runs out (we use a timeout of 3 s). The value 1 is returned when
a goal state is reached in the random play-out. Alternatively, 0 is returned if a
goal state cannot be reached in the given time (3 s).

Evaluation Data: Semantically annotated process models that generate sensi-
ble results are difficult to randomly generate. Two sets of hand-crafted seman-
tically annotated process models are used in this evaluation. The first set of 8
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processes are structurally and semantically simpler. Process1 is the simplest,
with only 4 tasks in sequence, 1 or 2 assertions in the effects of each task
and 3 rules in the background knowledge base. Process2 has the same num-
ber of tasks as Process1 but with one extra XOR branch and slightly more
complex semantic annotations. Process3 is also a sequence of tasks, but with
more complex semantic annotations. For the rest of the processes (Process4 to
Process8), we progressively increase either the structural complexity (i.e. more
tasks and/or more XOR branches), or increase the complexity of the seman-
tic annotations. Process8 is a “real world” process created using information
available at workflowpatterns.com.

The second set of processes have considerably greater structural and semantic
complexity relative to the first set. The number of unique tasks (capabilities) in
each process in this set varies from 10 to 100, with the number of XOR gates
varying from 1 to 15. In terms of semantic complexity, we use between 20 to
50 propositional state variables to describe states of objects in the environment
(which is expressive enough for most task effects/postconditions of interest). We
assume that each task will impact between 1 to 5 state variables. We use between
20 to 50 rules in a background knowledge base that constrain the state changes.

Evaluation Setup: For every process, we first compute all the unique instances
(i.e. sequence of tasks and events from beginning to the end of the process) and
for each of these instances, we simulate the process execution by computing a
normative trace (as defined earlier and in [15]). This is the base line simulation
without any impediments, with each normative trace leading to a goal state
(this is used to compute the success rate, i.e., the number of goal-satisfying
instances divided by the number of distinct normative traces). Then we generate
a sequence of impediments of length of (n−1) where n is the number of tasks in
the process instance, by randomly selecting impediments from Ip. We insert one
impediment after every completed task (except when the goal is realized after a
task, which is when we force the simulation to stop).

We run three kinds of simulations:

– Standard Process (execution): In this simulation, we use the exact sequence
of tasks in the process instances (but with impediments inserted after every
task) to see if, in a maximally adversarial environment, the process is still
able to achieve its goal.

– MCTS: Here, the next task for the process to execute is selected using MCTS.
Again, one impediment will appear after each task unless after the task, the
goal is achieved, or, there are no more impediments.

– Minimax Tree Search The setup is the same with MCTS except the next task
is selected using the minimax algorithm.

Evaluation Results: Figure 2 shows a summary of the evaluation on the simple
process set, where each row is the summary of instances of a process in the simple
process set except the first row, which is a summary of all process instances.
The number of available tasks indicates how many distinct tasks populate the
capability library, which translates to the number of tasks that are used to

http://workflowpatterns.com
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Fig. 2. Summary of result—simple process set

construct the process model in the standard process simulation, and the number
of “moves” for MCTS and minimax tree search to consider at each step (when it
is the process players turn to make a move). The number of total process instances
indicates the total number of process instances that have been simulated, where
each instance uses the same sequence of impediments. The success counts record
the number of times each method (standard process, MCTS, and minimax tree
search) successfully achieves the goals of the process. The average simulation
time measures the total time MCTS or minimax tree search takes to terminate
in seconds (the termination means either the goal is realized or the two methods
have used the same number of tasks compared to the standard process). The
average decision time measures the average time taken by MCTS or minimax
tree search to find the next best task to execute.

It is clear that the standard, predefined process is not reactive enough in
this setting where the environment constantly acts against reaching a goal state.
MCTS shows improvements in the overall success rate but minimax tree search
is able to achieve the highest rate of success. The downside to using minimax
search is the computational cost (average decision time).

For processes with simpler semantics (Process1, Process2, and Process3),
minimax tree search makes a decision much faster compared to MCTS, and the
time spent increases when there are more available tasks to evaluate for both
methods. However, for processes that have complex semantics (larger number of
rules in the knowledge base and larger sets of assertions in the postconditions
of each task, as exemplified by Process4, Process5, Process6, and Process7), the
time spent by minimax tree search increases dramatically, and minimax tree
search takes longer than MCTS except for Process6. Process6 is a special case,
possibly because the set of rules in the knowledge base create a simpler prob-
lem for the underlying reasoning machinery to solve. Overall, in all 294 process
instances, it is clear that MCTS is more efficient for large complex processes.
Minimax tree search achieves a higher success rate, but can take a very long
time to decide on the next best move for large complex processes.

The next set of results involve the complex set of processes. The major issue
in conducting this evaluation was that the minimax tree search took more mem-
ory than available (2 GB) in the experimental setup leading to the simulation be
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Fig. 3. Success rate—complex
processes

Fig. 4. Average decision time
(seconds)—complex processes

terminated. Consequently, we are only able to complete a small number of sim-
ulations successfully given the time and space limitation with the unoptimized
prototype used in the evaluation. Some of the issues we had with the more com-
plex process models can be overcome by optimizing the game tree search as well
as the actual implementation, which is beyond the scope of this paper. Figure 3
show the success rate of the 3 methods, and Fig. 4 illustrates the time taken by
MCTS and minimax tree search to select the next task to execute, which shows
that MCTS is able select tasks relatively quickly to achieve a more than 80%
chance of success.

5 Related Work

Process flexibility has long been recognized as an issue in real world business
process management [19–23]. Part of the existing literature on process flexibility
addresses flexibility by design [24], including exception handling [22], or achiev-
ing minimal deviation from a design during execution [15]. Other parts of that
literature addresses flexibility at runtime [25], by taking into account risk [26],
by generating optimized enactment plans given multiple optimization objectives
[27] and in contexts where processes are human-driven [28]. Agent technology
has also been used to model flexible processes, as the agent architectures are
designed to deal with a flexible environment [20]. Schuschel and Weske adapt
planning algorithms developed in the agent community for process planning [29].
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Our approach is effective in anticipating impediments and devising workarounds,
issues which most existing proposals tend not to address.

6 Conclusion

This paper highlights a hitherto under-explored connection between game-tree
search and business process management. Preliminary results suggest that incor-
porating a game-tree search based module which reconsiders the intended flow
of a process in view of likely conditions that might occur in the operating envi-
ronment which might impede the process can lead to more robust processes that
achieve their goals despite these impediments.
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Abstract. Predictive business process monitoring methods exploit logs
of completed cases of a process in order to make predictions about run-
ning cases thereof. Existing methods in this space are tailor-made for
specific prediction tasks. Moreover, their relative accuracy is highly sen-
sitive to the dataset at hand, thus requiring users to engage in trial-and-
error and tuning when applying them in a specific setting. This paper
investigates Long Short-Term Memory (LSTM) neural networks as an
approach to build consistently accurate models for a wide range of pre-
dictive process monitoring tasks. First, we show that LSTMs outperform
existing techniques to predict the next event of a running case and its
timestamp. Next, we show how to use models for predicting the next
task in order to predict the full continuation of a running case. Finally,
we apply the same approach to predict the remaining time, and show
that this approach outperforms existing tailor-made methods.

1 Introduction

Predictive business process monitoring techniques are concerned with predicting
the evolution of running cases of a business process based on models extracted
from historical event logs. A range of such techniques have been proposed for
a variety of prediction tasks: predicting the next activity [2], predicting the
future path (continuation) of a running case [25], predicting the remaining cycle
time [27], predicting deadline violations [22] and predicting the fulfillment of a
property upon completion [20]. The predictions generated by these techniques
have a range of applications. For example, predicting the next activity (and
its timestamp) or predicting the sequence of future activities in a case provide
valuable input for planning and resource allocation. Meanwhile, predictions of
the remaining execution time can be used to prioritize process instances in order
to fulfill service-level objectives (e.g. to minimize deadline violations).

Existing predictive process monitoring approaches are tailor-made for specific
prediction tasks and not readily generalizable. Moreover, their relative accuracy
varies significantly depending on the input dataset and the point in time when
c© Springer International Publishing AG 2017
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the prediction is made. A technique may outperform another one for one log
and a given prediction point (e.g. making prediction at the mid-point of each
trace), but under-perform it for another log at the same prediction point, or
for the same log at an earlier prediction point [12,22]. In some cases, multiple
techniques need to be combined [22] or considerable tuning is required (e.g. using
hyperparameter optimization) [11] in order to achieve more consistent accuracy.

Recurrent neural networks with Long Short-Term Memory (LSTM) archi-
tectures [14] have been shown to deliver consistently high accuracy in several
sequence modeling application domains, e.g. natural language processing [23]
and speech recognition [13]. Recently, Evermann et al. [9] applied LSTMs to
predictive process monitoring, specifically to predict the next activity in a case.

Inspired by these results, this paper investigates the following questions: (i)
can LSTMs be applied to a broad range of predictive process monitoring prob-
lems, and how? and (ii) do LSTMs achieve consistently high accuracy across
a range of prediction tasks, event logs and prediction points? To address these
questions, the paper puts forward LSTM architectures for predicting: (i) the
next activity in a running case and its timestamp; (ii) the continuation of a case
up to completion; and (iii) the remaining cycle time. The outlined LSTM archi-
tectures are empirically compared against tailor-made approaches with respect
to their accuracy at different prediction points, using four real-life event logs.

The paper is structured as follows. Section 2 discusses related work. Section 3
introduces foundational concepts and notation. Section 4 describes a technique
to predict the next activity in a case and its timestamp, and compares it against
tailor-made baselines. Section 5 extends the previous technique to predict the
continuation of a running case. Section 6 shows how this latter method can be
used to predict the remaining time of a case, and compares it against tailor-made
approaches. Section 7 concludes the paper and outlines future work directions.

2 Related Work

This section discusses existing approaches to predictive process monitoring for
three prediction tasks: time-related predictions, predictions of the outcome of a
case and predictions of the continuation of a case and/or characteristics thereof.

2.1 Prediction of Time-Related Properties

A range of research proposals have addressed the problem of predicting delays
and deadline violations in business processes. Pika et al. [24] propose a technique
for predicting deadline violations. Metzger et al. [21,22] present techniques for
predicting “late show” events (i.e. delays between the expected and the actual
time of arrival) in a freight transportation process. Senderovich et al. [28] apply
queue mining techniques to predict delays in case executions.

Another body of work focuses on predicting the remaining cycle time of
running cases. Van Dongen et al. predict the remaining time by using non-
parametric regression models based on case variables [8]. van der Aalst et al. [1]
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propose a remaining time prediction method by constructing a transition system
from the event log using set, bag, or sequence abstractions. Rogge-Solti and
Weske [27] use stochastic Petri nets to predict the remaining time of a process,
taking into account elapsed time since the last observed event. Folino et al. [10]
develop an ad-hoc clustering approach to predict remaining time and overtime
faults. In this paper, we show that prediction of the remaining cycle time can be
approached as a special case of prediction of a process continuation. Specifically,
our approach is proven to generally provide better accuracy than [1,8].

2.2 Prediction of Case Outcome

The goal of approaches in this category is to predict cases that will end up in an
undesirable state. Maggi et al. [20], propose a framework to predict the outcome
of a case (normal vs. deviant) based on the sequence of activities executed in
a given case and the values of data attributes of the last executed activity in a
case. This latter framework constructs a classifier on-the-fly (e.g. a decision tree
or random forest) based on historical cases that are similar to the (incomplete)
trace of a running case. Other approaches construct a collection of classifiers
offline. For example, [19] construct one classifier for every possible prediction
point (e.g. predicting the outcome after the first event, the second one and
so on). Meanwhile, [12] apply clustering techniques to group together similar
prefixes of historical traces and then construct one classifier per cluster.

The above approaches require one to extract a feature vector from a prefix of
an ongoing trace. De Leoni et al. [18] propose a framework that classifies possible
approaches to extract such feature vectors.

In this paper, we do not address the problem of case outcome prediction,
although the proposed architectures could be extended in this direction.

2.3 Prediction of Future Event(s)

Breuker et al. [3] use probabilistic finite automaton to tackle the next-activity
prediction problem, while Evermann et al. [9] use LSTMs. Using the latter app-
roach as a baseline, we propose an LSTM architecture that solves the next-
activity prediction problem with higher accuracy than [3,9], and that can be
generalized to other prediction problems.

Pravilovic et al. [26] propose an approach that predicts both the next activity
and its attributes (e.g. the involved resource). In this paper we use LSTMs to
tackle a similar problem: predicting the next activity and its timestamp.

Lakshmanan et al. [16] use Markov chains to estimate the probability of
future execution of a given task in a running case. Meanwhile, Van der Spoel et
al. [29] address the more ambitious problem of predicting the entire continuation
of a case using a shortest path algorithm over a causality graph. Polato et al. [25]
refine this approach by mining an annotated transition system from an event log
and annotating its edges with transition probabilities. In this paper, we take this
latter approach as a baseline and show how LSTMs can improve over it while
providing higher generalizability.



480 N. Tax et al.

3 Background

In this section we introduce concepts used in later sections of this paper.

3.1 Event Logs, Traces and Sequences

For a given set A, A∗ denotes the set of all sequences over A and σ =
〈a1, a2, . . . , an〉 a sequence of length n; 〈〉 is the empty sequence and σ1 · σ2

is the concatenation of sequences σ1 and σ2. hdk(σ) = 〈a1, a2, . . . , ak〉 is the
prefix of length k (0 < k < n) of sequence σ and tlk(σ) = 〈ak+1, . . . , an〉 is
its suffix. For example, for a sequence σ1 = 〈a, b, c, d, e〉, hd2(σ1) = 〈a, b〉 and
tl2(σ1) = 〈c, d, e〉.

Let E be the event universe, i.e., the set of all possible event identifiers, and T
the time domain. We assume that events are characterized by various properties,
e.g., an event has a timestamp, corresponds to an activity, is performed by a
particular resource, etc. We do not impose a specific set of properties, however,
given the focus of this paper we assume that two of these properties are the
timestamp and the activity of an event, i.e., there is a function πT ∈ E → T
that assigns timestamps to events, and a function πA ∈ E → A that assigns to
each event an activity from a finite set of process activities A.

An event log is a set of events, each linked to one trace and globally unique,
i.e., the same event cannot occur twice in a log. A trace in a log represents the
execution of one case.

Definition 1 (Trace, Event Log). A trace is a finite non-empty sequence of
events σ ∈ E∗ such that each event appears only once and time is non-decreasing,
i.e., for 1 ≤ i < j ≤ |σ| : σ(i) �= σ(j) and πT (σ(i)) ≤ πT (σ(j)). C is the set of
all possible traces. An event log is a set of traces L ⊆ C such that each event
appears at most once in the entire log.

Given a trace and a property, we often need to compute a sequence consisting
of the value of this property for each event in the trace. To this end, we lift the
function fp that maps an event to the value of its property p, in such a way that
we can apply it to sequences of events (traces).

Definition 2 (Applying Functions to Sequences). A function f ∈ X → Y
can be lifted to sequences over X using the following recursive definition: (1)
f(〈〉) = 〈〉; (2) for any σ ∈ X∗ and x ∈ X: f(σ · 〈x〉) = f(σ) · 〈f(x)〉.

Finally, πA(σ) transforms a trace σ to a sequence of its activities. For exam-
ple, for trace σ = 〈e1, e2〉, with πA(e1) = a and πA(e2) = b, πA(σ) = 〈a, b〉.

3.2 Neural Networks and Recurrent Neural Networks

A neural network consists of one layer of inputs units, one layer of outputs units,
and multiple layers in-between which are referred to as hidden units. The outputs
of the input units form the inputs of the units of the first hidden layer (i.e., the
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first layer of hidden units), and the outputs of the units of each hidden layer
form the input for each subsequent hidden layer. The outputs of the last hidden
layer form the input for the output layer. The output of each unit is a function
over the weighted sum of its inputs. The weights of this weighted sum performed
in each unit are learned through gradient-based optimization from training data
that consists of example inputs and desired outputs for those example inputs.
Recurrent Neural Networks (RNNs) are a special type of neural networks where
the connections between neurons form a directed cycle.

Fig. 1. A simple recurrent neural network (taken from [17]).

RNNs can be unfolded, as shown in Fig. 1. Each step in the unfolding is
referred to as a time step, where xt is the input at time step t. RNNs can
take an arbitrary length sequence as input, by providing the RNN a feature
representation of one element of the sequence at each time step. st is the hidden
state at time step t and contains information extracted from all time steps up to
t. The hidden state s is updated with information of the new input xt after each
time step: st = f(Uxt +Wst−1), where U and W are vectors of weights over the
new inputs and the hidden state respectively. Function f , known as the activation
function, is usually either the hyperbolic tangent or the logistic function, often
referred to as the sigmoid function: sigmoid(x) = 1

1+exp(−x) . In neural network
literature the sigmoid function is often represented with the letter σ, but we will
fully write sigmoid to avoid confusion with traces. ot is the output at step t.

3.3 Long Short-Term Memory for Sequence Modeling

A Long Short-Term Memory model (LSTM) [14] is a special Recurrent Neural
Network architecture that has powerful modeling capabilities for long-term
dependencies. The main distinction between a regular RNN and a LSTM is
that the latter has a more complex memory cell Ct replacing st. Where the
value of state st in a RNN is the result of a function over the weighted average
over st−1 and xt, the LSTM state Ct is accessed, written, and cleared through
controlling gates, respectively ot, it, and ft. Information on a new input will be
accumulated to the memory cell if it is activated. Additionally, the past mem-
ory cell status Ct−1 can be “forgotten” if ft is activated. The information of Ct

will be propagated to the output ht based on the activation of output gate ot.
Combined, the LSTM model can be described with the following formulas:
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ft = sigmoid(Wf · [ht−1, xt] + bf )
it = sigmoid(Wi · [ht−1, xt] + bi)

C̃t = tanh(Wc · [ht−1, xt] + bC)

Ct = ft ∗ Ct−1 + ii ∗ C̃t

ot = sigmoid(Wo[ht−1, xt] + bo)
ht = ot ∗ tanh(Ct)

In these formulas all W variables are weights and b variables are biases and
both are learned during the training phase.

4 Next Activity and Timestamp Prediction

In this section we present and evaluate multiple architectures for next event and
timestamp prediction using LSTMs.

4.1 Approach

We start by predicting the next activity in a case and its timestamp, by learning
an activity prediction function f1

a and a time prediction function f1
t . We aim at

functions f1
a and f1

t such that f1
a (hdk(σ)) = hd1(tlk(πA(σ))) and f1

t (hdk(σ)) =
hd1(tlk(πT (σ))) for any prefix length k. We transform each event e ∈ hdk(σ)
into a feature vector and use these vectors as LSTM inputs x1, . . . , xk. We build
the feature vector as follows. We start with |A| features that represent the type
of activity of event e in a so called one-hot encoding. We take an arbitrary but
consistent ordering over the set of activities A, and use index ∈ A → {1, . . . , |A|}
to indicate the position of an activity in it. The one-hot encoding assigns the
value 1 to feature number index (πA(e)) and a value of 0 to the other features. We
add three time-based features to the one-hot encoding feature vector. The first
time-based feature of event e = σ(i) is the time between the previous event in the

trace and the current event, i.e., fv t1(e) =
{

0 if i = 1,
πT (e) − πT (σ(i − 1)) otherwise. .

This feature allows the LSTM to learn dependencies between the time differences
at different points (indexes) in the process. Many activities can only be performed
during office hours, therefore we add a time feature fv t2 that contains the time
within the day (since midnight) and fv t3 that contains the time within the week
(since midnight on Sunday). fv t2 and fv t3 are added to learn the LSTM such
that if the last event observed occurred at the end of the working day or at the
end of the working week, the time until the next event is expected to be longer.

At learning time, we set the target output oka of time step k to the one-hot
encoding of the activity of the event one time step later. However, it can be the
case that the case ends at time k, in which case there is no new event to predict.
Therefore we add an extra element to the output one-hot-encoding vector, which
has value 1 when the case ends after k. We set a second target output okt equal
to the fvt1 feature of the next time step, i.e. the target is the time difference
between the next and the current event. However, knowing the timestamp of
the current event, we can calculate the timestamp of the following event. We
optimize the weights of the neural network with the Adam learning algorithm
[15] such that the cross entropy between the ground truth one-hot encoding of
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the next event and the predicted one-hot encoding of the next event as well as
the mean absolute error (MAE) between the ground truth time until the next
event and the predicted time until the next event are minimized.

event
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LSTM LSTM

· · · · · ·
LSTM LSTM

activity
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Fig. 2. Neural network architectures with single-task layers (a), with shared multi-
tasks layer (b), and with n + m layers of which n are shared (c).

Modeling the next activity prediction function f1
a and time prediction func-

tion f1
t with LSTMs can be done using several architectures. Firstly, we can

train two separate models, one for f1
a and one for f1

t , both using the same input
features at each time step, as represented in Fig. 2(a). Secondly, f1

a and f1
t can be

learned jointly in a single LSTM model that generates two outputs, in a multi-
task learning setting [4] (Fig. 2(b)). The usage of LSTMs in a multi-task learning
setting has shown to improve performance on all individual tasks when jointly
learning multiple natural language processing tasks, including part-of-speech tag-
ging, named entity recognition, and sentence classification [6]. A hybrid option
between the architecture of Figs. 2(a) and (b) is an architecture of a number of
shared LSTM layers for both tasks, followed by a number of layers that specialize
in either prediction of the next activity or prediction of the time until the next
event, as shown in Fig. 2(c).

It should be noted that activity prediction function f1
a outputs the probability

distribution of various possible continuations of the partial trace. For evaluation
purposes, we will only use the most likely continuation.

We implemented the technique as a set of Python scripts using the recurrent
neural network library Keras [5]. The experiments were performed on a single
NVidia Tesla k80 GPU, on which the experiments took between 15 and 90 s per
training iteration depending on the neural network architecture. The execution
time to make a prediction is in the order of milliseconds.
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4.2 Experimental Setup

In this section we describe and motivate the metrics, datasets, and baseline
methods used for evaluation of the predictions of the next activities and of
the timestamps of the next events. To the best of our knowledge, there is no
existing technique to predict both the next activity and its timestamp. Therefore,
we utilize one baseline method for activity prediction and a different one for
timestamp prediction.

Well-known error metrics for regression tasks are Mean Absolute Error
(MAE) and Root Mean Square Error (RMSE). Time differences between events
tend to be highly varying, with values at different orders of magnitude. We eval-
uate the predictions using MAE, as RMSE would be very sensitive to errors on
outlier data points, where the time between two events in the log is very large.

The remaining cycle time prediction method proposed by van der Aalst et al.
[1] can be naturally adjusted to predict the time until the next event. To do so
we build a transition system from the event log using either set, bag, or sequence
abstraction, as in [1], but instead we annotate the transition system states with
the average time until the next event. We will use this approach as a baseline to
predict the timestamp of next event.

We evaluate the performance of predicting the next activity and its
timestamp on two datasets. We use the chronologically ordered first 2/3 of the
traces as training data, and evaluate the activity and time predictions on the
remaining 1/3 of the traces. We evaluate the next activity and the timestamp pre-
diction on all prefixes hdk(σ) of all trace σ in the set of test traces for 2 ≤ k < |σ|.
We do not make any predictions for the trace prefix of size one, since for those
prefixes there is insufficient data available to base the prediction upon.

Helpdesk Dataset. This log contains events from a ticketing management
process of the help desk of an Italian software company1. The process consists
of 9 activities, and all cases start with the insertion of a new ticket into the
ticketing management system. Each case ends when the issue is resolved and the
ticket is closed. This log contains around 3,804 cases and 13,710 events.

BPI’12 Subprocess W Dataset. This event log originates from the Business
Process Intelligence Challenge (BPI’12)2 and contains data from the application
procedure for financial products at a large financial institution. This process con-
sists of three subprocesses: one that tracks the state of the application, one that
tracks the states of work items associated with the application, and a third one
that tracks the state of the offer. In the context of predicting the coming events
and their timestamps we are not interested in events that are performed auto-
matically. Thus, we narrow down our evaluation to the work items subprocess,
which contains events that are manually executed. Further, we filter the log to
retain only events of type complete. Two existing techniques [3,9] for the next
activity prediction, described in Sect. 2, have been evaluated on this event log
with identical preprocessing, enabling comparison.
1 doi:10.17632/39bp3vv62t.1.
2 doi:10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f.

http://dx.doi.org/10.17632/39bp3vv62t.1
http://dx.doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f
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Table 1. Experimental results for the Helpdesk and BPI’12 W logs.

Layers Shared N/l Helpdesk BPI’12 W

MAE in days Accuracy MAE in days Accuracy

Prefix 2 4 6 All Prefix 2 10 20 All

LSTM

4 4 100 3.64 2.79 2.22 3.82 0.7076 1.75 1.49 1.02 1.61 0.7466

4 3 100 3.63 2.78 2.21 3.83 0.7075 1.74 1.47 1.01 1.59 0.7479

4 2 100 3.59 2.82 2.27 3.81 0.7114 1.72 1.45 1.00 1.57 0.7497

4 1 100 3.58 2.77 2.24 3.77 0.7074 1.70 1.46 1.01 1.59 0.7522

4 0 100 3.78 2.98 2.41 3.95 0.7072 1.74 1.47 1.05 1.61 0.7515

3 3 100 3.58 2.69 2.22 3.77 0.7116 1.69 1.47 1.02 1.58 0.7507

3 2 100 3.59 2.69 2.21 3.80 0.7118 1.69 1.47 1.01 1.57 0.7512

3 1 100 3.55 2.78 2.38 3.76 0.7123 1.72 1.47 1.04 1.59 0.7525

3 0 100 3.62 2.71 2.23 3.82 0.6924 1.81 1.51 1.07 1.66 0.7506

2 2 100 3.61 2.64 2.11 3.81 0.7117 1.72 1.46 1.02 1.58 0.7556

2 1 100 3.57 2.61 2.11 3.77 0.7119 1.69 1.45 1.01 1.56 0.7600

2 0 100 3.66 2.89 2.13 3.86 0.6985 1.74 1.46 0.99 1.60 0.7537

1 1 100 3.54 2.71 3.16 3.75 0.7072 1.71 1.47 0.98 1.57 0.7486

1 0 100 3.55 2.91 2.45 3.87 0.7110 1.72 1.46 1.05 1.59 0.7431

3 1 75 3.73 2.81 2.23 3.89 0.7118 1.73 1.49 1.07 1.62 0.7503

3 1 150 3.78 2.92 2.43 3.97 0.6918 1.81 1.52 1.14 1.71 0.7491

2 1 75 3.73 2.79 2.32 3.90 0.7045 1.72 1.47 1.03 1.59 0.7544

2 1 150 3.62 2.73 2.23 3.83 0.6982 1.74 1.49 1.08 1.65 0.7511

1 1 75 3.74 2.87 2.35 3.87 0.6925 1.75 1.50 1.07 1.64 0.7452

1 1 150 3.73 2.79 2.32 3.92 0.7103 1.72 1.48 1.02 1.60 0.7489

RNN

3 1 100 4.21 3.25 3.13 4.04 0.6581

2 1 100 4.12 3.23 3.05 3.98 0.6624

1 1 100 4.14 3.28 3.12 4.02 0.6597

Time prediction baselines

Set abstraction [1] 6.15 4.25 4.07 5.83 - 2.71 1.64 1.02 1.97 -

Bag abstraction [1] 6.17 4.11 3.26 5.74 - 2.89 1.71 1.07 1.92 -

Sequence abstraction [1] 6.17 3.53 2.98 5.67 - 2.89 1.69 1.07 1.91 -

Activity prediction baselines

Evermann et al. [9] - - - - - - - - - 0.623

Breuker et al. [3] - - - - - - - - - 0.719

4.3 Results

Table 1 shows the performance of various LSTM architectures on the helpdesk
and the BPI’12 W subprocess logs in terms of MAE on predicted time, and accu-
racy of predicting the next event. The specific prefix sizes are chosen such that
they represent short, medium, and long traces for each log. Thus, as the BPI’12
W log contains longer traces, the prefix sizes evaluated are higher for this log. In
the table, all reports the average performance on all prefixes, not just the three
prefix sizes reported in the three preceding columns. The number of shared layers
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represents the number of layers that contribute to both time and activity predic-
tion. Rows where the numbers of shared layers are 0 correspond to the architec-
ture of Fig. 2(a), where the prediction of time and activities is performed with
separate models. When the number of shared layers is equal to the number of
layers, the neural network contains no specialized layers, corresponding to the
architecture of Fig. 2(b). Table 1 also shows the results of predicting the time
until the end of the next event using the adjusted method from van der Aalst et
al. [1] for comparison. All LSTM architectures outperform the baseline approach
on all prefixes as well as averaged over all prefixes on both datasets. Further, it
can be observed that the performance gain between the best LSTM model and
the best baseline model is much larger for the short prefix than for the long pre-
fix. The best performance obtained on next activity prediction over all prefixes
was a classification accuracy of 71% on the helpdesk log. On the BPI’12 W log
the best accuracy is 76%, which is higher than the 71.9% accuracy on this log
reported by Breuker et al. [3] and the 62.3% accuracy reported by Evermann
et al. [9]. In fact, the results obtained with LSTM are consistently higher than
both approaches. Even though Evermann et al. [9] also rely on LSTM in their
approach, there are several differences which are likely to cause the performance
gap. First of all, [9] uses a technique called embedding [23] to create feature
descriptions of events instead of the features described above. Embeddings auto-
matically transform each activity into a “useful” large dimensional continuous
feature vector. This approach has shown to work really well in the field of natural
language processing, where the number of distinct words that can be predicted
is very large, but for process mining event logs, where the number of distinct
activities in an event log is often in the order of hundreds or much less, no useful
feature vector can be learned automatically. Second, [9] uses a two-layer architec-
ture with 500 neurons per layer, and does not explore other variants. We found
performance to decrease when increasing the number of neurons from 100 to 150,
which makes it likely that the performance of a 500 neuron model will decrease
due to overfitting. A third and last explanation for the performance difference is
the use of multi-task learning, which as we showed, slightly improves prediction
performance on the next activity.

Even though the performance differences between our three LSTM architec-
tures are small for both logs, we observe that most best performances (indicated
in bold) of the LSTM model in terms of time prediction and next activity predic-
tion are either obtained with the completely shared architecture of Fig. 2(b) or
with the hybrid architecture of Fig. 2(c). We experimented with decreasing the
number of neurons per layer to 75 and increasing it to 150 for architectures with
one shared layer, but found that this results in decreasing performance in both
tasks. It is likely that 75 neurons resulted in underfitting models, while 150 neu-
rons resulted in overfitting models. We also experimented with traditional RNNs
on one layer architectures, and found that they perform significantly worse than
LSTMs on both time and activity prediction.
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5 Suffix Prediction

Using functions f1
a and f1

t repeatedly allows us to make longer-term predictions
that predict further ahead than a single time step. We use f⊥

a and f⊥
t to refer

to activity and time until next event prediction functions that predict the whole
continuation of a running case, and aim at those functions to be such that
f⊥
a (hdk(σ)) = tlk(πA(σ)) and f⊥

t (hdk(σ)) = tlk(πT (σ))

5.1 Approach

The suffix can be predicted by iteratively predicting the next activity and the
time until the next event, until the next activity prediction function f1

a predicts
the end of case, which we represent with ⊥. More formally, we calculate the
complete suffix of activities as follows:

f⊥
a (σ) =

⎧⎪⎨
⎪⎩

σ if f1
a (σ) = ⊥

f⊥
a (σ · e),with e ∈ E , πA(e) = f1

a (σ)∧
πT (e) = (f1

t (σ) + πT (σ(|σ|))) otherwise
and we calculate the suffix of times until the next events as follows:

f⊥
t (σ) =

⎧⎪⎨
⎪⎩

σ, if f1
t (σ) = ⊥

f⊥
t (σ · e),with e ∈ E , πA(e) = f1

a (σ)∧
πT (e) = (f1

t (σ) + πT (σ(|σ|))) otherwise

5.2 Experimental Setup

For a given trace prefix hdk(σ) we evaluate the performance of f⊥
a by cal-

culating the distance between the predicted continuation f⊥
a (hdk(σ)) and the

actual continuation πA(tlk(σ)). Many sequence distance metrics exist, with Lev-
enshtein distance being one of the most well-known ones. Levenshtein distance
is defined as the minimum number of insertion, deletion, and substitution oper-
ations needed to transform one sequence into the other.

Levenshtein distance is not suitable when the business process includes paral-
lel branches. Indeed, when 〈a, b〉 are the next predicted events, and 〈b, a〉 are the
actual next events, we consider this to be only a minor error, since it is often not
relevant in which order two parallel activities are executed. However, Levenshtein
distance would assign a cost of 2 to this prediction, as transforming the predicted
sequence into the ground truth sequence would require one deletion and one
insertion operation. An evaluation measure that better reflects the prediction
quality of is the Damerau-Levenstein distance [7], which adds a swapping opera-
tion to the set of operations used by Levenshtein distance. Damerau-Levenshtein
distance would assign a cost of 1 to transform 〈a, b〉 into 〈b, a〉. To obtain compa-
rable results for traces of variable length, we normalize the Damerau-Levenshtein
distance by the maximum of the length of the ground truth suffix and the length
of the predicted suffix and subtract the normalized Damerau-Levenshtein dis-
tance from 1 to obtain Damerau-Levenshtein Similarity (DLS).
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To the best of our knowledge, the most recent method to predict an arbitrary
number of events ahead is the one by Polato et al. [25]. The authors first extract a
transition system from the log and then learn a machine learning model for each
transition system state to predict the next activity. They evaluate on predictions
of a fixed number of events ahead, while we are interested in the continuation
of the case until its end. We redid the experiments with their ProM plugin to
obtain the performance on the predicted full case continuation.

For the LSTM experiments, we use a two-layer architecture with one shared
layer and 100 neurons per layer, which showed good performance in terms of
next activity prediction and predicting the time until the next event in the
previous experiment (Table 1). In addition to the two previously introduced logs,
we evaluate prediction of the suffix on an additional dataset, described below,
which becomes feasible now that we have fixed the LSTM architecture.

Environmental Permit Dataset. This is a log of an environmental permitting
process at a Dutch municipality.3 Each case refers to one permit application. The
log contains 937 cases and 38,944 events of 381 event types. Almost every case
follows a unique path, making the suffix prediction more challenging.

5.3 Results

Table 2 summarizes the results of suffix prediction for each log. As can be seen,
the LSTM outperforms the baseline [25] on all logs. Even though it improves
over the baseline, the performance on the BPI’12 W log is low given that the log
only contains 6 activities. After inspection we found that this log contains many
sequences of two or more events in a row of the same activity, where occurrences
of 8 or more identical events in a row are not uncommon. We found that LSTMs
have problems dealing with this log characteristic, causing it to predict overly
long sequences of the same activity, resulting in predicted suffixes that are much
longer than the ground truth suffixes. Hence, we also evaluated suffix prediction
on a modified version of the BPI’12 W log where we removed repeated occur-
rences of the same event, keeping only the first occurrence. However, we can only
notice a mild improvement over the unmodified log.

Table 2. Suffix prediction results in terms of Damerau-Levenshtein Similarity.

Method Helpdesk BPI’12 W BPI’12 W (no
duplicates)

Environmental
permit

Polato [25] 0.2516 0.0458 0.0336 0.0260

LSTM 0.7669 0.3533 0.3937 0.1522

3 doi:10.4121/uuid:26aba40d-8b2d-435b-b5af-6d4bfbd7a270.

http://dx.doi.org/10.4121/uuid:26aba40d-8b2d-435b-b5af-6d4bfbd7a270
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6 Remaining Cycle Time Prediction

Time prediction function f⊥
t predicts the timestamps of all events in a running

case that are still to come. Since the last predicted timestamp in a prediction
generated by f⊥

t is the timestamp of the end of the case, it is easy to see that
f⊥
t can be used for predicting the remaining cycle time of the running case.

For a given unfinished case σ, σ̂t = f⊥
t (σ) contains the predicted timestamps of

the next events, and σ̂t(|σ̂t|) contains the predicted end time of σ, therefore the
estimated remaining cycle time can be obtained through σ̂t(|σ̂t|) − π(σ(|σ|)).

6.1 Experimental Setup

We use the same architecture as for the suffix prediction experiments. We predict
and evaluate the remaining time after each passed event, starting from prefix
size 2. We use the remaining cycle time prediction methods of van der Aalst et
al. [1] and van Dongen et al. [8] as baseline methods.

6.2 Results

Figure 3 shows the mean absolute error for each prefix size, for the four logs
(Helpdesk, BPI’12 W, BPI’12 W with no duplicates and Environmental Permit).
It can be seen that LSTM consistently outperforms the baselines for the Helpdesk
log. An exception is the BPI’12 W log, where LSTM performs worse than the
baselines on short prefixes. This is caused by the problem that LSTMs have in

Fig. 3. MAE values using prefixes of different lengths for helpdesk (a), BPI’12 W (b),
BPI’12 W (no duplicates) (c) and environmental permit (d) datasets.
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predicting the next event when the log has many repeated events, as described
in Sect. 5. This problem causes the LSTM to predict suffixes that are too long
compared to the ground truth, and, thereby, also overestimating the remaining
cycle time. We see that the LSTM does outperform the baseline on the modified
version of the BPI’12 W log where we only kept the first occurrence of each
repeated event in a sequence. Note that we do not remove the last event of
the case, even if it is a repeated event, as that would change the ground truth
remaining cycle time for the prefix.

7 Conclusion and Future Work

The foremost contribution of this paper is a technique to predict the next activ-
ity of a running case and its timestamp using LSTM neural networks. We showed
that this technique outperforms existing baselines on real-life data sets. Addi-
tionally, we found that predicting the next activity and its timestamp via a sin-
gle model (multi-task learning) yields a higher accuracy than predicting them
using separate models. We then showed that this basic technique can be general-
ized to address two other predictive process monitoring problems: predicting the
entire continuation of a running case and predicting the remaining cycle time.
We empirically showed that the generalized LSTM-based technique outperforms
tailor-made approaches to these problems. We also identified a limitation of
LSTM models when dealing with traces with multiple occurrences of the same
activity, in which case the model predicts overly long sequences of the same
event. Addressing this latter limitation is a direction for future work.

The proposed technique can be extended to other prediction tasks, such as
prediction of aggregate performance indicators and case outcomes. The latter
task can be approached as a classification problem, wherein each neuron of the
output layer predicts the probability of the corresponding outcome. Another
avenue for future work is to extend feature vectors with additional case and event
attributes (e.g. resources). Finally, we plan to extend the multi-task learning
approach to predict other attributes of the next activity besides its timestamp.

Reproducibility. The source code and supplementary material required to
reproduce the experiments reported in this paper can be found at http://
verenich.github.io/ProcessSequencePrediction.
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Abstract. Serendipity is defined as the discovery of a thing when one is not
searching for it. In other words, serendipity means the discovery of information
that provides valuable insights by unveiling previously unknown knowledge.
This paper focuses on the problem of Linked Data serendipitous search. It first
discusses how to capture a set of serendipity patterns in the context of Linked
Data. Then, the paper introduces a Linked Data serendipitous search application,
called the Serendipity Over Linked Data Search tool – SOL-Tool. Finally, the
paper describes experiments with the tool to illustrate the serendipity effect
using DBpedia. The experimental results present a promissory score of 90% of
unexpectedness for real-world scenarios in the music domain.

Keywords: Serendipity � Linked data � Information retrieval

1 Introduction

Serendipity is defined as “the art of making an unsought finding” [18]. The term was
coined by Horace Walpole, based on the tale of The Three Princes of Serendip, wherein
the mentioned princes made several discoveries of things they were not looking for by
accident and sagacity. In the literature, the term serendipity is used to describe a break-
through discovery caused by chance encounters [3]. As described in [3], there are two key
aspects of serendipity: the accidental nature and the surprise of finding something
unexpected, the chance; the breakthrough or discovery made by drawing an unexpected
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connection, the sagacity. That is, serendipity promotes the encounter of unexpected
information to provide valuable insights by unveiling previously unknown knowledge.

Serendipity can be used in the context of the Web of Data to explore, filter and
extract relevant information from different datasets. As argued in [17], serendipity
provides a holistic and ecological approach to information acquisition in information
systems by complementing querying and browsing interactions.

Specifically, this paper addresses the problem of Linked Data serendipitous search,
briefly defined as a search process over Linked Data with the following characteristics.
The input to the search process is a query Q over a Linked Data dataset D. The process
returns a result list for Q, as usual, plus triples related to the results of Q by some
serendipity pattern. The process gradually exhibits the result list – including the triples
found by serendipity – and allows the user to perhaps change the focus of his search to
one of the triples found by serendipity.

Despite its potential, to design an application that incorporates serendipity is a
challenging task. Iaquinta et al. [8] argue that to conceptualize, analyze and implement
serendipity turns out to be a difficult task due to its subjective nature. To overcome this
issue, we present four patterns that formalize how to capture serendipitous events in the
Linked Data scenario: analogy, surprising observation, inversion and disturbance.
These patterns are taken from Van Andel’s list of seventeen serendipity patterns [18],
each one representing a different form in which serendipity can occur. We discarded
some of the patterns in Van Andel’s list since they are not amenable to formalization in
the context of Linked Data search.

We propose a query modification process to present three main strategies to capture
the selected serendipity patterns. To capture the analogy and the surprising observation
patterns, the process explores the results of the user’s query to invoke secondary
queries with the recently acquired information. To capture the disturbance pattern, the
process adopts strategies to change the order of the result list to expose items that the
user would normally neglect. Finally, to capture the inversion pattern, the process
analyzes the query to formulate alternative queries.

To summarize, the main contributions of this paper are threefold: (1) a discussion
on how to capture a set of serendipity patterns in the context of Linked Data search;
(2) the introduction of a Linked Data search tool, called Serendipity Over Linked Data
Search Tool - SOL; and (3) the description of experiments with the search tool.

The remainder of the paper is structured as follows. Section 2 provides an overview
of the state-of-the-art in the field. Section 3 discusses the notion of serendipity and
examines serendipity patterns. Section 4 illustrates how to capture four serendipity
patterns in the context of Linked Data search. Section 5 details the architecture of the
search tool and its main components. Section 6 describes experiments with the search
tool. Finally, Sect. 7 draws some conclusions.

2 Related Work

In [1] a notion of item regions is defined in order to introduce serendipity in a movie
recommender system. Basically, in this work, movies and users are grouped into
regions based on attribute similarity whereas collaborative filtering is used to identify
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regions that are underexposed to the users. Therefore, this approach is able to suggest
movies that are strongly related to the user’s interest but which are not popular in his
community.

In [16] the category representation of DBpedia is used to suggest lateral topics to a
given subject. This approach relies on a shortest path distance algorithm to compute the
proximity of the categories used in the graph exploration.

Similarly to [1], AURALIST [19] combines item-based collaborative filtering with
a clustering algorithm to produce serendipitous music recommendations. To introduce
serendipity among its results, AURALIST considers two approaches. First, it computes
the artist’s diversity by considering in how many users’ communities he is popular,
reasoning that an unheard artist may be considered in suggestions for that community.
Second, AURALIST adopts a similar approach to that of the Intra-List Similarity [20]
with cosine similarity to compute the similarity between items in a cluster of related
artists.

In [2] a recommender system is presented. It aims at improving user’s satisfaction
by combining unexpectedness with utility. To achieve this goal, the system calculates
unexpectedness as the distance between an unvisited item and the set of all items
visited by the user. Utility is understood as the overall rate of an item.

In the scenario of Web search, Bordino et al. [4] create a recommender system that
induces serendipity by suggesting search queries that are relevant to the content of a
page. The system extracts entities representing the content of a page and then builds a
graph containing entities and queries. Finally, it adapts the PageRank algorithm to this
graph to associate entities with relevant query suggestions.

A different approach is taken by FEEGLI [15], that augments search results with
information extracted from Facebook ‘like’ activity from the user. Results that match
the user interests are highlighted with a different color.

Our proposal, the SOL-Tool, combines some characteristics of these works. Sim-
ilarly to our approach with analogy, Stankovic et al. [16] rely on the category repre-
sentation of DBpedia to present unexpected suggestions. Although our approach uses
the category structure of DBpedia, it does not depend on any specific category while
[16] uses a set of categories as a starting point for the proximity computation.

Our serendipitous component (Sect. 4.2) augments the search results similarly to
FEEGLI. While FEEGLI highlights only the information that matches the ‘like’
activity, the SOL-Tool search engine provides new information related to search results
and also provides some explanation of the connection by using the RDF syntax.

3 Serendipity

In an extensive study of serendipity, Van Andel [18] lists seventeen serendipity pat-
terns, each one representing a different form in which serendipity can occur. In this
section, we present the patterns that we found to be best amenable to be captured in the
context of Linked Data search.

The analogy pattern is characterized by seeking similarity between objects from the
same or totally distinct domains [18]. Basically, it consists of extracting relevant
characteristics of an object in order to apply this knowledge to identify another object.
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A widely popular example of analogy is the insight of Archimedes to measure a
crown’s volume after stepping into a bathtub.

The surprising observation pattern is characterized by surprise caused by an
unexpected event. It indicates a trail that can lead to new information about a known
entity and represents the fact that some entities can have different facets (or views)
covering different domains. A subpattern of surprising observation is the repetition of
surprising observation. As the name implies, it involves the recurrence of the previous
pattern and serves as a strong indication of the relevance of the respective observation.
To illustrate the repetition of the surprising observation pattern, Van Andel [18] cites
the discovery of AIDS as an epidemic after registering a high number of cases.

The inversion pattern depicts the unexpected aspect of serendipity, i.e., it changes
the expectation of the experiment, guiding the solution towards a completely new
direction. It establishes a breakthrough discovery where the insight is the opposite to
the previous intent.

The disturbance pattern is characterized by a change of perception caused by an
occurrence that affects the regular activity of a person. The disturbance pattern is fired
by a chaotic event that introduces other variables into the problem. For example, Van
Andel [18] narrates the creation of Radio-astronomy that originated from the noise
observed in transatlantic telephone calls, with a periodicity of 23 h and 56 min.

4 Capturing Selected Serendipitous Patterns in the Context
of Linked Data Search

This section discusses how to capture the serendipitous patterns of Sect. 3 in the
context of Linked Data search. It also provides a case study scenario with the purpose
of illustrating the use of the serendipity patterns. The scenario is based on the DBpedia
dataset and focuses on the music domain. In this scenario, serendipity search can
increase the user satisfaction by providing interesting and non-obvious artists or songs.
The section starts with a very brief review of RDF.

4.1 Basic Concepts

We start by recalling a few concepts related to the Resource Description Framework
(RDF) data model [5] and the SPARQL query language [7].

A Uniform Resource Identifier (URI) represents an entity of the real world. A literal
is a string representing a (datatype) value. An RDF term is a URI or a literal. An RDF
triple is a triple (s,p,o), where s and p are URIs and o is either a URI or a literal; a triple
(s,p,o) states that its subject s has property p whose value is object o. We disregard the
so-called blank nodes in this paper, which could always be replaced by Skolem URIs
[5]. A dataset D is a set of RDF triples. We say that an entity of D is a URI that occurs
as a subject or object of a triple in D.

Entities are typically assigned to classes, which may in turn be organized as a class
hierarchy. This is captured in RDF with the help of the predefined terms rdf:type, rdfs:
Class and rdfs:subclassOf, where the first term belongs to the RDF vocabulary and the
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last two terms to the RDF Schema vocabulary. The term owl:Thing of the OWL
vocabulary denotes the universe, i.e., the set of all things.

We also take into consideration the annotation property rdfs:seeAlso and the OWL
property owl:sameAs. rdfs:seeAlso is used to indicate an entity that might provide
additional information about the subject entity whereas the owl:sameAs property is
used to indicate that two URI references refer to the same thing i.e. they represent the
same real-world object.

We use the SPARQL query language [7] to access a dataset. A SPARQL query has
a target clause that specifies how the results of the query are constructed. The query
language supports two basic query types. The target clause of a select query Q specifies
a list of variables; each solution mapping of Q therefore induces a tuple of variable
bindings, called a result of Q. The target clause of a construct query Q in turn specifies
a set of triple patterns; each solution mapping of Q in this case induces a set of RDF
triples, also called a result of Q. In either case, the evaluation of a query Q may produce
several results, induced by several distinct solution mappings, which we assume to be
ordered in a result list.

4.2 Serendipitous Search

To perform a serendipitous search, we apply a query modification process that enables
the application to transform a submitted query. This allows the application to act before
or after the query is actually executed. Therefore, the application can adopt different
strategies at different phases of execution.

As already pointed out in the introduction, we resort to three main strategies to
capture the selected serendipity patterns with the query modification process. In order
to capture the analogy and the surprising observation patterns, the process uses the
results of the user’s query to invoke secondary queries with the recently acquired
information to augment the results list with serendipitous content. To capture the
inversion pattern, the process analyzes the query to formulate alternative queries.
Finally, to capture the disturbance pattern, the process follows strategies to change the
order of the result list.

The serendipitous search problem is formally defined as follows.
Given a query Q, a serendipitous processing of Q will add new triples to each result

of Q. More precisely, let D1,…,Dm be a set of datasets, called the query environment,
and Q be a query over Dk, with k 2 [1,m]. A serendipitous result list of Q over D1,…,
Dm is a list of pairs of sets ((T1,S1),…,(Tn,Sn)) such that, for each i 2 [1,n], Ti is a result
of Q over Dk, called the regular component of (Ti,Si), and Si is a set of triples, called the
serendipitous component of (Ti,Si), computed from the datasets in the query
environment.

We note that the triples in a serendipitous component Si may use terms in the
vocabulary and refer to entities outside the query environment. Indeed, in Sects. 4.3
and 4.4, we will formalize the analogy and the surprising observation patterns as new
queries that return triples which are serendipitously related to the original result of
Q. Such triples will form the second set in each pair of sets in the result list.
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Consider that a user is searching for English rock guitarists using DBpedia. To
address his goal the user may use the category English rock guitarists to formulate the
query. The regular component of the result list includes entities that match the solution
mapping of the query, such as, “Mick Jagger”, “George Harrison”, “John Lennon”. The
serendipitous component contains a set of triples that serendipitously connect new
entities to those in the result list. For example, the serendipitous component may return
a set of triples linking “John Lennon” to “Roy Harper” or “Ringo Starr” through the
analogy property soltool:analogousTo, created for SOL-Tool.

The following sections discuss the strategies to capture each serendipity pattern. To
simplify the discussion, all examples consider a query, referred to as UQ1, about
English rock guitarists:

UQ1 Entities from English rock guitarist category

SELECT distinct ?entity WHERE{
?entity dct:subject  

<http://dbpedia.org/resource/Category:English_rock_guitarists>. 
} 

Note that this query uses the English rock guitarists category of DBpedia and the
dct:subject property from Dublin Core vocabulary, used to assign entities to categories.

Furthermore, we stress that a serendipitous result is an ordered list of pairs of sets.
Hence, we may devise a presentation process that gradually exhibits the pairs of sets
returned – including those found by serendipity – and that allows the user to browse
through the partial result list and perhaps change the focus of the search to one of the
entities in a serendipitous component. In Sect. 4.6, we will formalize the disturbance
pattern as strategies to modify the order of the sets of triples in the result list.

4.3 Capturing the Analogy Pattern

To capture analogy, we first introduce a new property, analogousTo, to be expressed by
triples of the form (s,analogousTo,o), which intuitively indicate that entities s and o are
analogous.

More precisely, let Q be a query submitted to a dataset Dk and Ti be a result of Q for
Dk. If e is an entity that occurs in Ti, then the search process might look for or compute
a triple of the form (e,analogousTo,o) in Dk and include the triple in the serendipitous
component corresponding to Ti.

We propose to compute analogousTo using a family of similarity functions
adopting the same strategy used to compute the sameAs property, except that the
properties to be compared would be chosen according to some set of criteria that better
capture analogy, rather than the sameAs property.

One approach is to define a query context that reflects the interests of a group of
users. For example, consider the entities “John Lennon” and “Roy Harper”, both
belonging to the English rock guitarists category and both of which were influenced by
the American novelist and poet “Jack Kerouac”, a pioneer of the Beat Generation; that
is, “John Lennon” and “Roy Harper” are both linked to “Jack Kerouac” through the dbo:
influenced property of the DBpedia property ontology. For this point of view,
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“John Lennon” and “Roy Harper” are understood to be analogous, in that, as noted, they
belong to the same category and are connected to the same entity with respect to the dbo:
influenced property. For this scenario, the search process must fill in the Analogy Query
Template 1, AQT1, with information acquired from the user’s query. To do so, the
search process executes a valid SPARQL query by replacing the [result-uri] field with
the results of the UQ1query:

AQT1 Using influenced property to find analogous entities

CONSTRUCT {[result-uri] soltool:analogousTo ?analogousEntity} WHERE {
?auxInfluence dbo:influenced ?analogousEntity; 
            dbo:influenced [result-uri].
[result-uri] dct:subject ?auxCategory. 
?analogousEntity dct:subject ?auxCategory. 
FILTER (?analogousEntity != [result-uri] ) }

We also propose a different query context to take advantage of DBpedia category
hierarchy. For example, we might move up in the category hierarchy from English rock
guitarists to English guitarists and then down to English bass guitarists, a narrower
category. Thus, we would conclude that an entity of English rock guitarists is analo-
gous to an entity of English bass guitarists with respect to the English guitarists
category. Similarly to AQT1, the search process must fill in the Analogy Query
Template 2, AQT2, with information acquired from the user’s query in order to capture
this pattern. One characteristic of this template is that the subquery selects, among the
categories of the UQ1 results, that with the lowest number of entities linked to it in
order to find a more specific category subset. To achieve this goal, AQT2 uses the skos:
broader property from SKOS ontology, a standard vocabulary for organization
systems:

AQT2 Using category hierarchy to find analogous entities

CONSTRUCT {[result-uri] soltool:analogousTo ?analogousEntity} WHERE { 
?analogousEntity dct:subject ?category.   
?auxCategory skos:broader ?superCategory.    
?category skos:broader ?superCategory.  
{ 

SELECT ?auxCategory (count(?categoryClient)) 
WHERE { 

[result-uri] dct:subject ?auxCategory. 
?categoryClient dct:subject ?auxCategory.    

} 
GROUP BY ?auxCategory 
ORDER BY (count(?categoryClient)) 
LIMIT 1 

} 
FILTER (?analogousEntity != [result-uri] ) 

}  LIMIT 2

A variation of AQT2 is the Analogy Query Template 3, AQT3, that randomly
selects categories of the [result-uri] field:
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AQT3 Using category hierarchy to find analogous entities

CONSTRUCT {[result-uri] soltool:analogousTo ?analogousEntity} WHERE {
?analogousEntity dct:subject ?category.   
?auxCategory skos:broader ?superCategory.    
?category skos:broader ?superCategory. 
{

SELECT ?auxCategory  
WHERE { 

[result-uri] dct:subject ?auxCategory. 
} 
LIMIT 1 OFFSET RAND()

}
FILTER (?analogousEntity != [result-uri] )

} LIMIT 2

Note that AQT1 relies on a vocabulary specific to the arts domain, the dbo:influ-
enced property, while AQT2 and AQT3 use only Linked Data standard vocabularies
and, therefore, they can be adopted for several domains.

Finally, we observe that this approach uses the familiar notion of similarity func-
tions and, therefore, it may take advantage of tools, such as Limes [13] and Silk [9] to
offline precompute analogousTo triples, and add these triples to a dataset.

4.4 Capturing the Surprising Observation Pattern

To capture the surprising observation pattern, we suggest to reinterpret the rdfs:seeAlso
property in such a way that a triple of the form (s,rdfs:seeAlso,o) would intuitively
indicate that any user interested in entity s might also be interested in entity o. Indeed,
the rdfs:seeAlso property is commonly used as a wildcard to relate contents with loose
connections.

In DBpedia, for example, there is a rdfs:seeAlso property linking “George Harrison”
to “Apple Records”. This link may be motivated by an analysis of the connection
between “George Harrison” and “The Beatles” and the connection between “The
Beatles” and the “Apple Records”. For this scenario, the search process must fill in the
Surprising Observation Query Template 1, SOQT1, with information from the UQ1
results:

SOQT1 Using seeAlso property to find surprising observation

CONSTRUCT {[result-uri] rdfs:seeAlso ?surprise} WHERE {
[result-uri] rdfs:seeAlso ?surprise. }

Another surprising observation is the inclusion of other members of the same band
of a given musical artist. This can be captured with the associatedBand property, as
described in the Surprising Observation Query Template 2, SOQT2:

SOQT2 Using associatedBand property to find surprising observation
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CONSTRUCT {[result-uri] rdfs:seeAlso ?surprise} WHERE {
[result-uri] dbo:associatedBand ?band. 
?surprise dbo:associatedBand ?band.

}

Computing the rdfs:seeAlso property is a difficult issue though. A simple solution
would be to define (s,rdfs:seeAlso,o) as (s,owl:sameAs,o), provided that entity s is
defined in the dataset the query refers to and that o is an entity defined in another
dataset listed in the query environment, but coming from a different domain. For
example, consider the case of a dataset Dk about the music domain, which contains
information, such as musical artists, their albums and their songs. Suppose that Q is a
query submitted to Dk and Ti is a result of Q over Dk. If e is a singer that occurs in Ti,
then the search process might look for a triple of the form (e,owl:sameAs,o) in Dk,
where o is an entity defined in Dj, with j 6¼ k, and include (e,owl:sameAs,o) in the
serendipitous component corresponding to Ti. If Dj is a dataset about actors, the user
may be told that singer e is also an actor, like “David Bowie” or “Jared Leto”.

According to this strategy, using the query UQ1, the surprising observation pattern
suggests the “David Bowie” entity of New York Times dataset for users who searches
for “David Bowie” in DBpedia, if the New York Times dataset belongs to the query
environment. The Surprising Observation Query Template 3, SOQT3, depicts the
template to capture this occurrence:

SOQT3 Using sameAs property to find surprising observation

CONSTRUCT {[result-uri] rdfs:seeAlso ?surprise} WHERE {
[result-uri] owl:sameAs ?surprise. }

4.5 Capturing the Inversion Pattern

As anticipated in the introduction, we suggest to adopt a completely different strategy
to capture the inversion pattern. Very briefly, the suggested strategy allows the user to
stop consuming the result list obtained for a query Q, and restart the search process
with a new query Q’ based on some entity observed in the serendipitous component of
a result of Q. That is, the user would retarget his search based on some entity the search
process may have passed in a serendipitous component. This pattern may be quite
useful when the user does not find enough information with his query but does not
know what else to search for.

The inversion pattern relies on the category representation of DBpedia to present
alternative queries to the user. To do so, the search process executes the user query and
retrieves the three most popular categories of the results i.e. the categories that most
appear in the results. With this information, the search process builds an alternative
query allowing the user to restart the search process with a different perspective.

To reproduce this behavior, the search process must proceed in two steps. First, it
uses the Category Frequency Query Template 1, CFQT1, to get the three categories
with more entities linked to it. The search process fills the template with two
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information from the user’s query string: the output variable of the query string rep-
resented by the [var] field and the query string itself represented by the [user-query]
field:

CFQT1 Extracting the most used categories from the subquery

SELECT  (COUNT(?s) AS ?counter) ?category WHERE { 
?s  dct:subject ?category.  
FILTER ( ?s = [var])  
{ 

[user-query] 
} 

} 

Second, the search process fills in the Inversion Query Template 1, IQT1, with
information acquired from the CFQT1 by replacing the [categories-list] term with
results of the previous query.

IQT1 Building alternative query

SELECT ?entity ?catAux WHERE { 
?entity dct:subject ?catAux.   
FILTER (?catAux IN ([categories-list]) ) 

} LIMIT 100

For example, assume the search process receives UQ1. First, the search process
uses CFQT1, to discover that the three most frequent categories of UQ1 are: English
rock guitarists, Living people and English male singers. Then, it completes the IQT1
template with the acquired information as depicted in the example below.

Example of alternative query to UQ1

SELECT ?entity ?catAux WHERE { 
?entity dct:subject ?catAux. 
FILTER (?catAux IN  

(<http://dbpedia.org/resource/Category:English_rock_guitarists>, 
<http://dbpedia.org/resource/Category:Living_people>, 
<http://dbpedia.org/resource/Category:English_male_singers>))} 

4.6 Capturing the Disturbance Pattern

We also suggest to adopt a strategy based on the result list to capture the disturbance
pattern. This strategy perturbs the order of the result list obtained for a query Q by
randomly bringing results further down the result list to near the top of the list. The user
who issued query Q would therefore be exposed to results that he would normally
neglect, and consequently his perception of the query result list would be changed.

This strategy stems from two motivations. First, if query Q returns a result list
ordered by any ranking criterion X, then the disturbance pattern has the ability to
smooth the impact of X. Second, if no ordering criterion is provided, the dataset
endpoint may use its own ordering, in other words, the query will highlight results
using a criterion that is not clear for the application or the user.

For example, consider that a user modifies the UQ1 so that the results are ordered
alphabetically. The disturbance pattern switches the position of “Adrian Portas” and
“Würzel”, both English rock guitarists.
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5 SOL-Tool the Serendipity Over Linked Data Search Tool

The Serendipity Over Linked Data Search Tool – SOL-Tool was developed in Java
with the Jena framework1, a well-stabilized framework for Linked Data query pro-
cessing and data manipulation, and Java Concurrent API2 to parallelize the task of
invoking remote datasets.

5.1 Architecture

The SOL-Tool modular architecture is organized in way that allows the search process
to: (1) isolate the logic task of displaying the results from the rest of the search process;
(2) permit not only users but also other applications to consume the search process of
the tool; (3) take actions before, during and after the execution of the user’s query;
(4) attach additional information to every item of a query result; (5) address remote
datasets independently; (6) enable the different query strategies for different scenarios;
and (7) parallelize the query execution. Figure 1 depicts the SOL-Tool architecture.

To handle (1) and (2), the SOL-Tool Interface merely acts as the interface of the
search engine with the user or other application receiving a SPARQL query and
returning its results. This enables future versions of the SOL-Tool search engine to be
instantiated as a Web service for other applications. Then, the SOL-Tool Interface starts
the Dataset Orchestrators with a catalogue of datasets.

Motivated by (3), (4) and (5), the Dataset Orchestrator is responsible for inter-
acting with a single dataset and managing the acquired data. The Dataset Orchestrator
first uses the Basic Query Executor to process the user’s query and retrieves its results.

SOL Tool 
Interface

Dataset Orchestrator

Analogy 
QueryExecutor

SurprisingObservation
QueryExecutor 

Query Executor

Disturbance 
Balancer

Basic
Query Executor

Query Builder

Inversion 
QueryBuilder

Result Balancer

Fig. 1. The SOL-Tool architecture

1 https://jena.apache.org/.
2 https://docs.oracle.com/javase/8/docs/api/?java/util/concurrent/package-summary.html.
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The Basic Query Executor is just a basic type of Query Executor that receives a
SPARQL query, processes it and returns its results.

For every result of the user’s query, the Dataset Orchestrator invokes Query
Executors to process secondary queries and locate content that is serendipitously
related to the respective result. The Dataset Orchestrator then delegates the task of
querying its dataset to the Query Executor.

Motivated by (5) and (6), the Query Executor defines how to query the dataset. It
encapsulates the logic of the query executed, in other words, it describes the serendipity
patterns in terms of a SPARQL query that can be submitted to the dataset. To adapt the
search process to different scenarios and behaviors, the SOL-Tool provides different
Query Executors as described in Sects. 4.3 and 4.4, and it also provides an interface to
easily build new ones. Secondary tasks of the Query Executor include parsing the
results and handling eventual network exceptions.

It is worth noting that the Dataset Orchestrator encompasses the strategy of the
search process while the Query Executor retains its logic. Thus, a Dataset Orchestrator
acts as a façade for encapsulating several Query Executors to address the same dataset
with different approaches. This design allows the application to adopt different
approaches and control the level of effort to produce serendipity in the results.

Then, the Dataset Orchestrator invokes Query Builders to create alternative query
suggestions to the user’s query. The Query Builders receives a query string and returns a
different query string in order to enable an inversion pattern experience. It encapsulates
the logic of the query transformation and it can be invoked before, during or after the
Basic Query Executor is executed. The current version of SOL-Tool presents only one
Query Builder as described in Sect. 4.5. Query Builders are also motivated by (5).

Finally, the Dataset Orchestrator may also invoke a Result Balancer to reorder the
obtained results. The Result Balancer encapsulates the logic to reorder the results. The
current version of SOL-Tool only provides an interface for the construction of new
Result Balancers.

5.2 Concurrent Dataset Request

As most of the effort spent by the application relies on invoking remote dataset end-
points, a critical factor since early implementations is the impact of latency in overall
performance, i.e., the time that the application waits for remote servers to respond. To
address this problem, the application resorts to the Java concurrent API to invoke
SPARQL requests concurrently.

To reproduce this behavior, every Query Executor must implement a call method
that is responsible for executing the SPARQL request and returning the query results.
Therefore, the Dataset Orchestrator invokes the Query Executors asynchronously and
aggregates the results that come from the remote dataset endpoint. The Dataset
Orchestrator incorporates a MapReduce strategy [10] to combine the results related to
an entity from many Query Executors. For example, assume that the user query returns
an entity e. The Dataset Orchestrator will invoke Query Executors to find content that
is serendipitously related to e. All data content found are grouped together using the
URI from e.
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With this configuration, the SOL-Tool application executes a basic search in less
than 6% of the time of the single thread version. For comparison, UQ1 was executed 10
times using the single thread and the multi-thread version of SOL-Tool. The average
time of the single thread is 144 s, while the average time of the multi-thread (with a
pool of 50 threads) is 7.4 s.

6 Experiments

From the recommender systems literature, a common approach to evaluate quality is to
measure the accuracy of the results. However, as argued in [12], other metrics should
be considered since very accurate results may lead the user to a bubble where he is only
exposed to similar and obvious information. To overcome this problem we adopt
unexpectedness to measure the serendipity of the results.

In [12] the unexpectedness of the results is evaluated by comparing the acquired
results to a more primitive baseline system. However, as Kaminskas and Bridge [11]
point out, this approach has several drawbacks: for example, the evaluation is sensitive
to the baseline system. They then propose a different approach for measuring unex-
pectedness based on the dissimilarity of content labels. It uses the complement of the
Jaccard similarity to compute the distance between two items. Therefore, the unex-
pectedness of an item is computed as the minimum distance of this item to previously
seen items.

The experiment in this section uses the content-based metric [11] to evaluate the
level of unexpectedness of the serendipitous component of the SOL-Tool, compared to
its regular component. In order to select the item labels properly, the experiment adopts
the Type Query Template, TQT1, that extracts the types associated with a given [entity]
entity.

TQT1 Extracting the type of an entity

SELECT distinct ?type WHERE{ 
[entity] rdf:type ?type. } 

Due to the size of DBpedia, we adopted the same strategy as [14] and limited the
scope of the evaluation by restricting the user’s query to retrieve entities of the type
MusicalArtist and Band from DBpedia ontology, which have 50,978 and 33,613
entities, respectively. The User Query 2, UQ2, selects entities of the typeMusicalArtist.

UQ2 Entities from MusicalArtist type

SELECT distinct ?subject WHERE{ 
?subject rdf:type <http://dbpedia.org/ontology/MusicalArtist>. } 

The User Query 3, UQ3, selects entities of the type Band and is defined similarly to
UQ2.

Table 1 depicts the average unexpectedness of the serendipity component of UQ2
and UQ3 with SOL-Tool and SOL-Tool-1, a variation of SOL-Tool that limits the
number of results to one entity per Query Executor. This customization is possible due
to the parameterization of the limit value of the Query Executor templates.
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The overall result of Table 1 indicates that the SOL-Tool performs well when
proving unexpected results for the selected inputs. This outcome illustrates the fact that
the application adopts different strategies to present serendipitous content.

A concern of the metric [11] is the influence of very dissimilar items on unex-
pectedness computation. This issue is partially addressed by the SOL-Tool application
because each serendipity pattern explores how entities are related. For example, con-
sider the entity that represents the “Juli” band retrieved by executing UQ3. The exe-
cution of TQT1 extracts 32 type labels of the “Juli” entity and 320 type labels of the
entities encountered with the serendipitous search of UQ3, but from those 320 labels,
there are 27 type labels that also belong to “Juli”. The unexpected score of this item is
0.93, in spite of finding 85% of “Juli” type labels.

An additional interesting information of Table 1 is the loss of unexpectedness when
limiting the number of results per Query Executor. The configuration of these
parameters may be used to leverage the tradeoff between the quality of results and the
effort spent in the search. This matter represents an interesting topic for future study.

7 Conclusions and Future Works

In this paper, we addressed Linked Data serendipitous search, with three main con-
tributions. First, we proposed three main strategies to capture selected serendipity
patterns in the context of Linked Data search. Second, we briefly described the
architecture of a Linked Data serendipitous search application, SOL-Tool, which
supports extensions to customize different steps of the search process. Third, we
described experiments with the tool to illustrate the serendipity effect, using DBpedia.

The implementation of the SOL tool is ongoing work. In parallel, we are designing
experiments to measure the user degree of satisfaction and the quality of the
serendipitous results, which proved to be a challenging goal. This qualitative evaluation
enables the analysis of what strategies are more useful for the users.

A prime objective of the SOL-Tool architecture is to aid the user, as much as
possible, to achieve his goals when responding to queries. One way to enhance
serendipity is to employ query modification to encompass latent goals [6], which are
not explicitly addressed in the current query. New queries may be directed to stress
whatever is eventually found related to other recent queries. For (a real) example,
apparently, there is nothing in common between such disparate domains as “guitarists”
and “salads”. And yet, a user visiting Quebec, who first asks about “Quebec” and
“guitarists”, and later, when planning for dinner, asks about “restaurants” and “salads”,

Table 1. Experimental results.

Query Unexpectedness
average

Query Unexpectedness
average

UQ2 0.90 UQ2 with limited Query
Executors

0.80

UQ3 0.88 UQ3 with limited Query
Executors

0.81
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may be told – in unexpected detail – that one restaurant features “good salads, nice live
guitarist”. Thus, the serendipitous component can be made more responsive to the
user’s interests and goals, either merely involved in a multiple-query session as in the
above example, or registered among the objectives of a daily agenda, or more elabo-
rately deduced from some user profile representation.

Another future work we intend to conduct is the development of a keyword-based
search application that uses the SOL-Tool search engine to locate Linked Data
serendipitous content, which will abstract the complexity of writing SPARQL queries.
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Abstract. Correctly identifying the embedded queries within the source
code of an information system is a significant aid to developers and
administrators, as it can facilitate the visualization of a map of the infor-
mation system, the identification of areas affected by schema evolution,
code migration, and the planning of the joint maintenance of code and
data. In this paper, we provide a solution to the problem of identifying
the location and semantics of embedded queries with a generic, language-
independent method that identifies the embedded queries of a data-
intensive ecosystem, regardless of the programming style and the host
language, and represents them in a universal, also language-independent
manner that facilitates the aforementioned maintenance, evolution and
migration tasks with minimal user effort and significant effectiveness.

Keywords: Reverse engineering of database queries · Query extraction ·
Embedded queries

1 Introduction

To operate properly, data-intensive applications rely on embedded queries, that
are programmatically constructed (typically, in progressive, incremental fashion)
to facilitate the retrieval of data from the underlying databases. Identifying the
location and semantics of these queries and making them available to develop-
ers is very important. In a most common scenario, database schema migration,
refactoring and evolution require the appropriate visualization and inspection
of data-related code, spread across multiple modules and files, for evaluating
the impact of the schema change to the overall software ecosystem. As another
example, when an administrator wants to modify a part of the database, it is
imperative that the developers of the surrounding applications are informed on
the change and have the means to identify the parts of the code that are going
to be affected by that change [1,2].
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Fig. 1. Embedded queries of Drupal-7.39; string (top) and object based (bottom)
(Color figure online)

Yet, obtaining these queries is an extremely painful process. An embedded
query is, typically, progressively constructed via a sequence of source code state-
ments that modify the query internals according to user choices. In the past, the
most popular way to perform this task was via string-based embedded queries
(Fig. 1 top). String-based queries were authored in SQL and parts of the query
clauses were added or modified according to the context via if statements.

However, programming practice has departed from the traditional string-
based construction of embedded queries and, developers now employ certain
reusable host language facilities (e.g., a specific API provided by the host lan-
guage), to programmatically construct and execute the respective queries. We call
this way of query construction object-based as queries are formed as objects of
the host language that are further manipulated by functions of an API that is
responsible for the integration with the database. See Fig. 1 for the construc-
tion of such a query; the query is represented by an object, under the variable
$query and further modified by the host PHP code via calls to the methods of a
database-related API.

The state of the art methods and tools on query extraction do not support
a general, easily understood and language-independent method for the identifi-
cation of embedded queries, especially when it comes to object-based ones (see
Sect. 6). The current methods and tools work only in specific environments (e.g.,
Java, or C#) via translating the object-based queries to string-based ones, or
examine only the queries that are most likely to be generated by the execution
flow of the source code [1,3].

To address these shortcomings, in this paper, we propose a principled, cus-
tomizable language-independent method that is able to (a) identify the embed-
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ded queries of a data-intensive ecosystem, regardless of the programming style
and the host language, as well as by finding all their variations due to branch-
ing statements, and at the same time, (b) represent them in a universal,
language-independent manner that can later facilitate migration or reconstruc-
tion, with (c) minimal user effort and significant effectiveness.

Fig. 2. The steps of our method

Our method consists of four parts, depicted in Fig. 2. As discussed in Sect. 2,
we start with source code files as input. Initially, we decompose the input files
to their structural parts (functions/methods) and we keep only these parts of
the code that host queries. For simplicity reasons, in this paper we focus on SPJ
string-based queries and data-retrieval object-based operations. Still, our app-
roach is also applicable to a wider class of queries as well as DML operations. In
the context of our language-independent approach, we uniformly will hereafter
refer to functions/methods/procedures/routines as Callable Units. In general, a
Callable Unit is: “a sequence of program instructions that perform a specific
task, packaged as a unit”1. For those Callable Units we create an abstract rep-
resentation of their code that we call Query Variants Graph (QVG). A QVG is
a tree-like graph representation of a Callable Unit that uses the database. Due
to the existence of branch and loop statements in the code, our next task is to
traverse the Query Variants Graph and find every possible variation of a query
that could occur at runtime. The result is a set of QVG paths, i.e., path traversals
from the root of the QVG till one of its leafs. Observe that our representation
abstracts the syntax details of the host language, thus it is language-independent,
depending only on premises like Callable Units, and branch and loop statements
that are practically universal. Our next step is the extraction of queries from
the QVG paths and their representation into a generic, language-independent
model. To represent queries in our model, we introduce an extensible pallet of
Abstract Data Manipulation Operators with fundamental data transformation

1 https://en.wikipedia.org/wiki/Subroutine.

https://en.wikipedia.org/wiki/Subroutine
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and filtering operators. This facilitates a universal representation of queries, inde-
pendently of the source language (thus the need for extensibility). So, in Sect. 3
we present how queries are represented as combinations of these operators, via
a model of representation which we call Abstract Query Representation (AQR).
An AQR is a directed acyclic graph with nodes that describe the database-
related parts of the code and its purpose is to formally represent the queries.
Finally, we can exploit the Abstract Query Representation for various purposes,
by converting the abstract representation to a specific, target language, a facil-
ity useful both for the understandability of the queries and for different kinds
of migrations – e.g., either between database engines (from MySQL to Oracle)
or to completely different environments, like MongoDB. This part is (shortly)
discussed in Sect. 4.

Our discussion is supported by our experimental assessment, presented in
Sect. 5. We have tested our method with systems built in different source lan-
guages (PHP and C++) and achieve very high numbers of recall and correctness
(larger than 80%) with quite low user effort.

2 Source Code to Query Variants Graph

In this section, we address the problem of identifying all the variants of the
queries that exist in the source code of a given information system. To do so,
we initially abstract the input of this step, which is the source code of the infor-
mation system, to a Query Variants Graph that removes the language-specific
control statements such as branch and loop statements of the host language.
Next, we generate every possible query variant via traversing the QVG paths.
Thus, the result of this step is a set of QVG paths for every query-related Callable
Unit of the information system.

2.1 QVG Construction

Starting from a set of files that constitute the source code of an information
system, our first step is to identify the query-related files and skip everything
else. Then, we decompose these files to their Callable Units and we perform a
second layer filtering keeping only the query-related Callable Units, such as those
of Fig. 1 which query two relational tables.

Extraction of Callable Units. The first intermediate step towards abstract-
ing the source code in language-independent format is the extraction of Callable
Units. We initially check whether a file contains any database-related code state-
ment either checking for query-related statements through string-based pattern
matching or for query-related object initializations. If there is no such statement,
we skip the file. Otherwise, we split it to its Callable Units. Similarly, we omit
Callable Units without embedded queries in them. Thus, we end up working
only with query-embedding Callable Units, significantly reducing the amount of
work and resources needed to be invested in the subsequent steps.
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The Price to Pay. To extract the appropriate information from the source
files, we need to perform simple extractions from the source code. This requires
(a) physical level information like the location of the source code and the parts
of it that are to be ignored (e.g., binary files), (b) query-related information
denoting the terms signifying a query, and, (c) language-specific information.

Concerning the query-related information, as already mentioned, we discern
between two categories of hosting. In the first case, where queries are handled as
strings, we need to know the API functions that use that string, so as to perform
slicing in order to find the query strings (in our example of Fig. 1 the function con-
tains the complete query string). In the second case, where queries are handled as
objects and their definition is manipulated via a dedicated API for query construc-
tion, we need to know the API functions that construct an object-based query.

The way we do this is by splitting the original project to Callable Units on
the basis of a formally specified grammar that requires the user to enter once per
language: (i) how the comments start and end (both single-line and multiple-
line comments), (ii) how the string values are described in the host language
(eg. in C++ this is done by using the character: ‘"’), (iii) if there are charac-
ters that “escape” the string value markers (e.g., in C++ the character: ‘\’),
(iv) finally how to treat the branch and loop statements of the host language. In
this grammar, we treat nearly all loop statements similarly to branch statements.
Remember that we are doing static analysis to dig out the query semantics. As
loops are typically populating filters with values produced at runtime, we only
need to handle the contents of the loop once, to identify the used expression
along with the usage of an artificial set-valued pseudo-constant without practi-
cally misrepresenting the query’s semantics.

Query Variants Graphs. Having explained the input and the method for the
extraction of Callable Units, we now move on to describe the abstract represen-
tation of the code.

A Query Variants Graph is a graph with nodes the blocks of the source code,
without branch and loop statements. The edges correspond to the control flow
of the code (aka they “consume” the branch and loop statements). A formal
definition of the Query Variants Graph is described in Definition 1.

Definition 1. Query Variants Graph - a directed rooted graph QV G(V,E, r),
where V is the set of nodes of the graph corresponding to elements of a Callable Unit,
E, the set of directed edges connecting elements of the Callable Unit together, and
r belongs to V is the root node, with the following properties:

1. The root of the graph corresponds to the entire Callable Unit CU .
2. Sibling nodes have the following properties:

– they share the same code both among them and also with their parent, both
before and after the branching/looping statement of their parent

– each sibling replaces the branching/looping block (including the branch/loop
statement) of their parent with exactly one alternative execution block

– for every alternative branching/looping block there is exactly one sibling
node.
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(a) The example of Fig. 1 bottom, annotated with (a)sequential blocks (with
horizontal labels) and (b) Loop and branch blocks (with vertical labels).

(b) Query Variants Graph of modified reference example.

Fig. 3. The example of Fig. 1 in two representations: (a) text and (b) graph.

Algorithm 1 serves the creation of the Query Variants Graph tree. A Callable
Unit is decomposed to its blocks, starting with the first branch or loop block.
The code of that block is split to its components and each one of them becomes
a “sibling” node of the QVG. After that, the remaining code is checked again for
branch/loop blocks, and, of course, the “siblings” are checked for branch/loop
blocks too.
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Input: A Callable Unit (CU)
Output: The root node for the Query Variants Graph of CU Callable Unit’s

source code (along with the rest of the tree that is constructed).
1 Block = new node;
2 Block =CreateGraph(CU , Block);

Procedure CreateGraph(CU , Parent)
1 Block = new node;
2 branches = code of the first branch/loop block;
3 if branches �= ∅ then
4 if branches �= contain final alternative then
5 branches += empty branch statement;

end
6 BlockStart = new node;
7 preceding = code before the start of first branch block;
8 if preceding �= ∅ then
9 Block = preceding;

10 link BlockStart to Block;
11 link Block to Parent;

end
12 else
13 link BlockStart to Parent;

end
14 BlockEnd = new node;
15 foreach sibling ∈ branches do
16 link BlockEnd to CreateGraph(sibling, BlockStart);
17 remove examined code;

end
18 return CreateGraph(M , BlockEnd); � Code after 1st branch

end
19 else
20 Block = all CU code; � Block without branch/loop

21 link Block to Parent;
22 return Block;

end

Algorithm 1. Creation of Query Variants Graph

2.2 QVG Path Identification

In this subsection, we address the problem of identifying the different variants of
a query that may occur during the execution of the code. This is done via a DFS-
like algorithmic approach, where we traverse every Query Variants Graph path,
regardless of whether the path contains query-related code or not. Algorithm 2
formally describes how we identify the variants of a query.

We perform a top-down traversal of the graph and we keep all code statements
encountered from the root to each visited node, in a variable, called QP in our
algorithm.
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Input: A Callable Unit (CU)
Output: The database-related QVG paths of a Callable Unit (queryV ariants).
Variables: queryV ariants = ∅, codeUpToNow = ∅;

1 TraversePaths(CU.Block, codeUpToNow, queryV ariants);
Procedure TraversePaths(v, codeUpToNow, queryV ariants)

1 QP = codeUpToNow + statements of v;
2 if v has no children then
3 if QP �= ∅ then
4 queryV ariants+ = QP ;

end

end
5 else
6 forall w : children of v do
7 TraversePaths(w, QP , queryV ariants);

end

end

Algorithm 2. Creation of QVG paths for a Callable Unit CU

Initially, we start from the root node of the QVG(CU.Block), with an empty
list of query variants (named queryV ariants) and an empty string statement
(named codeUpToNow). For each node that we visit, we append in QP the code
statements of the visited node. Then, we check if the visited node has any children
nodes. If the node has no children nodes and QP is not empty, then we have
finished with a traversal and we add the contents of QP to the queryV ariants
list. The contents of QP are the code statements from the CU.Block node up to
a “leaf” node of QVG. If the node we visited has children nodes, then for each
one of them we recursively call the TraversePaths procedure, giving as starting
node the child node that we want to visit, as “up to now” string statements the
QP variable and as list, the queryV ariants list of paths.

The difference of TraversePaths procedure to the well known DFS algorithm
is that we do not mark the nodes we visit. This is because we may encounter a
node in more than one traversals, coming from different ancestor nodes. Thus,
the information that is kept in a node (the contents of QP that are the code
statements that we encountered till the node we have reached) differs on each
traversal, and marking it as visited would produce wrong results. Observe the
Query Variants Graph of Fig. 3b: the bottom Block 4 node is used in four dif-
ferent traversals, marking it as visited after the first traversal would result in
ignoring its statements in the remaining three traversals.

Coming back to our reference example, we can see that the Query Variants
Graph of Fig. 3b provides four different traversals. The Block 1 and 4 nodes are
used in all traversal. The first traversal uses the Block 2.1 node and does not use
the 3.1 node. The second traversal differs to the previous one only in one place:
instead of 2.1 node, this traversal uses the 2.2 node. The other two traversals of
Query Variants Graph of the profile get fields Callable Unit use the 3.1 node
that was previously excluded from the traversals.
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3 From QVG Paths to Abstract Query Representations

In this section, we introduce a universal way to represent the query variants that
we obtained from the QVG traversals. Moreover, since this is an abstract query
representation, it should be able to describe any database query, despite of how
it was created (object-based or string-based queries).

To represent queries, we use an extensible pallet of Abstract Data Manip-
ulation Operators (ADMO) that represent the different parts of a query. Our
operators cover the relational algebra, therefore we are able to represent queries
embedded in relational database management systems. The operators are given
in Table 1. The Abstract Data Manipulation Operator pallet is extensible; new
operators can be added to cover cases of non relational databases.

Table 1. Abstract Data Manipulation Operator with a description of the part of a
query that they represent

Source Describes a provider of information in a query (e.g., a table in SQL)

Projector Describes an output attribute (e.g., the SELECT attributes in SQL)

Comparator Describes a filter that the output of the query should fulfil (e.g., the
conditions of the WHERE clause in SQL)

Grouper Used for summarizing of the output (used for grouping the
incoming data in groups, each group identified by a unique
combination of grouper values, e.g., the attributes of the GROUP
BY clause in SQL)

Ordering Used for sorting of the output (e.g., the attributes of the ORDER
BY clause in SQL)

Limiter Used for restricting the size of the output (e.g., the TOP/LIMIT
clauses of an SQL query)

Aggregator Used for applying an aggregate function to a input attributes (e.g.,
the MIN, MAX, COUNT, SUM, AVG functions in SQL)

Definition 2. Abstract Query Representation (AQR) - An abstract query
representation AGR = (V,E) is a directed acyclic graph whose nodes, V , are
Abstract Data Manipulation Operators that describe a part of the query. An edge
e ∈ E from a node vi to a node vj specifies that the execution of the statement
represented by vi precedes the execution of the statement represented by vj. The
set of nodes V = Start ∪ Nodes ∪ End, is a union that comprises the following
nodes:

– A node Start that specifies the beginning of a query variant q.
– A set of nodes Nodes that represent Abstract Data Manipulation Operators

which serve for generating the different parts of the query variant q. Each
one of the nodes is an Abstract Data Manipulation Operator (ADMO) as
described in Table 1.

– A node End that serves for concluding the generation of q.
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Input: A QVG path of a Callable Unit (P ), a mapping (M) of the API
functions to ADMOs

Output: The Abstract Query Representation of P .
1 Add Start node for AQR;
2 foreach QV GNode N ∈ P.nodes do
3 functionsOfNode = split contents of N to its functions;
4 foreach F ∈ functionsOfNode do
5 FAMDOs = M(F ); � Find the ADMO nodes for function F
6 foreach fadmo ∈ FAMDOs do
7 Set function’s F parameters to fadmo’s ADMO parameters;
8 Add fadmo to AQR;

end

end

end
9 Add End node for Abstract Query Representation;

Algorithm 3. Transforming a QVG path to its AQR representations

Algorithm 3 formally describes the AQR construction from QVG paths. For
the string-based constructed queries, the mapping of the SQL parts to the AQR
nodes is a straightforward procedure. Using as reference the example of Fig. 1 we
tokenize the first parameter of db query function (which is our input) to the parts
that are between the capitalized words with blue color. Then, we add Projector
operators for each of the values that follow the SELECT keyword as a parameter
to each node. We add a Source operator for the value that follows the FROM
keyword, with its parameter (url alias in our example). We add comparator
operators (with their parameters) for the values that follow the WHERE &
AND keywrods. Finally, we add an orderding operator (with its parameters) for
the value that follows the ORDER BY keyword. Table 1 describes all possible
keyword - ADMO combinations for the SQL queries.

Observe that since a string-based query might be modified in the source code,
we may need to perform slicing (forward slicing, as mentioned in [4]) to find out
whether our query was modified or not (in our example it is not happening).
In our approach, we perform slicing only on the code of the Callable Unit that
we examine. Inter slicing techniques that use dependency graphs to identify the
parts of the queries that are constructed in other Callable Units (e.g., see [5])
have not proved to be necessary in our experiments; of course, they are a clear
extension for future work.

In the case of object-based constructed queries, we need some additional
input in order to construct the AQR out of the variants we obtained from Algo-
rithm 2. We initially retrieve the contents of the variants and we decompose
the statements of those variants to the API functions of the project we exam-
ine, as we need to map the functions of the project’s API to the Abstract Data
Manipulation Operators of Table 1. This is work performed exactly once, and it
is project-related (since each project has it’s own API). In Sect. 5 we discuss the
developer’s effort for this task. In Fig. 4 we see the creation of an AQR that comes
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from the first traversal of the profile get fields Callable Unit. The project’s
API functions are translated to Abstract Data Manipulation Operators.

Fig. 4. Abstract query representation of the third QVG path of object-based query of
Fig. 1. On the left we have the source code that constracts the query and on the right
we have the AQR nodes with their parameters.

The AQR representation allows us to compare queries on the similarity of
their structure. That is useful because we might obtain query variants (in one
of the Callable Units that we examine) with identical structure (albeit, possibly
with different values). This is due to branch/loop blocks in the source code of a
Callable Unit that are unrelated to the query-object, and since we consider all
query variants as valid for our research, we need to identify the same ones here.
Therefore, we can use the Abstract Query Representation, and see if there are
any AQRs with the exact same operators, carrying the exact same ADMO para-
meters. Since we need only one of those queries, we eliminate the AQR dupli-
cates. This is a rather simple task, since a simple walk over the Abstract Data
Manipulation Operators of the Abstract Query Representation can provide us
the information needed for the comparison.

4 From AQRs to Concrete Query Representations

The Abstract Query Representation would be of small use, if we could not trans-
late the AQRs to concrete queries for a specific query environment, so, the next
step of our method is to be able to transform the model representation of AQR to
a text-based representation of a concrete query environment. The query environ-
ments on which we have up to now performed this model-to-text transformation
are SQL and MongoDB.



522 P. Manousis et al.

To export the Abstract Query Representation to a concrete language we need
to gather the nodes of the AQR in groups and use those groups for the output
parts of each language. Due to lack of space we do not formally describe any
of the export methods of SQL and MongoDB. The interested reader is kindly
referred to: http://cs.uoi.gr/∼pmanousi/publications/queryExtraction/.

5 Evaluation

We have evaluated our method using two ecosystems written in different pro-
gramming languages. The first ecosystem we used is the Clementine2 music player
project, which is written in C++ and it stores the information of the tracks of
the music library of its users in a database. The second ecosystem is Drupal,
which is the most popular CMS on sites with heavy traffic3. Drupal4 is written
in PHP and it stores the contents of the web pages it manages in a database.
Table 2 contains more details, such as the number of lines of code, the number
of files, and the number of subfolders of the projects we used for our evaluation.

Table 2. Projects’ descriptions and queries distribution per project

Project Lines of
code

Files Sub-folders Variant
queries

Fixed
queries

Total

Clementine 210053 3072 159 10 14 24

Drupal 325421 1096 137 10 84 94

Effectiveness. We need to verify the extent to which our method retrieves and
correctly reconstructs queries from the application scripts of the ecosystem. The
performance measures for this kind of assessment are recall and correctness.
Recall is defined as the fraction of the retrieved queries of each file over the
actually existing ones. Correctness is defined as the fraction of the correctly
reconstructed queries over the retrieved ones. A correct reconstruction of a query
involves (a) retrieving all its structural parts and (b) assembling them correctly,
in order to result in a correct and complete query. Table 2 depicts the distribution
of queries that were either single path (fixed) queries or produced due to branch
and loop statements of the host language (variant queries).

Recall. To assess recall, we need to manually verify the percentage of queries
that our method extracts with respect to the queries that actually exist in the
code. Due to the vastness of the task, we have sampled the 10% of the database-
related files. This is a standard practice in the software engineer community
whenever the size of a project is too large for full manual inspection. We man-
ually inspected the code of the evaluated files and we were unable to find any
2 https://www.clementine-player.org/.
3 See http://w3techs.com/technologies/market/content management.
4 http://ftp.drupal.org/files/projects/drupal-7.39.tar.gz.

http://cs.uoi.gr/~pmanousi/publications/queryExtraction/
https://www.clementine-player.org/
http://w3techs.com/technologies/market/content_management
http://ftp.drupal.org/files/projects/drupal-7.39.tar.gz
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other query, besides the ones that our tool reported. In the functions that were
repeating a query in one or more places in their source code, we reported only one
occurrence of the query, since there was no variation. If a query changes, then we
report the “new” query (the modified one) as well. Our manual inspection was
further supported by automated searches in the source code. For Clementine,
we decided to focus on a single table of the database. Then, we can search for
all occurrences of the table’s name. For Drupal, we took advantage of the fact
that there are specific functions for querying the database, as prescribed by its
manual (both for string-based and for object-based queries): https://api.drupal.
org/api/drupal/includes!database!database.inc/function/).

Correctness. Regarding the correctness of our method, we examined the sam-
ple files on whether the queries that were translated to SQL query environment
were correct or not. The correctness for the Drupal project is 95.6% and for the
Clementine project is 79.1%. To explain what we considered as a correct query
we created the following taxonomy of query classes:

1. Fixed structure: This class has the queries that can be translated to one of
our concrete query environments and run without issues.
(a) All parts fixed : queries that have no variable at all
(b) Variable values in “filtering”: queries that contain a variable that gets its

value at execution time but does not intervene with the query structure.
In most cases this is a variable that is the second part of a comparison.
In our reference example of Fig. 1, Line 7 contains the $category variable
which can be replaced by a value, producing a valid query.

2. Variable structure: in this class we have variables that alter the query struc-
ture. This means that the data providers are unknown to us, so in order
to produce a valid query we needed to know in advance the values of the
parameters that were given to the calls of those Callable Units.

Table 3. Breakdown of generated queries per query class.

Query class Drupal-7.39 Clementine 1.2.3

Valid: All parts fixed 28/94 (29.7% ) 5/24 (20.8% )

Valid: Variable values 61/94 (64.9% ) 14/24 (58.3% )

Overall 89/94 (95.6%) 19/24 (79.1%)

Invalid: Variable structure 05/94 (04.4% ) 05/24 (20.9% )

Table 3 contains the number of queries that belong to each classification for
each one of our case studies, which consequently provide the precision measure-
ment for our method. Observe that the internal breakdown for the different
categories (rows in the table) is quite different for the two cases. However, we do

https://api.drupal.org/api/drupal/includes!database!database.inc/function/
https://api.drupal.org/api/drupal/includes!database!database.inc/function/
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achieve 100% correctness and recall for the two first categories. For the last cat-
egory, we fail to produce an abstract representation due to the fact, that many
times the variable structure refers to a variable table in the FROM clause that
is assigned at runtime. A flexible handling of such occurrences (with variable
tables involved) is part of future work.

Table 4. User effort (number of functions to translate/lines of code)

Project API func./LOC Host lang.
(func./LOC)

Method
fixed input

Clementine (C++) 4/59 9/341 11

Drupal (PHP) 11/251 9/347 11

User Effort. As previously stated at Sect. 3, there is a preprocessing step that
is needed in order to translate the projects API database-related functions to
Abstract Data Manipulation Operators. In Table 4 we describe the user’s effort
for the two projects that we examined. The effort is measured in the number
of functions that needed translation from the project’s API, and in the lines of
code that were written for the translation of those API functions to Abstract
Data Manipulation Operator.

6 Related Work

The state of the art on query extraction includes some interesting techniques
that facilitate various engineering tasks like error checking, fault diagnosis, query
testing prior execution, and change impact analysis.

Specifically, Christensen et al. [3] propose an approach that identifies type
and syntax errors in Java source code, due to queries are constructed through
string concatenation. To this end, the authors perform static source code analy-
sis, based on flow graphs and finite state automata. Gould et al. [6,7] use slicing
to identify the SQL related parts in Java source code. Then, all the variations of
a query are formed and tested for type (using the DB schema description) and
syntax errors. In a similar vein, Annamaa et al. [8] propose a method for test-
ing database queries before their actual execution. The method identifies SQL
queries embedded into Java source code, via searching for a given set of related
functions. van den Brink et al. [9] use control and data-flow analysis to assess
the quality of SQL queries, embedded in PL/SQL, COBOL and Visual Basic
source code, while Ngo and Tan [10] rely on symbolic execution to extract data-
base interaction points from PHP applications. Maule et al. [1] employ query
extraction to identify the impact of relational database schema changes upon
object-oriented applications. The proposed method targets C# applications and
is based on data-flow analysis, performed via a k-CFA algorithm. Finally, Cleve
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et al. [11] propose a concept location technique that starts from a given SQL
query and finds the specific source code location where the query is formed. This
effort targets Java source code that uses JDBC or Hibernate.

Overall, although the existence of all these methods verifies the importance
of the problem, the state of the art has dealt with query extraction (a) in
a language-dependent way and (b) as the means, but not the main focus of
research. Differently from the state of the art approaches, we propose a general-
purpose query extraction method that clearly separates technology-specific from
technology-independent aspects. Our method extracts all the variants of the
queries that can be generated at runtime and produces query representations
in more than one target query languages.

7 Conclusion and Future Work

We have presented a method that identifies the embedded queries within a
database-related software project, independently of host language and program-
ming style. Our method constructs every variation of a query that can be pro-
duced due to branch and loop statements of the source code’s host language
during runtime, and represents the queries in a generic, language-independent
way that facilitates the exporting of these queries to more than one concrete
query environments. As next steps, we intend to improve the effectiveness of
our method, by capturing more flexible query construction patterns. We also
consider to extend the number of host languages (besides PHP and C++) for
our method’s usability.
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Abstract. Spreadsheets are one of the most successful content genera-
tion tools, used in almost every enterprise to perform data transforma-
tion, visualization, and analysis. The high degree of freedom provided
by these tools results in very complex sheets, intermingling the actual
data with formatting, formulas, layout artifacts, and textual metadata.
To unlock the wealth of data contained in spreadsheets, a human analyst
will often have to understand and transform the data manually. To over-
come this cumbersome process, we propose a framework that is able to
automatically infer the structure and extract the data from these docu-
ments in a canonical form. In this paper, we describe our heuristics-based
method for discovering tables in spreadsheets, given that each cell is
classified as either header, attribute, metadata, data, or derived. Exper-
imental results on a real-world dataset of 439 worksheets (858 tables)
show that our approach is feasible and effectively identifies tables within
partially structured spreadsheets.

Keywords: Speadsheet · Document · Tabular · Grid · Table · Layout ·
Recognition · Identification

1 Introduction

Spreadmarts, i.e. reporting or analysis systems running on desktop software,
are used in more than 90% of all organizations [7]. 41% of these are built with
Excel [7] which can be found on most office computers and, hence, do not incur
any additional costs. Besides the low costs there are plenty of other reasons
for using Excel as a data analysis tool, such as the high degree of autonomy,
the fast information provisioning process compared to data warehouses, and the
user desire to protect interests. While spreadmart solutions have their raison
d’être, they come with the risk that information stored in them is getting lost
since they are not part of the enterprise-wide administration. The problem of
visibility is partly tackled by new information management principles such as
data lakes [11,12] but the core problem still remains: how to extract and harvest
c© Springer International Publishing AG 2017
E. Dubois and K. Pohl (Eds.): CAiSE 2017, LNCS 10253, pp. 527–541, 2017.
DOI: 10.1007/978-3-319-59536-8 33
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Fig. 1. Cell classification label [10]

the rich information found in spreadsheet formats enabling their reuse and thus
fostering the understanding of data maintained in these files.

Our aim is to overcome this challenge by focusing our efforts on approaches
for table identification and layout inference in spreadsheets. In a previous paper
[10], we have proposed a machine learning approach for layout inference. We
focused on the level of individual cells, considering a large number of features
not covered by related work. From these, 43 were chosen for the final evaluation.
The results show very high accuracy with all the defined classes (labels for the
cells), and an overall 97% F1 measure.

Figure 1 provides examples for each of the cell labels. Header and Data are
the basic building blocks of a table. In addition to this, we are using the notion
of Attributes, i.e. specific data fields on the left of the table structured in a
hierarchical way. Derived cells hold aggregations of data cells. Finally, Metadata
cells provide additional information about the table as a whole (e.g., the title) or
its parts (e.g., the unit of numeric values in a column). Additional information
on these labels and the overall project can also be found on our website1.

In this paper, we build upon these notions developing novel techniques to
identify and reconstruct tables. Our approach takes as input the results from the
cell classification task. Cells are then grouped to form regions (clusters) based on
their label and location. These regions become the input for our heuristics frame-
work, called TIRS (Table Identification and Reconstruction in Spreadsheets),
which outputs tables and their layout. In the following sections we describe in
detail each individual step of this process.

The subsequent parts of the paper are organized as follows: In Sect. 2, we
define the concepts used throughout the proposed approach. The steps and
heuristics for the table identification process are described in Sect. 3. In Sect. 4,
we present the results of our evaluation. Finally, we review related work on table
identification in Sect. 5, and conclude this paper with a short summary in Sect. 6.

1 https://wwwdb.inf.tu-dresden.de/research-projects/deexcelarator.

https://wwwdb.inf.tu-dresden.de/research-projects/deexcelarator
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2 Preliminaries

In the following sections, we define the concepts that are used in our heuristical
framework, TIRS, and we discuss the pre-processing phase of our approach.

2.1 Cell Clusters

We decided to group cells based on the label they were assigned during the
classification process and their location. We believe that these larger structures
will help us streamline the table identification process. It is much simpler and
intuitive to work on collections of cells rather than on individual cells. Further-
more, we have to handle a much smaller number of elements, thus decreasing
the complexity of the overall process.

In the following paragraphs we provide formal definitions of the concepts
used throughout the creation of the cell clusters. We start with the definition of
the structure used to represent a sheet, which is referred to as worksheet in the
Microsoft Excel environment.

Definition 1 (Worksheet Matrix). A worksheet is represented by an m-by-n
matrix of cells, denoted as W. We refer to a cell in the matrix as Wi,j.

In this paper, we look at worksheets whose cells were previously classified by our
method [10]. We assign a label to each non-empty cell.

Definition 2 (Classified Cell). Is a cell in a worksheet, s.t. Empty(Wi,j) �= 1
and Label(Wi,j) = �. Here, function Empty returns 1 for empty cells (i.e., without
value), 0 otherwise. Function Label returns the label assigned to a classified cell,
where � ∈ Labels, Labels = {Data,Header,Attribute,Metadata,Derived}.
As we stated in the beginning of this section, our goal is to cluster cells. We
initiate this process at the row level by grouping together consecutive cells of
the same label. We refer to these mini row clusters as Label Intervals.

Definition 3 (Label Interval (LI)). A label interval is a submatrix of W,
denoted as W[i; j, j′]. For every cell Wi,j′′ in LI, where j ≤ j′′ ≤ j′,
the Label(Wi,j′′) = �. To ensure maximal intervals, we enforce that
Label(Wi,j−1) �= � and Label(Wi,j′+1) �= �.

We proceed further by grouping cells to even larger clusters, which we call Label
Regions(LRs). Intuitively, LRs can be seen as an attempt to bring together
LIs of the same label2 from consecutive rows of W. This is not straightforward,
since the start column, end column, and order (size) can vary among these LIs.
Therefore, we target those LIs that are at least partially stacked vertically.

Definition 4 (Stacked LIs). Let I be the collection of all LIs in W, then Ik
and Ik′ are stacked iff there exists at least a pair (Wi,j ,Wi+1,j) of cells s.t Wi,j

in Ik, Wi+1,j in Ik′ .

2 More specifically, all cells from these intervals have the same label.
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We aim at constructing maximal LRs, by merging all intervals of the same label
that are vertically stacked.

Definition 5 (Label Region(LR)). A label region is a p × q matrix of cells,
where 1 ≤ p ≤ m and 1 ≤ q ≤ n. In the trivial case a LR is made of a single
LI (i.e., LR and LI are the same matrix). Otherwise, let r and r + 1 be the
indices of any two consecutive rows in LR, where 1 ≤ r < r+1 ≤ p. Then, there
exists a pair of same-label stacked intervals (Ik,Ik′) that respectively correspond
to stacked sub-matrices in row r and r + 1 of LR. An interval It′′ is not part
of LR iff it has a different label or it has the same label but is not stacked with
any of intervals in LR.

Note that a LR is not a submatrix of W. They share LIs, but the remaining
parts of the LR might be different. We use empty cells to fill the gaps from the
clustered LIs, when necessary. In this way we ensure equally sized columns and
equally sized rows for LR matrices.

I1

I2
I3

I4 I5

R1

R2

R3

Fig. 2. Cell clustering

Example. In Fig. 2, we provide two examples that illustrate how we cluster
classified cells. Blue (backward-sloping lines) cells are of the same label λ1, and
green (forward-sloping lines) cells of the same label λ2. The ones that are blank
represent empty cells or cells that were assigned a different label than λ1 and
λ2. In Fig. 2(a) cells are clustered into five label intervals. The label intervals
I4 and I5, although in the same row, are separated because there is a cell of
a different label between them. All intervals in Fig. 2(a) can be clustered into
one label region. Contrary, in Fig. 2(b) there are three label regions, two blue
(R2 and R3) and one green (R1). We note that R1 and R2 “overlap”. In the
following sections we discuss how we treat these cases. For now we can say that
this “overlap” hints some kind of relation between these regions. Also, the case
of R3 is particular, since it is a single cell region. Such cases can happen when
it is not possible to cluster the cells both row-wise and column-wise.

2.2 Rectangular Abstractions

Although cell matrices are suitable structures for maintaining the LRs, it is
rather challenging to define heuristics on top of them. Therefore, we decided to
go for a more abstract representation, namely the rectangle. An LR can be seen
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as a rectangular structure that bounds cells of the same label. In the literature
this is called the minimum bounding rectangle (MBR) for a set of objects, and
is commonly used for tasks of spatial nature [4,13].

In our case, MBRs exist in the space defined by the original worksheet. The
top-left corner of the worksheet becomes the origin (0, 0). As shown in Fig. 3,
the x-axis extends column-wise, while the y-axis extends row-wise. The edges of
the MBRs are either parallel or perpendicular with these axes.

In this coordinate system, cells are rectangles, having unit width and unit
height. As such, a cell Wi,j is represented by the coordinates3: xmin = j − 1,
xmax = j, ymin = i − 1, and ymax = i.

Fig. 3. Spatial relations between rectangles in a worksheet

We can determine the MBR coordinates for a LR from the indices of the cells it
bounds. Specifically, we focus on the top-left and bottom-right cells in the LR.

2.3 Spatial Arrangements

Here, we provide some of the notions used to describe spatial relations between
the rectangles (LRs). Our aim is to explain them intuitively using the examples
in Fig. 3. Similar notions have been defined more formally in [13].

We start with the concepts that describe the relative location of rectangles.
We use the notions on the left of and on the right of to describe relations like D
to E and E to D, respectively. Likewise, F is under E, and the other way around
E is above F. We can make these relations even more specialized. For example, F
it is not strictly under E, since F is wider. However, D is strictly on the left of E,
since its projection to the y-axis is within (covered by) E’s y-axis projection. We
are also interested in intersecting rectangles, and we have distinguished several
of such cases: Two rectangles might overlap, such as A and B. They could meet
at a vertex, like C and A. Rectangles G and H meet at or partially share an edge.
Finally, rectangle I is inside rectangle H.

3 Note, MBRs rely on a reference coordinate system, while LRs rely on the spreadsheet
notation (i.e., column and row numbers).
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3 Table Identification

TIRS consists of a series of heuristics that are based on the concepts presented
in the previous sections. In addition to covering various table layouts, we had
to minimize the effects of incorrect classifications and empty cells (i.e., missing
values). Furthermore, we opted for heuristics that work on worksheets having
multiple tables, stacked horizontally and/or vertically.

3.1 Tables in TIRS

Data, Header, and Attribute regions play the most important role in our analysis,
since for us they are the base ingredients to form tables. Intuitively, a Data region
(LRD) acts like the core that brings everything together. A Header (LRH)
and Attribute region (LRA) can help us distinguish the boundaries of tables.
Therefore, we refer to them as “fences”, a term borrowed from [1]. Fences can
be horizontal (only Headers) or vertical (Headers4 and Attributes).

A valid table should have at least a fence (LRF) paired with a LRD. In
terms of dimension, tables must be at least a 2 × 2 matrix of cells. This means
that LRD and LRF regions are at least 1 × 2 or 2 × 1 matrices.

table := {Data,HHeaders, V Headers,Attributes,Derived,Metadata,Other}

Tables extracted by TIRS can be stored as collections of LRs. More specifically,
as shown above, a table has seven distinct sets of LRs. For most of the cases
we organize the regions forming the table by their label. We specialize Headers
to vertical and horizontal. While the set “Other” contains regions for which we
can not tell the layout function despite of their label. We provide more details
on the latter in the following sections.

Finally, we utilize the MBR concept for tables, in addition to label regions.
A table MBR is the minimum bounding rectangle for the LRs that compose it.

3.2 Pairing Fences with Data Regions

As mentioned in the previous section, TIRS needs to pair LRDs with LRFs to
form tables. Valid pairs comply with the following three conditions.

C1. The LRF is on the top or on the left of the LRD although not necessarily
adjacent to it.

C2. For a LRF , the selected LRD is the closest5. Specifically, for a horizon-
tal fence we measure the distance from the top edge of the Data region.
Respectively, we work with the left edge for vertical fences.

4 Vertical Headers occur infrequently in our annotated dataset for “pivoted” tables.
5 We quantify this using the smallest Euclidean distance between two MBRs.
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C3. The pair of MBRs representing correspondingly the LRD and the LRF
are projected in one of the axes, depending on the fence orientation. The
length of the segment shared by both projections represents the overlap. We
transform the overlap into a ratio by dividing it with the largest projection.

Overlap(xProjection(LRD), xProjection(LRF))
Max(xProjection(LRD), xProjection(LRF))

> θ (1)

Equation 1 shows how to calculate this for the x-axis (relevant to horizontal
fences). The threshold θ was determined empirically and set to 0.5.

3.3 Heuristics Framework

The TIRS framework is composed of eight heuristic steps (activities). The initial
Data-Fence pairs are created in the first five steps. While, the subsequent activ-
ities aim at completing the table construction by incorporating the remaining
unpaired regions. In the following paragraphs we present each step and illustrate
their relevance with examples from Fig. 4.
We should note that the examples in Fig. 4 hide the complexity of tables in
our real-world dataset. For instance, fences might contain hierarchical struc-
tures, spanning in multiple rows and columns. Furthermore, misclassifications
and empty cells can occur in arbitrary locations, and implicate various label
regions (not only fences).

S1. In the first step, we attempt to create one-to-one pairs of Fence-Data, based
on the three conditions listed in Sect. 3.2. Figure 4(a) and (d) provide exam-
ples of such tables.

S2. Mainly due to misclassifications multiple fence regions can be found that
satisfy C1 and C2, but fail to comply with C3. An example is shown in
Fig. 4(b). In such cases, we treat the individual regions as one composite
fence, omitting the in-between “barriers”. Equations 2 and 3 respectively
show how to calculate the overlap ratio and projection-length to the x-
axis for a composite fence (CF), containing N sub-regions. We handle these
calculations similarly for y-axis projections. Having the results from the
equations, we proceed to check if C3 is satisfied.

cmp overlp =
N∑

i=1

Overlap(xProjection(LRD), xProjection(CF i)) (2)

cmp length =
N∑

i=1

xProjection(CF i) (3)

S3. There can be a fence (simple or composite) that satisfies C3, but it is located
inside the Data region far from the top edge or left edge. This might happen
due to incorrect classification in worksheets that contain conjoined tables
(i.e., not separated by empty columns or rows). We provide an example in
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Candidate Fence Data Region MisclassificaƟon Data Misclass

Fig. 4. Table types: cases b, c, e, and f also occur for tables with vertical fences

Fig. 4(f). When such a fence is identified, we separate the Data region into
two parts. When the fence is horizontal, we pair it with the lower part,
otherwise with the right part.

S4. There are cases where “small” Data regions are under or on the right of
a “bigger” fence (e.g. the table in Fig. 4(c)). For these cases, the fence is
treated as first-class citizen. Data regions that comply to condition C1 and
are closer to this fence, than other ones, are grouped together. Again, we use
similar formulas to Eqs. 2 and 3 to calculate the overlap and the projection-
length of composite Data regions.

S5. At this step, we take a much more aggressive approach, in order to form
tables with the remaining unpaired regions. We start by grouping fences.
When working horizontally, we merge fences whose y-axis projections over-
lap. Likewise, we look for overlaps on the x-axis for vertical fences. After-
wards, we proceed in the same way as in step S4. Figure 4(e) illustrates a
table that can be the output of this step.

S6. Here, we attempt to incorporate unpaired regions located in-between exist-
ing tables (i.e., constructed during S1–S5). In addition to the Data and
fences, we also consider Metadata and Derived regions. For a pair of tables
stacked horizontally, we assign the unpaired regions to the top table. When
working with vertically stacked tables, we favor the left one. Obviously this
and the following step, make sense when there are more than one extracted
tables.

S7. We proceed by merging tables whose MBRs overlap. This will correct incon-
sistencies that might have happened during the previous steps. For example,
a Data region is partially under a fence from another table.

S8. Finally, we assign the remaining unpaired regions, of all labels, to the nearest
existing table.
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Algorithm 1. Table creation in TIRS
Input: Set of LRDs (D), set of LRHs (H ), set of LRAs (A)
Output: Set of extracted tables from the worksheet (T)

1 begin
2 T ← ∅;
3 UF ← ∅, UD ← D ; // UF: unpaired LRFs,UD: unpaired LRDs
4 O ← {Horizontal, V ertical};
5 foreach o in O do
6 if o == Horizontal then UF ← H else UF ← UF ∪ A;
7 foreach d in UD do
8 f ← GetNext(UF), newtbl ← false;
9 while f �= null and newtbl == false do

10 if IsValidPair({d},{f},o) then // S1: line 10-12
11 (T, UF, UF ) ← Construct({d},{f},UD,UF,T,o);
12 newtbl = true;

13 else if IsDataBreaker(d,f ) then // S3: line 13-16
14 (d1, d2) ← BreakInTwoParts(d,f );
15 (T, UF, UF ) ← Construct({d2},{f},UD,UF,T,o);
16 d ← d1;

17 f ← GetNext(UF);

18 if newtbl == false then // S2: line 18-20
19 CF ← GetCompositeFence(d,UF,o);
20 if IsValidPair({d},CF,o) then
21 (T, UF, UF ) ← Construct({d},CF,UD,UF,T,o)

22 UH ← UF ∩ H, UA ← UF ∩ A; // Extract unpaired Headers & Attributes
23 foreach o in O do
24 if o == Horizontal then UF ← UH else UF ← UF ∪ UA;
25 foreach f in UF do // S4: line 23-25
26 CD ← GetCompositeData({f},o,UD);
27 if IsValidPair(CD,{f},o) then
28 (T, UD,UF ) ← Construct(CD,{f},UD,UF,T,o);

29 foreach MF in MergeByOrientation(UF,o) do // S5: line 26-28
30 CD ← GetCompositeData(MF,o,UD);
31 if IsValidPair(CD,MF,o) then
32 (T, UF, UF ) ← Construct(CD,MF,UD,UF,T,o)

33 return T;

34 Function Construct(SD,SF,UD,UF,T,o): // SD: Selected LRDs, SF: Selected LRFs
35 table ← CreateTable(SD,SF,o);
36 TT ← T , TUD ← UD, TUF ← UF ; // Temporary variables in this function
37 (TUD, TUF ) ← FilterOutPaired(table,TUD,TUF);
38 ConT ← HandleTableBreakers(table,TUF,o); // Trivial case ConT = {table}
39 foreach t in ConT do
40 foreach u in {TUD ∪ TUF} do
41 if IsInside(table,u) or IsOverlap(table,u) then AddOtherRegion(table,u) ;

42 (TUD, TUF ) ← FilterOutPaired(table,TUD,TUF);
43 TT ← TT ∪ {t};
44 return (TT, TUD, TUF );

Algorithm 1 provides a high level view from the execution of table creation steps
(S1–S5). For each individual step S1 to S5, we first process horizontal and then
vertical fences. Our empirical analysis showed the former are by far more com-
mon, thus we prioritize them. Additionally, we give priority to Headers over
Attributes. It is fair to claim that Headers represent more “secure” fences, since
less misclassification involve this label compared to Attributes [10]. Another
details is that of S4 and S5 being executed only after all the types of fences are
processed by steps S1–S3.
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Furthermore, to avoid any inconsistencies, after the table creation we execute
a series of operations. We incorporate regions that partially overlap or fall inside
(complete overlap) the table (line 34–35). We exclude the paired regions from
the next iterations (line 31 and 36). Also, we call function HandleTableBreakers,
which basically is a batch execution of step S3.

Finally, at line 35 we use function AddOtherRegion. At this point of the
algorithm we can not tell what the role of the fully or partially overlapping region
is, since we already have paired the main components of the table. Therefore,
we keep such regions at a special set called “Other”.

4 Experimental Evaluation

In the following subsections, we discuss the evaluation of our proposed approach.
Firstly, we present the dataset that was used for our experiment. Afterwards,
we define how we measure the success of our method, and present the results of
our evaluation.

4.1 Dataset of Annotated Tables

For our experiments we have considered spreadsheets from three different
sources. EUSES [8] is one of the oldest and most frequently used copora. It has
4, 498 unique spreadsheets, which are gathered through Google searches using
keywords such as “financial” and “inventory”. The ENRON corpus [9] contains
over 15, 000 spreadsheets, extracted from the Enron email archive. This corpus
is of a particular interest, since it provides access to real-world business spread-
sheets used in industry. The third corpus is FUSE [3] that contains 249, 376
unique spreadsheets, extracted from Common Crawl6.

From these three corpora, we randomly selected and annotated 216 spread-
sheet documents. This translates into 465 individual worksheets. The annota-
tions were performed by experts from our group, using a tool we developed in our
previous work [10]. Each non-empty cell was assigned one of the five predefined
labels (see Fig. 1). Additionally, we recorded tables as ranges of cells (storing the
address of the top-left and bottom-right cells). Thus, for each annotated cell we
can tell the table it belongs to.

For the evaluation of TIRS, we used 858 annotated tables. Out of this, 541
come from FUSE, 222 from ENRON, and 95 from EUSES. We should note that
we omitted from our analysis 26 worksheets (40 “tables”). These worksheets
contain only Data, and no fences. During the annotation phase we marked these
Data as valid tables. However, later we decided to exclude them, since they do
not comply anymore to our table definition (see Sect. 3.1).

4.2 Evaluation Objectives and Metrics

An extracted table Te is considered a match to an annotated table Ta when
they share at least 80% of their cells, considering only the Data, Header, and
6 http://commoncrawl.org/.

http://commoncrawl.org/
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Attribute regions (as mentioned in Sect. 3, these regions form the base of tables).
To perform the comparison, we represent both Te and Ta as rectangles. For a
pair Te and Ta we evaluate the spatial match using the formula below, where
γ = 0.8.

match(Te, Ta) =
overlap(area(Te), area(Ta))
max(area(Te), area(Ta))

≥ γ (4)

We should note the reasons behind the omission of Derived and Metadata
regions. Firstly, as can be seen from our table definition, they are not a must for
its existence. Secondly, Metadata and Derived are not necessarily always related
to a single table. During the annotation phase, we encountered Metadata that
provide information relevant to multiple tables in the worksheet. Also, in our
dataset a small number of Derived regions contain aggregations coming from
several tables. Such regions, related to multiple tables, emerge “orphan” from
our annotation phase, since we avoid assigning a table to them. Clearly, there is
the need for more sophisticated ways to handle Metadata and Derived, but for
the moment we exclude them from our analysis.

4.3 Evaluation Results

We present our evaluation per corpus, per number of misclassifications in the
worksheet, and finally per table arrangements. The latter is related to the way
tables are stacked in the worksheet.

We use precision and recall [14] to evaluate how good our approach is at
identifying spreadsheet tables. In our context, precision measures the percentage
of extracted tables (Te), i.e., that match an annotated table (Ta). While, recall
measures the percentage of Ta that were matched by our method.

Additionally, we compare the number of Te with the number of Ta in the
worksheet. The ratio where these numbers are equal is recorded by the “Equal”
metric. The “Not Equal” metric records the cases these numbers differ (i.e., we
extracted more or fewer tables than the actual number of tables in the work-
sheet).

As seen in Fig. 5(a), our approach performs considerably well for FUSE
tables, but poorly for ENRON tables. During an empirical examination, we
noted that tables from ENRON tend to have a more complex structure, when
compared to the other two corpora. We believe this to be the main reason for
low scores in this corpus. This claim is further enforced by the results of the cell
classification evaluation [10], where ENRON worksheets exhibit more misclassi-
fications.

For EUSES, considering also Fig. 5(b), we are able to match well the actual
number of tables in worksheets, but in terms of precision and recall we do not
achieve that high scores. It seems that for a number of cases the extracted tables
do not overlap significantly (≥80%) with the annotated tables in the worksheet.
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FUSE ENRON EUSES
Precision 78% 39% 58%
Recall 72% 40% 68%

FUSE ENRON EUSES
Equal 82% 52% 85%
Not Equal 18% 48% 15%

Fig. 5. Results per corpus

None Few(1-3) Bunch(4-7) Many(8-∞
Precision 82% 56% 60% 53%
Recall 82% 53% 53% 57%

None Few(1-3) Bunch(4-7) Many(8-∞
Equal 90% 70% 54% 43%
Not Equal 10% 30% 46% 57%

Fig. 6. Results per number of misclassifications

Figure 6 shows that our method performs well when there are no misclassi-
fications. In contrast to what we expected, precision and recall do not follow a
decreasing trend as we move to worksheets with more incorrect classifications.
This is not the case for the equal and the not equal metrics.

We believe that in the case of precision and recall factors other than the
number of incorrect classifications have strong influence. The graphs presented
in Fig. 7 seem to support this claim.

Fig. 7. Results per table arrangements

We observe that our method performs well for worksheets that contain one
table, as shown in Fig. 7. We can also say, that precision and recall are tolera-
ble for tables stacked vertically (row-wise). However, for horizontal alignments
(column-wise) our scores are quite low. Probably, this impacts the performance
for worksheets that contain both horizontal and vertical alignments of tables.

We believe the fact that we give more priority to horizontal fences, as men-
tioned mentioned at the end of Sect. 3.3, can explain the results in Fig. 7. Clearly,
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we have biased TIRS towards tables stacked vertically. This is for a good reason,
since they appear more frequently.

65% 63%

Precision Recall

75%

25%

Equal Not Equal

Fig. 8. Overall results

In Fig. 8 we provide the overall results from our evaluation. In general, it
is difficult to assess the performance of our approach, since to the best of our
knowledge there is no similar work to directly compare these results with (see
also Sect. 5). On the one hand, the precision and recall measures, provided in
Fig. 8(a), are lower than expected. On the other hand, the results presented in
Fig. 8(b) are satisfactory.

Closing the evaluation remarks, we point out that cells wrongly classified as
Data and Header play a considerable role in the performance of TIRS. As we
previously mentioned in this section, we exclude Metadata and Derived from
our evaluation, and only consider the other three remaining labels. However,
misclassifications might introduce Data and Header where there should have
been Derived and Metadata cells. The classification results, presented in our
previous paper [10], show that 98.7% of the misclassified Derived were labeled
Data. For incorrectly classified Metadata, 43% were mistakenly marked as Data
and 44% as Header. Such misclassifications often increase the size of Te, and
make it difficult to identify a match (true positive). In other words, Te and Ta

might share all the cells of the true table base (i.e., the annotated Fence and
Data regions), but few incorrectly classified cells in Te effectively reduce the ratio
of their overlap (see Eq. 4).

5 Related Work

In this section, we review some of the related work on table identification and
layout inference in spreadsheets. At [5] the authors present their work on what
they call data frame spreadsheets (i.e., containing attributes or metadata regions
on the top/left and a block of numeric values). Using linear-chain, conditional
random field (CRF), they perform a sequential classification of rows in the work-
sheet, in order to infer its layout. Their next immediate focus is extracting the
hierarchies found on the top (Header) and left (Attribute) regions. They pro-
ceed with the extraction of the data in the form of relational tuples, based on the
information they inferred about the structure of data frame. In contrast to us,
the authors do not distinguish the individual tables in the worksheet, but rather
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assume only data-frame like spreadsheets. At [2], the authors present their work
on schema extraction for Web tabular data, including spreadsheets. They exten-
sively evaluated various methods for table layout inference, all operating at the
row level. The CRF classifier combined with their novel approach for encoding
cell features into row features (called “logarithmic binning”) achieves the high-
est scores. Though the authors discuss how the inferred layout could be used to
extract the schema for the tables in a spreadsheet, they do not provide an experi-
mental evaluation of their claims. Nevertheless, we borrow from them and enforce
with our work the idea that the header and data are instrumental for identifying
and processing tables. The paper [1] presents work on header and unit inference
for spreadsheets. Unlike us, the authors take a software engineering perspective.
They utilize the inferred table structure to identify unit errors in spreadsheets.
The authors have defined a set of heuristics based spatial-analysis algorithms,
and a framework that allows them to combine the results from these algorithms.
Unlike in our work, their spatial use cell features (e.g., content type and formula
referencing), rather a pre-assigned labels from a classification task. Addition-
ally, they have evaluated their approach in two datasets, containing 10 and 12
spreadsheets, respectively. They report few errors regarding the header inference,
which is one of their main targets. However, the authors do not discuss how their
framework performs on the table level. At [6], the authors present DeExcelera-
tor, a framework which takes as input partially structured documents, including
spreadsheets, and automatically transforms them into first normal form rela-
tions. For spreadsheets, their approach works based on a set of simple rules
and heuristics that resulted from a manual study on real-world examples. Their
framework operates on different granularity levels (i.e., row, column, and cell),
considering the content, formating, and location of the cell/s. They evaluated
the performance of their system on a sample of 50 spreadsheets extracted from
data.gov, using human judges (10 database students). In contrast, we performed
our evaluation in a much larger dataset covering a broader spectrum of spread-
sheets.

6 Conclusions and Future Work

In this paper we presented TIRS, a heuristics based framework for table iden-
tification in spreadsheet. Unlike related work, we utilized the location and the
labels assigned to the cells from a classification method we developed in a pre-
vious work. We introduced the concept of label regions and their representation
as minimum bounding rectangles. The latter is a vital tool for defining a rich
set of heuristics, such as the ones used in TIRS. For our evaluation, we used a
large dataset of tables, covering various domains and formats. The results show
that we achieve satisfactory performance in the sample of worksheets from FUSE
and in worksheets that contain one table. The lowest scores come from ENRON
worksheets and worksheets that contain horizontally stacked tables.

We see two possible actions to improve our approach in the future. Firstly,
we can come up with more specialized heuristics, taking into account also the
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domain of the spreadsheets. Here, in addition to the labels, we could utilize
various cell features in a similar fashion as in related work. Secondly, we can
enrich TIRS with more sophisticated techniques, coming from fields such as
machine learning and statistics.

Acknowledgments. This research has been funded by the European Commission
through the Erasmus Mundus Joint Doctorate “Information Technologies for Business
Intelligence - Doctoral College” (IT4BI-DC).
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Abstract. Process discovery methods automatically infer process models from
event logs. Often, event logs contain so-called noise, e.g., infrequent outliers
or recording errors, which obscure the main behavior of the process. Existing
methods filter this noise based on the frequency of event labels: infrequent paths
and activities are excluded. However, infrequent behavior may reveal important
insights into the process. Thus, not all infrequent behavior should be consid-
ered as noise. This paper proposes the Data-aware Heuristic Miner (DHM), a
process discovery method that uses the data attributes to distinguish infrequent
paths from random noise by using classification techniques. Data- and control-
flow of the process are discovered together. We show that the DHM is, to some
degree, robust against random noise and reveals data-driven decisions, which are
filtered by other discovery methods. The DHM has been successfully tested on
several real-life event logs, two of which we present in this paper.

Keywords: Process mining · Process discovery · Event logs · Noise · Rules

1 Introduction

Process models are used by organizations to document, specify, and analyze their
processes [1]. A process model describes the expected behavior of a process in terms of
its activities (i.e., units of work) and their ordering. Most contemporary processes are
supported by information systems. Often, those systems record information about the
execution of processes in databases. With the abundance of such data, there is a growing
interest in process discovery [2], i.e., revealing the actual execution of processes from
events. Process discovery methods automatically infer process models from event logs.

One important challenge for process discovery methods is to handle event logs
with noise [2,3]. In practice, event logs often contain noise, e.g., out-of-order events,
exceptional behavior, or recording errors [4]. Including all such infrequent events in the
process discovery often leads to unusable, complex models. Therefore, noise filtering
methods that distinguish noise from the regular behavior of the process may be useful.

Some of the early techniques for process discovery assumed noise-free event logs
(e.g., the Alpha algorithm [5] and the region based approaches [6]). These techniques
are of limited use in real-life settings. Most of the more recent and more sophisticated
c© Springer International Publishing AG 2017
E. Dubois and K. Pohl (Eds.): CAiSE 2017, LNCS 10253, pp. 545–560, 2017.
DOI: 10.1007/978-3-319-59536-8_34
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process discovery methods support noise filtering [3]. Existing noise-filtering methods
are based on frequencies [7–10], machine-learning techniques [11,12], genetic algo-
rithms [13], or probabilistic models [14,15]. All of those methods focus on the control-
flow perspective (i.e., the event labels) when filtering noise. Dedicated noise filtering
methods [16,17] are also based on frequencies.

However, processes are often governed by rules. Decision are taken on the basis of
available data, available resources, and the process context. Some paths may be exe-
cuted infrequently because the corresponding conditions are rarely fulfilled. Existing
methods based solely on the control-flow perspective would disregard such infrequent
behavior as noise. However, some infrequent behavior may be characterized by very
deterministic rules, and, thus, be of great interest to process analysts (e.g., in the con-
text of risks and fraud). For example, shortcuts in a process might only be taken by a
specific resource, undesired behavior might be subject to conditions, and infrequently
actions might be legitimate only for special types of cases. These kind of events should
not be set aside as noise. Methods exist to discover such decision rules [18–20] but all
rely on a previously discovered process model of the process. Hence, existing methods
do not leverage the full potential of the data perspective. Data- and control-flow need
to be discovered together. Recent work on declarative process discovery [21] considers
the data perspective. However, similar to association rule mining, sets of rules rather
than full process models are returned.

In this work, we propose the Data-aware Heuristic Miner (DHM), which takes the
data perspective into account when discovering the control flow of a process. The DHM
uses classification techniques to reveal data dependencies between activities, and uses
these data dependencies to distinguish noise from infrequent conditional behavior. It
returns process models that yield a better insight into the data perspective of processes
by revealing hidden data dependencies while filtering random noise. The evaluation on
real-life cases shows that the DHM reveals additional insights not returned by state-
of-the-art process discovery methods. We confirmed the discovered conditions with a
domain expert for one of the real-life event logs. The experiment on the synthetic data
shows that the DHM is resilient to a certain degree of randomly injected noise, which is
not characterized by data conditions. It rediscovers the original model, whereas earlier
techniques either show too much, or too little behavior. The contribution of this paper is
a process discovery method that is able to distill important information from infrequent
behavior instead of dismissing it as noise.

The remainder of this paper is structured as follows. We start by introducing the
problem with an example in Sect. 2. Then, required preliminaries are introduced in
Sect. 3. Section 4 presents our novel process discovery method. We evaluate our method
using both synthetic and real-life data in Sect. 5. Finally, Sect. 6 concludes the paper.

2 Problem Description

Figure 1 shows a simplified process from the health care domain. We use this exam-
ple in the paper to motivate the relevance of the data perspective for noise filtering.
When patients arrive at the hospital they are assigned a triage priority, registered and
assigned to a responsible nurse. Only in exceptional cases, patients are assigned the
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white triage priority. Those patients typically, leave the emergency ward directly after
registration since their injuries do not require the attendance of a doctor A . All other
patients are admitted to the emergency ward. While patients are in the emergency ward
a nurse periodically checks their condition. In parallel to this, for the group of patients
under consideration, an X-ray is taken and a doctor visits the patient. There are two
different work practices regarding these two activities. Normally, the doctor visits the
patients after which the X-Ray is taken. One particular nurse (Alice) re-sequences these
activities in the reversed order to improve the process: first the X-ray is taken and, only
thereafter, the doctor visits the patient B . As this work practice is only followed by one
nurse, it is observed less frequently. Afterwards, the doctor visits the patient one more
time and decides on the type of dismissal. Then, the patient is prepared for a possible
transfer. For patients with the out dismissal type an ambulance needs to be organized
C . This process contains three examples of infrequent, data-dependent behavior: A a
data-dependent path, B data-dependent re-sequencing, and C a data-dependent activ-
ity. The goal of our work is to rediscover such behavior, while ignoring random noise.

Fig. 1. A simplified process in BPMN notation from the emergency ward of a hospital, which is
used as motivating example throughout this paper.

(a) IM filters little of the injected noise
and fails to reveal behavior A and B .

(b) HM filters the injected noise well, but
fails to show behavior A , B and C .

Fig. 2.Models discovered by IM and HM on an event log generated from the example process.

Assume an event log of the process in Fig. 1 obtained from the information systems
of the hospital. As motivated in the introduction, it is likely that this event log contains
noise. We applied both the Heuristic Miner (HM) [8] and the Inductive Miner (IM) [9]
as representatives of discovery methods supporting noise filtering on such an event
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log with a controlled degree of noise1. Figure 2 shows the resulting process models in
BPMN notation. Clearly, both methods are unaware of the data perspective. Therefore,
they fail to distinguish between random noise and the infrequent data-dependent behav-
ior A , B , and C . It might be possible to tweak the parameters of the algorithms such
that more behavior is revealed (e.g., through grid search). Still, finding the correct para-
meter setting that does not include unrelated noise requires deep knowledge about the
underlying process. Therefore, this is often not feasible. Moreover, it is not possible
to reveal the infrequent data-dependent behavior by using decision mining techniques.
Those techniques can only reveal decision rules for paths that are reflected in the process
model, thus low-frequent but deterministic behavior remains undetected.

In the remainder of this paper, we describe the DHM, which extends the ideas of the
HM with the use of classification techniques to reveal data dependencies. Our method,
indeed, rediscovers the behavior of the process as shown in Fig. 1.

3 Preliminaries

An event log stores information about activities that were recorded by information sys-
tems supporting the execution of a process [2]. Each execution of a process instance
results in a sequence of events. Each events corresponds to the execution of one activ-
ity. Given universes of attributes A and valuesU , an event log L= (E,Σ ,#,L ) consists
of:

– E a finite set of unique event identifiers;
– Σ ⊆U a finite set of activities;
– # : E → (A �→U) obtains the attribute values recorded for an event;
– L ⊆ E∗ the set of traces over E. A trace σ ∈ L records the sequence of events for
one process instance. Each event occurs only in a single trace.

Table 1. Three traces of the example process with attributes activity, priority, nurse, and type.

Given an event e ∈ E, we write #a(e) ∈ U to obtain the value u ∈ U recorded for
attribute a ∈ A. We require events to record at least the activity attribute: #act(e) ∈ Σ
1 Here, in 5% of the cases one additional event was randomly executed out of the original order.
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is the name of the activity that caused the event. Given a trace 〈e1, . . . ,en〉 ∈ L , we
define val : E → (A �→U) to collect the latest attribute values recorded before an event
occurred, i.e., val(ei) = val(ei−1)⊕#(ei−1) with special case val(e1) = f∅.2 We denote
the predecessor event in the trace by •(ei) = ei−1 with special case •(e1) = ⊥. Finally,
in the remainder of this paper, we assume that a particular event log L = (E,Σ ,#,L )
exists to avoid unnecessary notation.

Example 1. Table 1 shows three traces σ1,σ2,σ3 ∈ L based on the process shown in
Fig. 1. Each event has a unique identifier. We can identify the activity of event e11 as
#act(e11) = Triage. Moreover, event e11 writes the attribute value #Priority(e11) = Red.
We obtain the latest attribute values recorded before e18 occurred as val(e18) = f , with
f (Priority) = Red and f (Nurse) = Joe.

Our method uses Causal nets (C-nets) to represent the discovered process model [8,
22]. A C-net is a tuple (Σ ,si,so,D, I,O) where:

– Σ is a finite set of activities;
– si ∈ Σ is the unique start activity;
– so ∈ Σ is the unique end activity;
– D ⊆ Σ ×Σ is the dependency relation;
– B= {X ⊆ P(Σ) | X = {∅}∨∅ /∈ X} are possible bindings;3

– I ∈ Σ → B is the set of input bindings per activity;
– O ∈ Σ → B is the set of output bindings per activity,

such that the dependency relations match the input and output bindings, i.e.,
D = {(s1,s2) ∈ Σ × Σ | s1 ∈ ⋃

β∈I(s2) β ∧ s2 ∈ ⋃
β∈O(s1) β}. We require C-nets to have

a unique start and end activity, i.e., {si} = {s ∈ Σ | I(s) = {∅}} {so} = {s ∈ Σ |
O(s) = {∅}}. The input and output binding functions of a C-net define its language.
We describe the C-net semantics by example, the full semantics are described in [22].

Fig. 3. A causal net (C-net) of the example process. Activities are depicted with boxes, the depen-
dency relations as edges, and the binding functions as black dots on the edges. The unique start
and end activities are shown as black boxes. The dotted edges are explained in Sect. 5.

Example 2. Figure 3 shows how the example from Fig. 1 can be modeled as C-net.
Activities are depicted with boxes and dependency relations as edges. There are unique
start and end activities: si and so. Output and input bindings are depicted by black dots

2 f ⊕g denotes the overriding union of f and g, and f∅ : ∅ →U is the empty function.
3 P(Σ) denotes the powerset of set Σ .



550 F. Mannhardt et al.

on the edges in Fig. 3. Bindings indicate which combinations of activities can precede
or follow a given activity. Connected dots show activities belonging to the same bind-
ing. We abbreviate activity names by using the first letter. For example, after activity
si, activities T and R follow in a sequence, i.e., O(si) = {{T}}, I(T ) = {{si}} and
O(T ) = {{R}}, I(R) = {{T}}. Then, there are multiple alternative choices. Three out-
put bindings are defined for R: O(R) = {{so},{C,X},{C,V}}. Each set of activities
represents a possible choice of following activities (XOR gateway). Either only so, or
both C and X, or both C and V need to happen. Activities in the same set can be executed
in parallel (AND gateway).

4 Data-Driven Process Discovery

The DHM builds on the insight that infrequent but data-dependent process behavior is
of great interest to process analysts and, thus, should not be disregarded as noise. We
extend the ideas of the HM [8] with a measure for conditional dependency.

4.1 Data-Aware Dependency Measure

To discover data-dependent behavior in the event log, we make use of classification
techniques (e.g., decision trees). More specifically, we rely on binary classifiers pre-
dicting directly-follows relations based on attribute values recorded in the event log.
We denote these classifiers as dependency conditions.

Definition 1 (Dependency conditions). Given universes of attributes A, valuesU, and
activities Σ ⊆ U, we define the dependency conditions C ∈ (Σ × Σ) → ((A �→ U) →
{0,1}). A dependency condition Ca,b(x) = (C(a,b))(x) is a binary classifier that pre-
dicts whether an event of activity a is directly followed by an event of activity b for the
attribute values x ∈ (A �→U), i.e., Ca,b(x) = 1 when b is predicted to directly follow a
and Ca,b(x) = 0 when a different activity is predicted.

In the remainder of the paper, we denote with 1 a special dependency condition function
that returns classifiers predicting 1 regardless of the attribute values, i.e., ∀a,b∈ Σ ,∀x∈
(A �→U) : 1a,b(x) = 1. Given a dependency condition, we establish the frequency with
which activities are observed to directly follow other activities in the event log when
the condition holds. We denote this as: conditional directly follows.

Definition 2 (Conditional directly follows relation). Given activities a,b ∈ Σ and
dependency conditions C, we write a >C,L b if and only if an execution of activity a
with the latest attribute values x is directly followed by an execution of activity b under
dependency condition Ca,b(x). We denote the frequency of a conditional directly follows
relation a>C,L b in the event log as:

∣
∣a>C,L b

∣
∣ = |{e ∈ E |#act(•(e)) = a∧•(e) �= ⊥∧#act(e) = b

∧Ca,b(val(e)) = 1}|.

Now, we define a data-aware variant of the dependency measure proposed by the HM.
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Definition 3 (Conditional dependency measure). Given activities a,b ∈ Σ and
dependency conditions C. We define a ⇒C,L b : Σ × Σ → [−1,1] as the strength of the
causal dependency from a to b under condition Ca,b in the event log:

a ⇒C,L b=

⎧
⎪⎨

⎪⎩

|a>C,Lb|−|b>C,La|
|a>C,Lb|+|b>C,La|+1

f or a �= b,

|a>C,La|
|a>C,La|+1

otherwise.

The intuition behind the data-aware variant of these measures is that a relation (a,b)
should be included in the dependency relations of the discovered causal net when it is
clearly characterized by a certain dependency condition Ca,b.

Example 3. Consider an event log L with 50 traces like σ1, 50 traces like σ2 and 50
traces like σ3 as shown in Table 1. We determine the conditional dependency mea-
sure X ⇒C,L V from activity X-Ray (X) to activity Visit (V). We assume that condi-
tion CX ,V (v) returns 1 only if attribute Nurse values takes on the value Alice. Then,
we obtain the number of times X is directly followed by V under condition CX ,V as∣
∣X >C,L V

∣
∣= 50, and the number of times V is directly followed by X under conditions

C as
∣
∣V >C,L X

∣
∣ = 0. Therefore, the conditional dependency measure under conditions

C is X ⇒C,L V = 50−0
50+0+1 ≈ 0.98. This indicates a strong dependency relation from activ-

ity X to activity V under condition CX ,V . By contrast, if we consider the unconditional
dependency measure X ⇒1,L V , then we obtain 50−100

50+100+1 ≈ −0.33. Thus, when disre-
garding the data perspective, both activities appear to be executed in parallel.

4.2 Discovering Data Conditions

We described the conditional directly-follows relation and the conditional dependency
measure. We use the latter measure to determine which relations should be included in
the C-net. Both concepts rely on discovered dependency conditions. Here, we describe
how to train a classifier that can be used as dependency condition. We build a set of
training instances for every combination of activities (a,b) ∈ Σ ×Σ .

In the remainder, B(X) denotes the set of all multi-sets over a set X . We use X =
[a2,b] as a short-hand notation to denote the multi-set X = [a,a,b], and

⊎
to denote the

sum of two multi-sets, i.e., X
⊎
[b,c] = [a2,b2,c].

Definition 4 (Training Instances). Given a source activity a∈ Σ , a candidate activity
b∈ Σ , and a dependency threshold θdep ∈ [0,1]. Let a• ⊆ Σ be the set of activities s that
directly follow a in the event log with an unconditional dependency measure above the
threshold θdep, i.e., a• = {s ∈ Σ | a ⇒1,L s ≥ θdep}. We collect those events XL,a,b ⊆ E
that directly follow an execution of a in the event log, and refer to activities in a•, or to
the candidate activity b, i.e., XL,a,b = {e ∈ E | •(e) = a∧#act(e) ∈ a• ∪{b}}. Function
TL,θdep ∈ (Σ ×Σ) → B((A �→U)×{1,0}) returns the multi-set of training instances:

TL,θdep(a,b) =
⊎

e∈XL,a,b
[(val(e),cl(e))] with cl(e) =

{
1, f or #act(e) = b
0, f or #act(e) �= b
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Conceptually, our method is independent of the used classification algorithm. Con-
cretely, we employ decision trees (C4.5) [23] as an efficient method that result in human
interpretable conditions. We build the dependency conditions C by assembling a set of
training instances TL,θdep(a,b) and training a decision tree for each possible relation
(a,b) ∈ Σ × Σ . Only good dependency conditions with discriminative power are used
later on. We use a score q(Ca,b) ∈ [0,1] to determine the quality of a particular condi-
tionCa,b. There are many possible performance measures for binary classification algo-
rithm that can be used together with our method. None of the measures is universally
accepted, the correct choice depends on the concrete application area.

We opted for Cohen’s kappa (κ) [24], which indicates whether the prediction was
better than a prediction by chance (i.e., for κ > 0). Kappa favors a good prediction per-
formance on the minority class, which is a desirable property in our setting. Moreover,
it has been recommended for nonparametric binary classifiers, such as C4.5, on data
with imbalanced class priors [25]. However, we do not claim κ to be the best measure
and, thus, foresee other measures to be plugged-in depending on the application area.

Example 4. Consider the dependency threshold θdep = 0.9 and an event log contain-
ing 150 traces, where 50 traces record the same values as σ1, 50 traces the same val-
ues as σ2 and 50 traces the same values as σ3. We train a classifier for the depen-
dency condition CX ,V , i.e., the dependency relation from X-Ray (X) to Visit (V)
using the training instances TL,θdep(X ,V ). The training instances are TL,θdep(X ,V ) =
[(v1,Final Visit)50,(v2,Visit)50] with attribute value functions v1(P) = Red, v1(N) =
Joe and v2(P) = Red, v2(N) = Alice. Please note that there is no instance with the
activity Check (C) since the unconditional dependency measure X ⇒1,L C is below the
threshold of 0.9. Therefore, the instances based on trace σ3 are not included as we
already know that activity C is in parallel to X. We train a C4.5 decision tree and obtain
the dependency condition CX ,V withCX ,V (v2) = 1 and CX ,V (v1) = 0.

4.3 Data-Driven Discovery of Causal Nets

We describe the DHM method that builds C-nets based on conditional dependencies.
The DHM supports four user-specified thresholds that can be used to tune the noise
filtering capabilities to specific needs of the user. All thresholds range between 0 and 1:

– θobs, the observation threshold, which controls the relative frequency of relations;
– θdep, the dependency threshold, which controls the strength of causal dependencies;
– θbin, the binding threshold, which controls the number of bindings;
– θcon, the condition threshold, which controls the quality of data-dependencies.

We discover a C-net (Σ ,si,so,D, I,O) from event log L = (E,Σ ,#,L ) and thresholds
θobs,θdep,θbin,θcon in the following steps.

1. We want to ensure that the resulting C-net has a unique start and end activity.
Therefore, we add artificial start and end events to all traces, i.e.,
∀σ∈L (σ = (ei,e1, . . . ,en,eo)∧#act(ei) = si ∧#act(eo) = so) and Σ = Σ ∪{si,so}.
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2. We build the set of standard dependency relations as follows:

D= {(a,b) ∈ Σ ×Σ | a ⇒1,L b ≥ θdep ∧
∣
∣a>1,L b

∣
∣

|L | ≥ θobs}.

3. We discover the dependency conditions C by training classifiers for each pair
(a,b) ∈ Σ ×Σ using the training instances TL,θdep(a,b).

4. We add the conditional dependency relations to D. We use θcon instead of θobs to
obtain infrequent, high-quality data conditions:

D= D∪{(a,b) ∈ Σ ×Σ | q(Ca,b) ≥ θcon ∧a ⇒C,L b ≥ θdep}.

5. Some activities s∈ Σ might not have a predecessor or successor in the directed graph
induced by D. Intuitively, each task in a process should have a cause (predecessor)
and an effect (successor) [8], all tasks in the C-net should be connected. Therefore,
we propose two alternative heuristics to enforce this:
– all-task-connected heuristic proposed by the HM [8], or
– the accepted-task-connected heuristic, a new heuristic.

Here, we describe the new accepted-task-connected heuristic. We repeatedly con-
nect only those activities that are already part of the dependency graph using their
best neighboring activities until all activities have a cause and an effect. Then, set D
of relations necessary to connect all activities accepted so far is:

D= {(a,b) ∈ Σ ×Σ |(�x (a,x) ∈ D∧∀y (a ⇒1,L b) ≥ (a ⇒1,L y))

∨(�x (x,b) ∈ D∧∀y (a ⇒1,L b) ≥ (y ⇒1,L b)}.

We extend the dependency relations with the new relations, i.e., D = D∪D. There
might be new, unconnected activities in D. Therefore, we repeat adding the best
neighboring activities until set D is empty.

6. We discover the input and output binding functions of the C-net. For the output
binding function O(a) of an activity a ∈ Σ , we need to determine which executions
of b ∈ Σ (with (a,b) ∈ D) were caused by an execution of activity a. We use the
heuristic proposed by the HM [8] and repeat it for completeness. The heuristic con-
siders activity b to be caused by activity a only if it is the nearest activity that may
have caused b. Any other activity s executed in between a and b should not be a
possible cause of b, i.e., (s,b) /∈ D. Given a trace σ = 〈e1, . . . ,ei, . . . ,en〉 ∈ L , the
set of activities O(ei) ⊆ Σ that were caused by an event ei is:

O(ei) = {b ∈ Σ |#act(ei) = a

∧ ∃i< j≤n #act(e j) = b∧ (a,b) ∈ D

∧ ∀i<k< j (#act(ek),b) /∈ D}.

We determine the frequency |o|L,a ∈ N of an output binding o⊆ Σ for activity a ∈ Σ
in the event log L as:

|o|L,a =
∣
∣{e ∈ E | #act(e) = a∧O(e) = o}∣∣ .
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Then, we build the complete multi-set of output bindings with the most frequent
bindings. Those bindings that fulfill the user-specified binding threshold θbin:

O(a) = {o ⊆ Σ | |o|L,a
maxo⊆Σ (|o|L,a)

≥ θbin}.

The input binding function I is obtained by reversing the same approach.

Within the scope of this paper, we do not elaborate on the other heuristics of the HM [8],
such as long-distance, length-two loops, and the relative-to-best. Those heuristics and
improvements to the HM described by the Fodina miner [26] can be used together
with the DHM. The choice which heuristics to apply highly depends on the process at
hand. For example, the all-task-connected heuristic results in a process model with all
observed activities regardless of the chosen observation frequency threshold θobs. Even
activities that are only observed once are added. This might not be desirable as very
infrequent activities might be considered as noise. Therefore, we introduced the new
accepted-task-connected heuristic.

5 Evaluation

We implemented the DHM in the open-source framework ProM4. The package Data-
AwareCNetMiner provides a highly interactive tool, which allows to quickly discover
C-nets for different parameter settings and to explore the discovered data dependencies.
C-nets can be converted to Petri nets or BPMN models. Therefore, existing tools can be
used on the results. We applied our method to both synthetic and real-life event logs.

5.1 Synthetic - Handling Noise

Event Log and Methods. We generated an event log with 100,000 traces and approxi-
mately 900,000 events by simulating the process model shown in Fig. 3. There are three
data attributes: Priority (P), Nurse (N), and Type (T). We adjust the frequency distri-
butions of these attributes such that paths A, B, and C in model Fig. 3 are recorded
infrequently. Specifically, only 1.4% of the traces record P= white, 19.1% of the traces
record N = Alice, and 4.3% of the traces record T = out. We compared three methods:
our proposed method (DHM), the heuristic miner with frequency filtering (HMF), and
the heuristic miner without frequency filtering (HMA). All three methods, used thresh-
olds θobs = 0.06 (0.0 for HMA), θdep = 0.9, θbin = 0.1, θcon = 0.5 together with the
accepted-task-connected heuristic. We used C4.5 as classifier and estimated its perfor-
mance using 10 times 10-fold cross validation.

Experimental Design. The experiment should evaluate the noise filtering capabilities
of our method. Therefore, we injected noise into the event log by randomly adding one
additional event to an increasing number of traces.5 Then, we compared the discov-
ered dependency relations with those of the reference model (Fig. 3) in terms of graph

4 The package DataAwareCNetMiner can be downloaded from http://promtools.org.
5 The synthetic event logs can be downloaded from http://dx.doi.org/10.4121/uuid:
32cad43f-8bb9-46af-8333-48aae2bea037.

http://promtools.org
http://dx.doi.org/10.4121/uuid:32cad43f-8bb9-46af-8333-48aae2bea037
http://dx.doi.org/10.4121/uuid:32cad43f-8bb9-46af-8333-48aae2bea037
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edit distance (GED) [27]. We did not use fitness, precision, or behavioral comparison
measures as those would not be applicable in this setting. Fitness and precision do not
measure the performance wrt. the reference model (gold standard). Moreover, when the
discovered models are not sound (e.g., having a deadlock), the behavior may be unde-
fined even when the model is close to the original. Behavioral measures would also
fail to distinguish the difference between the data-dependent re-sequencing of activities
(pattern C in Fig. 3) and simple parallelism. For example, both in Fig. 3 and in Fig. 2(b)
activities Visit and X-Ray are behaviorally in parallel.
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Fig. 4. Graph edit distances between the dependency relations discovered by the compared meth-
ods and the reference dependency relations for varying amounts of injected noise.

Results. All models could be discovered in about 3 s using 2GB of memory. Our
method was able to rediscover the conditional relations A , B and C , i.e., the red
edges in Fig. 3. The original rules P= white and T = out were discovered for relations
A and B . For path C , two rules were discovered: N = Alice for the edge from X-Ray
to Visit and N �= Alice for the edge from Visit to X-Ray. Our method discovered the
data-dependent re-sequencing of activities Visit to X-Ray, whereas the standard HM
(cf. BPMN model in Fig. 2(b)) considered both activities as parallel. Figure 4 shows the
result of the GED measurement for noise levels ranging from 0% to 40%. Our method
(DHM) handles the added noise well until 25% of the traces were modified. The HM
with frequency-based noise filtering (method HMF) is also unaffected by the injected
noise. However, it fails to discover the reference model even without noise, as shown
in Fig. 2(b). The GED of the method HMF improves after injecting noise in 20% of the
traces because the frequency of relation C increases by chance. When lowering the
observation frequency threshold (method HMA), the injected noise quickly affects the
discovery and undesirable dependencies appear. We did not include the IM in Fig. 4, as
it returns models with a different structure. However, the models returned by the IM are
already undesirable for an event log with 5% noise, c.f., Fig. 2(a).

5.2 Real-Life - Revealing Data Dependencies

We used two real-life event logs to show that our method can reveal infrequent behavior
in a practical setting. Using the DHM important conditional dependencies can be found
where existing methods abstract away such dependencies.
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Data and Methods. The Road Fines (RF) event log was recorded by an information
system that handles road-traffic fines by an Italian local police force [28,29]. This event
log contains about 150,000 cases, 500,000 events, and 9 data attributes. The Hospi-
tal Billing (HB) event log was obtained from the ERP system of a hospital. It contains
100,000 cases with 550,000 events and 38 data attributes related to the billing of medical
services. We applied the proposed method (DHM), the HMwith the same frequency fil-
ter settings (HMF) and the Inductive Miner (IM) to both event logs. Without a reference
model and knowledge about expected noise levels, we could not compare the discov-
ered models to a gold standard. Therefore, we compare the novel insights obtained by
using our method with those from the other methods.

Road Fines. Figure 5 shows the C-net discovered by the DHM in about 4 s for the RF
log. We used the all-task-connected heuristic of the original HM, since we know that
each activity is of interest. We used eight of the attributes including a derived isPaid
attribute since this process is about the payment of fines. We used C4.5 with 10-fold
cross validation and only accepted classifications with θcon ≥ 0.5. Most of the observed
behavior (97.8%) can be replayed on the C-net using the alignment method presented
in [22]. Our method reveals three additional relations (red edges), which are numbered
in Fig. 5. Table 2 lists the conditional data-dependency measure, the frequency, as well
as quality and used attributes of the obtained dependency condition for each relation.
The first two relations target activity Add Penalty and both have a very good quality
score. The decision rule for relation 1 mainly depends on the value of the dismissal
attribute. Cases with values G do not receive a penalty, whereas cases with value NIL
receive a penalty depending on the fine amount, the number of points, and the article.
According to [29] this is to be expected as those cases are dismissed by the judge.
Relation 2 is mainly based on the attribute isPaid. Unpaid fines that have with a
small amount of less than 35 EUR receive a penalty. Relation 3 was discovered for
cases with a dismissal value of # or G. It is to be expected that the process finishes
for cases with this code, since those cases are dismissed by the prefecture. Interestingly,
this relation also occurs for cases with a dismissal value of NIL and high postal
expenses. This should not happen, since those fines still need to be paid [29]. The DHM
revealed three data dependencies that give more insights into the recorded behavior
without obstructing the process model with infrequent noise. In the model obtained by
IM none of the three relations are directly visible. Therefore, current decision mining
techniques would not be able to discover the conditions.

Hospital Billing. Figure 6 shows the C-net discovered by the DHM in about 3 s for the
HB event log. The discovered model fits 97% of the observed behavior. We used the
new accepted-task-connected heuristic since not all of the 21 activities may be of inter-
est. We discovered the model using C4.5 on a subset of 13 attributes. Here, the quality
threshold is set to θcon ≥ 0.6 and the quality is, again, determined by 10-fold cross vali-
dation. Compared to the model returned by the HMF, our method revealed six additional
dependencies. Again, we numbered these relations in Fig. 6, and list some key statistics
in Table 3. For the purpose of this evaluation, we discussed the discovered conditional
dependencies with a domain expert from the hospital who works in this process. Rela-
tion 1 is based on a special closeCode that is used when nothing can be billed and,
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Fig. 5. Process model discovered for the RF log. The numbered edges were added by our method.

Table 2. Dependency conditions discovered for the RF log.

Nr Source Target Count Quality Dependency Used Attributes

1 Appeal to
judge

Add penalty 279 0.86 0.93 amount,
dismissal, points,
article

2 Payment Add penalty 3,629 0.89 1 amount, isPaid

3 Not. Res.
Appeal to Off

End 83 0.56 0.98 dismissal,
expense

hence, the process ends. Relation 2 occurs mostly for two specific caseType values.
According to the domain expert both case types correspond to exceptional cases: one
is used for intensive care and the other for cases for which codes cannot be obtained
(Code Nok). Relation 3 is, again, related to a specific caseType. This type is used
for intensive-care activities as well and, often, does not require a code to be obtained.
Relation 4 is also mainly related to the caseType and to some degree to the medical
specialty. Both relation 5 and relation 6 are conditional to the attribute closed,
which indicates whether the invoice is closed or not. Clearly, deleted cases should not
be in the closed status, whereas reopened cases with a change in diagnosis can be even-
tually closed in the future. The process model discovered by the DHM provides a bal-
anced view on the interesting infrequent paths of the billing process together with the
more frequent, regular behavior. Moreover, additional insight is provided by revealing
the conditions with which infrequent paths occur. Again, the model returned by the IM
did not include any of the six paths.

Limitations. We acknowledge that there are some limitations to our method. First,
we only consider conditional directly-follows dependencies. Like most process mining
approaches, our method requires sufficiently large event logs. Small event logs might,
by chance, not contain all directly-follows relations. Moreover, more complex patterns
of conditional infrequent behavior, e.g., longer sequences or sub-processes, cannot be
discovered. Second, there is a risk that the returned C-nets are unsound [22] since our
method is based on the HM. However, recent research shows that it is possible to struc-
ture the discovered model afterwards [30]. Third, as all data-driven method the DHM
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Fig. 6. Process model discovered for the HB. The numbered edges are added by our method.

Table 3. Dependency conditions discovered for the HB log.

Nr Source Target Count Quality Dependency Used attributes

1 Fin End 3,619 0.98 1 closeCode

2 Release Code Nok 1,674 0.62 0.99 caseType

3 Release Billed 468 0.93 0.98 caseType

4 Code Nok Billed 1,481 0.84 0.99 caseType, specialty

5 Reopen Delete 1,128 0.83 0.81 closed

6 Reopen Change Diagn 212 0.97 0.99 closed

relies on data attributes and infrequent process paths being recorded. Last, we used only
two real-life event logs in the evaluation. Therefore, only limited claims on the general
applicability of the method can be made. We have also tested the DHM on other event
logs. However, very few event logs with data attribute are publicly available.

6 Conclusion

We presented the Data-aware Heuristic Miner (DHM), a process discovery method that
reveals conditional infrequent behavior from event logs. The DHM distinguishes unde-
sired noise from infrequent behavior that can be characterized by conditions over the
data attributes of the event log. This is the first approach that uses both event labels
and data attributes when discovering the control-flow. Dependency conditions are dis-
covered using classification techniques, and, then, embedded in a complete process
discovery algorithm built upon the Heuristic Miner. The returned process models are
annotated with information on the discovered rules. We applied the DHM to a synthetic
and two real-life events logs of considerable size and complexity. We showed that the
DHM can efficiently handle large event logs and is robust against typical levels of ran-
dom noise. The evaluation on two real-life cases shows that the DHM provides insights
that could be easily missed when relying on state-of-the-art, frequency-based tech-
niques. In our future work, we would like to extend the idea from directly-follows rela-
tions to more complex patterns of conditional behavior (e.g., long-term dependencies).
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The DHM successfully reveals data dependencies based on directly-follows relations,
but dependencies that cannot be captured by directly-follows relations might be missed.
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Abstract. Trace clustering techniques are a set of approaches for par-
titioning traces or process instances into similar groups. Typically, this
partitioning is based on certain patterns or similarity between the traces,
or done by discovering a process model for each cluster of traces. In
general, however, it is likely that clustering solutions obtained by these
approaches will be hard to understand or difficult to validate given
an expert’s domain knowledge. Therefore, we propose a novel semi-
supervised trace clustering technique based on expert knowledge. Our
approach is validated using a case in tablet reading behaviour, but widely
applicable in other contexts. In an experimental evaluation, the tech-
nique is shown to provide a beneficial trade-off between performance
and understandability.

Keywords: Trace clustering · Process mining · Domain knowledge ·
Semi-supervised learning

1 Introduction

Process mining is a research field at the crossroads of data mining and business
process management. Its main reason of existence stems from the vast amount of
data that is generated in modern information systems, and the desire of organi-
zations to extract meaningful insights from this data. Generally speaking, three
subdomains exist within process mining: process discovery, a set of techniques
concerned with the elicitation of process models from event data; conformance
checking, a set of techniques that aim to quantify the conformance between a cer-
tain process model and a certain event log; and process enhancement, approaches
that aim to extend existing or discovered process models by using other data
attributes such as resource or timing information [18].

Trace clustering, or the partitioning of traces of behaviour in an event log
into separate clusters, is mainly related to the process discovery sub-domain of
process mining. Process discovery techniques aim to discover a process model
from an event log. However, when this event log consists of real-life behaviour, it
is likely to contain highly varied and complex behavioural structures. This leads
c© Springer International Publishing AG 2017
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to a lower quality of the process models which can be discovered. Therefore, it is
desirable to first split the event log into several different clusters of traces, and
then discover a process model for each trace cluster separately. By doing so, the
goal is to achieve a higher quality of the process models.

From an application-oriented point of view, trace clustering techniques have
proven to be a valuable asset in multiple contexts, with applications ranging
from incident management to health care [10,11]. Nonetheless, trace clustering,
like traditional clustering, is hindered by its unsupervised nature: it is often hard
to validate a clustering solution, even for domain experts. This problem has been
recognized in [7], in which an approach is proposed to increase understandability
of trace clustering solutions by extracting short and accurate explanations as to
why a certain trace is included in a certain cluster.

Although explaining cluster solutions to domain experts is a valid approach
for enhancing the understandability of trace clustering solutions, it remains a
post-processing step. A potentially better approach for improving trace cluster-
ing solutions is to directly take an expert’s opinion into account while performing
the clustering. This is the core contribution of this paper: an approach for incor-
porating expert knowledge into a trace clustering is proposed. In a real-life case
study, based on behaviour of newspaper readers, our approach is shown to lead to
clustering solutions that are more in line with the expert’s expectations, without
substantially diminishing the quality of the clustering solution.

In light of this objective, the rest of this paper is structured as follows: in
Sect. 2, the field of trace clustering is described and potential approaches for
the incorporation of expert knowledge are investigated. Furthermore, Sect. 3.1
describes our proposed approach. In Sect. 4, the motivating case study is out-
lined, illustrating a specific situation in which expert knowledge is used to
enhance the justifiability of trace clustering solutions. Subsequently, the con-
tribution of our novel approach is evaluated in Sect. 5. Finally, a conclusion and
outlook towards future work is provided in Sect. 6.

2 Potential Approaches for Incorporating Expert
Knowledge

In this section, a short overview of trace clustering is provided. Then, we con-
ceptually discuss how expert knowledge can be represented and how it can be
incorporated in a trace clustering approach. The three distinct categories delin-
eated here are: expert-driven initialization, constraint clustering, and complete
expert clustering. Finally, we describe how our approach fits into the methodol-
ogy of [12].

2.1 Existing Approaches for Traditional Trace Clustering

Typically, the starting point of a trace clustering exercise is an event log, which is
a set of traces. Each trace is a registered series of events (instantiations of activ-
ities), possibly along with extra information on the event, such as the resource
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that executed the event or time information. A trace clustering is then a parti-
tioning of an event log into different clusters such that each trace is assigned to
a single cluster.

A wide variety of trace clustering techniques exist. Broadly speaking, there
are three main categories of trace clustering techniques: those based on direct
instance-level similarity, those based on the mapping of traces onto a vector
space model, and those based on process model quality. With regards to direct
instance-level similarity, i.e. the direct quantification of the similarity between
two traces, an adapted Levenshtein distance could be computed as in [3]. An
alternative set of approaches are those where the behaviour present in each
trace is mapped onto a vector space of features [4]. The third category regards
process model quality as an important goal for trace clustering. An approach
based on the active incorporation of the process model quality of process models
discovered from each cluster has been described in [10].

2.2 Incorporating Expert Knowledge: Expert-Driven Initialization

A first potential approach is based on expert-driven initialization. It is conceptu-
ally related to semi-supervised learning [2], in the sense that the user is expected
to manually assign a small subset of traces to a cluster, after which an automatic
clustering algorithm extends the clusters to the entire dataset. The approach is
especially useful for centroid-based algorithms like k-means, which often rely on
a random initialization of seeds in order to commence the clustering. By setting
these seeds based on the domain knowledge of an expert instead of randomly,
the confidence of an expert in the solution should increase, and with it the jus-
tifiability of the solution.

With regards to the three types of trace clustering described in Sect. 2.1, it is
clear that including expert-driven knowledge directly in the similarity between
traces is not attainable. If the underlying technique used to cluster the traces is
seed-based, such as k-means, then the expert-driven pre-defined clusters could be
chosen as seeds. The same observation holds for clustering traces which have been
mapped onto a vector space model, if this vector space representation is clustered
in a seed-based way. If a hierarchical technique is preferred for clustering the
vector space representation, the incorporation is less straightforward. Finally, a
process model-driven trace clustering technique that is based on initialization
does not exist yet.

2.3 Incorporating Expert Knowledge: Constrained Clustering

A second potential approach is the use of constraints. Rather than provide a
starting subset of clustered traces, the expert provides a set of constraints to
which the clustering solution is expected to conform (either strictly or at a
penalty). Typical examples of expert constraints are must-link constraints, which
indicate that two elements must be included in the same cluster, and cannot-link
constraints, indicating that two elements should not be clustered together [20].
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In the specific application of constrained clustering to traces, a general must-
link constraint that applies to all algorithms is related to process instances and
distinct process instances: trace clustering techniques that construct clusters
based on process instances should ensure that all process instances pertaining
to the same distinct process instance, are included in the same cluster.

2.4 Incorporating Expert Knowledge: Complete Expert Solution

A final possible input type of expert knowledge can be a complete clustering
solution based on the expert’s expectations. If the expert’s expectations can
be captured using an automatic clustering technique, the availability of such a
complete solution is not far-fetched. In other cases, the opinion of a human expert
could be based on features of the traces which are not incorporated into a trace
clustering solution. In such a case, a clustering obtained with the use of these
features could be a useful starting point for a clustering exercise. Two different
approaches can be conceived to deal with this complete expert clustering. On
the one hand, one could apply a trace clustering technique on the event log
from scratch to obtain a regular trace clustering solution. Then, the solution of
the expert and the regular trace clustering solution can be combined to create a
consensus clustering. The idea is to quantify how often two elements are clustered
together in different solutions, and then construct a final partitioning based on
this quantification. Consensus clustering has been used in a multiple-view trace
clustering technique [1]. Nonetheless, consensus clustering is mainly useful for
combining a higher number of different solutions. If there are only two solutions
to combine, creating a consensus may prove difficult. On the other hand, in a case
where a single complete expert clustering is available, a different strategy could
be to take this complete clustering as a starting point: re-cluster the traces which
are grouped together by the expert, but whose grouping hinders the performance
the clustering on other objectives, such as process model quality.

2.5 Organizational Aspects

According to PM2, a process mining methodology, 4 types of roles are typically
involved in a process mining project: business owners, business experts, system
experts and process analysts. Ideally, the expert knowledge comes from a busi-
ness expert who knows the business aspect and executions of the processes [12].
The expectations of the experts are to be captured in the Extraction stage, when
process knowledge is transferred from the business expert to the process analyst,
who will be performing the process discovery and trace clustering.

The approach presented in the next section of this paper is based on incor-
porating expert knowledge starting from a complete expert solution. This is
done by re-clustering the event log based in a process model-driven approach.
Initialization- and constraint-based approaches remain open for future research.
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3 Incorporating Expert Knowledge in Trace Clustering

3.1 Proposed Approach

In this section, a novel trace clustering algorithm is described, specifically
designed to be driven by expert knowledge1. Corresponding to Sect. 2.4 a trace
clustering technique that starts from a complete expert solution is described.
The technique is based on the multi-objective approach described in [6].

In general, the technique consists of three phases:

Phase 1. An initialization phase, during which the clusters are initialized.
Phase 2. A trace assignment phase, during which traces are assigned to the
cluster which leads to the best results, if that best result is sufficiently good.
Phase 3. A resolution phase, during which traces that where not assigned in
the previous phase, are either included in an additional separate cluster, or
in the best possible existing cluster.

Algorithm 1. Expert-Driven Trace Clustering: Phase 1

Input: FixedPercentage := the percentage of distinct process instances per cluster that should not
be changed

Phase 1: Initialization
1: function Initialize(event log L, discovery technique PD, metric m, cluster value threshold cvt,

trace value threshold tvt)
2: Determine the number of clusters nb from the event log
3: Create clusters CS equal to this number of clusters
4: For each trace with a label, include it in its cluster and remove it from the log
5: for c ∈ CS do % for each cluster
6: initNumbDPIinCluster := |c|
7: while |c| > FixedPercentage ∗ initNumbDPIinCluster do
8: t := least frequent dpi in c
9: PM := PD(c ∪ t) % Mine a process model which includes the current trace t

10: tmv := getMetricV alue(m,PM, t))% Get result of metric on just this trace
11: cmv := getMetricV alue(m, , PM,CS[c]∪ t))% Get result of metric on entire cluster
12: if (tmv >= tvt) ∧ (cmv >= cvt) then
13: break % Break from while: quality is sufficient, metrics are over threshold
14: else% Metrics are below threshold
15: c:= c \ t % Remove trace from cluster
16: L:= L ∪ t % Add trace to log of traces to assign later
17: end if
18: end while
19: end for
20: return((CS,L)) % Return initialized clusters and remaining traces

21: end function

Phase 1: Initialization. The first phase is an initialization phase, which is
described in Algorithm 1. The algorithm is structured as follows: first, a set of
clusters is built by extracting the number of different clusters in the pre-clustered
event log. Then, each distinct process instance (dpi) is added to its respective
cluster. Next, traces are removed from each cluster to increase the process model

1 The algorithm has been implemented as a plugin for ProM 6, and is available on
http://processmining.be/expertdriventraceclustering/.

http://processmining.be/expertdriventraceclustering/
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Algorithm 2. Expert-Driven Trace Clustering: Phase 2 and 3
Input: L := grouped and ordered event log, completely pre-clustered, cvt := cluster value threshold,

tvt:= trace value threshold; SeparateBoolean:= true if unassignable traces should be grouped
in a separate cluster;

Input: Configuration: PD:= a process discovery technique, m:= a process quality metric
Output: CS := A set of clusters

1: (CS,L) := Initialize(L, PD,m, cvt, tvt) % Do Phase 1

Phase 2: Trace assignment
2: U := {} % List of unassignable traces
3: for t ∈ L do % Loop over the distinct traces which were not assigned to a cluster in Phase 1
4: bestCluster := −1 % Temporary value for assignment
5: bestCMV := −1; bestTMV := −1; % Temporary values for optimization
6: for c := (0 → |CS| − 1) do % Inspect each possible cluster
7: PM := PD(CS[c] ∪ t) % Mine a process model including current trace t
8: tmv := getMetricV alue(m,PM, t))% Get result of metric on just this trace
9: cmv := getMetricV alue(m,PM,CS[c] ∪ t))% Get result of metric on entire cluster

10: if (tmv >= tvt) ∧ (cmv >= cvt) then % Check thresholds
11: if cmv > bestCMV ∨ (cmv = bestCMV ∧ tmv > bestTMV ) then
12: bestCMV := cmv; bestTMV := tmv; bestCluster := c
13: end if
14: end if
15: end for
16: if bestCluster >= 0 then% If the trace t could be assigned to a cluster
17: CS[bestCluster]:= CS[bestCluster] ∪ t % Add trace to cluster
18: L:= L \ t % Remove trace from log
19: else% If the trace t could not be assigned to a cluster
20: U := U ∪ t % Add trace to unassignable
21: L:= L \ t % Remove trace from log
22: end if
23: end for

Phase 3: Unassignable resolution
24: if SeparateBoolean then
25: CS[nb + 1] := U % Add remaining traces to a new cluster
26: else
27: Add each trace to the cluster in CS using the same procedure as in phase 2, without checking

the thresholds anymore. Furthermore, the trace and cluster metric values are now calculated
without rediscovering a process model each time.

28: end if
29: return CS

quality of each cluster. Nonetheless, a certain percentage of dpi per cluster can
be fixed: dpi’s will not be removed when there are less traces left in the cluster
than a FixedPercentage given by the user. For each of the clusters, traces are
removed in order from least frequent dpi to most frequent dpi. Dpi frequency, or
distinct process frequency, is the frequency with which a certain process instance
(trace) is present in the event log. For each trace, starting with the least frequent,
a process model PM is mined and the trace is removed if the trace metric value
and cluster metric value are not above the declared thresholds. The trace metric
value is the result of the metric computed on the mined process model using
only the trace that is under scrutiny. The cluster metric value is obtained by
calculating this result using all traces in the cluster, including the trace to be
added. Two options are possible: if both values are above the threshold, the
cluster is of sufficient quality, and no traces are removed from the cluster any
more. If this is not the case, the trace is removed and added to the traces that
will be assigned to a cluster in a later phase.
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Phase 2: Trace Assignment. The second phase is detailed in Algorithm 2, and
described here. After the initialization, the set of remaining traces to be clustered
will be assigned to the cluster they fit best with. This is done by mining a process
model, and calculating the trace metric value and cluster metric value for each
cluster. Four situations are possible: (1) the cluster metric value is the highest
one, in which case the cluster is denoted as the current best; (2) the cluster
metric value is only equal to the current highest value but the trace metric value
is higher than the current best, in which case the cluster is also denoted as the
current best; (3) the values are above the threshold but lower than the current
best found in one of the other clusters, in which case the trace will not be added
to the cluster which is currently being tested; or (4) these values are below the
provided thresholds, and again the trace will not be added to the cluster which
is currently being tested.

After determining the best cluster, the distinct process instance is added to
the best possible cluster. If no best possible cluster exists (because the metric
values were below the threshold for each of the clusters), the distinct process
instance is added to the set of unassignable traces.

Phase 3: Unassignable Resolution. In the third phase, any remaining traces
which were not assignable to a cluster in Phase 2 will be assigned to a cluster.
They are either added to a separate cluster (if SeparateBoolean is true), or they
are added to the best possible existing cluster. This assignment is done from most
frequent distinct process instance to least frequent process instances, following
the same procedure as in Phase 2, with the exception that the thresholds are no
longer checked.

3.2 Configuration

In this subsection, a small discussion is provided on how the algorithm could be
configured. While the choice of the two thresholds, the fixed percentage for the
initialization, and the choice whether or not to separate the not-assignable traces
are important decisions, these are case-specific decisions. The algorithm allows
these to be set by the user: higher thresholds combined with the separation of
traces that do not exceed these thresholds will likely lead to small but highly
qualitative clusters and one large surplus-cluster, which may be desirable in some
cases but not in all.

In terms of the metric chosen as input for the clustering, this depends on
the expectation of the underlying process models. A wide array of accuracy
and simplicity metrics for discovered process models have been described in the
literature (e.g. [9]). In general, a weighted metric such as the robust F-score
proposed in [8] might be appropriate, since it provides a balance between fitness
and precision.

A similar argument holds for the process discovery technique one could use.
A wide array of techniques exist, and our approach can be combined with most
of them. Observe that the chosen technique should be able to discover processes
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with a decent performance, since a high number of processes needs to be discov-
ered in certain steps of our algorithm. In [10], the preference goes to Heuristics
Miner [21]. Other possibilities are Inductive Miner [15] and Fodina [19].

4 Motivating Case Study: Reading Behaviour in Tablet
Newspapers

4.1 Case Description

Fig. 1. Anonymized screenshot of one newspaper
page in the app.

We performed experiments
with people who read a
digital newspaper using a
tablet app. We set up two
types of experiments: qual-
itative, in which 30 people
were interviewed about their
typical newspaper reading
behaviour by an experienced
independent marketer; and
quantitative experiments, in
which 209 paying subscribers
of the newspaper allowed us
to track every device inter-
action with the app during
one month of habitual news
reading.

The app’s name cannot be mentioned due to confidentiality reasons, but it
exists already for several years and has more than 10,000 monthly active users.
The newspaper brand is one of the most popular in a Western-European country.

As can be seen in Fig. 1, the app is not just a replica of a regular newspaper in
print, but is optimized for tablet and mobile use. Reading through the newspaper
with this app can be considered a process and investigated with process mining
techniques. The user starts on page one, and can swipe horizontally, going from
page to page, choosing on which articles to spend more time, and the process
ends when the user decides to quit reading. In this tablet-optimized version of
the newspaper, a couple of additional features also allow users to jump between
pages, thereby skipping content to e.g. immediately go to the start of a new news
category like Sports, Opinions, and so on.

An experienced marketer from an independent marketing bureau did inter-
views with 30 people in total. Each interview had a duration of two hours. The
marketer had experience working with the same app and newspaper brand for
other market studies, and was considered to be a domain expert by the jour-
nalists and editors of the newspaper. The end result of these interviews was a
presentation of a set of typical reader profiles, with a textual explanation about
what kind of reading behaviour characterized each reader profile.
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This set of reader profiles can be considered to be expert-driven clusters. Note
that this expert-driven clustering is not based on actual data of the reading pro-
cess of these users, but on the self-reported reading behaviour of the interviewed
users. Using users’ self-reported behaviour is typically how companies do user
segmentation if they want to get insight into the different types of users that
use their app, especially if there is no data available about how their product is
actually used.

We worked together with Twipe2, the company which developed the app, to
modify the app so every user interaction could be logged. A selection of paying
subscribers of the newspaper was e-mailed with an invitation to fill in a recruit-
ment survey. The recruitment survey assessed eligibility for participation in the
experiment. It consisted of socio-demographic questions and questions concern-
ing the users’ typical reading behaviour. Based on the answers to this survey, a
sample of candidate participants could be drawn that was representative for the
newspaper’s population of subscribers. All of the candidate participants were
acquainted with the app and used it regularly (at least weekly, often more fre-
quently). This set of candidate participants received a personal invitation to
download the modified version of the app they normally used for reading the
newspaper, and to use that version during one month. Eventually, we collected
useful data for 209 experiment participants, and ended up with 2900 useful read-
ing sessions.

4.2 Application of Data-Driven Clustering

Recall from the previous section that the domain expert created textual descrip-
tions of cluster profiles. The variables used to describe these profiles are used for
data-driven clustering approaches, to come up with a full expert solution. These
variables contain information such as the reading moment, length of a session,
how focused a reader is, how thoroughly the paper is read, etc. For the clustering,
three distinct approaches were taken: (1) A traditional k-means was performed
using these variables. (2) Given the textual description of cluster profiles by
the expert, representative observations are defined for each cluster. Then, these
representative observations are used as centroids in a single nearest neighbour
approach. Each trace is included in the cluster of the centroid it is closest to in
terms of normalized values on the variables. (3) The third approach consists of
starting from these same centroids, and using those centroids as initial seeds in
a seeded version of the k-means algorithm.

4.3 Transforming Case to Enable Trace Clustering

In order to create insight into the reading process followed by the users, the low-
level interaction data as described in Sect. 4.1 needs to be mapped onto intuitive
high-level activities. Four groups of activities were defined: (1) activities that lead
to the start of a reading session, either by starting the application or reopening

2 www.twipemobile.com.

www.twipemobile.com
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it from the background of the tablet; (2) activities concerning a user spending
time reading an article; (3) activities concerning a user inspecting an image; and
(4) activities concerning a user shutting down her session.

In terms of granularity of the reading activity, two aspects were considered for
inclusion: the time spent on the article, and the newspaper category the article
belonged to. After descriptive analysis of the data, the following transformation
was applied. With regards to reading times, a typical user reading in the news-
paper’s language will read about 240 words per minute [5]. A reading activity is
defined as a read-page-event if the user spent enough time on the article to read
at least half of the text. Similarly, a scan-page-event is defined to have occurred
if a reader has taken the time to read a quarter of the text, and a skip-page-event
if the reader only took the time to read the title of the article. Additionally, the
newspaper also consists of 8 different categories. Extending the read, scan and
skip events with these categories leads to a total number of 24 different reading
events. Next to text categories, the inspect-image-event was also divided into
categories, creating 8 distinct image-events. Overall, this brings the number of
activities to 34 (1 launch-event, 24 page-reading events, 8 image-related events
and 1 quit-event). Self-loops between activities were disregarded. Finally, observe
that the created event log contains a wide variety of behaviour: of 2900 reading
sessions, there are 2794 distinct process instances. For an exemplary excerpt, see
Table 1.

Table 1. Example event log of the tablet reading process

Session Time Activity type User

1 16-06-2015 08:02 Launch John Doe
1 16-06-2015 08:03 Read-page-front John Doe
1 16-06-2015 08:03 Read-page-politics John Doe
1 16-06-2015 08:04 Scan-page-politics John Doe
1 16-06-2015 08:04 Inspect-image-sport John Doe
1 . . . . . . . . .
1 16-06-2015 08:24 Quit John Doe
2 16-06-2015 08:32 Launch Jane Doe
2 . . . . . . . . .

5 Experimental Evaluation

In this section, we will apply a number of data-driven clustering approaches,
existing trace clustering techniques, and our expert-driven trace clustering tech-
nique, on the newspaper reading data. The obtained clustering solutions are then
compared in terms of process model quality.
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5.1 Setup

Techniques. All techniques are listed in Table 2, with an indication of whether
they are data-driven techniques, trace clustering techniques, or expert-driven
techniques. Five pure trace clustering techniques are incorporated for compar-
ison: ActFreq and ActMRA [10], two process-quality based techniques, GED
[3], a direct instance-similarity technique, and two vector-space model-based
methods, MRA [4] and 3-gram [17]. Three data-driven clustering techniques are
included, one of which requires no expert knowledge (k-means), and two that do
(k-seeded and 1nn). Finally, ActSemSupexp is the general name for our proposed
expert-driven trace clustering technique, where exp is the technique that is used
to obtain the expert knowledge: k-seeded or 1nn. All settings are tested with 4,5
and 6 clusters, in line with the expectations of the domain expert.

Table 2. Clustering techniques compared in the experimental evaluation

Shorthand Technique Implementation
(plugin/package)

Data
clustering

Trace
clustering

Expert
driven

k-means Traditional k-means Stats (R) �
k-seeded Seeded k-means Stats (R) � �
1nn Single nearest neighbour Class (R) � �
ActFreq Frequency-based ActiTraC ActiTraC (ProM 6) �
ActMRA Distance-based ActiTraC ActiTraC (ProM 6) �
MRA AHC - Maximal Repeat

Alphabet
GuideTreeMiner (ProM 6) �

GED AHC - Generic Edit Distance GuideTreeMiner (ProM 6) �
3-gram AHC - 3-grams GuideTreeMiner (ProM 6) �
ActSemSupk−seededSemi-supervised ActiTraC

Expert input from k-seeded

Own plugin (ProM 6) � �

ActSemSup1nn Semi-supervised ActiTraC
Expert input from 1nn

Own plugin (ProM 6) � �

AHC: Agglomerative Hierarchical Clustering

Configuration of ActSemiSupexp: FixedPercentage := 0.75, PD := Fodina, m := F1-Score, cvt := 0.27, tvt := 0.27,

SeparateBoolean := False

Metrics. To evaluate the quality of the clustering solutions, a process model is
mined for each cluster, using the Fodina technique [19]. The accuracy of each
process model discovered per cluster is then measured using the F1-score as
proposed by [8], where p is a precision metric and r is a recall metric:

F1B = 2 ∗ pB ∗ rB
pB + rB

In this paper, the recall metric we have chosen is behavioural recall rb [14],
and the precision metric we use is etcp [16]. Finally, a weighted average F-score
metric for the entire clustering solution is then calculated as follows, similar to
the approach in [10], where k is the number of clusters in C and ni the number
of traces in cluster i:

F1WA
C =

∑k
i=1 niF1i
∑k

i=1 ni
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Furthermore, we can calculate the relative improvement of our semi-
supervised technique with expert knowledge (ActSemiSupexp) opposed to the
best pure trace clustering technique (TC) as follows:

RI(ActSemiSupexp, TC) =
F1WA

ActSemiSupexp

F1WA
TC

Three situations might arise: (1) RI > 1: in that case, the expert-driven tech-
nique creates a solution which is able to combine higher ease-of-interpretation
with better results in terms of process model quality; (2) RI = 1: the expert-
driven technique leads to higher ease-of-interpretation from an expert’s point of
view without reducing model quality; and (3) RI < 1: there is a trade-off present
between clustering solutions which are justifiable for an expert and the optimal
solution in terms of process model quality.

One final metric we propose to compare how similar two clustering solutions
are, is the Normalized Mutual Information [13]. With it, we can illustrate how
similar the solution found by our semi-supervised approach is to the complete
expert clustering it used as input. This value is a decent proxy for how easy-
to-interpret the solution is given the expert knowledge used to create the input
clustering. It is defined as follows: let ka be the number of clusters in clustering
a, kb the number of clusters in clustering b, n the total number of traces, na

i the
number of elements in cluster i in clustering a, nb

j , the number of elements in
cluster j in clustering b, and nab

ij the number of elements present in both cluster
i in clustering a and cluster j in clustering b. The NMI is then defined as:

NMI(a, b) = −2

∑ka

i=1

∑kb

j=1 n
ab
ij log(

nab
ij n

na
i n

b
j

)
∑ka

i=1 n
a
i log(

na
i

n ) +
∑kb

j=1 n
b
j log(

nb
j

n )

5.2 Results

The results in terms of F1-score are presented in Fig. 2. A couple of observa-
tions can be made from this figure. First, since the F1-score is a metric scaled
between 0 and 1, it is clear that the overall results are rather low. Nonetheless,
all clustering solutions have a weighted average behavioural recall between 0.88
and 0.92. The reason for the low F1-scores lies in the precision: due to the high
variability of behaviour (many distinct process instances) in the event log, all
clustering solutions perform rather low in terms of etcp.

Secondly, observe that all clustered solutions outperform the non-clustered
event log (1 cluster). This is mainly due to the precision of the clusters, which
increases if a higher number of clusters is used. This observation is supported by
the ordering of the results across different numbers of clusters: all other things
being equal, the F1-score at 6 clusters is always the highest, except for the
ActMRA and MRA solutions.

Furthermore, it is noticeable that ActMRA (at a cluster number of 4 and 5),
and ActFreq (at a cluster number of 6) attain the highest quality of the existing
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Fig. 2. Weighted average F1-score results for different clustering techniques and num-
ber of clusters

data-driven and trace clustering techniques. Observe as well that the data-driven
clustering techniques k-means and k-seeded perform quite well in terms of process
model quality, on par with dedicated trace clustering techniques, especially at
higher cluster numbers.

Table 3. Relative improvement of the semi-supervised clustering solutions compared
to just using the expert knowledge and compared to the overall best trace clustering
algorithm

4 clusters 5 clusters 6 clusters

RI(ActSemiSupk-seeded, k-seeded) 1.22 1.11 1.21
RI(ActSemiSupk-seeded, best trace cl.) 0.94 0.94 1.14
RI(ActSemiSup1nn, 1nn) 1.08 1.09 1.22
RI(ActSemiSup1nn, best trace cl.) 0.68 0.68 0.97
Best clustering is ActMRA at 4 and 5 clusters and ActFreq at 6

The most important remark concerns the quality attained by the semi-
supervised algorithm. Both when using the results of the k-seeded algorithm
as expert knowledge, as well as when using the results of the 1nn clustering as
expert knowledge, the F1-score improves. To illustrate this, Table 3 contains the
results of the relative improvement of the semi-supervised algorithm compared
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to just using the expert knowledge, and compared to the overall best trace clus-
tering algorithm. From Table 3, it is clear that our semi-supervised algorithm
attains its goal of enhancing the expert knowledge and increasing the process
model quality of the trace clustering (RI > 1). In the setting where the expert
knowledge comes from a seeded k-means clustering, there is a small trade-off
between performance and understandability for the expert at 4 and 5 clusters
(RI < 1), but not at 6 clusters (RI > 1), compared to the overall best trace
clustering technique. When the expert knowledge originates from a single nearest
neighbour-exercise, our algorithm manages to improve the solution compared to
the data clustering (RI > 1), but there is a clear trade-off, especially at cluster
numbers of 4 and 5, compared to the best trace clustering solutions (RI < 1).

Table 4. Normalized mutual information between semi-supervised clustering result
and expert input, and regular trace clustering result and expert input

4 clusters 5 clusters 6 clusters

NMI(ActSemiSupk-seeded, k-seeded) 0.82 0.81 0.80
NMI(ActSemiSup1nn, 1nn) 0.67 0.71 0.76
NMI(ActMRA, k-seeded) 0.07 0.08 0.08
NMI(ActMRA, 1nn) 0.02 0.04 0.07

Finally, Table 4 contains values for the Normalized Mutual Information, cap-
turing the similarity between the input of the semi-supervised trace clustering
solutions and their solutions. For comparison, the NMI of the ActMRA-technique
with both inputs is provided as well. It is clear that the semi-supervised solutions
are much more in line with the expectations of the expert input, as illustrated
by their high NMI-values.

6 Conclusion

In a situation where an expert has a preconceived notion of what a cluster-
ing should look like, it is unlikely that a trace clustering algorithm will lead
to clusters which are in line with his or her expectations. Motivated by a case
in tablet reading behaviour, this paper proposes an expert-driven trace cluster-
ing technique that balances improvement in terms of trace clustering quality
with the challenge of making clusters more interpretable for the expert. In an
experimental evaluation, we have shown how our algorithm creates more inter-
pretable solutions which are simultaneously better in terms of trace clustering
quality then purely using an expert-driven data clustering, and in some cases
even produce higher quality than dedicated trace clustering techniques.

Several different avenues for future work exist: (1) phase 1 of our approach
could be adapted for non-complete expert input; (2) an evaluation could then
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be performed regarding how much expert knowledge is needed to achieve high
quality clustering results; (3) our algorithm could be extended with a window-
based assignment strategy, to increase performance and make the direct incor-
poration of other data possible; (4) the case study could be extended using the
self-reported clustering of the readers; and (5) our approach could be validated
in other use cases.
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tering with background knowledge. In: ICML, vol. 1, pp. 577–584 (2001)

21. Weijters, A., van Der Aalst, W.M., De Medeiros, A.A.: Process mining with the
heuristics miner-algorithm. Technische Universiteit Eindhoven, Technical report
WP 166, pp. 1–34 (2006)

http://dx.doi.org/10.1007/978-3-642-38697-8_17
http://dx.doi.org/10.1007/978-3-642-15618-2_16
http://dx.doi.org/10.1007/978-3-642-00328-8_11


Mining Business Process Stages from Event Logs

Hoang Nguyen1(B), Marlon Dumas2, Arthur H.M. ter Hofstede1,
Marcello La Rosa1, and Fabrizio Maria Maggi2

1 Queensland University of Technology, Brisbane, Australia
huanghuy.nguyen@hdr.qut.edu.au, {a.terhofstede,m.larosa}@qut.edu.au

2 University of Tartu, Tartu, Estonia
{marlon.dumas,f.m.maggi}@ut.ee

Abstract. Process mining is a family of techniques to analyze business
processes based on event logs recorded by their supporting information
systems. Two recurrent bottlenecks of existing process mining techniques
when confronted with real-life event logs are scalability and interpretabil-
ity of the outputs. A common approach to tackle these limitations is to
decompose the process under analysis into a set of stages, such that
each stage can be mined separately. However, existing techniques for
automated discovery of stages from event logs produce decompositions
that are very different from those that domain experts would produce
manually. This paper proposes a technique that, given an event log, dis-
covers a stage decomposition that maximizes a measure of modularity
borrowed from the field of social network analysis. An empirical evalua-
tion on real-life event logs shows that the produced decompositions more
closely approximate manual decompositions than existing techniques.

Keywords: Process mining · Decomposition · Clustering · Modularity ·
Multistage

1 Introduction

Process mining offers numerous opportunities to extract insights about business
process performance and conformance from event logs recorded by enterprise
information systems [1]. Among other things, process mining techniques allow
analysts to discover process models from event logs for as-is analysis, to check the
conformance of recorded process executions against normative process models, or
to visualize process performance indicators. Process mining techniques however
suffer from scalability issues when applied to large event logs, both in terms
of computational requirements and in terms of interpretability of the produced
outputs. For example, process models discovered from large event logs are often
spaghetti-like and provide limited insights [1].

A common approach to tackle this limitation is to decompose the process into
stages, such that each stage can be mined separately. This idea has been success-
fully applied in the context of automated process discovery [2] and performance
mining [3]. The question is then how to identify a suitable set of stages and how to
c© Springer International Publishing AG 2017
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map the events in the log into stages. For simpler processes, the stage decompo-
sition can be manually identified, but for complex processes, automated support
for stage identification is required. Accordingly, several automated approaches to
stage decomposition have been proposed [4–6]. However, these approaches have
not been designed with the goal of approximating manual decompositions, and
as we show in this paper, the decompositions they produce turn out to be far
apart from the corresponding manual decompositions.

This paper puts forward an automated technique to split an event log into
stages, in a way that mimics manual stage decompositions. The proposed tech-
nique is designed based on two key observations: (i) that stages are intuitively
fragments of the process in-between two milestone events; and (ii) that the stage
decomposition is modular, meaning that there is a high number of direct depen-
dencies inside each stage (high cohesion), and a low number of dependencies
across stages (low coupling) – an observation that has also been applied in
the context of process model decomposition [7] and more broadly in the fields
of systems design and programming in general. For example, a loan origina-
tion process at a bank has multiple stages such as the application is assessed
(accepted/rejected milestone), offered (offer letter sent milestone), negotiated
(agreement signed milestone), and settled (agreement executed milestone). There
may be many back-and-forth or jumps inside a stage, but relatively little across
these stages.

The proposed technique starts by constructing a graph of direct control-flow
dependencies from the event log. Candidate milestones are then identified by
using techniques for computing graph cuts. A subset of these potential cut points
is finally selected in a way that maximizes the modularity of the resulting stage
decomposition according to a modularity measure borrowed from the field of
social network analysis. The technique has been evaluated using real-life logs in
terms of its ability to approximate manual decompositions using a well-accepted
measure for the assessment of cluster quality.

The rest of the paper is structured as follows. Section 2 discusses related
work. Section 3 presents the proposed technique and Sect. 4 describes its empiri-
cal evaluation. Finally, Sect. 5 summarizes the contributions and outlines future
work directions.

2 Related Work

The problem of automated decomposition of event logs into stages has been
approached from multiple perspectives. For example, Carmona et al. [4] extract
a transition system from an event log and apply a graph cut algorithm over this
transition system to identify stages. A formal divide and conquer framework has
been defined and formalized in [5], which has led to several instantiations and
applications in case studies [2,6,8]. The key idea of this framework is to cluster
activities in event logs by first constructing an activity causal graph from the
logs and then searching for regions of heavy connected edges (edges with high
weights) as activity clusters. A recent work of local process model discovery [9]
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also seeks to cluster activities into subsets in order to speed up its performance
as well as to increase the quality of the detected models. It uses three heuristics
based on Markov clustering, log entropy and maximal relative information gain.

The above decompositions have been applied to automated process discov-
ery. Other decomposition techniques have been proposed in the context of per-
formance mining. For example, the Performance Analysis with Simple Prece-
dence Diagram plug-in ProM [10] uses a medoid-based approach to find activity
clusters. Given a similarity measure between activities, this technique identifies
possible medoids and a membership function to determine to which medoid an
activity should be assigned. A similar approach has been proposed in the context
of queue mining from event logs [11].

None of the above techniques has been designed and evaluated in the view of
producing stage decompositions that approximate manual ones. In the experi-
ments reported later, we assess the performance of [10] and [5,6,8] with respect to
manual decompositions, and compare it to the approach proposed in this paper.

Other related work deals with the problem of identifying sub-processes in
an event log [12,13]. The output of these techniques is a log of the top-level
process and a set of logs of sub-processes thereof. This output is not a stage
decomposition. In a stage decomposition, every activity label in the log must be
assigned to exactly one stage, i.e. the stages must form a partition of the set of
activity labels, whereas the techniques described in [12,13] do not ensure that
every activity label belongs to only one sub-process. In fact, these techniques do
not guarantee that any sub-process will be found at all.

3 Stage Decomposition Technique

The proposed technique for extracting stages from an event log proceeds in
two steps. In the first step, we construct a weighted graph from the event log
capturing the direct-follows relation between activities in the process. In the
second step, we split the nodes in the graph (i.e. the activities) into stages with
the aim of maximizing a modularity measure. Below we introduce each of these
two steps in detail.

3.1 From Event Log to Flow Graph

Table 1 shows an example event log of a loan origination process. An event log
consists of a set of cases, where a case is a uniquely identified execution of a
process. For example, the loan application identified by c2 is a case. Each case
consists of a sequence of events. An event is the most granular element of a log
and is characterized by a set of attributes such as timestamp (the moment when
the event occurred), activity label (the name of the action taken in the event),
and event types relating to the activity lifecycle, such as “schedule”, “start”, and
“complete”.

Definition 1 (Event Logs). An event log EL is a tuple (E, ET, A, C, time,
act, type, case), where E is a set of events, ET = {start , complete} is a set of
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Table 1. Example event log.

Case ID Event ID Event type Timestamp Activity label

c1 e1 Start 05.10 09:00:00 Update application

e2 Complete 05.10 10:00:00 Update application

c2 e3 Start 06.10 09:00:00 Update application

e4 Complete 06.10 10:00:00 Update application

e5 Start 08.10 09:00:00 Check application

e6 Complete 08.10 10:00:00 Check application

e7 Start 09.10 08:30:00 Check application

e8 Complete 09.10 09:00:00 Check application

c3 e9 Start 08.10 09:00:00 Update application

e10 Complete 08.10 10:00:00 Update application

e11 Start 09.10 09:00:00 Check application

e12 Complete 09.10 09:15:00 Check application

e13 Start 11.10 09:00:00 Follow-up offer

e14 Complete 11.10 10:00:00 Follow-up offer

event types, A is a set of activity labels, C is a set of cases, time: E → IR+
0 is

a function that assigns a timestamp to an event, act: E → A is a function that
assigns an activity label to an event, type: E → ET is a function that assigns an
event type to an event, and case: E → C relates an event to a case. We write
e �E e′ iff time(e) ≤ time(e′). In this paper, we only use “complete” events,
denoted as Ec, where Ec = {e ∈ E|type(e) = complete}.

A process graph is a directed graph in which nodes represent activities and
edges represent direct-follows relations between activities. For example, if activ-
ity b occurs after activity a in a case, the graph contains a node a, a node b and
a directed edge from a to b. In addition, edges carry weights representing the
frequency of the direct-follows relation between two related activities in the log.

Definition 2 (Process Graph). A process graph of an event log EL=(E, ET,
A, C, time, act, type, case) is a graph GEL = (VEL, FEL,WEL), where:

– VEL is a set of nodes, each representing an activity, i.e. VEL = A.
– FEL is a set of directed edges, each representing the direct-follows relation

between two activities based on “complete” events. Activity a2 directly follows
activity a1 if there is a case in which the “complete” event e2 of a2 follows the
“complete” event e1 of a1 without any other “complete” events in-between,
i.e. e1 is in a direct “complete” sequence with e2. Event e1 is in a direct
“complete” sequence with e2, denoted e1 −→ e2, iff e1 ∈ Ec ∧ e2 ∈ Ec ∧ e1 �=
e2 ∧ case(e1) = case(e2) ∧ e1 �E e2 ∧ �e3 ∈ Ec[e3 �= e1 ∧ e3 �= e2 ∧ case(e3) =
case(e1)∧ e1 �E e3 ∧ e3 �E e2]. Thus, FEL = {(a1, a2) ∈ VEL ×VEL|∃e1, e2 ∈
Ec[act(e1) = a1 ∧ act(e2) = a2 ∧ e1 −→ e2]}.
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Fig. 1. Flow graph created from the event log in Table 1.

– WEL is a function that assigns a weight to an edge, WEL: FEL → IN+
0 . The

weight of an edge connecting node a1 to node a2, denoted WEL(a1, a2), is
the frequency of the direct-follows relation between a1 and a2 in the log, i.e.
WEL(a1, a2) = |{(e1, e2) ∈ Ec ×Ec|act(e1) = a1 ∧ act(e2) = a2 ∧ e1 −→ e2}|.

The process graph constructed above has a set of start nodes called firstacts
containing the first activities of all cases, and a set of end nodes called lastacts
containing the last activities of all cases, i.e. firstacts(VEL) = {a ∈ VEL|∃e ∈
Ec : [act(e) = a ∧ �e′ ∈ Ec|e′ −→ e]}, and lastacts(VEL) = {a ∈ VEL|∃e ∈
Ec : [act(e) = a ∧ �e′ ∈ Ec|e −→ e′]}.

From a process graph, we can derive a corresponding flow graph, which has
only one source node i and one sink node o.

Definition 3 (Flow Graph). The flow graph of a process graph GEL =
(VEL, FEL,WEL) is a graph FL(GEL) = (V FLG

EL , FFLG

EL ,WFLG

EL ), where:

– V FLG

EL = VEL ∪ {i, o}, {i, o} ∩ VEL = ∅.
– FFLG

EL = FEL ∪ {(i, x)|x ∈ firstacts(VEL)} ∪ {(x, o)|x ∈ lastacts(VEL)}

– WFLG
EL (a1, a2) =

⎧
⎪⎨

⎪⎩

WEL(a1, a2) if a1 �= i ∧ a2 �= o

|{e ∈ Ec|act(e) = a2 ∧ [�e′ ∈ Ec|e′ −→ e]}| if a1 = i

|{e ∈ Ec|act(e) = a1 ∧ [�e′ ∈ Ec|e −→ e′]}| if a2 = o

Figure 1 illustrates a flow graph constructed from the example log in Table 1,
while Fig. 2 shows a flow graph created from a simulated log.

3.2 Stage Decomposition and Quality Measure

We assume that a process stage exhibits a quasi-SESE (single entry single exit)
fragment on a flow graph. A quasi-SESE fragment is a MEME (multi-entry
multi-exit) fragment, which has one entry point with high inflow and one exit
point with high outflow (see Fig. 2), where inflow (outflow) is the total weight of
the incoming (outgoing) edges. The entry and exit points are transition nodes
between stages. We aim at developing a technique to extract a list of stages from
a flow graph called a stage decomposition, where stages are sets of nodes.

In order to measure the quality of stage decompositions, we use modular-
ity [14], which was proposed for detecting community structures in social net-
works. A community structure is characterized by a high density of edges within
a community and a low number of edges connecting different communities. The
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Fig. 2. Example quasi-SESE fragments.

higher the modularity is, the more a network exhibits a community structure.
In this paper, we use a variant of modularity for weighted and directed graphs
which are the characteristics of the flow graphs defined above.

Let S be a stage decomposition extracted from a flow graph based on an event
log EL, and Si ∈ S, where i = 1 . . . |S|, be a stage. Let WFLG

EL (Si, Sj) be the
total weight of edges connecting Si to Sj (excluding self-loops), WFLG

EL (Si, Sj) =
∑

a1∈Si,a2∈Sj ,a1 �=a2

WFLG

EL (a1, a2). Let WT be the total weight of all edges in the graph

excluding self-loops, WT =
∑

a1,a2∈V
FLG
EL ,a1 �=a2

WFLG

EL (a1, a2). The modularity of a stage

decomposition is computed based on a modular graph which is the flow graph
with a special treatment for transition nodes (see Fig. 3). Every transition node
in the stage decomposition is split into two child nodes, one as an end node of
one stage and the other as a start node of the next stage. The edges connected
to the transition node are connected to the child nodes accordingly. The child
nodes are also connected between each other through a new edge with weight
equal to zero. In this way, the weight of edges in the modular graph remains
the same as in the original graph. The modular graph is used for computing
modularity because it can well reflect the quality of stage decomposition.

Let W
FL′

G

EL (Si, Sj) be the total weight of edges connecting Si to Sj in the
modular graph. The modularity of a stage decomposition S is computed as
follows.

Q =
|S|∑

i=1

(Ei − A2
i ) (1)
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where Ei = W
FL′

G
EL (Si,Si)

WT is the fraction of edges that connect nodes within stage

Si and Ai =

|S|∑

j=1
W

FL′
G

EL (Sj ,Si)

WT is the fraction of edges that connect to stage Si,
including those within stage Si and those from other stages.

Stage decomposition may become overly fragmented as a fragment could in
principle be composed of only two strongly connected activities. Therefore, we
introduce minimum stage size indicating the smallest number of activities in any
given stage as a user parameter for stage decomposition. Through this, one can
decide on what level of granularity they may want to look at stages.

3.3 Stage Decomposition Algorithm

Given an event log, we seek to find a stage decomposition that can maximize
modularity. To this end, we propose a technique that starts from the flow graph
constructed from the log, and recursively decomposes it into sets of nodes using
the notion of min-cut as calculated by Ford-Fulkerson’s algorithm. Note that
the min-cut here is the one found in the graph after a node has been removed.
The set of edges in that min-cut is called a cut-set associated with the removed
node, and the total weight of edges in the cut-set is called cut-value. Together, a
node and its cut-set form a border between two graph fragments. The lower the
cut-value is, the more the related fragments will resemble quasi-SESE fragments.
Therefore, if we find a set of nodes with low cut-values, we can take multiple
graph cuts on those nodes and their cut-sets to obtain a stage decomposition
that can approximate the maximum modularity.

Transition nodes intuitively have lower cut-values than the min-cut found by
Ford-Fulkerson’s algorithm in the original flow graph (called source-min-cut).
Thus, we can use the source-min-cut as a threshold when selecting a candidate
list of cut-points, i.e. nodes with cut-values smaller than that of the source-
min-cut will be selected. Further, in a flow graph, the source-min-cut can be
computed in constant time as it is equal to the set of outgoing edges of the
source node of the graph or the set of incoming edges of the sink node.

Once we have a candidate list, the key question is how to find a subset of
nodes to form a stage decomposition that can maximize modularity. One way is
to generate all possible subsets from the list, create stage decompositions based
on all subsets, and select the one that has the highest modularity. However, this
approach may suffer from combinatorial problems if the number of candidate
nodes is large. For example, if we assume that the flow graph has 60 nodes and
the candidate list has 30 nodes, the total number of subsets would be

(
30
1

)
+

(
30
2

)
+

...+
(
30
30

)
= 1,050,777,736. We thus propose two algorithms (Algorithms 1 and 2)

to find a stage decomposition that can approximate the maximum modularity.
The inputs to the algorithms are an event log and a minimum stage size.

Algorithm 1 is a greedy algorithm. The main idea (Lines 9–22) is to search
in the candidate list for a cut-point that can result in a stage decomposition
with two stages and of highest modularity. Then it removes the node from the
candidate list (Line 20) and searches in the list again for another cut-point that
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can create a new decomposition with three stages and of highest modularity, i.e.
higher than the former decomposition and the highest among all decompositions
with three stages, and so on until it cannot either find a stage decomposition of
higher modularity or all new decompositions have a stage of smaller size than the
minimum stage size. Note that stage decomposition is recursive meaning a stage
in the current decomposition will be decomposed into two sub-stages based on
a selected cut-point (Line 14). Modularity is computed according to Eq. 1 based
on the modular graph as described above (Line 15).

Algorithm 2 has the same structure as Algorithm 1, but uses the lowest cut-
value as a heuristic. Firstly, it sorts the candidate list in ascending order of cut-
values, then it sequentially picks every node from the list to create recursive stage
decompositions until the modularity is not increased or all new decompositions
have a stage of smaller size than the minimum threshold.

The worst-case time complexity of functions used in the algorithms can
be computed as follows. The create flow graph function is O(V + F ), where
V = V FLG

EL and F = FFLG

EL . The node min cut function removes a node from the
graph and uses Ford-Fulkerson’s algorithm to find a min-cut; it is O(Fw), where
w is the maximum weight of edges in the flow graph [15]. The source min cut
function is O(1) since it only computes the total weight of edges originating
from the source node. The find cut stage function searches a stage that con-
tains the current node in the current stage decomposition; it is O(V ). The
cut graph function (Algorithm3) is O(V + F ), which performs a depth-first
search to find disconnected components in the graph [15]. The copy sd func-
tion is O(V ) (replace a stage with two sub-stages). The modularity function is
O(V +F ), which involves copying the original graph to a new one with a special
treatment for cut-points (O(V + F )) and computing the modularity based on
Eq. 1 (O(F )). The get activity labels function is O(V ) (extract activity labels
from nodes). The sort function (Algorithm2) is O(V log V ). Based on these
observations, the complexity of Algorithm1 is O(V 2(V +F ))), and Algorithm 2
is O(V (V + F )).

v
Si Sj

(a) Before split

v v

Si Sj
0

(b) After split

Fig. 3. Treatment for transition nodes in computing modularity.

4 Evaluation

We call our technique Staged Process Miner (SPM) and implemented it as a
ProM plug-in as well as a stand-alone Java tool1. We evaluated the technique
1 Available from http://apromore.org/platform/tools.

http://apromore.org/platform/tools
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Algorithm 1. Highest Modularity Stage Decomposition
Input: EL: an event log

minStateSize: minimum number of activities in a stage
Output: A sequence of stages, each is a set of activity labels

1 G = create flow graph(EL)
2 CandidateNodes := {}
3 forall v in V

FLG
EL \ {i, o} do

4 <v.mincut, v.cutset>:= node min cut(G, v)
5 if v.mincut < source min cut(G) then
6 CandidateNodes := CandidateNodes ∪ {v}

7 CurrentBestSD := [V
FLG
EL \ {i, o}]

8 NewBestSD := CurrentBestSD
9 while CandidateNodes �= {} do

10 forall v in CandidateNodes do
11 CutStage := find cut stage(CurrentBestSD, v)
12 <PreStage,SucStage>:= cut graph(G, v,CutStage)
13 if |PreStage| ≥ minStateSize and |SucStage| ≥ minStateSize then
14 NewSD := copy sd(CurrentBestSD,CutStage,PreStage,SucStage)
15 if modularity(NewSD, G) > modularity(NewBestSD, G) then
16 NewBestSD := NewSD
17 BestCutPoint := v

18 if NewBestSD �= CurrentBestSD then
19 CurrentBestSD := NewBestSD
20 CandidateNodes := CandidateNodes \ {BestCutPoint}
21 else
22 break // stop when modularity is not increased

23 return get activity labels(CurrentBestSD)

Algorithm 2. Lowest Cut-value Stage Decomposition
Input: EL: an event log

minStageSize: minimum number of activities in a stage
Output: A sequence of stages, each is a set of activity labels

// Line 1-7 is the same as Algorithm 1
8 Candidates sorted := sort(CandidateNodes,min cut, asc)
9 while Candidates sorted �= [] do

10 v := head(Candidates sorted)
11 CutStage := find cut stage(CurrentBestSD, v)
12 <PreStage,SucStage>:= cut graph(G, v,CutStage)
13 if |PreStage| ≥ minStateSize and |SucStage| ≥ minStateSize then
14 NewSD := copy sd(CurrentBestSD,CutStage,PreStage,SucStage)
15 if modularity(NewSD, G) > modularity(CurrentBestSD, G) then
16 CurrentBestSD := NewSD

17 else
18 break // stop when modularity is not increased

19 Candidates sorted := tail(Candidates sorted)

20 return get activity labels(CurrentBestSD)

through a range of real-life logs and against two baselines. The input to the
technique is an event log and the minimum stage size; the output is an ordered
set of activity sets, where each activity set represents a stage. The ProM plug-in
also offers a visualization of the stage decomposition as staged process maps,
where boxes represent stages and list all activities that belong to a given stage,
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Algorithm 3. cut graph
Input: G: a flow graph

v: a node
CutStage: a node set containing v

Output: a pair of subsets of CutStage

1 G aftercut := remove edges(remove node(G, v), v .cutset) // Graph cut
2 G source := source graph(G aftercut) // The subgraph containing the source
3 PreStage := (CutStage ∩ VG source) ∪ {v}
4 SucStage := CutStage \ PreStage
5 return <PreStage,SucStage>

and arcs between stages report the frequency of handover from one stage to the
other (the thicker the arc, the higher the frequency) – see Fig. 5 for an example.

The purpose of this research is to determine if it is possible to algorith-
mically produce stage decompositions of event logs that mimic decompositions
produced manually by domain experts. Accordingly, we define the quality of a
stage decomposition in terms of its similarity relative to a manually produced
ground truth, the evaluation aims at addressing the following top-level question:

Q1. How does the quality of the stage decomposition produced by our technique
compare to that of existing baselines?
The decomposition produced by our technique depends on the selected mini-
mum stage size. Accordingly, we also address the following ancillary question:

Q2. How does the quality of the decomposition produced by our technique vary
depending on the minimum stage size?

4.1 Datasets

We used seven publicly available, real-life event logs. These include two logs from
the Business Process Intelligence (BPI) Challenge 2012 and 2013, and five logs
from the BPI Challenge 2015. Table 2 reports descriptive statistics on the size
of these datasets.

BPI122 is a loan origination process in a Dutch bank. Its stages are: (i)
pre-assess application completeness, (ii) assess eligibility, (iii) offer & negotiate
loan packages with customers, iv) validate & approve. As a ground truth, these
stages are marked in the log by milestone events occurring at the end of each
stage, such as A PREACCEPTED (stage i) and A ACCEPTED (stage ii), where
“A” stands for Application. We preprocessed this log by replacing a group of
milestone events occurring usually simultaneously at the end of a stage with one
representative milestone event only.

BPI133 is an IT incident handling process at Volvo Belgium. A stage in
this process reflects the IT helpdesk level (team) where an IT incident ticket is
processed. The IT department has three levels from 1 to 3. The ground truth of
stages thus is the helpdesk level of the resource who initiates an event. This log
2 doi:10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f.
3 doi:10.4121/uuid:500573e6-accc-4b0c-9576-aa5468b10cee.

https://doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f
https://doi.org/10.4121/uuid:500573e6-accc-4b0c-9576-aa5468b10cee
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is preprocessed by selecting only complete cases, i.e. cases that have completed
all stages.

BPI154 is a set of five logs from five Dutch municipalities relating to a build-
ing permit application process. This process has many stages, such as: (i) applica-
tion receipt, (ii) completeness check of the application, (iii) investigation leading
to a resolution (e.g. accept, reject, ask for more info), (iv) communication of the
resolution, (v) public review, (vi) decision finalization, and (vii) objection and
complaint filing. The ground truth of stages in this process is encoded in the
action code field which has a generic format 01 HOOFD xyy, where x indicates
the stage number and yy indicates the activity code within the stage. This log
is preprocessed by selecting only events of the main process (i.e. events with
HOOFD code), and then selecting cases that have completed stage 1 to stage 4,
which show strong quasi-SESE fragments.

Table 2. Statistics on the datasets used in the evaluation.

Dataset Business process Number of cases Number of events Event classes

BPI12 Loan origination 13,087 127,290 19

BPI13 IT incident handling 175 1,996 27

BPI15-1 Building permit application 834 11,451 61

BPI15-2 618 8,979 52

BPI15-3 1,013 13,929 60

BPI15-4 792 10,710 50

BPI15-5 951 13,682 56

4.2 Baselines

We used two baseline techniques in our evaluation: the Divide and Conquer
framework (DC) and the Performance Analysis with Simple Precedence Diagram
(SPD) presented in Sect. 2. They are both available in ProM.

DC consists of a set of ProM plug-ins run in sequence: Discover Matrix,
Create Graph, Create Clusters and Modify Clusters. These plug-ins require one
to configure many parameters, notably the number of clusters and the target
cluster size. This tool-chain is designed to be used in an interactive manner where
users can see how their selected parameters affect the decomposition through
visualizations. Since clusters must be disjoint in a stage decomposition, we select
parameters for this tool-chain in such a way to only generate disjoint clusters.

SPD takes as input an event log and a number of clusters to be produced.
The output is a diagram called Simple Precedence Diagram where nodes are
clusters of activities. The plug-in uses medoid-based fuzzy clustering. In order
to obtain disjoint clusters, we adapted the membership function such that given
an activity it only returns one medoid with the highest membership value.
4 doi:10.4121/uuid:31a308ef-c844-48da-948c-305d167a0ec1.

https://doi.org/10.4121/uuid:31a308ef-c844-48da-948c-305d167a0ec1
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4.3 Accuracy Index

To assess the accuracy of a stage decomposition against the ground truth, we
experimented with three well-known external indexes of clustering quality: Rand,
Fowlkes–Mallows and Jaccard [16]. These indexes are used to evaluate the sim-
ilarity of two clusterings. The higher the index is, the more similar the two
clusterings are. In our tests, the Rand Index was very high even for less sim-
ilar clusterings while Jaccard was often low even for very similar clusterings.
Fowlkes–Mallows provided more reasonable results between those returned by
the other two indexes. Thus, we decided to report the results using the Fowlkes–
Mallows index only, given that Rand and Jaccard also showed consistent results
across all datasets and techniques.

The formula for Fowlkes–Mallows is provided below, where n11 is the number
of activities that are in the same stage in both decompositions, and n10(n01) is
the number of activities that are in the same stage in the first (second) decom-
position but in different stages in the second (first) decomposition.

Fowlkes−Mallows =
n11√

(n11 + n10)(n11 + n01)
(2)

4.4 Results

We present the evaluation results in light of the two questions defined above.

Q1. How does the quality of the stage decomposition produced by our
technique compare to that of existing baselines?

We run DC, SPD and SPM with different parameter settings and chose for
each technique the configuration that achieves the highest accuracy in terms of
the Fowlkes–Mallows index. The best configuration for each technique is reported
in Table 3. Further values used for DC are: Modify Clusters Miner = “Incremental
using Best Score (Overlapping Only)”; Cohesion/Coupling/Balance/Overlap
Weight = 100/100/0/100, while all other parameters we used default values, e.g.
Discovery Matrix Classifier = Activity.

Table 4 shows the Fowlkes–Mallows index for the three techniques, for each
log. SPM, in either of its two variants (highest modularity and lowest cut-
value) consistently outperformed the two baseline techniques across all datasets,
with slightly higher results achieved by the highest modularity algorithm. These
results attest the appropriateness of the modularity measure for stage decompo-
sition, with lowest cut-value being a good approximation of the ground truth.
In addition, our heuristics-based techniques with highest modularity and lowest
cut-value can approximate the optimal selection of cut-points when comparing
with the exhaustive technique for BPI12 and BPI13 logs. For BPI15-x logs, the
exhaustive technique does not finish after running for several hours due to the
large number of combinations of cut-points. For example, BPI15-1 has 61 activ-
ities and 30 candidate cut-points and, for minStageSize = 4, the total number of
combinations of cut-points is 614,429,471 (

(
30
1

)
+

(
30
2

)
+ ... +

(
30
15

)
).
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Table 3. Parameters configuration for the evaluated techniques.

Dataset DC SPD SPM

No. of
clus-
ters

Target
cluster
size

Weight
thresh-
old

No. of
clus-
ters

Minimum
stage
size

BPI12 4 5 0.943 4 3

BPI13 3 5 0.834 3 5

BPI15-1 4 12 0.432 4 4

BPI15-2 4 12 0.425 4 4

BPI15-3 4 12 0.527 4 4

BPI15-4 4 12 0.597 4 5

BPI15-5 4 12 0.507 4 5

Table 4. Fowlkes–Mallows index for the evaluated techniques.

Dataset Stages DC SPD SPM

Highest modularity Lowest cut-value Exhaustive

BPI12 4 0.30 0.49 1.0 0.92 1.0

BPI13 3 0.36 0.73 0.78 0.78 0.78

BPI15-1 4 0.40 0.54 0.90 0.92 Timed-out

BPI15-2 4 0.40 0.52 0.92 0.76 Timed-out

BPI15-3 4 0.42 0.50 0.86 0.86 Timed-out

BPI15-4 4 0.45 0.57 0.72 0.72 Timed-out

BPI15-5 4 0.46 0.49 0.83 0.83 Timed-out

As an example, Fig. 4 shows the decomposition identified by our technique
(highest modularity) and by the two baselines, for the BPI2015-2 log, on top of
the direct-follows graph of the event log. Here activities have been color-coded
(or marked in shaded areas) based on the clusters they belong to. We can observe
that in both the baselines, stage boundaries are not sharply defined, with many
activities being mixed between stages.

The low accuracy of the two baselines is due to the underlying clustering
approach used. DC searches for clusters starting from heavy edges (edges with
high weights) and growing the cluster to other connected edges with weight
over a threshold. This is the reason why it can detect some regions that cover
an actual stage, but fails to determine exactly where to stop clustering. SPD
searches for clusters based on medoids, i.e. a central node in a direct-follows
graph that is close to all other nodes in a cluster, where closeness is measured by
the frequency of the direct-follows relation between activities. SPD thus tends to
produce a large cluster covering several actual stages because stages are usually
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Fig. 4. Stage decomposition for the BPI15-2 log. Shaded areas are activity clusters.
Activities not in any shaded areas belong to one big cluster.

strongly connected via transition nodes. In general, both baseline techniques are
unable to detect stage boundaries.

In addition, only our technique can retrieve stages in the correct order, while
ordering is not part of the results provided by the two baseline techniques. We
can see this, for example, in Figs. 5 and 6, which show the stage decomposition
for the BPI12 and BPI13 logs provided by our ProM plug-in.

To complement our comparison with baselines, we also experimented with
three clustering techniques proposed in local process model discovery [9]. They
are based on well-established heuristics used in data mining, such as Markov
clustering, log entropy, and maximal relative information gain. However, the
results obtained are very different from the ground truth, with Fowlkes–Mallows
Index always being below 0.5.

In terms of runtime performance, both our technique and the two baselines
perform within reasonable bounds, in the order of seconds (see Table 5). However,
the exhaustive technique could not finish for BPI15-x logs after running for
several hours.
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Fig. 5. Stage decomposition produced by SPM for the BPI12 log.

Fig. 6. Stage decomposition produced by SPM for the BPI13 log.

Q2. How does the quality of the decomposition produced by our tech-
nique vary depending on the minimum stage size?

To answer this question, we run our technique with the highest modularity
algorithm using different values of minimum stage size (minSS), from 2 to half of
the total number of activities in an event log. Table 6 provides the characteristics
of different stage decompositions, each for a minSS value. It shows that the
modularity is higher when minSS is small and peaks when minSS is equal to 2.
This is because, when minSS is small, the technique is allowed to decompose the
graph into stages as much as possible to increase modularity. For example, for
minSS = 2, the best stage decomposition for BPI15-1 log has 7 stages, in which
two stages have size 2 (i.e. two activities), one has size 3, one has size 5, one has
size 11, one has size 14, and one has size 24.

Notably, in Table 6, for each dataset, one resulting decomposition is very
close to the ground truth, such as minSS = 3 for BPI12 (FM = 1.0), minSS = 9 for
BPI13 (FM = 0.85), minSS = 4 for BPI15-1 (FM = 0.90), minSS = 4 for BPI15-2
(FM = 0.92), and minSS = 4 for BPI15-3 (FM = 0.86). This suggests how to use
our technique for stage-based analysis. Users may decide not to fix the mini-
mum stage size, run the technique for different sizes (as we did in this second
experiment) and choose the stage decomposition that best suits their needs. For
example, for BPI15-1 log, they can vary the minSS parameter to view different
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Table 5. Run-time performance (in seconds)

Dataset DCa SPD SPM

Highest modularity Lowest cut-value Exhaustive

BPI12 2 0.563 10 5 158

BPI13 2 0.019 0.36 0.31 1

BPI15-1 2 0.096 1 0.85 Timed-out

BPI15-2 2 0.069 1 0.85 Timed-out

BPI15-3 2 0.070 1 0.87 Timed-out

BPI15-4 2 0.050 1 0.64 Timed-out

BPI15-5 2 0.072 1 0.73 Timed-out
aEstimated due to manual use of plugins

stage decompositions as shown in Table 6. They can then rely on the number of
stages and the associated modularity as a recommendation to choose the best
stage decomposition. However, a good balance between optimal number of stages
and high modularity needs to be identified manually. For example, for BPI15-1
log, the process with seven stages has high modularity but probably too many
stages. On the other hand, the process with three stages has low modularity that
also indicates that the result may not be good candidate for stage decomposition.

5 Conclusion

Given a business process event log, the technique presented in this paper par-
titions the activity labels in the log into stages delimited by milestones. The
idea is to construct a direct-follows graph from the log, to identify a set of
candidate milestones via a minimum cut algorithm, and to heuristically select
a subset of these milestones. The paper considered two greedy heuristics: one
that selects at each step the milestone with the lowest cut-value, and another
that selects milestones that maximize modularity, using a modularity measure
originally designed for social networks.

The technique has been implemented as a plug-in in the ProM framework,
which splits an event log into stages and generates a staged process map. Exper-
imental results on seven real-life event logs show that: (i) both heuristics sig-
nificantly outperform previously proposed event log decomposition techniques
in terms of the concordance of the produced decompositions relative to man-
ual decompositions; and (ii) the stage decompositions generated by maximizing
modularity outperform those based on cut-value. The latter result confirms pre-
vious empirical observations in the field of process model decomposition [7], while
demonstrating the applicability of a modularity measure for social networks in
this setting.

The proposed technique has a range of applications in the field of process
mining. For example, stage decompositions can be used to scale up automated
process discovery techniques [5,6] or to produce decomposed metrics and visual-
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Table 6. Highest Modularity SPM with different minimum stage sizes (MinSS =
Minimum Stage Size, Mod = Modularity, FM = Fowlkes–Mallows).

MinSSBPI12 BPI13 BPI15-1 BPI15-2 BPI15-3

StagesModFM StagesModFM StagesModFM StagesModFM StagesModFM

2 6 0.70 0.75 6 0.67 0.56 7 0.80 0.82 7 0.79 0.82 7 0.82 0.76

3 4 0.59 1.004 0.61 0.72 5 0.77 0.83 5 0.77 0.84 6 0.80 0.75

4 4 0.57 0.81 4 0.61 0.72 4 0.73 0.904 0.72 0.924 0.73 0.86

5 3 0.55 0.82 3 0.58 0.78 4 0.73 0.90 4 0.72 0.92 4 0.73 0.86

6 3 0.44 0.70 3 0.58 0.78 4 0.73 0.90 4 0.72 0.92 4 0.73 0.86

7 2 0.40 0.67 3 0.58 0.78 4 0.73 0.90 4 0.72 0.92 4 0.73 0.86

8 2 0.40 0.67 3 0.58 0.78 5 0.69 0.61 4 0.68 0.72 4 0.73 0.86

9 2 0.34 0.54 3 0.52 0.855 0.69 0.61 4 0.68 0.72 4 0.73 0.86

10 2 0.38 0.65 4 0.68 0.73 4 0.68 0.72 4 0.73 0.86

11 2 0.38 0.65 4 0.68 0.73 4 0.68 0.72 4 0.68 0.67

12 2 0.38 0.65 4 0.68 0.73 3 0.58 0.66 4 0.68 0.67

13 2 0.38 0.65 3 0.68 0.73 3 0.58 0.66 3 0.57 0.65

14 3 0.57 0.66 3 0.58 0.62 3 0.57 0.65

15 3 0.57 0.66 3 0.58 0.62 3 0.57 0.65

16 3 0.56 0.63 2 0.49 0.74 3 0.57 0.65

17 3 0.56 0.63 2 0.49 0.74 3 0.56 0.62

18 2 0.49 0.74 2 0.49 0.74 2 0.49 0.69

19 2 0.49 0.74 2 0.49 0.74 2 0.49 0.69

20 2 0.49 0.74 2 0.49 0.74 2 0.49 0.69

21 2 0.49 0.74 2 0.49 0.74 2 0.49 0.69

22 2 0.49 0.74 2 0.49 0.74 2 0.49 0.69

23 2 0.49 0.74 2 0.49 0.74 2 0.49 0.69

24 2 0.49 0.74 2 0.48 0.73 2 0.49 0.69

25 2 0.49 0.74 2 0.48 0.73 2 0.49 0.69

26 2 0.49 0.74 2 0.48 0.68

27 2 0.49 0.74 2 0.48 0.68

28 2 0.48 0.73 2 0.48 0.68

29 2 0.48 0.73

izations for performance analysis [3]. Investigating these applications is an avenue
for future work.

Beyond the field of process mining, the proposed technique could find appli-
cation in the realm of customer journey analysis, by allowing analysts to identify
stages from customer session logs. With suitable extensions, the technique could
also be used to compute abstracted views of large event sequences for interactive
visual data mining.
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Abstract. Instance-Spanning Constraints (ISCs) have raised attention
just recently although they are omnipresent in practice to define con-
ditions across multiple instances or processes, e.g., bundling of cargo.
It would be crucial to convey ISC information on, e.g., shared instance
resources to users. However, no approach for visualizing ISCs has been
presented yet. To overcome this gap we analysed literature and derived
visualization requirements for constraints on multiple instances of the
same or different processes. The proposed language ISC Viz is based on
BPMN-Q and incorporates existing visual notations to reduce the cog-
nitive load on the user. The applicability of ISC Viz is shown along 114
ISC modeling examples. Moreover, a questionnaire-based study with 42
participants is conducted in order to assess the usability of ISC Viz.

Keywords: Constraint visualization · Instance-Spanning Constraints ·
Compliance · Process-aware information systems

1 Introduction

In many cases, business process instances are not executed in an isolated fashion,
but share, for example, resources. Restrictions and properties on these intercon-
nections can be expressed based on so called Instance-Spanning Constraints
(ISC) [3]. More precisely, ISCs can span multiple instances, but also multiple
processes. An example for an ISC spanning multiple instances of the same process
is synchronization at a critical resource (e.g., wait until resource is fully loaded).
Imposing an order between treatments for a patient in two medical processes
is an example for a process-spanning ISC. As shown by a recent study [14],
ISC examples can be found for almost any domain. Although ISCs might refer
to design time aspects of business processes, the lion’s share of ISC examples
becomes effective during runtime [3].

Thus a comprehensive ISC support for business processes is indispensable.
This includes formalisms to specify ISC and associated verification techniques in
order to check for ISC violations. However, as stated in [9] checking constraints by
only providing some kind of violation: yes/no answer is in general not sufficient.
In turn, it is crucial to adequately include users in the constraint checking process
c© Springer International Publishing AG 2017
E. Dubois and K. Pohl (Eds.): CAiSE 2017, LNCS 10253, pp. 597–611, 2017.
DOI: 10.1007/978-3-319-59536-8 37
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as often the users are required to handle constraint violations. In order to be
able to deal with constraints and their violations it is necessary that users can
understand constraints.

Thus visual modeling languages for constraints in business processes are
required. For constraints that do not span any instances or processes, i.e., so
called intra-instance constraints (IIC), some proposals for visual modeling lan-
guages exist, for example, BPMN-Q [2] and extended Compliance Rule Graphs
(eCRG) [7]. These languages, however, were not designed having ISC in mind.
Hence, overall, there is no language that supports the visual modeling of con-
straints spanning multiple instances or processes. However, this would be very
important since ISC might be even harder to understand than IIC due to the
additional information on the spanning part of the constraints.

Thus this work aims at developing a visual modeling language for ISC. In
detail the goals are to

– define requirements for an ISC modeling language.
– elaborate and implement a visual modeling language for ISC.
– show the applicability and usability of the suggested language.

In order to reach these goals, the work at hand follows the design science
research methodology (cf. [18]). At first, requirements are derived from existing
work on constraints in general and ISC specifically. Existing proposals for visual
constraint modeling languages in the business process domain are evaluated
along the requirements. As a result an existing language is chosen as fundament
for elaborating the visual ISC modeling language ISC Viz, i.e., the resulting arti-
facts are a collection of requirements, an assessment of existing languages, and
ISC Viz. ISC Viz is then evaluated in two ways. Its applicability is shown by
modeling the representative ISC for each of the categories introduced in [3] and
modeling the complete ISC example data set of 114 real-world ISC presented in
[14]. The usability of the language is evaluated based on a user study. Stakehold-
ers of the proposed solution can be process and constraint designers, auditors,
as well as process participants.

The paper is structured as follows. Section 2 derives requirements for a visual
ISC modeling language and Sect. 3 evaluates existing constraint modeling lan-
guages along these requirements. In Sect. 4, a visual modeling language for ISC
is proposed. Section 5 presents the evaluation. In Sect. 6 related approaches are
discussed and Sect. 7 closes with a summary.

2 Requirements

To create a visual language that fits the needs of ISC we derive requirements
from existing work. Ly et al. [9] introduces a framework for Compliance Monitor-
ing Functionalities (CMF). This framework consists of three groups of require-
ments, i.e., modeling requirements, execution requirements and user require-
ments. In the following, we focus on CMF modeling requirements as input for
deriving requirements on modeling instance spanning constraints (ISC). The
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modeling requirements consist of three functionalities referring to time, data,
and resources. These three functionalities can be mapped to requirements for
modeling ISC.

1. Time enables the specification of temporal constraints, e.g., for a specific
moment in time and period of time.

2. Data can be restricted to one instance or shared between multiple instances
of different processes. We differentiate between two data types. Process data
consists of input and output data which is read or written when a task is
executed. Execution data is created by executing instances and can be seen
as meta data, i.e., how many instances of a certain process are currently
running.

3. Resources can be restricted i.e. one resource can be accessed by a maximum
of five instances simultaneously.

These requirements are refined within the IUPC [11] framework and the
CRISP project [3]. The IUPC framework helps to identify process constraints
based on several criteria. These criteria are used to define our ISC requirements.

4. Behavior: describes in which order tasks are executed. A compliance rule
engine might, for example, enforce that a certain task has to be executed
before another.

5. Structural Pattern: defines the connection between constraint and process.
A structural pattern consists of one or multiple tasks.

6. Trigger: defines when the constraint is checked. A constraint can be checked
based on time and structural pattern. Time can be a specific point in time or
a recurring check every day at a certain time. Structural pattern is triggered
before or after a task is executed and might involve data and or resources.

7. Interoperability: describes that one constraint might span multiple of these
requirements, e.g., a booking process has to be executed within a certain
time and depends on a specific resource. The proposed visualization shall
be able to comprehend different constraint types within one visualization
without additional semantics.

8. Spanning Processes: ISC can span single or multiple processes [3]. A con-
straint only referring to one process has to span multiple instances in order
to be considered an ISC.

9. Spanning Instances: Typically, ISC impose constraints on multiple instances.
A constraint that refers to instances in a separate way, i.e., does not span any
instances, is referred to as intra-instance constraint (IIC). Taking a design
time perspective, ISC can also span multiple processes, but no instances.

10. Action refers to the behavioral part of the IUPC framework e.g. synchroniza-
tion between process instances. Such a synchronization needs two actions
wait to stop all involved instances before or after a certain activity and start
to start execution of the synchronous activities.

These 10 requirements build the foundation for evaluating and selecting a
visual modeling language. The selected language is then extended to support
ISC.
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3 Analyzing Visual Constraint Modeling Languages

Our goal is to propose a visual modeling language for ISC that can be used
for IIC. For this reason we take a look at current visual constraint modeling
languages in the area of business processes and evaluate them along the ISC
requirements set out in Sect. 2. The following sections contain a brief description
of each language and show a visual model of an IIC for illustrative purposes. As
representative IIC we are using an example from a study on constraint visualiza-
tion, i.e., “c5: The testing has to be followed by an approval and the integration.
Additionally, no changes shall take place between the approval and the integra-
tion.” [10]. Assume that this IIC is enacted on the BPMN model depicted in
Fig. 1.

Fig. 1. Code testing example c5 from [10] modeled with BPMN.

To the best of our knowledge, BPMN-Q [2] and eCRG [7] are the only visual
modeling languages for constraints in the business process context. Hence both
languages are selected as candidates for extension towards modeling ISC and
evaluated along the harvested requirements in the following.

3.1 BPMN-Q

BPMN-Q [2] extends BPMN to enable visual query modeling based on a set of
processes. However, BPMN-Q can be easily adjusted for compliance checking
and hence constitutes a candidate language for visual ISC modeling. One of the
strengths of BPMN-Q is that it does not introduce a completely new visual
notation as it is based on BPMN. There are a few additional language elements
to be learned. In the initial version of BPMN-Q Awad focus on control flow.
In [2] the approach is extended towards visual modeling of data and resources
[1]. Currently the notion of time constraints is not integrated with BPMN-Q.
However BPMN allows for modeling time-related information such as point in
time and time spans. Overall, this covers the modeling requirements for ISC
modeling. Finally, BPMN-Q can be mapped onto past linear time logic (PLTL).

Figure 2 visualizes the constraint c5 with BPMN-Q syntax.

3.2 Extended Compliance Rules Graphs – eCRG

Compliance Rule Graphs (CRG) [10] initially focused on visually modeling con-
trol flow related constraints. The approach was extended (eCRG) [8] to enable
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Fig. 2. Code testing example c5 modeled with BPMN-Q

modeling of time, data, and resource constraints. Time constraints can be mod-
eled in eCRGs in different ways, e.g., by modeling a particular point in time
or so called time distance. The latter allows for modeling time constraints for
single and multiple tasks. eCRG does not enable the modeling of execution data.
Figure 3 visualizes constraint c5 in eCRG syntax.

Fig. 3. Code testing example c5 modeled with E-CRG

3.3 Requirements Analysis

As shown in Table 1 BPMN-Q and eCRG fulfill some of the requirements. Both
deal with time and data constraints in a different way, but do not allow for
modeling the full capabilities that are required for ISC such as execution data.
None of the languages enables the modeling of “spanning information” at process
and instance level. Moreover, it is not possible to model that certain actions are
to be enforced.

By using the existing BPMN visualization for time the shortcoming of
BPMN-Q compared to eCRG is minimal. An advantage of BPMN-Q might be
that the underlying process modeling notation BPMN is known to a broader
audience. As information on the underlying process models plays a vital role for
ISC (even more than for IIC), we finally opted for BPMN-Q as the fundament
for developing ISC Viz. In particular, this requires to propose an extension cov-
ering time/data/trigger/action visualization and the instance spanning part of
constraints.

4 ISC Viz

The requirements analysis revealed that BPMN-Q needs extensions with respect
to Trigger, Spanning Processes, Spanning Instances, and Action (cf. Table 1)
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Table 1. The first column references each requirement defined in Sect. 2. For each
requirement a “X” marks that this requirement is satisfied, a ∼ marks partially satisfied
requirements.

Requirements BPMN-Q E-CRG

Time ∼ X

Data ∼ ∼
Resources ∼ ∼
Behavior X X

Structural pattern X X

Trigger ∼ ∼
Interoperability X X

Spanning processes

Spanning instances

Action

in order to express ISC-related information. For Trigger visualization existing
BPMN symbols can be used. For Spanning Processes and Spanning Instances
and Action additional visualization concepts must be proposed. Specifically, this
means to enrich a graph with additional information. In order to not reinvent the
wheel, experience from visualization approaches in the business process domain
are considered, i.e., the work on visualizing differences between business process
in [4]. In this work, nine visualization possibilities, e.g., shapes, color, and sym-
bols, were analyzed in order to suggest a generic visualization that can be applied
to a wide range of process model types.

4.1 Visualizing Spanning Processes and Spanning Instances

As the goal is to extend BPMN-Q with information on Spanning Processes and
Spanning Instances we need a visual style that can be incorporated into the
language. For example, adding new shapes for process and instance spanning
information does not seem to be sufficient due do the number of new shapes that
is necessary for expressing, for example, spanning data elements, time elements,
and task dependencies.

We [4] emphasize that colors and symbols are suitable to visualize differ-
ences between multiple processes. Color is a visual element that is currently
not used within BPMN-Q. By using color to express information on Spanning
Processes and Spanning Instances two additional visual elements are introduced.
The “standard” black version for IIC remains the same and two new versions
using different colors are introduced for ISC, i.e., Green visualizes Spanning
Instances, while Blue visualizes Spanning Processes.

4.2 Visualizing Actions

Besides color we [4] recommend the usage of symbols to show differences between
graphs. For visualizing actions such symbols offer various advantages over color.
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An advantage is that different types of actions can be expressed as various sym-
bols are available. Colors are technically not limited, but the cognitive percep-
tion is restricted with respect to distinguishing colors. Another advantage of
using symbols is extensibility. So far a set of actions for one subject has been
described such as start and wait actions connected with an activity. However,
further actions are conceivable. In this case these new actions can be visualized
using additional symbols. The set of symbols suggested in this paper is known
from user interfaces like execution engines and media player controls. Figure 4
depicts the symbols suggested in this work for the action part described in cur-
rent literature [11,15].

Fig. 4. Selected actions and associated symbols (Color figure online)

4.3 Visualizing Trigger

For trigger visualization symbols from BPMN are used. For constraints involving
data and resources we use conditional.Conditional trigger describes the integra-
tion of external business rules which is suitable for compliance rules. Data and
resources checked within the trigger are visualized with arrows leading to the
trigger. Time constraints are visualized with the BPMN Timer. The timer trig-
ger allows for expressing points in time, time spans, and timeouts. In order
to differentiate between intra-instance and instance-spanning we use a different
color for ISC triggers.

4.4 Complete Visualization

Overall, the proposal is to visualize the spanning part of a constraint with color,
the more complex actions with symbols, and the trigger with BPMN symbols.

Illustrating the extensions to BPMN-Q Fig. 5 shows a process model and the
ISC “Wait until centrifuge is filled.” [14]. At first, some explanation is given
on the meaning of the colors. Then the general structure of the language is
described.

– Green activity shows that this constraint spans multiple instances.
– Purple shows a trigger with a data constraint “execution data”. Centrifuga-

tion is only done when the centrifuge is full. Information if the centrifuge is full
can be derived from other instances. When there are 5 mixtures waiting for
centrifugation (execution data) and the centrifuge allows for 6 mixtures then
all 6 instances resume work after the 6th mixture is put into the centrifuge.
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– Red are the actions as they perform critical tasks and influence the process
execution. In this example all instances are stopped before centrifugation until
the centrifuge is full. When the centrifuge is full all instances resume their
work.

Fig. 5. Top: shows a process model for a centrifugation process. Bottom: visualizes an
ISC with trigger and actions. (Color figure online)

As can be seen from Fig. 5 the constraint is modeled in four ways as it is not
yet answered how many details shall be shown to the user. These four types are
referenced by the following evaluation as follows.

– VizColor : visualizes the spanning part of the constraint.
– VizTrigger : is based on VizColor and adds the trigger visualization.
– VizTriangle: is based on VizTrigger with additional action visualization. To

show the actions within a triangle is a way to keep the constraint vertically
small when multiple activities with diverse trigger and actions are involved.

– VizAction: describes the same information as VizTriangle, but with a different
visualization of the action part. Here, the actions are modeled and visualized
in a more process-oriented way and thus connected by edges.

5 Evaluation

We evaluate the ISC Viz proposal in two ways. First a questionnaire is address-
ing visual detail and understanding of modeled constraints. Secondly, the
applicability is illustrated by modeling examples for each category introduced
by Fdhila et al. [3].
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5.1 Questionnaire

The questionnaire was designed aiming at two goals. The first goal was to identify
which of the proposed visualizations is preferred by the participants. Second goal
was to identify how certain BPMN-Q language extensions such as actions and
trigger are understood by the participants.

Method. The initial draft of the questionnaire was designed based on the guide-
lines by Porst [13]. Structured with an introduction, questions targeting the
visualization and gathering empirical data. The introduction briefly explained
ISC and provided an example process consisting of three constraints where each
one was visualized with all four types presented in Sect. 4.4. First question of
the questionnaire was about visual preference. Based on three example con-
straints participants had to mark their preferred type. Further questions from
this section refer to, for example, assignment of attributes (spanning, trigger,
actions) for a given constraint, based on a visualization selecting an appropriate
textual description, ranking of visualizations, animation, and color validation.
The questionnaire concludes with demographic questions about age, employ-
ment, and gender.

This draft was refined with a 2-stage pretest. In the first stage the questions
were discussed with a group of peers familiar with ISC. Goal of this stage was
to validate the understanding and goal behind each question. Outcome of this
stage was a refinement of question and answer wording. The second stage con-
sisted of a test where three participants from the target audience performed the
questionnaire. These three participants were allowed and encouraged to ask ques-
tions, but those questions were just noted and not answered. Based on this stage
the introduction was changed as participants were confused what the difference
between trigger and action is.

As ISC visualization is a new and arising research topic there does not exist a
large group of experts for participating in the questionnaire. Therefore the target
audience was set to participants familiar with process modeling visualizations as
this is one of the foundations our visualization builds upon. On a scale from 1
(expert) to 7 (never worked with process models) the participants rated them-
selves with a mean (2.90) and median (3). In total 42 computer science students
from three master courses participated in the questionnaire. The majority of
participants (59.52%) were men, (30.95%) women, (7.14%) with no answer and
(2.39%) other. The questionnaire and respective answers are available from1.

Results. The questionnaire was printed and while all questions besides the
demographic questions are mandatory it is up to the participant if the question
is answered. From the set of 42 participants two missed to answer a question. The
answers of these two participants were retained within the dataset. For affected
evaluations we will outline that answers are missing.

1 http://gruppe.wst.univie.ac.at/projects/crisp/index.php?t=visualization.

http://gruppe.wst.univie.ac.at/projects/crisp/index.php?t=visualization
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The goal is to measure how well the ISC Viz proposal is understood with
focus on the extensions, i.e., Spanning Processes, Spanning Instances, Trigger,
and Action. In order to evaluate the understanding the participants had to cat-
egorise six visual ISC examples. For each example the participants had to check
a range of constraint properties, for example, Spanning or Not Spanning. These
properties are reflected on the X-Axis of Fig. 6. On the Y-Axis the accumu-
lated mean number from the 6 example processes and according percentages are
shown. High values on the Y-Axis show a high accordance with our proposed
ISC Viz language. When a visualization shows a property and a participant
marked it then this counts as one participant. When a visualization shows a prop-
erty and a participant has not marked this property then this does not count.
Contrary to this when no property is shown and a participant marked one this
does not count and when the participant did not mark the property it counts. For
example, Fig. 5 VizAction is given we expect a participant to mark the following
properties Spanning, Data Constraint, Action Wait and Trigger Before. This
leads us to a result where we can see that symbols for action (Action Give back,
Action Restart, Action Wait) are in accordance by a mean of 35.5 (84.52%) par-
ticipants. Trigger After shows a mean of 33.83 (80.56%) participants in accor-
dance and seems to be understood very well while Trigger Before seemed to be
confusing with 28.83 (68.65%) accordance. Time Constraints themselves seem
to be clear 38.33 (91.27%) to the participants while data constraints show an
accordance of 25 (59.52%). This is a surprising result as the data constraint is
not changed in visual representation compared to BPMN.

Fig. 6. Results of questionnaire: understanding of ISC Viz.

As their first task the participants had to select their preferred type based
on a short textual description of a constraint. The descriptions increased in dif-
ficulty. The first example was a simple constraint spanning instances, the second
and third example constraint span processes. First and second descriptions used
the same type of data element (execution data) while the third used a specific
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data element. Table 2 shows the distribution over 41 participants. Each partici-
pant was allowed to select one type per description. VizColor was chosen in 6.5%
of the cases. VizTriangle sums up to 23.58% and is evenly distributed among
the examples. VizTrigger sums up to 33.33% and favours the simple examples
while VizAction clearly favours the complex example3 with a total of 36.59%.

Table 2. For each example column the distribution is shown across all 4 types.

Type Example 1 Example 2 Example 3 Sum Percentage

VizColor 5 2 1 8 6.50%

VizTrigger 16 18 7 41 33.33%

VizTriangle 10 8 11 29 23.58%

VizAction 10 13 22 45 36.59%

While the classification above was shown at the beginning of the question-
naire the following ranking was conducted after working through various ISC
examples. The task was to rank the types beginning from 1 (best) to 4. Table 3
summarizes these results. Analysis with the Friedman test show an order pref-
erence with χ2(3) = 59.69, p < .0001, with VizAction being best ranked mean
(1.64) followed by VizTrigger (1.95), VizTriangle (2.79) and concluding with
VizColor (3.62). However an analysis with Wilcoxon signed-rank test shows no
significant difference between VizAction and VizTrigger (Z = −1.27, p = .102).
When comparing the second and third example based on Friedman test with
Wilcoxon test a significant difference is observed (Z = −3.02, p = .0.00126).

Further into the questionnaire the participants had to answer if expand func-
tions are preferred. Extending VizTrigger to VizTriangle is preferred by 47.61%
and VizTrigger to VizAction is preferred by 66.67%.

Table 3. Each column represents the ranking achieved by the type. Low ranking
represents preferred visualization.

Rank VizColor VizTrigger VizTriangle VizAction

1 1 15 4 22

2 4 14 11 13

3 5 13 17 7

4 32 0 10 0

Sum 152 82 117 69

Mean 3.62 1.95 2.79 1.64

The visualization part of the questionnaire concluded with a question what
a green activity expresses. From 42 participants 35 (83.33%) answered instance
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spanning, 6 (14.29%) marked process spanning, and 1 (2.38%) did not answer
the question. This shows that the participants understood that the spanning
part of the constraint is expressed by color.

In summary these results suggest that either VizAction or VizTrigger are
suited for visualizing constraints. Based on the fact that VizAction ranks better
in both cases, the first more intuitive rating and the second ranking we suggest
the usage of VizAction for visual modeling of ISC.

For creating a modeling tool for ISC VIZ we suggest the usage of expand
and collapse interaction between VizTrigger and VizAction.

As another result, the name for the trigger before and trigger after are
changed to conditional before and conditional after to be more precise and to
have a clear distinction to the timer trigger.

Table 4. For each category by Fdhila et al. [3] we picked one example from Rinderle-Ma
et al. [14] which will be modeled with ISC Viz

Context Requirements Rule

Multiple Multiple “A user is not allowed to execute more than 100 tasks (of
any workflow) in a day”

Multiple Single “Maximal KWP-2000 Connections The number of
connections to KWP2000 should not exceed 10”

Single Multiple “There should not exist more than one instance of W such
that the input parameters (say loan customer) is the same
and the loan amount sums up to $100K during a period of
one month”

Single Single “Wait until centrifuge is filled”

5.2 Example Based Evaluation

Based on the results from the questionnaire the following examples are visual-
ized with VizAction. Our examples are picked from a meta study on run-time
ISC [14]. Each example fits one category of the classification introduced by [3].
The classification is divided into a category for design-time and four categories
for run-time. Figure 7 shows how these categories differentiate from each other.
Context expresses the spanning part of constraints. A constraint is considered
single spanning when the constraint spans only processes or instances and multi
spanning when it spans both. Modeling requirements are for example time, data
and resources. Modeling requirements are considered single when a constraint
uses none or one modeling requirement. Constraints that involve more then one
modeling requirement are expressed as multi. For our evaluation we pick one
example from the meta study per category and model these constraints with our
ISC Viz language. To give a comprehensive view all constraints from Table 4 are
visualized within Fig. 7.
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Fig. 7. Each of the categories from [3] is represented with one example plus one design
time example.

As we [14] do not provide any design time ISC, in addition, the following
example constraint is introduced:

A resource is shared among processes but cannot be accessed at the same time
by multiple instances.

For a better understanding of possible violations of the design time ISC,
assume the following two situations reflected in the associated process models.
Process one uses the resource every day at 8 pm for 30min. Process two needs
to use the resource every Monday at 8 pm for two hours. With these two textual
descriptions it is clear to see that a violation will happen every Monday when
two processes try to access the resource at the same time.

Figure 7 depicts the ISC Viz models for all five ISC examples. It can be seen
that ISC Viz enables the modeling of ISC representatives for all categories. In
addition to the examples provided in Table 4 all 114 ISC from the meta study
[14] are modeled with ISC Viz. The models can be found here2.

2 http://gruppe.wst.univie.ac.at/projects/crisp/index.php?t=visualization.

http://gruppe.wst.univie.ac.at/projects/crisp/index.php?t=visualization
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6 Related Work

Dealing with business process compliance is a broad research field that can be
divided into design time [5] and runtime [9]. Both categories consider various
perspectives [16], i.e., control flow, time, data, and resources. For a comprehen-
sive view the iUPC Framework [11] was developed. Process-Aware Information
Systems are executing multiple instances of various processes simultaneously.
This simultaneous execution allows for further development of business process
compliance from IIC towards ISC [6,12,17]. Across several domains ISC exam-
ples [14] are collected. Event Calculus is proposed and evaluated for formalizing
ISC [3]. These approaches are fundamental to create a visual ISC modeling lan-
guage. Intra instance constraints are visually modeled in several ways [2,10].
These approaches consider various perspectives, i.e., time, resource and data.
However they focus on intra-instance constraints and do not allow for visually
modeling ISC.

7 Conclusion and Outlook

This paper introduces the visual modeling language ISC Viz for IIC and ISC.
Specifically the latter has not been addressed in the literature. ISC Viz is based
on BPMN-Q for the intra-instance part and extended by two visual styles, i.e.,
colors and symbols. These styles enable to model spanning information (i.e.,
between instances and processes) as well as action and trigger information.
ISC Viz was evaluated with respect to its applicability and usability. More pre-
cisely, 114 real-world ISC examples were modeled using ISC Viz. Moreover, the
approach was evaluated with 42 participants. The latter showed that ISC Viz
can be understood with little training. This proposal builds the basis for future
research on visualization of ISC, for example, the visualization of compliance
violations.

Acknowledgment. This work has been funded by the Vienna Science and Technology
Fund (WWTF) through project ICT15-072.
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and Ernest Teniente2(B)

1 Sapienza Università di Roma, Rome, Italy
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Abstract. We describe a formally well founded approach to link data
and processes conceptually, based on adopting UML class diagrams to
represent data, and BPMN to represent the process. The UML class dia-
gram together with a set of additional process variables, called Artifact,
form the information model of the process. All activities of the BPMN
process refer to such an information model by means of OCL operation
contracts. We show that the resulting semantics while abstract is fully
executable. We also provide an implementation of the executor.

Keywords: BPMN · UML · Data-aware processes · Artifact-centric
processes

1 Introduction

The two main assets of any organization are (i) information, i.e., data, which
are the things that the organization knows about, and (ii) processes, which
are collections of activities that describe how work is performed within an
organization.

Obviously there is the need for representing and making explicit and precise
the contents of these two assets. This has led to conceptual models for data,
such as UML class diagrams [1], and conceptual models for processes, such as
BPMN [2,3]. Unfortunately these conceptual models are only rarely formally
related [4,5]. In fact, they are typically developed by different teams, the data
management team and the process management team, respectively, which use
their own models and methodologies. This leads to the development of two inde-
pendent and unrelated designs and formalizations, one concerned with data and
one with processes, while the interaction between the two is neglected [6,7].

Moreover, when we arrive to tools for process simulation, monitoring and
execution, the two aspects need to come together, and indeed all tools, such as
Bizagi Studio or Signavio, provide a typically proprietary way to realize the
connection. However such a connection is essentially done programmatically, by
c© Springer International Publishing AG 2017
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defining an internal data model and associating it to the BPMN constructs in the
process through suitable business rules expressed as actual code (e.g., written
in Java) to detail what happens to the data and how data are exchanged with
the users and other processes. Unfortunately, this way of connecting data and
processes becomes elicited programmatically, but not conceptually.

Recent research is bringing forward the necessity of considering both data
and processes as first-class citizens in process and service design [7–9]. In partic-
ular, the so called artifact-centric approaches, which advocate a sort of middle
ground between a conceptual formalization of dynamic systems and their actual
implementation, are promising to be quite effective in practice [6,10,11].

In this paper, inspired by artifact-centric approaches, we consider the case
in which the data of the domain of interest of a given process are conceptually
represented using a UML class diagram, while the process itself is described
in BPMN. We adopt UML and BPMN as they are the standard and the most
common formalisms for conceptual representation of data in software engineering
and processes in BPM, respectively. In this way, we do not propose yet-another-
formalism, but combine standard ones in a new integrated way to link data and
processes. Other languages might be chosen as well as long as they have an
unambiguous semantics, e.g. ORM/ER-diagrams for defining the data, or UML
activity diagrams, as used for instance in [12], to define the process.

The key idea underlying our proposal is that, in order to link both formalisms,
we propose also: (1) the notion of Artifact, which acts as a collection of process
variables to be associated with a process instance, and (2) the specification of how
the process activities refer and update the variables of the Artifact, or the domain
data. Both concepts can be formally specified through standard languages that
suitable accommodate our UML and BPMN diagrams. Indeed, the Artifact can
be represented as a new class of the UML class diagram with its convenient
attributes and associations to the rest of UML classes, and the process activities
can be specified through OCL operation contracts. Again, other languages might
be chosen to establish the link, but the crucial point here is to choose a language
whose expressiveness is, essentially, first-order logics (i.e., relational algebra), as
it happens with the OCL expressions mostly used [13].

In this way, the executability of the overall framework can rely on relational
SQL technology, since the data to insert/delete/return by each activity can be
characterized through a relational-algebra query, and thus, an SQL statement.
In particular, the UML class diagram is encoded as a relational database, the
BPMN diagram as a Petri net, and the OCL contracts as logic rules that derive
which SQL statements must be applied to the database when an activity is
executed. As a proof of concept, we have developed a prototype, written in
Java, which allows loading at compile time all the models in our framework and
then execute their operations at run time in a relational database.

2 Preliminaries

UML Class Diagrams and Their Instances. A UML class diagram [1]
is formed by a hierarchy of classes, n-ary associations among such classes
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(where some of them might be reified, i.e., association classes), and attributes
inside these classes. In addition, a UML schema might be annotated with
minimum/maximum multiplicity constraints over its association-ends/attributes,
and hierarchy constraints (i.e., disjoint/complete constraints). In this paper, we
use the notation C � C ′ to refer that C is a subclass of C ′. We adopt a conceptual
perspective (as opposed to a software perspective) ofUMLclass diagrams, as typical
of the analysis phase of the development process [14].

Moreover, for convenience, we assume that the UML class diagram contains
only those features that can be mapped into SQL tables with primary/foreign
key constraints. For example we express in the diagram optional/mandatory
(min multiplicity 0 or 1), single/multivalued properties (max multiplicity 1 or
*), but not, e.g., min/max multiplicity 3. All other expressions are assumed to
be written and treated as OCL constraints (see below). A UML class diagram
instance is a set of objects and relationships among such objects. Each object is
classified as an instance of one or more UML classes, and each relationship as
an instance of one UML association. We assume that, whenever an object o is
classified as an instance of C, and C � C ′, then, o is also classified as an instance
of C ′. Note that this process of completing the classifications of an object can
be automatically computed through a chase over the UML class hierarchy. This
automatic mechanism is called ISA closure.

OCL. OCL [15] is a textual language for defining queries over a UML schema,
whose result depends on the contents of its UML instance. In particular, OCL
boolean expressions are widely used to define: (1) textual integrity constraints
that should be satisfied by UML instances of the schema, (2) operation contracts
pre/postconditions, that is, expressions that should be satisfied by the UML
instances of some schema before/after executing some operation, and (3) queries
specifying the return value of some operation. OCL expressions are usually tied
to a particular context UML class. For instance, the OCL operation contract of
a certain operation is tied to the class in which the operation is defined. In this
situation, the OCL expression self, refers to the object in which the operation is
invoked (in a similar way to the Java keyword this). Similarly, an OCL constraint
tied to some class C uses self to refer to any instance of C.

The core idea underlying OCL is the notion of navigation. Given an OCL
expression referring to an object, such as self, we can navigate to objects/values
related to such object through some association/attribute using the name of the
association-end/attribute we want to traverse. For instance, the OCL expres-
sion self.album tied to some context class Artist returns the albums related to
the particular artist referred by self. A navigation can also be defined starting
from an OCL expression referring to a collection of objects. For instance, the
OCL expression Artist.allInstances() refers to the set of all Artist objects, thus,
Artist.allInstances().album returns all the albums that can be obtained from all
the artists. Moreover, due to this capability of navigating from collections, OCL
permits chaining one navigation after another. For instance, self.album.track
refers to all the tracks of all the albums of a particular Artist self. Given these
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navigations, OCL offers several OCL operators to obtain basic type values (such
as boolean, or integer values), or other collections from them. For instance,
self.album.track->forAll(o|o.duration >0) returns true iff all the durations of all
the tracks o of some artist self are greater than 0.

We assume in this paper that all OCL expressions are written in the first-
order fragment of OCL [13], that is the fragment of OCL that can be seen as
fully declarative and encodable into relational algebra. Essentially, this excludes
OCL operations involving iterate, closure, basic data type operations (such as
String concat), and OrderedSet and Bag data types.

BPMN. BPMN (Business Process Model and Notation) [3] is a widely used and
well-known ISO and OMG standard language for modeling business processes.
It provides a graphical and intuitive notation which can be easily understood
by business people, analysts and developers. In a nutshell, the language uses
nodes to represent the activities or tasks of the process, whose execution order is
determined by a set of directed edges. Different gateway nodes are available to
control the flow, to allow for parallel or alternative execution paths, for instance.
Moreover, using BPMN it is also possible to represent the interaction between
different parties involved in the process, the message flow between them or the
objects involved in the process, just to mention a few examples. The diagram
has token semantics. As the different activities take place, the token (or tokens)
flows through the diagram allowing the execution of the following activities. Due
to this, it is possible to formalize a subset of the language into a Petri net [16].
This results in precise execution semantics for the BPMN diagram.

3 Linking Data and BPMN Models

We illustrate our proposal for linking process and data by means of the following
example. As we are going to see, the main advantage of our proposal is that, in
addition to the benefits of an artifact-centric approach which lets us represent
both the structural (i.e., the data) and the dynamic (i.e., the activities or tasks)
dimensions of the process, our models provide enough information to achieve
their automatic executability.

Example. We aim at realizing a process to create playlists from tracks of musical
albums. In particular, the process should deal with the following data and process
flow:

– Data: Each album has a title, a date of first release and exactly one associated
artist. An artist has a name and is either a physical person or a group. Each
artist has one album at least. Albums contain one or more tracks. Each track
has a number, a name and a duration and belongs to exactly one album.
Some albums are special editions and, in that case, may contain bonus tracks.
Playlists have a name and contain a nonempty set of tracks (for simplicity
the order is not of interest).
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– Process flow: Iteratively, the process asks the user for the name of an artist
and continues with two parallel branches. The first calculates and returns
to the user the set of tracks that are part of a special edition recorded by
the artist; then, it asks the user to select a subset of these tracks and builds
a playlist with them. In the second, the process obtains the set of playlists
containing a track by the selected artist. At the end of the two branches, the
set of tracks in the new playlist is returned to the user. After this, the user
decides whether he/she wishes to continue adding playlists to the system or
end the process.

In our proposal, we express the data requirements as a UML class diagram
(see Fig. 1), while the process flow is expressed in the BPMN (as shown in Fig. 2).
Notice that, as usual in BPMN, we have adopted message events for simple activ-
ities that only catch data from the user, or throw data to the user. These include
ArtistSelected, TracksPLnameSelected, PlaylistSent, and Continue.

Now, our goal is to link the process events with the data. To do so, we need to
ensure that the UML class diagram contemplates all the data modified/accessed
in every atomic activity, decision, and message received or sent in the BPMN.
Since, typically, the execution of a process needs to store some extra information
in process variables (e.g., we need to remember the artist selected by the user
at the beginning of the process since it is used in later BPMN events), we have
to extend the class diagram to capture them. In particular, we consider a new
class we call Artifact containing such process variables. To differentiate this class
from the rest, we label it with the stereotype Artifact.

number: Int
name: Sting
duration: Real

Track

SpecialEdition

title: Sting
date: Date

Album
name: String
physical/group: Bool

Artist
recordedBy1..* 1..11..* 1..1isContained

bonus
0..1

<<subset>>0..*

name: String
Playlist

in
1..*

0..*

Fig. 1. Class diagram for our playlist example
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Fig. 2. BPMN diagram representing a process for creating playlists.
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For instance, Fig. 3 shows the Artifact for our ongoing example. This artifact
is able to store the artist selected in the beginning of the process (through an
association to Artist), the name of the playlist to create (through the attribute
plname), the tracks to add in this new playlist (association to Track), the created
playlist itself (association to Playlist), and whether the user selects to end the
process or continue (attribute end).

 id : String
 plname : String [0..1]
 end : bool

<<artifact>>
Artifact

Playlist

Track

Artist* 0..10..10..1
*

*

Fig. 3. Class diagram with the representation of the artifact

Representing the process variables as an Artifact class associated to the rest
of elements in the class diagram provides the advantages of the object oriented
paradigm. That is, we can specify modifications over the process data by speci-
fying creations, deletions, and updates of objects/relations of that artifact. Note
that, in this way:

– We avoid errors in the execution of the model, as we ensure that the artifact
is linked to a specific instance of a class and not to an id of an instance which
may not exist, due to the fact that the id is wrong.

– We simplify the definition of the operation contracts by manipulating objects
(i.e. instances of classes) instead of identifiers.

Then, the idea is that, when a new process instance starts, a new Artifact
object is created to store all these process variables. Observe that this behav-
ior is similar to the use case controller in [17], as one class holds the required
information for the execution of several related operations or tasks.

The UML class diagram and its instantiation, including the artifact, can be
thought of as the information model of the process. Note that this instantiation
can be seen (and in fact, stored) as a relational database (i.e., a first-order
model).

Now, for any time instant, we define the state of the process as: (a) The
instantiation of the UML class diagram including the artifact; (b) The posi-
tions of the tokens in the BPMN diagrams. Using this notion of state, we can
describe precisely the process in terms of state evolution. For instance, our pre-
vious process can be described precisely as follows:

1. At the beginning of an iteration a message with the selected artist as payload
comes in; such artist is stored in the Artifact through the corresponding
association.
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2. Then, concurrently the process follows two branches.
– First branch:

(a) The CalcSendTracks activity calculates all tracks that are part of
some special edition recorded by the artist in artist and sends them
to the user; the tracks resulting from the calculation are not stored
in the Artifact, as they are not further used in the process, but are
instead directly sent to the user.

(b) Then, the user sends in the selected tracks and the name of the new
playlist. Both of these pieces of information are stored in the Artifact.

(c) Using the Artifact stored tracks and plname, the BuildPlayList
activity creates a new playlist. Such playlist is then stored in the
Artifact.

– Second branch:
(a) The CalcSendPlaylists activity, starting from the Artifact’s stored

artist, collects all its tracks, computes the set of playlists that already
exist which contain tracks by the selected artist and sends it to the
user. Notice that, since this result is not used anymore in the process,
it is not stored in the Artifact.

3. After these two branches complete their computations and join, a message
with the newly created playlist is sent to the user.

4. Finally the Continue? activity gets the info of whether the user wants to
continue or not, and stores it in the Artifact boolean variable end. Then,
depending on this information, the XOR-gateway ends the process or per-
forms another iteration.

This description of the state evolution can be made completely executable
by (1) specifying the previous activities and start/end/message event through
a formal language; and (2) adopting the Petri Net semantics for BPMN control
flow.

Thus, for this purpose, we specify each activity in the BPMN diagram
through an OCL operation contract. Each OCL operation will have a precon-
dition, stating the conditions that must be true before the task can take place,
and a postcondition, indicating the resulting state of the system after the oper-
ation’s execution. Some of the tasks will only return information to the user
without making any changes (we will call them queries): these tasks will include
the keyword result as part of the postcondition. OCL operation contracts need
to refer to the instances of Artifact to get rid explicitly of the information
manipulated by the process.

In Table 1 we show the OCL operation contracts for the BPMN diagram in
Fig. 2. Note that we have also specified a contract for the start and end event in
this diagram. The former (Initialize) is in charge of instantiating the artifact
that will keep the information for the execution of the current process. The latter
(End) is in charge of deleting the artifact and its relationships. Except for the
task Initialize, which is a class operation, the rest of the tasks are instance
operations invoked over the artifact being manipulated by the process (the one
created by Initialize).
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Table 1. OCL contracts for the events and activities of the BPMN diagram

4 Achieving Executable Business Process Models

To make this framework executable, we encode the UML class diagram as a
relational database manageable through SQL, the BPMN diagram as a Petri
net, and the OCL contracts as logic rules that derive which SQL statements
must be applied to the database when the corresponding activity is executed.
In this way, we get the executability of the framework benefiting from standard
relational database technology.
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From the Class Diagram to a Database Schema. We encode the UML class
diagram into a relational database following well-known techniques of database
design [18]. Note that in this step we also store the Artifact (i.e., the process
variables) in the database since the Artifact appears in the UML schema.

From the BPMN Diagram to a Petri Net. The BPMN diagram can be
formalized into a Petri net by following [16]. This proposal focuses on formalizing
the control-flow (i.e. the execution order of the tasks and events) of BPMN
models, which is exactly what we need in this case. Roughly, each task will map
to a transition with one input and one output place. Gateway nodes will, in the
general case, correspond to a combination of places and silent transitions, to
represent the routing behaviour of the gateway. This translation to a Petri Net
is needed to make sure formally that the order of execution of the processes is
exactly the one defined by the BPMN.

Petri nets also require an initial marking, which represents the initial state
of the BPMN model. In general, this means placing a single token in the place
that corresponds to the start node of the BPMN model. By following the token
semantics of the resulting Petri net, it is possible to know exactly which tasks
or events are ready to take place.

The Petri net we obtain in our example is shown in Fig. 4. Each task cor-
responds to a labelled transition, which has one input and one output place.
Each gateway node maps to a set of places and transitions. For instance, the
XOR merge gateway placed before the task ArtistSelected corresponds to the
transitions and places inside the dotted rectangle in Fig. 4. The initial marking
consists in putting a token in the most left-side place (the one with no input
arcs).

Fig. 4. Petri net resulting from the transition of the BPMN. The dotted rectangle
shows the transitions and places corresponding to the translation of the XOR merge
gateway placed before ArtistSelected.

From the OCL Operation Contracts to Logic Derivation Rules. Each
OCL operation contract is encoded into a set of logic rules which, intuitively,
derive the SQL insertions/deletions/updates that we must perform on the SQL
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database when applying the operation. In this way, we move from the declarative
OCL specifications to an imperative formalism that can be executed.

The logic rules we obtain from each operation have the following form:

ins P(x) : −opName(a), arg0 opName(x0), ..., argN opName(xn), pre(xpre), query(xq)

del P(x) : −opName(a), arg0 opName(x0), ..., argN opName(xn), pre(xpre), query(xq)

result(x) : −opName(a), arg0 opName(x0), ..., argN opName(xn), pre(xpre), query(xq)

The head of each rule determines the kind of SQL statement to apply (inser-
tion, deletion, or query), while the body specifies for which values. That is, intu-
itively, a rule of the first form states that when a user invokes operation opName
to artifact a with the n arguments specified in arg0 opName, ..., argN opName,
then some facts P(x) must be inserted in the database if the precondition
encoded by pre(xpre) is satisfied.

The variables x are instantiated using the arguments given by the user x0, ...,
xn, or even the result of a first-order query query(xq) that retrieves values from
the current database state (or process data stored in the artifact a). If the query
returns a set of tuples, or one argument itself is a set of tuples, the rule derives
as many insertions as elements in the set.

Similarly, rules of the second and third form state deletions of facts and spec-
ify the tuples to return to the user as result. Attribute modifications are encoded
by using the well-known strategy of combining a deletion and an insertion rule
for the same fact.

The translation from OCL contracts to this logic formalism is an exten-
sion of the one in [19]. In particular, the extension we propose in this paper is
intended to: (1) allow using the query query(xq) to instantiate the variables used
in the insertions/deletions to apply, (2) deal with OCL Set typed arguments, and
(3) retrieving results for the user.

Given an OCL contract, its translation into logics consists in two steps. The
first one parses the OCL postcondition to identify the different rules we need to
create (i.e., it identifies the heads of the different rules to build). The second is in
charge of creating the bodies of these rules, which is done by parsing the opera-
tion name, arguments, and the pre/postcondition to identify how to instantiate
the variables from the rule head.

Identifying the Head. We analyze the OCL postcondition to determine which
kind of updates are performed by the operation. Essentially, such updates are:
object creation/deletion, object specialization/generalization, relationship inser-
tion/deletion, attribute insertion/deletion/modification, and queries. Each of
these updates will lead to one or several derivation rules. For instance, an object
creation of class C, where C is a subclass of C ′, leads to a derivation rule of
the form ins C(o), together with another derivation rule of the form ins C ′(o).
Intuitively, the set of derivation rules generated for each object insertion/deletion
performs the ISA closure as stated in the Preliminaries.
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In Table 2 we show how we identify such updates and the derivation rules
they originate. This table is an extension of the translating rules defined in [19]
to sets and data extracted from the database. Intuitively, we traverse the OCL
postcondition to find the OCL patterns stated in the left column of the table and,
for each match, we create a new derivation rule as stated in the right column.
In this table, we use o and u to refer to OCL object expressions of type C,
and a and b to refer to OCL value expressions (such as constants). Moreover,
we use role to refer to property call navigations through associations R, attr to
property call navigations to attributes A, and query to refer to an OCL query
expression. Finally, we assume that t is a tuple of n variables, where n is the
arity of the TupleType returned by the OCL query, or 1 if the OCL query returns
an object/value.

Table 2. OCL patterns to derivation rules

OCL pattern Update kind Derivation rules to create

o.oclIsNew() Object creation ins C(o)
ins C’(o), for each C � C’

C.allInstances()->excludes(o) Object deletion del C(o)
del C’(o) for each C’ � C
del C”(o) for each C � C”

o.oclIsKindOf(C’) Object specialization ins C’(o)
ins C”(o) for each C’ � C” � C

not o.oclIsKindOf(C’) Object generalization del C’(o)
del C”(o) for each C” � C’

o.role->includes(u)
o.role->includesAll(u)

Relationship insertion ins R(o, u)

o.role->excludes(u)
o.role->excludesAll(u)

Relationship deletion del R(o, u)

o.oclINew() and o.attr = a Attribute insertion ins A(o, a)

o.attr = null Attribute deletion del A(o, a)

o.attr = b Attribute update ins A(o, b)
del A(o, a)

result = query Query result(t)

Deriving the Body. Once we know the kind of updates each operation applies, we
have to determine the values for which they should be applied. This is achieved
by means of the expression in the body of the rule, which consists of two different
parts: one which is common to all derivation rules of each operation specifying
the operation name, arguments and precondition; and a specific part for each
derivation stating the specific queries (i.e., a conjunctions of literals referring to
the database state) used to instantiate the variables in the rule. We explain each
part in the following.
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– Common part of the body. The common part of the body consists of one
literal representing the operation we are translating opName(a), whose unique
variable represents the artifact in which we are applying the operation, the
arguments arg0 opName(X0), ... , argN opName(Xn) representing the values
given by the user to perform such operation, and one logic query pre(Xpre)
encoding the precondition of the operation. Such logic query is obtained by
translating the OCL precondition into logics according to the proposal in [20].

– Specific part of the body. The queries in this part are obtained through the
logic translation of the o, u object expressions, a, b value expressions and the
query expression appearing in Table 2, which is only performed if the expres-
sions do not explicitly refer to operation arguments (since they have been
encoded already previous step). We also use [20] to perform this encoding.
Essentially, this consists in translating each OCL navigation as a sequence of
logic atoms representing the different associations it traverses to. For instance,
t.album.artist is translated into track(T, Al) ∧ recordedBy(Al, Ar). The idea
of the translation is that, each logic variable used in the navigations repre-
sents a different UML object, and thus, can be further used to state conditions
over such object. For instance, specialEdition(Al) states that the UML object
represented by the variable Al is a specialEdition.

As an example, the OCL contracts of the operations BuildPlaylist and Calc-
SendTracks are translated as the rules set shown in Listings 1.1, and 1.2. Note
that the variables in the head of the rules are instantiated using queries in the
body of the rules.

Listing 1.1. Logic encoding for task BuildPlaylist

ins_Playlist(Pl) :- buildplaylist(A), artifactPlname(A,Pl)
ins_TrackIn(Tr, Al, Pl) :- buildplaylist(A), artifactPlname(A,Pl),

artifactTrack(A,Tr,Al)
ins_ArtifactPlaylist(A,Pl) :- buildplaylist(A), artifactPlname(A,Pl)

Listing 1.2. Logic encoding for task CalcSendTracks

result_CalcSendTracks(T,Al) :- calcSendTracks(A), track(T,Al), recordedBy(Al,
Ar), artifactArtist(A,Ar), specialEdition(Al)

5 Executing the Framework

The proposed framework allows us to automatically and unambiguously execute
processes defined according to our specification models. We have built a Java
library for this purpose1. This library permits loading in compilation time the
underlying semantic models of the framework and executing its operations at
runtime. That is:

1 A prototype of this library together the necessary code/models to execute the BPM
used in this paper can be found at http://www.essi.upc.edu/∼xoriol/opexec/.

http://www.essi.upc.edu/~xoriol/opexec/
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– Given (at compilation time): (1) a SQL database connection encoding a UML
schema, (2) a set of derivation rules defining the semantics of the operations,
(3) a map from the logic predicates to the SQL tables/columns.

– Given (at runtime): (4) an operation name, (5) the values for their arguments.
– Executes (at runtime): (6) the updates specified in the derivation rules of

the operation in the database, and (7) returns to the user the information
specified in the result part of the operation.

The current version of the Java library does not check yet whether the operations
executed by the user match the order imposed by the Petri nets. However, we
understand that this critical (and necessary) functionality may be achieved by
integrating any Petri Net simulator in our library and this is why we have left
implementation of this part for future work. In contrast, the tool works in any
relational database management system and it is able to check whether the
executed operations cause the violation of some integrity constraint (such as the
min/max multiplicity constraints of the UML class diagram, other UML class
diagram annotations such as subset), by means of the implementation of the
incremental integrity checking approach in [21].

Operation Executor Library Architecture. The architecture of our library
is shown in Fig. 5. Briefly, a user loads (at compilation time) the previous mod-
els in the Controller component, which stores them. When the user wants to
start executing the process, he/she invokes the controller to instantiate a new
ProcessExecutor. This class executes all the operation invocations of such process
instance. Thus, each instance of this class has its own (unique) artifact ID,
which is used to store, in the database, all the process data related to such
process instance. When a user invokes an operation to the ProcessExecutor, the
ProcessExecutor creates an OperationExecutorThread, in which we store the

User
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models

ProcessExecutor

artifactID

OperationExecThreadOperationExecThreadManager

operationExecThreadQueue

1. Loads models
(compilation time)

2. Creates
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Fig. 5. OperationExecutor Java library architecture
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derivation rules related to such operation. Then, the ProcessExecutor adds it
to the OperationExecutionThreadManager. This component is in charge of
executing the operation as soon as it can be executed. When the
OperationExecutionThread is executed, it performs the following steps:

1. It instantiates the updates (insertions/deletions) that it must apply according
to the derivation rules and the database state.

2. It checks that these updates do not cause any constraint violation according
to the incrementally checking method defined in [21].

3. If no violation is found, the updates are translated as SQL insert/delete/up-
date statements and executed, and the query to retrieve the result of the
operation execution is performed (if the operation returns some result).

4. Otherwise, an exception is thrown.

6 Related Work

In the following, we first discuss related frameworks for linking data and
process models, and then, discuss several of their formalizations to achieve their
executability.

In terms of the framework for modeling data and business processes, many of
the existing works [9–11] use languages grounded on logic, which are formal and
unambiguous but more difficult to understand than BPMN and UML. There are
other approaches which use graphical representations which are more intuitive
and appealing to business analysts and developers, such as [12,22,23]. [23] is
based on the Guard-Stage-Milestone approach, which represents the evolution
of each relevant object in a lifecycle following a more declarative approach than
ours. [22] uses artifact union graphs, which are similar to Petri nets, to repre-
sent the process. [12] is the most similar approach to ours and relies on various
UML diagrams (different to the ones we consider) and OCL contracts to repre-
sent the data and the process. However, none of these works deal with process
executability; most of them focus on studying the correctness of the model.

Regarding process executability, BPEL (or WS-BPEL) allows to specify exe-
cutable business processes using an XML format which makes it difficult to read.
Although there is a mapping between BPMN 2.0 and BPEL it is incomplete and
suffers from several issues [24]. The work of [25] uses XML nets, a Petri-net-
based process modelling approach which is meant to be executable. It uses a
graphical language, which maps to a DTD (XML Document Type Definition)
to represent the data required by the process, and the data manipulations are
graphically shown in the XML net. In contrast to our approach, this solution
is technology-based, as the specification of the models is based on XML, and
details of how to achieve executability are not explained.

YAWL [26] is a workflow graphical language whose semantics are formally
defined and based on Petri nets, with its corresponding execution engine. The
language offers both a control-flow and data-flow perspective of the process,
where data is defined following an XML format. Intuitively, the tasks are then
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annotated with their inputs and outputs, but they do not allow defining what
changes are made by each of them. Therefore, the execution engine only detects
missing information and it is not able to fully execute the operation.

In [27] an hybrid model using a data-oriented declarative specification and a
control-flow-oriented imperative specification of a business process are defined.
Using this approach it is possible to obtain automatically an imperative model
that is executable in a standard Business Process Management System. However,
data is defined as a set of unstructured variables and the pre and postconditions
merely state conditions over the data, instead of indicating exactly what is done
by the different tasks.

Earlier, similar attempts to ours are [28,29]. Both approaches focus on defin-
ing a conceptual model which can then be automatically translated to achieve
execution. However, the purpose of [28] is different to ours: their main goal is to
be able to validate the model through execution, while ours is to achieve exe-
cutability by using the current de facto standard languages for data and process
representation. Similarly, the approach in [29] - which translates the models into
Pascal - is outdated by current, object-oriented programming languages.

In addition, it is worth noting that most of these proposals do not use stan-
dard formalisms for conceptual representation, as we do.

7 Conclusions

We have proposed a framework to link data and business processes, which can
be to be executed automatically. It uses the BPMN language to represent the
processes, the UML class diagram for the data, and OCL operation contracts
to define what do the tasks in the process. Using these languages, we are not
proposing any yet-another-formalism but using a standard one in a new inte-
grated way to link data and processes.

We have shown the feasibility of our approach by creating a Java library
which, given a model, is able to execute the tasks and update the information
base accordingly. Before applying the changes, the tool performs an incremental
checking of integrity constraints to determine if there are any violations. If this
is the case, it will throw an exception. Otherwise, it applies the changes to
the underlying database that stores the data. All of this is performed without
requiring user intervention.

With the approach we present here, we blur the distinction between specifi-
cation and implementation, since the specification itself is executable.
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Abstract. Successful business process management is highly dependent
on effective decision making. The recent Decision Model and Notation
(DMN) standard prescribes decisions to be documented and executed
complementary to processes. However, the decision logic is often implic-
itly contained in event logs, and “as-is” decision knowledge needs to
be retrieved. Commonly, decision logic is represented by rules based on
Boolean algebra. The formal nature of such decisions is often hard for
interpretation and utilization in practice, because imprecision is intrinsic
to real-life decisions. Operations research considers fuzzy logic, based on
fuzzy algebra, as a tool dealing with partial knowledge. In this paper,
we explore the possibility of incorporating fuzziness into DMN decision
models. Further, we propose a methodology for discovering fuzzy DMN
decision models from event logs. The evaluation of our approach on a
use case from the banking domain shows high comprehensibility and
accuracy of the output decision model.

Keywords: Fuzzy logic · Decision models · Decision mining · DMN ·
Event logs

1 Introduction

Decisions play an important role in enterprise’s business processes. This has
become a premise for an increased interest of academia and industry towards
different aspects of integrated process and decision management. Recently, the
Decision Model and Notation (DMN) was released [17], which prescribes model-
ing decisions complementary to processes. The combined usage of the DMN stan-
dard and Business Process Model and Notation (BPMN) [16] is recommended in
order to encapsulate process and decision logic, and to increase reuse of decisions
in processes.

Decision logic is normally represented by crisp decision rules based on
Boolean algebra. This imposes certain limitations on its application, as impre-
cision is often involved in real-life decisions. Operations research considers fuzzy
c© Springer International Publishing AG 2017
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logic, based on fuzzy algebra, as a tool dealing with partial input knowl-
edge [6,22]. Fuzzy rules represent strings encoding the semantic meaning of a
certain probability behind a value range, e.g., “If loan duration is long, then risk
is very high”. Since the meaning can be derived directly from the representation,
it is generally considered that fuzzy rules are more comprehensible compared to
crisp rules [12]. Moreover, using literals across rules increases decision flexibility,
as it allows a consistent adaptation of all rules by adjusting only the underlying
mappings. In this paper, we incorporate fuzziness into DMN decision models by
utilizing fuzzy decision tables, and introduce fuzzy hit policies.

Further, to assist enterprises with efficient decision management, knowl-
edge about “as-is” decision making needs to be retrieved. This can be done
by analysing process event logs and discovering decision rules from them. Exist-
ing approaches to decision discovery consider only either mining of independent
fuzzy rule sets [12], or crisp decision models [5,9,18]. In order to provide useful
insights into the discovery of fuzzy DMN decision models from event logs, we pro-
pose a methodology which consists of five steps: (1) Identification of fuzzy subsets
and corresponding membership functions corresponding to the data attributes
from the event log; (2) Discovery of process decisions and dependencies between
them; (3) Application of fuzzy learners for fuzzy rules discovery; (4) Construction
of fuzzy decision tables based on discovered rules; (5) Identification of fuzzy hit
policy for decision tables. In order to test the validity of the proposed approach,
we implement it and conduct validation experiments on a simulated event log
for the use case of loan assessment in banks. The evaluation results show good
interpretability and accuracy of the output fuzzy DMN decision model.

The remainder of this work is structured as follows. Section 2 introduces the
motivation for deriving fuzzy DMN models on an example, followed by related
work. Section 3 presents our formal framework. Section 4 introduces the method-
ology for mining fuzzy decision models, which is followed by Evaluation and
Conclusion sections.

2 Background

In this section, we motivate the need for our approach and describe related work.

2.1 Motivating Example

We consider a business process of credit-risk assessment (Fig. 1a). This use case
is inspired by a real data set from a major Benelux financial company, also used
in [3].

The process starts with the registration of the user’s claim details such as
duration, amount, and premium in the bank information system. There are two
decisions involved in this process, which according to our interviews with a part-
ner bank are performed by loan experts in about 20% of cases. At p1 the type of
application check is chosen, and at p3 the claim is evaluated for approval which
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register 
claim

full check

standard 
check

no check

duration;
amount;
premium

evaluate 
claim

risk

send 
approval

send 
rejection

start endp1 p2 p3

(a) Petri Net of the process

Event ID Trace ID Ac vity A ributes

1 1 register dura on=14 [mths]
claim amount=9700 [EUR]

premium=FALSE
2 1 full check -
3 2 register dura on=28 [mths]

claim amount=2000 [EUR]
premium=TRUE

4 2 no check -
5 1 evaluate claim risk=high
6 1 send rejec on -

(b) Process event log

Fig. 1. Example business process of credit-risk assessment

happens alongside with assigning risk to the claim. An example execution log is
given in Fig. 1b.

The problem is that this process model does not explicitly contain the deci-
sion rules, so the decisions done by experts are only implicitly contained in
the event log. There exist many works using statistical means for discovery of
decision rules [21], but direct application of them can lead to the unjust treat-
ment of an individual applicant, e.g., judging creditability just by the applicant’s
nationality [7]. Thus, for companies it is important to have interpretive models
explaining how a certain decision is made. To achieve this, we propose to derive
DMN decision models, explaining and representing explicitly process decisions,
from event logs. An example of a DMN model consisting of a decision require-
ments diagram (DRD) and decision logic layers is shown in Fig. 2.

premium

p3 - approval 

amount dura on

p1 - check risk

Crisp decision tables

Fuzzy decision tables

Decision Requirements Diagram Decision Logic

amount duration

Fig. 2. DMN decision requirements diagram and two types of decision logic

The decision logic corresponding to the DRD can be designed in the form
of either crisp, or fuzzy decision tables, as shown in the figure. Fuzzy rules are
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considered to be more comprehensible, as a user has an intuitive understanding
of the linguistic concepts to which fuzzy rules refer. An example of such map-
ping is a trapezoidal membership function representing the membership grade
of attribute amount in fuzzy sets “low”, and “high”. Thereby, flexibility of fuzzy
decision models is higher as the change of rules can be executed just by adjust-
ing the membership functions. To the best of our knowledge, the question of
deriving fuzzy DMN decision models from event logs has not received attention
yet. In the next section, we provide an overview of related works.

2.2 Related Work

The presented problem was addressed in the literature from different perspec-
tives. The first category of related work deals with mining of independent fuzzy
rule sets. In [8,11,15], a concept of fuzzy rule bases and techniques to design
them are introduced. Fuzzy rules learning as introduced in works [12,13] can be
applied for solving our problem, but process context and metrics were not taken
into account. Fuzzy mining of rules represent a more general case of mining crisp
rule bases from data [3,21]. The incorporation of fuzziness within the concept
of decision tables was done in [19], but this work only accounts for the design of
decision tables, and no knowledge discovery is applied.

With respect to process context, one of the first works in this direction was
done in [18] for discovery of control flow decisions in processes from event logs.
Mining of complex decision logic for process branching conditions with the help
of decision tree learning was done in [9], and in [14]. These two works do not mine
dependencies between process decisions, and they also do not consider fuzziness
in decisions. Discovery of DMN decision models from control-flow structures of
process models was done in [4], but this work does not consider the execution
level. In [5], the discovery of DMN decision models from event logs was done,
but only crisp decision logic was considered. The derived DMN decision models
are supposed to be used complementary to process models which raises novel
research questions, e.g., which elements should belong to the process, and which
elements should be a part of the decision model. Exploration of issues connected
to the separation of concerns is presented in [10,20].

3 Formal Framework

In this section, we introduce needed definitions as follows.

Definition 1 (Event Instance, Attribute, Trace, Log). Let E = {e1, ...,
en}, n ∈ N

+ be a finite set of n event instances and A = {a1, ..., av}, v ∈ N
+ a

finite set of v attributes. Each attribute a ∈ A is associated with a domain D(a),
which represents a set of either numeric, or nominal values. Each event instance
e ∈ E has tuples (a, d(a)), a ∈ A, d(a) ∈ D(a) assigned to it. A trace is a finite
sequence of event instances e ∈ E, such that each event instance appears in it
once. An event log L is a multi-set of traces over E. �
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Figure 1b shows an example event log where event instances are labeled by names
of executed activities associated with values of data attributes attached to them.

Definition 2 (Decision Requirements Diagram). A decision requirements
diagram DRD is a tuple (Ddm, ID, IR) consisting of a finite non-empty set
of decision nodes Ddm, a finite set of input data nodes ID, and a finite non-
empty set of directed edges IR representing the information requirements such
as IR ⊆ Ddm ∪ ID × Ddm, and (Ddm ∪ ID, IR) is a directed acyclic graph. �
A decision may additionally reference the decision logic level where its output
is determined through an undirected association. One of the most widely used
representation for decision logic is a decision table, which we utilize for the rest of
the paper. Figure 2 demonstrates an example DRD and corresponding decision
tables.

Facilitation of fuzzy logic implies that the crisp values of data attributes from
the event log are to be perceived as a matter of truth value ranging between
completely true and completely false. In order to facilitate handling of decision
rules in a fuzzy manner, below we introduce a set of necessary definitions. Given
is an event log L, and a corresponding set of v attributes of the event instances
A = {a1, . . . , av}, v ∈ N

+.

Definition 3 (Fuzzy Subset, Membership Function). A domain set D(a)
for an attribute a ∈ A has Ka fuzzy subsets characterized by tuples FSa

i =
{(d, lai , μa

li
)|d ∈ D(a)}, if for each i ∈ [1;Ka] there exist:

– linguistic terms lai labelling fuzzy subsets FSa
i ;

– membership functions μa
li

: D(a)−→[0, 1] which represent the grade of mem-
bership of attribute values from D(a) in a fuzzy subset FSa

i by mapping each
value d ∈ D(a) to a real number in the interval [0, 1]. �

We identify a fuzzy set with its membership function. An example of a mem-
bership function is presented with the help of a graph in Fig. 2 for the attribute
amount. In this case, Kamount = 2, and the domain set D(amount) has two
fuzzy subsets FSamount

1 and FSamount
2 characterized correspondingly by mem-

bership functions μamount
low and μamount

high . This example is illustrated with the help
of trapezoidal membership function, as one of the most widely used types of mem-
bership functions. However, the approach proposed in our paper is general and
can be used for the other types of membership functions, e.g., triangular-shaped,
Gaussian curve, etc. [6].

Fuzzy logic of decision models can be expressed through fuzzy decision rules
and fuzzy decision tables. Fuzzy decision tables consist of fuzzy rules which
represent “if-then” mapping between a subset of event log attributes associated
with corresponding linguistic terms, and an output process variable associated
with a set of labels.

Definition 4 (Elemental Fuzzy Decision Rule, Fuzzy Decision Table).
An elemental fuzzy decision rule (FDR) is a mapping: defn

Rj : a1 is la1
x1

, . . ., aw is law
xw

−→ cj,z, (1)
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where the attributes {a1, . . ., aw} ⊆ A are inputs, la1
x1

, . . ., law
xw

are linguistic terms
labeling fuzzy subsets associated with the inputs, and cj,z is the z−th label of a
process variable serving as a rule output, such that z ∈ N

+, 1 ≤ w ≤ v, |A| =
v, 1 ≤ x1 ≤ Ka1 , . . . , 1 ≤ xw ≤ Kaw . A fuzzy decision table (FDT) is a set of
fuzzy decision rules

⋃
Rj , j ∈ N

+. �
Below are examples of elemental fuzzy decision rules (see also FDT in Fig. 2):

amount is high, premium is FALSE −→ p1 = full check (2)

amount is low, duration is long −→ risk = low (3)

The definition of elemental fuzzy rule sets can be extended to conjunctive normal
form of fuzzy rules (CNF), where each attribute ai, 1 ≤ i ≤ v can be associated
with a set of p ∈ N

+ several linguistic terms {lai
xi,1

, ..., lai
xi,p} which are joined by

a disjunctive operator. Fuzzy rule bases in CNF form are also called Mamdani
rules [6]. An example of CNF fuzzy rule is following (see also FDT in Fig. 2):

amount is high or low, premium is TRUE −→ p1 = no check (4)

Mapping a runtime input for a set of fuzzy rules to an output is called inference.
There exist multiple inference techniques, and the method that is most closely
matching the real-world problem should be chosen [6]. We address this question
further in the paper.

4 Methodology

DMN decision model consists of a DRD representing decisions and its depen-
dencies, and of a decision logic layer expressed by sets of rules. Fuzziness is not
relevant for DRDs, as they store names of decisions and dependencies between
them (see Fig. 2). In contrast, decision rules might incorporate fuzziness. Such a
view does not violate the DMN standard, so we adopt it and use the term Fuzzy
DMN (FDMN) for such kind of decision models. This section consists of five
subsections representing consequent steps in our methodology of mining FDMN
from event logs, see Fig. 3:

Analysis and pre-
processing of log 

data

Transformation of 
discovered fuzzy 

rules into FDT 
rows

Discovery of DRD:
process decisions 
and dependencies 

between them

Identification of hit 
policies for FDT

Event
log FDMN

Application of 
fuzzy learners for 

fuzzy rules 
discovery

Fig. 3. Our approach for discovering Fuzzy DMN (FDMN) models from event logs
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4.1 Analysis and Preprocessing of Log Data

Given is a an event log L, and a corresponding set of attributes of the event
instances A = {a1, . . . , av}, v ∈ N

+. Firstly, we preprocess log data in such a
way that fuzzy learning of rules can be applied on it. For that, for each attribute
there should exist membership functions that describe them in linguistic terms,
e.g., that the value of an attribute is “low” or “high”. Specifically, we need to find
μa
li

: D(a)−→[0, 1] for each attribute a ∈ A from the event log, which we propose
to do by the procedure ConstructMF from Algorithm 1. In the procedure, we
iterate over all attributes from the event log. If the attribute domain is nominal
by itself, the membership function is constructed as a characteristic function
(Lines 4–7). Otherwise, if the attribute domain is numerical, an expert should
set the number Ka of fuzzy subsets for this domain, that are to be generated, and
assign corresponding linguistic terms. For our use case (see Fig. 2), the expert
would set Ka = 2 for attribute amount, and assign two linguistic terms: low and
high.

Algorithm 1. Preprocessing of Data Attributes from Event Log
1: procedure ConstructMF(eventLog L, attributes A)
2: for all a ∈ A do
3: if D(a) is a set of nominal values then
4: if d(a) = l then
5: μa

l = 1
6: else
7: μa

l = 0
8: else
9: Ka ← a number of fuzzy subsets � Expert input

10: for all i ∈ [1; Ka] do
11: lai ← assign a linguistic term � Expert input, e.g., “low”, “high”
12: μa

l =BuildNumAttributesMF() � Either expert input or FCM

Function BuildNumAttributesMF can be realized using two approaches.
The first approach involves experts which express their opinions on how well
attributes a∈ A can be associated with fuzzy subsets FSa

i , i ∈ [1;Ka]. The
details of construction of membership functions based on expert opinions are
out of scope of this current paper, as they can be found in [23]. The expert
approach can be recommended when there is not enough input data allowing to
derive the membership function automatically. As the input event log in our case
is supposed to be large, we propose to utilize the second approach – the Fuzzy
C-Means (FCM) algorithm described in [8], as it allows to automatically derive
membership functions for data attributes from event logs. Applicable to our case,
the FCM-algorithm is able to calculate the degree of membership μa

li
of data

attribute value a from the event log in each of i clusters, such that 1 ≤ i ≤ Ka.
FCM requires the number of clusters as an input, which is equal to the number of
fuzzy subsets obtained from an expert in Line 9. Example membership functions
for our use case are visualized in Fig. 2 for variables amount and duration with
respective values.
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4.2 Discovery of DRD

Discovery of DRDs from event logs represents a classification problem over crisp
data. We distinguish between two types of process decisions: (1) control flow
decisions represented in process models by split gateways (e.g., decision from
Eq. 2), and (2) data decisions reflecting dependencies between values of data
attributes in the event log (e.g., decision from Eq. 3). We use the C4.5 classifier
for learning both types of decisions taking event log attributes and transition
labels as features, because it generally delivers a computationally inexpensive
classification based on few comprehensible business rules, with a small need for
customization [21]. For finding dependencies between decisions, we utilize the
same classifier, taking the event log attributes and found decision outcomes as
features. Each mined decision is added to the set of decision nodes Ddm of the
output DRD. Each attribute influencing these decisions which is not a decision
by itself is added to the set of input data nodes ID of the output DRD. All
dependencies are added to the set of information requirements IR of the output
DRD.

The output of this step is a DRD (see Fig. 2 for an example) consisting
of a set of PDN ∈ N

+ decisions {(A1, C1), ..., (APDN , CPDN )}, where PDN
stands for process decisions number. Herewith, Apdn = {a1, ..., ag} ⊆ A, 1 ≤
g ≤ v, pdn ∈ [1, ..., PDN ], are attributes influencing these decisions. A more
detailed description of mining DRDs from event logs can be found in our previous
work [5].

4.3 Application of Fuzzy Learners for Fuzzy Rules Discovery

After discovering process decisions (Apdn, Cpdn), 1 ≤ pdn ≤ PDN from the
event log, we aim at discovering of fuzzy rules corresponding to these decisions.
Thus, we iterate over the set of PDN decisions and solve for each of them the
classification problem presented in Fig. 4. Here the training data is comprised in
the event log subset Lpdn ⊆ L : Apdn ⊆ A containing only values of attributes
that are influencing the given process decision.

Fuzzy
learner

Process decisions (Apdn ,Cpdn)
Classes: Cpdn
Features: attributes Apdn  influencing Cpdn
Training examples: Lpdn
Membership functions corresponding to 

attributes Apdn

Set of fuzzy decision rules 
corresponding to process 

decisions (Apdn ,Cpdn)

Fig. 4. Classification problem of discovering fuzzy decision rules from event logs

As our goal is to output the explanatory models describing decisions made in
the past and recorded in the event log, we take into account that the fuzzy learn-
ers should provide good accuracy and interpretability of results. To explore the
appropriateness of known fuzzy classification algorithms in achieving our goals,
we did experiments on applying the genetic [12] and NEFCLASS [15] algorithms,
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both of which are well-known fuzzy classifiers that infer fuzzy classification rules.
Below we provide short descriptions of algorithms taking into account modifi-
cations needed for solving our problem of deriving fuzzy rule sets from event
logs.

Genetic Algorithm (GA). Genetic algorithm (GA) is successfully applied
for solving fuzzy classification tasks [8,11,12]. Also, GA suits us because it is
applicable for training sets with large dimensions, which is typical for event
logs. The heuristic character of GA does not guarantee optimality of solution,
but it provides approximate solutions close to optimal, which is appropriate for
business environments. Below we consider the adaptation of GA applicable to
our problem.

GA0. For utilizing GA, we firstly need to represent our problem in a genetic
form. For that, we view fuzzy decision rules (FDR) discovered from event
logs as so called chromosomes. Given is a process decision (Apdn, Cpdn) where
Apdn = {a1, ..., ag} ⊆ A, 1 ≤ g ≤ v is a set of influencing attributes from the
corresponding event log subset Lpdn.

Definition 5 (Chromosome). A chromosome corresponding to the event log
subset Lpdn is a string Gt, t ∈ N

+, which is a concatenation of two bit strings
St and Bt, where:

– St = {s1, ..., sv} is a string of bits si, 1 ≤ i ≤ g indicating the presence of an
attribute a ∈ Apdn in a rule antecedent of the chromosome;

– Bt = {b1, ..., bu} is a string of bits bk denoting the presence of a linguistic
term lai labeling fuzzy subsets FSa

i , i ∈ [1;Ka] in the rule antecedent of the
chromosome, where u, k ∈ [1;

∑g
j=1 Kaj ]. �

Fuzzy rules are composed of a chromosome serving as the rule antecedent, and
of a consequent that is chosen according to the majority class of the training
instances covered by the rule antecedent. Example fuzzy rules are presented in
Fig. 5a.

s s s llow lhigh lshort llong l p1
Rule from Eq.2 1 0 1 0 1 0 0 0 full check
Rule from Eq.4 1 0 1 1 1 0 0 1 no check

amountamount duration duration premiumpremiumdurationamount

(a) Example chromosomes with corresponding consequents
for rules from Equations 2, 4

amount

dura on

H1

H2

risk=low

risk=high

(b) Example perceptron

Fig. 5. Example representation of rules for the GA and NF classifiers

GA1. At this step of GA, in each iteration t ∈ N
+ a chromosome consisting of a

fuzzy rule Gt is randomly generated. Next, the rule error E(Gt) is computed by
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checking its degree of matching between the rule antecedent of instances from
the event log subset Lpdn and the generated rule antecedent:

E(Gt) =

∑
a|ca �=ct

waμ
a
Gt∑

a waμa
Gt

, (5)

We utilize a boosting approach from [12] which modifies iterative fuzzy
rule learning in an incremental fashion. The idea is to repeatedly train a
weak classifier on various training data distributions, which shows a consid-
erable improvement in accuracy of the results. The weights of event instances
ek, 1 ≤ k ≤ n from the current distribution that are correctly classified by the
rule Gt are reduced by a factor reflecting the error rate of the generated rule:
wk(t+1) = wk[(1−E(Rt))/E(Gt)]µ

a
Rt . Misclassified or uncovered examples keep

their original weights. Thereby, boosting increases the relative weight of those
examples which are “hard to learn”. We calculate the chromosome consequent
ct as an output of the boosting classifier considering the vote of the rule Gt,
weighted by logarithmic accuracy, on event instances from the event log Lpdn by
t-norm (cf. [12]):

ct = argmax
cm

∑

Gt|ct=cm

log
1 − E(Gt)

E(Gt)

w(t)

min
j=1

μa
lj (6)

GA2. For building next generation of chromosomes, the rules that have a good
fitness are kept. We calculate fitness function as a product of normalized values
of such functions as class coverage CC, rule coverage RC, and rule consistency
RCS:

f(Gt) = CC(Gt) × RC(Gt) × RCS(Gt) (7)

The class coverage CC is defined as the ratio of the number of training instances
covered by the rule Gt to the overall number of training instances carrying the
same class label ci: CC(Gt) =

∑
a|ca=ct

waμ
a
Gt

/
∑

a|ca=ct
wa.

RC(Gt) =

⎧
⎪⎨

⎪⎩

1, n>kcov ;
1

kcov

∑
a|ca=ct

waμa
Gt∑

a wa
, o/w.

RCS(Gt) =

⎧
⎪⎪⎨

⎪⎪⎩

0, n+
c ×ε<n−

c ;

n+
c − n−

c

ε
n+
c

, o/w.

(8)

The rule coverage RC reflects the fraction of instances covered by the rule kcov,
irrespective of the class label. If M ∈ N

+ is a number of classes having the same
number of instances in the event log, a reasonable choice for fraction of covered
instances is kcov = 1/M , as no rule can cover more than such fraction of instances
without covering other (false) instances. For example, the number of classes for
decision p1 (see Fig. 2) is equal to 3, therefore, kcov is chosen as 0.33. The rule
consistency RCS demands that a rule covers a large number of correctly classified
weighted instances n+

c =
∑

a|ca=ct
waμ

a
Gt

, and a small number of incorrectly
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classified weighted instances n−
c =

∑
a|ca �=ct

waμ
a
Gt

. Herewith, parameter ε ∈
[0;1] determines the maximal tolerance for the error made by an individual rule
(see Eq. 8). Specific for our use case, as it contains not so many decision classes,
we choose ε = 0.2. If classes from the log have unevenly distributed number of
instances, it is advisable to choose smaller values of ε.

GA3. The GA algorithm iterates t = t + 1 and repeats steps GA1, GA2 until
a given condition is fulfilled. The termination conditions can be chosen by a
process analyst, depending on the requirements stemming from the business
environment. For example, the algorithm can stop if a prespecified minimal rule
coverage is reached. Also, if the number of rules, that are not added to the
rule set, reaches a prespecified threshold, the algorithm can be stopped in order
to avoid obtaining only redundant or low-performing rules. We discuss in the
evaluation section on the example of our use case the possibility of combining
termination criteria related both to properties of rule sets, and resulting fuzzy
decision tables into which the discovered rules are transformed later.

Neurofuzzy Algorithm NEFCLASS (NF). Neural networks are also
broadly applied to solve fuzzy classification problems, and the NEFCLASS algo-
rithm (NF) is one of the most widely used [12]. NF is also known for producing
simple and comprehensible fuzzy rules [15], which is appropriate for the business
environment.

NF0. For using NF, we firstly need to represent our problem in a neuro-fuzzy
terminology. In such a way, we view the system assisting with mining fuzzy
decision rules as a 3-layer fuzzy perceptron, or simply perceptron. Again, given
is a process decision (Apdn, Cpdn) where Apdn = {a1, ..., ag} ⊆ A, 1 ≤ g ≤ v is a
set of influencing attributes from the corresponding event log subset Lpdn. An
example perceptron is visualized in Fig. 5b.

Definition 6 (Perceptron). A perceptron is a network representation of fuzzy
classification problem in the form of a neural network Π = (U,Ω,Υ), where

– U = U1 ∪ U2 ∪ U3 is a set consisting of a set U1 = {a1, ..., ag} of attributes
influencing the process decision (input neurons), a set U2 = {H1, ...,Hr}, r ∈
N

+ of fuzzy rules (hidden neurons), and a set U3 = {c1, ..., cz}, z ∈ N
+ of the

process decision classes (output neurons);
– Ω(a, h) = μa

h is a fuzzy weight defined as the membership grade of the value
of input neuron a ∈ U1 in a fuzzy subset provided by the hidden rule unit
h ∈ U2;

– Υ is a mapping that assigns activation functions as follows: Υh =

mina∈U1 Ω(a, h) if u ∈ U1 ∪ U2, and Υc =

∑
h∈U2

Ω(H, c)Υh
∑

h∈U2
Ω(H, c)

if u ∈ U3.

�
NF1. At each step of the algorithm, an event instance from the event log
subset Lpdn is chosen consequently. Based on this instance, a rule Ht :
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a1 is la1
x1

, . . ., apdn is l
apdn
xpdn −→ ct,z is generated, where Apdn is a subset of influ-

encing attributes, and ct,z is the label of the z−th class of the rule Ht, t ∈ N
+, of

the process decision (Apdn, Cpdn) with the values corresponding to the records
in the event log. Further, initialization of the perceptron should be done by cre-
ating g nodes in input layer U1 = {a1, ..., apdn} corresponding to each attribute
in the generated rule. Each input neuron a ∈ U1 is characterized by Ka fuzzy
sets FSa

i , i ∈ [1;Ka]. Thus, at the iteration t, for each input neuron aj ∈ U1

the membership function is found such that μa
lj

(a) = maxi∈{1,...,Ka}{μa
i (aj)}. If

the hidden layer U2 of the perceptron does not have a hidden rule node h ∈ H
such that Υ(a1, h) = μa1

l1
, ...,Υ(ag, h) = μ

ag

lg
, then such node is created. Hereby,

the class ct,z is assigned as the consequent of the rule.

NF2. When adding the generated rules to the outcome rule base, only the rules
that have good fitness are kept. For tuning the perceptron weights, we apply the
rule Ht on each instance ew = (Aw, cw), w∈ N

∗ from the event log Lpdn with the
overlapping antecedent and compare the factual class assigned from the event
log cw, and class predicted by the perceptron. We identify the rule fitness as the
ratio of the number of the correctly classified instances by the rule TP (Ht) to
the sum of number of the correctly and incorrectly classified instances FP (HT )
in the event log subset Lpdn:

f(Ht) =
TP (HT )

TP (HT ) + FP (HT )
(9)

For example, in our further implementation we only keep rules with fitness
f(Ht)≥0.1.

NF3. The algorithm iterates t = t+1 and repeats steps NF1, NF2 until a given
condition happens. Again, different termination conditions can be chosen with
respect to the business environment. As a new rule is generated for each event
instance, the algorithm can be stopped when complete event log is processed.
As this might produce a large amount of rules, the number of first rules to be
generated can be prespecified. More complex termination criteria for the NF
classifier can be found, e.g., in [12].

4.4 Transformation of Discovered Fuzzy Rules into FDT Rows

The outcome of application of fuzzy learners described at the previous step
are fuzzy rule sets corresponding to each process decision (Apdn, Cpdn), 1 ≤
pdn ≤ PDN , where PDN is the number of discovered process decisions, and
Apdn = {a1, ..., ag} ⊆ A, 1 ≤ g ≤ v are attributes influencing them. For each
of the process decisions (Apdn, Cpdn), a corresponding set of frn fuzzy rules is
discovered: Rpdn = {R1, ..., Rfrn}, frn ∈ N

+. Next, the discovered fuzzy rule
sets need to be transformed into fuzzy decision tables (FDTs), which are to be
used further during process execution. Therefore, the FDT interpretability is of
the highest importance. However, direct application of discovered fuzzy rule sets
might provide low FDT interpretability because of duplications and overlapping
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of rules and attributes. Below we describe these issues in more detail and propose
the ways to overcome them. Some of the steps are similar to the stages of manual
designing of fuzzy decision tables described in [19].

Step 1: Removal of duplications. Duplicated rules will lead to FDT with dupli-
cated rows, so the first step is to remove all duplicate rules from the base.

Step 2: Splitting CNF Rules. Some fuzzy rule learners, as the genetic one, might
generate the rule bases consisting of fuzzy rules represented by CNF. As the
CNF rules can represent very complex structures, to improve the linguistic inter-
pretability, we propose to replace them by a set of equivalent elemental rules. In
particular, each discovered rule Rpdn

y ⊆ Rpdn, 1 ≤ y ≤ frn can be represented
in the following form: Rpdn

y = (
⋃

j,i

(aj , μ
aj

li
(aj), μ

aj

li
), cy,z), 1 ≤ j ≤ g, 1 ≤ i ≤ Kaj .

Then, the corresponding set of elemental rules RSpdn
y can be identified as the

Cartesian product of (1) all possible subsets of the rule antecedent containing
all attributes of the rule in a couple with the single value of the corresponding
fuzzy subset; and (2) the value of the rule class:

RSpdn
y =

⋃

j,i

(aj , μ
aj

li
(aj)) × cy,z (10)

For example, let the following rule R be given in natural language:

R: amount is high or low, duration is short or long −→ risk = high

Then the corresponding set of simple rules is RS =
⋃

i

Ri, 1 ≤ i ≤ 4,

R1 : amount is high, duration is short −→ risk = high

R2 : amount is low, duration is short −→ risk = high

R3 : amount is high, duration is long −→ risk = high

R4 : amount is low, duration is long −→ risk = high

Step 3: Mapping simple rules to FDT rows. Further, each elemental rule
RSpdn

y , 1 ≤ y ≤ frn is mapped to a corresponding row in a FDT which rep-
resents a union of all the fuzzy elemental rules

⋃
y RSy

pdn. If a rule has no
linguistic literal for an attribute, the corresponding cell is left blank, meaning
that this attribute has no influence on the outcome.

Step 4: FDT optimization. There can be rules represented by multiple rows,
which differ only in the irrelevant attributes’ values. If we find such rules, we
aggregate them into one row by removing these attributes, because they do not
impact the outcome. For example, see Fig. 6 where the contracted FDT is derived
from the expanded FDT by combining logically adjacent rows that leads to the
same action configuration.

4.5 Identification of Hit Policies for Generated FDT

Each discovered fuzzy rule, for which its antecedent matches the runtime input,
contributes to an output through the compositional rule called inference. In
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Output
amount dura on premium risk

low shor alse low
low shor rue low

Inputs Output
amount dura on premium risk

low short - low

Inputs

Fig. 6. Example of rule reduction in a FDT

DMN, inference is described by hit policies which specify how the table output
is obtained, if there are multiple rule matches for a given set of inputs. A single
hit policy returns the output of one rule; a multiple hit policy returns the out-
put of multiple rules, or an aggregation of rules. The activation of a hit policy
corresponds to the phase of process execution. During instantiation of processes,
the process activity that invokes a corresponding decision model supplies the
decision-making system with input data which can be crisp or fuzzy. Below we
propose a hit policy formula for FDT.

Given is a process decision (Apdn, Cpdn), 1 ≤ pdn ≤ PDN , where PDN
is a number of discovered process decisions, and Apdn = {a1, ..., ag} ⊆ A, 1 ≤
g ≤ v are attributes influencing them. For the process decision (Apdn, Cpdn), a
corresponding FDT consisting of a set of discovered fuzzy decision rules Rpdn =⋃

j Rj , j ∈ N
∗ is processed according to the procedures from the previous section.

Let an event instance e occur further during the process execution.
Then, the activation A for a rule Rj , j ∈ N

∗ describes the probability of a
value from the class Cpdn to be correct for the given instance e. For calculating
the activation rule value, we propose to utilize an adapted “min-max” operator,
one of the most widely used composition operators suitable for Mamdani rule
bases [22]:

M(Rj , e) = min
k

[
⋃

k∈[1;g]

max
i

(
⋃

i∈[1;Kak ]

μak

li
) ], (11)

where 1 ≤ k ≤ g : ak ∈ e, ak ∈ Apdn, so only attributes of an event instance
which influence the process decision are evaluated. Let a loan application process
be executed with the instance data amount = 200[EUR], duration = 30[mths],
premium = TRUE, and imagine that the activation rule from Eq. 3 needs to be
calculated. Here k = 2, and, consulting the membership functions, we establish
that μamount

low = 1, μamount
high = 0, and μduration

short = 0.6, μduration
long = 0.4. Then,

A(R, e) = min [
⋃

max({1;0},{0.6;0.4})] = 0.6. Analogously, activation values
for all the rules in a set Rpdn =

⋃
j Rj , j ∈ N

∗ are evaluated, and the rule
maximizing the value of the activation rule is chosen.

In order to further improve the accuracy of FDT hit policies, we propose to
additionally weight the discovered rules by their error rate on instances from the
event log. Then, even if several different rules are evaluated to the same value by
the “min-max” operator, the rule which best corresponds to decisions recorded
in the event log is hit:

A(Rj , e) = W (Rj , Lpdn) ∗ M(Rj , e) (12)
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Here, the weight variable W (Rj , Lpdn) characterizes how good the rule classifies
the instances from the event log subset Lpdn corresponding to the process deci-
sion (Apdn, Cpdn). The calculation of the weight value depends on the applied
fuzzy learner. For GA, this value is equal to the logarithmic accuracy of the rule
log(1 − E(Rj))/E(Rj) from Eq. 5. For the NF, this value is equal to the rule
fitness f(Rj) = TP (Rj)/(TP (Rj) + FP (Rj)) from Eq. 9. Assigning the weights
to rules in such a way can also contribute to satisfying the condition of exclu-
sivity of decision rules in FDT, if that is required by user. Then, the rows are
sorted by their weights, and while iterating over the rows, a rule is removed if
it overlaps with the previous one. The low quality rows can also be removed, if
some threshold is established.

With respect to the DMN standard, all the DMN hit policies can be applied
to FDMN. Fuzzy activation rules are not foreseen though. However, the standard
recommends to implement custom post processing steps in combination with the
Collect Hit policy, which can be used considering the activation function from
Eq. 12.

5 Evaluation

In order to validate the presented methodology, we developed an open-source
prototype of it1. Our experiments consisted of applying the methodology from
Fig. 3 on a test log, and evaluating the interpretability and accuracy of the output
FDMN.

Test Setting. For the test data, we considered the loan assessment process from
Fig. 1a. Estimating the distributions of parameters from a real credit-risk data
set [3], we simulated an event log consisting of 1000 process instances with the
help of the simulation software CPN Tools [1]. The generated log contained two
numeric attributes duration and amount, and two nominal attributes premium
and risk. Corresponding membership functions were derived using Matlab [2], as
it has an implementation of FCM. The resulted membership functions for amount
and duration can be seen in Fig. 2. With the help of the DMN Analysis plug-in
designed by us in our previous work [5], three process decisions were discovered:
(1) control flow decision p1 with influencing attributes amount and premium; (2)
control flow decision p3 with the influencing attribute risk; and (3) data decision
risk with influencing attributes duration and amount. Next, we applied both
GA and NF classifiers for discovering FDTs. For fuzzy rules obtained by the GA
classifier, the maximal rule error was set to 0.2, the minimal coverage was set to
0.42, and the minimal fitness was set to 0.1. The minimal fitness for NF was also
set to 0.1. We ran the GA classifier until the number of low-performing rules,
that were not added to the output rule sets corresponding to process decisions,
reached a threshold of 50000 rules. The NF classifier was running until the
complete event log was processed. Both algorithms also stopped if the output
decision table was complete, which means that for all combinations of input

1 https://bpt.hpi.uni-potsdam.de/Public/MiningFuzzyDMN.

https://bpt.hpi.uni-potsdam.de/Public/MiningFuzzyDMN
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values there was a rule that covered it. The average run time for discovering
FDT per process decision was 44.2 s for the GA classifier, and 1.8 s the for the
NF classifier.

Classic discovery of fuzzy rule bases Discovery of fuzzy decision model by our approach 

vs.

Fig. 7. Screenshots of the results from our prototype

Interpretability of the Output FDMN. A screenshot of the FDMN, which
our application outputs for the input log, is presented on the right side of Fig. 7.
Corresponding to each decision in the DRD are the FDTs, which are obtained
by the NF classifier, and post-processed according to our methodology. In the
left side of the picture one can see the direct application of “state-of-the-art” NF
classification for process decision check, which yields a large fuzzy rule base that
is difficult for humans to interpret. In contrast, FDMN derived by our method-
ology (on the right side of Fig. 7) consists of compact FDTs incorporating rule
weights and fuzzy hit policies, and it shows dependencies between decisions. It
has to be noted that the interpretability of the output FDMN highly depends
on the fuzzy algorithm applied for learning the model. According to our obser-
vations, NF often leads to a smaller amount of rules than GA.

Accuracy of the Output FDMN. To evaluate the accuracy of the output
FDMN, we used 10-fold cross validation over the test log [21]. Here, the accuracy
is equal to the average number of event instances that are correctly classified by
the rules in FDTs divided by the total number of all instances. Further, we
created incorrect log entries by randomly selecting from 0% to 10% of the event
log instances, and randomly replacing their class labels with distinct class labels.
The resulted accuracy of the classifiers with respect to the introduced noise is
presented in Fig. 8.

Both classifiers achieved high accuracy for the event log without noise. Fur-
ther, it can be seen, that NF shows a good stability, as it preserves a very good
accuracy of ca. 90.21% in the presence of 10% input data noise. GA shows less
stability as its accuracy reduces to ca. 82.10% in the presence of 10% input data
noise. Setting the algorithms parameters can be used to adjust the desired user’s
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Fig. 8. Mean FDMN accuracy in 10 folds with respect to introduced noise in the log

output. For example, if a smaller amount of rules for better human interpretabil-
ity is needed, the threshold has to be higher than 0.1 used in our case, although
the accuracy might decrease. Further experiments on evaluating the accuracy
with regards to tuning of termination criteria are planned for future work.

6 Conclusion

Recently, many efforts were made to standardize process decisions with respect
to the separation of process and decision concerns [10,20]. Although the DMN
standard is developed for this purpose, currently it is not well suited for managing
fuzzy decisions. For example, the hit policies proposed by the standard can not
handle overlapping fuzzy rules. Usage of FDMN models that consist of crisp
DRDs referencing fuzzy decision tables, as proposed by us, is not yet foreseen
by the standard, but is compliant with it.

To assist companies with automated construction of FDMN models, we intro-
duced a methodology for mining them from event logs. Hereby, we explored
application of the genetic and NEFCLASS classifiers for learning fuzzy rules in
the process context. Further, we proposed a formula for the fuzzy activation rule
as a FDT hit policy. Evaluation demonstrates that the interpretability of the
mined FDMN is better than that of mined sets of fuzzy rule bases. Also, the
accuracy of the output FDMN is high, so it can serve as an explanatory model
based on historical data. Further, the derived FDMN can be automated and
executed complementary to the process model.

With regards to the methodology limitations, for some steps of it, the domain
knowledge is required. For example, an analyst has to describe the fuzzy subsets
for the attributes from the event log. Also, it is recommended that an expert
tunes the parameters of the fuzzy classifiers, such as termination criteria, or
rules fitness threshold, depending on requirements of the business environment.
FDMN mining, like other classification problems, often leads to the necessity to
find a compromise between interpretability and accuracy of the output model.
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We plan further experiments on evaluating the accuracy with regards to
the termination criteria tuning for the future work. Additionally, we plan an
evaluation of the amount of data needed for extraction of a reliable set of rules.
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