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Preface

Welcome to the proceedings of CAISE 2017 — the 29th International Conference on
Advanced Information Systems Engineering, held in Essen, Germany, June 12-16,
2017. The goal of the CAiSE conference series is to bring together the R&D com-
munity working on models, methods, techniques, architectures, and technologies
addressing the design, the engineering, the operation, and the evolution of information
systems.

The conference theme of CAISE 2017 was “Digital Connected World—Informed,
Disruptive Business Transformation.” Private and public organizations are entering in
the digital world where real-time data are available about their processes, their oper-
ations, their operating environments, third-party services offered to increase their
performance as well as chances in the demands of their customers. This data abundance
offers new opportunities but also raises new challenges for information systems. The
key challenge thereby is to evolve traditional information systems into “digital, smart
systems.” These systems have to be sufficiently agile to rapidly analyze, predict, and
manage the disruptive and incremental business transformations of operations. From a
center of profit, information systems are now becoming the center for innovation and
sustainability of the organizations. The three invited keynotes of CAIiSE 2017
addressed three important aspects of digital transformation:

e Dr. Reinhold Achatz (thyssenkrupp AG): “Digital Transformation at thyssenkrupp:
Challenges, Strategies and Examples.”

e Prof. Dr. Jorge Sanz (Luxembourg Institute of Science and Technology): “The
Need for Modularizing Industries and Accelerating Digital Transformation in
Enterprises - Could Productivity Be Significantly Improved and Innovation
Revamped for Growth in the World’s Economy?”

e Prof. Dr. Reinhard Schiitte (University of Duisburg-Essen): “Information Systems
for Retail Companies — Challenges in the Era of Digitalization.”

The accepted research papers as well as the CAiSE Forum addressed facets related
to the theme of the conference as well as more “traditional” topics associated with
information systems design, engineering, and operation. The program included the
following paper sessions:

IS Architecture, Transformation and Evolution

Business Process Model Readability and Notation

User Knowledge Discovery, Process Discovery

Business Process Performance, Adaptation and Variability Management
Data Mining, Big Data Exploration

For CAISE 2017, we received 178 papers, from 221 submitted abstracts. This year,
a new selection process was put it place where each paper was reviewed by at least two
Program Committee members. At the end of the first phase, we rejected papers with
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consistent negative evaluations. In the second phase of evaluation, all papers with at
least one positive evaluation were reviewed by one program board member. During the
online discussion, the reviewer of the paper assessed the reviews. The final decision
about acceptance and rejection of the papers was made at the Program Committee
Board meeting, which took place in Luxembourg during February 21-22, 2017. The
evaluation process of the papers resulted in the selection of 37 high-quality papers
(acceptance rate of 21%). In addition, the Program Committee Board recommended 25
papers for acceptance in the CAiSE 2017 Forum. The final program of CAiSE 2017
was complemented by five workshops, five co-located working conferences, and a PhD
consortium. Separate proceedings are published for all these events. We warmly thank
the workshop chairs (Andreas Metzger, Anne Persson), the forum chairs (Xavier
Franch, Jolita Ralyté), the doctoral symposium chairs (Raimundas Matulevicius,
Camille Salinesi, Roel Wieringa), and the publicity chair (Selmin Nurcan) for their
excellent work and contributions.

CAISE 2017 would not have been possible without the efforts and expertise of a
number of people who selflessly offered their time and energy to help make this
conference a success. We would like to thank everyone from the Organizing Com-
mittee, especially Christina Bellinghoven, Eric Schmieders, and Vanessa Stricker.
Special thanks to Dalia Boukercha, Christophe Feltus, and Richard van de Stadt for
their responsive and helpful support during the paper evaluation and selection process,
as well as during the preparation of the proceedings.

As editors of this volume, we also offer our sincere thanks to the members of the
Program Committee and the external reviewers for their dedication in providing fair
and constructive evaluations. We would like also to thank the members of the Program
Board who agreed to take additional duties in the new reviewing process and devoted
their time and knowledge to reviewing and discussing the submitted papers.

We hope you enjoy the proceedings of CAiSE 2017.

April 2017 Eric Dubois
Klaus Pohl
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Keynotes



Digital Transformation at thyssenkrupp:
Challenges, Strategies, and Examples

Reinhold Achatz

thyssenkrupp AG, Essen, Germany
Reinhold.Achatz@thyssenkrupp.com

Abstract. The digital transformation is changing the world in a continuously
accelerating pace. Traditional industrial companies have a good chance to be the
winner of the digital transformation. They can create additional value to their
customer by optimizing and extending their current business and by creating
new business models offering smart services.

This keynote describes thyssenkrupp’s strategy for the digital transforma-
tion illustrated by real examples.



Information Systems for Retail Companies

Challenges in the Era of Digitization

Reinhard Schiitte

Institute for Computer Science and Business Information Systems,
University of Duisburg-Essen, Universititsstr. 9, 45141 Essen, Germany
reinhard.schuette@icb.uni-due.de

Abstract. Worldwide the retail sector is driven by a strong intra-competition of
existing retailers and an inter-competition between traditional and new pure
digital players. The challenges for retail companies can be differentiated into a
business and an application system (architecture) perspective.

Based on a domain-oriented architecture that covers all steps of value cre-
ation through to the customer, the potential influence of digitization on the tasks
of Retail Information Systems are examined from five different perspectives.
The domain perspective is divided into five levels: master data, technical pro-
cesses, value based processes, administrative processes and decision oriented
tasks.

The technical challenges of application systems are not least characterized
by the complexity of such architectures. The traditional mass data problem in
retail is increasing in times of big data and several different omni-
channel-scenarios. This leads towards really large enterprise systems, which
require an understanding of the main challenges in the future. So, that the IT
manager can gain and keep the flexibility and the software maintenance of
applications (and the application architecture).



The Need for Modularizing Industries
and Accelerating Digital Transformation
in Enterprises - Could Productivity Be
Significantly Improved and Innovation
Revamped for Growth
in the World’s Economy?

Jorge L.C. Sanz'?

! Luxembourg Institute of Science and Technology, Esch-sur-Alzette,
Luxembourg
2 National University of Singapore, Singapore, Singapore
jorge.sanz@list.lu

Keywords: Business Modularization ¢ Business Componentization ¢ Business
Analytics « Digital Transformation of Enterprises

Summary. In this keynote presentation, the need and challenge to build modular
models of operations in industries will be addressed. While modularization (or com-
ponentization) in enterprises has been studied and applied in the context of certain
operations, the focus has been generally limited to some most-mature processes and
very selected competences. If a new and significant economy of scale is to be realized,
enterprises across the same segment of an industry and even some Lines of Business
(LoBs) in enterprises across different industries will need to undertake a much deeper
level of componentization across their organizations and thus, benefit from new and
significant savings.

On the other hand, while digitization has penetrated consumer markets significantly
affecting individuals’ lifestyles, the speed of the transformation of organizations
through digital is not happening yet at nearly comparable speeds. For innovation that
matters to revenue growth and for enabling additional productivity gains from the
adoption of digital, business analytics brings the most promising opportunity to
accelerate transformation and deliver new or much enhanced services.

In the light of a continuous decrease of labor growth rate in the world, new forms of
productivity increase need to be developed and deployed across industries and enter-
prises to generate badly needed economic expansion. In spite of the fact that most
organizations in a given industry segment have very similar operations and their dif-
ferentiation is relatively limited to certain specific capabilities, enterprises have limited
their outsourced operations to a few cross-industry competences such as Information
Technology (IT), selected processes in Finance and Accounting (FA), Human
Resources (HR), Customer Contact Centers (CCC), etc.
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In addition, while advances and adoption of digitization have significantly perme-
ated throughout the life of individuals, fundamentally accomplished by different seg-
ments in the Information and Communication Technology Industry and new companies
that were born entirely digital, the reality is that genuine new revenues from business
models have not been achieved to the levels expected. For example, while most
enterprises in different consumer sectors have invested huge efforts in digitalization of
channels, the sought improvements in “customer experience” still remain illusory.

The author maintains that there is a fundamental opportunity and need to realize
much deeper economies of scale by identifying and standardizing the widely common
operations that the majority of enterprises exhibit in the same industry. The level of the
said standardization has to go beyond the commonly encountered in an enterprise
across different geographies for its same Lines-of-Business operating across countries
and regions and definitely, beyond conventional outsourcings of IT, HR, FA, CCC, etc.
In addition, the opportunity for using digitization as a vehicle for generating new
revenues in all industries is huge. However, this economic opportunity has not been yet
fully realized. One of the pillars of this shortfall is that organizations have struggled to
share information effectively and cooperatively across their entire supply chains (in-
ternally and externally).

In this keynote, the author will share his experience across hundreds of enterprises in
different industries and how business componentization and business analytics are
helping unleash the above opportunities and needs. Several core applied research
problems as well as the ongoing work by the author in these two domains will be briefly
summarized. The experiential aspects through business practice (applied and consul-
tative research, professional services) with a number of organizations will also be shared
through different examples coming from cases the author has led or been part of in the
last years in global organizations operating in Asia, Europe and North America.
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Digital Transformation at thyssenkrupp:
Challenges, Strategies and Examples

Reinhold Achatz®®

thyssenkrupp AG, Essen, Germany

Abstract. The digital transformation is changing the world in a continuously
accelerating pace. Traditional industrial companies have a good chance to be the
winner of the digital transformation. They can create additional value to their
customer by optimizing and extending their current business and by creating
new business models offering smart services.

The paper describes thyssenkrupp’s strategy for the digital transformation
illustrated by real examples.

Keywords: Digital transformation - Industrie 4.0 - Industrial internet of
things - Internet business - Big data - Predictive analytics - PLM - Agile
processes * Smart services

1 Introduction

Since years, thyssenkrupp is going through a major transformation from a steel and
materials company to a technology company. Since the disinvestment of the Brazilian
steel plant, steel is only 25% of thyssenkrupp’s business. This does not only mean a
change in business, this is a major culture change as well. The digital transformation is

one element of this transformation.

The success of a digital transformation is built on top line growth and bottom line
effects through higher efficiency. The top line growth is created through new products
and new ways how products are sold. This may as well lead to new business models.

The bottom line effects are created through a number of steps of process opti-

mization, which are supported by digital tools.

This paper will address the following topics:

New products: Shift from mechanical to mechatronic products, new production
processes

Internet Business

Industrie 4.0/Industrial Internet of Things

Big data/Predictive Analytics/Secure Data exchange
Virtual Reality/Augmented Reality/Mixed Reality
Artificial Intelligence

PLM and Agile Processes

Implementation startegy.

© Springer International Publishing AG 2017
E. Dubois and K. Pohl (Eds.): CAiSE 2017, LNCS 10253, pp. 3-12, 2017.
DOI: 10.1007/978-3-319-59536-8_1
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2 Shift from Mechanical to Mechatronic Products, New
Production Processes

The way how products and solutions are built, is continuously changing since many
years. In the beginning, all products were mechanical and hardware-oriented. In later
steps electrical and hydraulic technology was enhancing the products. Since the
invention of the computer in the last century more and more software in combination
with electrical and electronic solutions is replacing hardware and hydraulic
components.

A typical example is the steering system in a car. Being mechanical for many years,
with higher speed and heavier weight the driver needed hydraulic support. Today there
is a clear shift to electrical steering. Electrical motors controlled by software are
replacing the old hydraulic technology. It is creating more customer value through
better sensitivity, adaptality and higher flexibility at lower cost. What might be even
more important, electrical steering is the precondition for drive by wire and future
autonomous driving (Picture 1).

Picture 1. Electrical steering system

A second paradigm shift is happening in the elevator business. Currently thys-
senkrupp is testing its new MULTI, an elevator where the mechanical component rope
is replaced by magnetic forces created with electrical and electronic components and
controlled by software (Picture 2).

Without ropes the system can have more than one cabin in a shaft. This allows
generating a highly efficient flow of cabins instead of one cabin going up and down.
For tall buildings this reduces the number of shafts needed and therefore reduces the
size of space needed for services and allows more usable space per floor.

This list of examples could be extended easily.
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Picture 2. MULTI, an elevator without ropes

3 Internet Business

Today more and more people are ordering all kind of products over internet. The B2C
internet business is growing dramatically. Customers like it, because internet is
available 24/7/365 and goods are directly shipped to their homes.
Why not do the same for industrial goods in the B2B business? Goods, which are
standardized or are easily configurable by the user, are offered now on internet as well.
thyssenkrupp’s internet platforms “Metals Online” in US and “materials4me” in
Europe are successful examples for that trend.

4 Industrie 4.0/Industrial Internet of Things

Maybe the most recognized element of the digital transformation in industry is
Industrie 4.0 or Industrial internet of things how the Americans call it.

The definition of Industrie 4.0 is the seamless vertical and horizontal integration as
well as the integration over time (Picture 3).

Vertical integration is not new. Since many years we are using enterprise resource
planning systems (ERP) and manufacturing execution systems (MES). What is new, is
the intensity of data exchange and the new implementation structure.

Today’s technology allows a seamless horizontal integration as well, the commu-
nication on all levels between sensors, machines and even factories.
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Picture 3. The three elements describing “Industrie 4.0”

I still see room for improvement in the integration over the whole life cycle which
is described by Product life cycle management (PLM). There is still unused potential in
the use of data created in early phases of the product in later phases.

There are numerous examples for the implementation of Industrie 4.0. For this
paper I selected two.

4.1 Example: Camshaft Production in Ilsenburg

thyssenkrupp produces camshafts for the control of combustion engines for cars in
Ilsenburg. This production is on one hand highly automated; on the other hand data of
previous production phases are used to optimize later production steps. The production

Status of previous machine and update of process
parameters

Picture 4. Camshaft production in Ilsenburg
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is identifying each workpiece individually. This allows to conduct later steps in pro-
duction only to the extend, which is really necessary. This optimization is only possible
through 100% data transparency and tracking of each individual work piece (see
Picture 4).

4.2 Example: thyssenkrupp Medium Wide Strip Production
in Hohenlimburg

thyssenkrupp produces in Hohenlimburg medium wide strip coils (Picture 5). The slabs
are produced by the supplier, the steel mill HKM in Duisburg, and transported by rail to
Hohenlimburg. To optimize stock in Hohenlimburg, a horizontal integration between
customers, the production and the suppliers was implemented. Based on framework
contacts, customers order the coils in advance by specifying their need directly using the
system of the producer. The producer informs the supplier of the slabs of that need. The
execution order is placed only days before the customer’s immediate need. This triggers
the transport of the slabs from Duisburg to Hohenlimburg. The production starts, as soon
as the material is available and the coil is shipped to the customer immediately after the
last production step (the cooling down to transportable temperature). In addition the
slabs and the coils are 100% tracked during the whole logistics and production process.
This gives the customer a high flexibility in terms of production, which can be changed
basically until production has started, and in delivery time.

The hot role mill in Hohenlimburg could increase its production with the available
space and reduce assets on premises.

IT-System and
business processes

DOOKs Orgers into system

Picture 5. Order process at the hot role mill thyssenkrupp Hohenlimburg
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Both examples demonstrate the optimization opportunities which seamless inte-
gration of processes through today’s communication and integration technology offer.

5 Big Data/Predictive Analytics/Secure Data Exchange

Production and other devices are creating a lot of data and information. Today this data
is only used to a minimal percentage or is only used locally. Modern communication
and analytics technology allows utilization, which is creating more value and is much
more efficient. Communication allows the transport of huge amounts of data and
analytics methods, originally created to analyze behavior of users in social networks,
can be used for industrial purposes as well.

5.1 Example Predictive Maintenance of Elevators

A good example is predictive maintenance of elevators. Picture 6 shows how elevator
movements are collected by a so called “blue box”. This box has a standardized
interface to the cloud, where algorithms can identify not normal behavior of the device.
Based on this information maintenance orders are created to fix a problem, even before
it strikes.

The benefit for the user is higher availability of the elevator and the benefit for the
service provider is the opportunity to optimize service activities.

Other examples are optimization of stock turn, optimization of utilization of loading
docks for trucks or truck logistics.

Blue Box /

. «—u| TCP/IP
tk E GSM/POTS

‘ Software
standardized

' interface

*) ERP: Enterprise Resource Planning

Picture 6. Predictive maintenance at thyssenkrupp elevator (Color figure online)
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5.2 Secure Data Exchange

Secure data exchange is another important element in this discussion. It is obvious that
the use of knowledge from data creates value; the intelligent combination of data
creates even more value.

In B2C business consumers often share their data without any concern. This does
definitely not work in a B2B environment. For that reason the Industrial Data Space
Association was founded in January 2016 by a group of companies on basis of a
technology proposal from Fraunhofer and with the support of the German government.
The idea was to define an international standard, which allows the exchange of data,
where the generator of the data stays the owner of the data shared. This is implemented
on basis of a software readable contract attached to each piece of data. The whole eco
system is shown in Picture 7.

-y -
- ~ - ~

e N 7 N
/ \ / \
/ \ / \
] Clearing \
I I I I

Vocabulary Apps
\ I \ Index Registry |
\ Industrial Data Space !

\ /
\Industrial Data Space,
~ AppStore

~

N Broker 7’
~ 7’

s

L JISay -
- {Downloac& Internet * Third Par.ty
S Cloud Provider

Upload Upload / Download / Search .
\ External IDS External IDS
Connector,

A ~Company B, < source: 2 Fraunhofer

Picture 7. Industrial data space eco system

6 Virtual Reality/Augmented Reality

Virtual and augmented reality are known and demonstrated since many years. Only the
development of adequate devices for reasonable cost and good performance and
usability is now driving the use.

Augmented realty is implanted in examples, like maintenance support for elevators
(Picture 8) or the support for a worker by showing the construction sequence during
commissioning a system.

Virtual reality is widely used for training with big and expensive devices like
boarding bridges in combination with airplanes or for training of complex tasks like
welding.
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Picture 8. Virtual reality supporting an elevator service person

7 Artificial Intelligence

The next upcoming trend is autonomous systems. We already see the test of autono-
mous cars on roads, autonomous drones in the air and autonomous submarines sub see.
This trend can soon be seen in factories as well. The technology behind this is artificial

Picture 9. Human machine collaboration at thyssenkrupp system engineering
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intelligence. Systems are able to see and recognize the environment, analyze the sit-
uation and define actions.

This way human beings and robots will be able to collaborate in factories (see
Picture 9). Robots will take over work which is hard for people, like lifting heavy work
pieces or performing highly repeatable steps in the production process.

8 PLM and Agile Processes

Adequate processes play a key role in the implementation of the digital transformation.
The implementation of the digital transformation therefore always starts with
customers and the understanding of the needs of the customers. To serve those needs a
company defines their business models, old ones and new business models.
The business models form the basis for the processes and the necessary data
definitions.

8.1 PLM Process

One of the key processes in thyssenkrupp is the PLM process, the Product lifecycle
management process (see Picture 10).

Systematic Feedback-Loops

AT

as  “\serles business
Manufacturing/ | Product Life/ ; \‘
Portfolio Requirements Logistics Service End-of-Life/

M —~ - — Commercial
anagement cooiEserng ngineering/ Phase out

plementation

=

Ideas
Scouting
&

Selection

Quality Gates with defined rules
Innovation Process Production & Use of product

Common metrics and tools to support the processes

PLM @ thyssenkrupp

Picture 10. thyssenkrupp product lifecycle management process

This process describes the principle steps and milestones to be performed in the
lifecycle of a product, a service or a system. It was designed, to make success in all
phases of a product life repeatable, independent from individuals.

8.2 Agile Development Process

This process works very well in a stable environment with incremental improvement
steps. It does not describe how to handle disruptive, game changing ideas.
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For that reason agile extensions were defined (see Picture 11).

Low risk investment
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*) Source: Henry Chesbrough, UC Berkeley, 2004
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Incubation paths ~ 3 years
Mergers & Acquisitions

Picture 11. thyssenkrupp PLM process supporting radical innovation

Radical ideas

for new topics

“Top commitment”
New organization

This process allows flexible and lean alternative processes to implement radical
ideas. In case of success of the implementation in a “Garage” or in a start-up at a
defined time a reintegration in the regular PLM process is taking place.

9 Implementation Strategy

The online version of the volume will be available in LNCS Online. Members of
institutes subscribing to the Lecture Notes in Computer Science series have access to
all the pdfs of all the online publications. Non-subscribers can only read as far as the
abstracts. If they try to go beyond this point, they are automatically asked, whether they
would like to order the pdf, and are given instructions as to how to do so.

Please note that, if your email address is given in your paper, it will also be
included in the meta data of the online version.

10 Conclusion

It is important for industrial companies to identify the benefits of the digital world.
There are many ways for the implement the digital transformation. The tools are
available today!

In the B2B arena traditional industrial companies have a good chance to be the
winner of the digital transformation, if they are able to combine their classical strength
like technology know-how and customer intimacy with the ability to use the new
digital technologies.

It is a long journey, but even the longest journey starts with the first step.
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Challenges in the Era of Digitization
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Abstract. Worldwide the retail sector is driven by a strong intra-competition of
existing retailers and an inter-competition between traditional and new pure
digital players. The challenges for retail companies can be differentiated into a
business and an application system (architecture) perspective.

Based on a domain-oriented architecture that covers all steps of value creation
through to the customer, the potential influence of digitization on the tasks of
Retail Information Systems are examined from five different perspectives. The
domain perspective is divided into five levels: master data, technical processes,
value based processes, administrative processes and decision oriented tasks.

The technical challenges of application systems are not least characterized by
the complexity of such architectures. The traditional mass data problem in retail
is increasing in times of big data and several different omni-channel-scenarios.
This leads towards really large enterprise systems, which require an under-
standing of the main challenges in the future. So, that the IT manager can gain
and keep the flexibility and the software maintenance of applications (and the
application architecture).

Keywords: Digitization - Retail - IS complexity - Application architecture

1 Corporations in a Globalized World

The effect of digitization is not independent of the institutional context, as, if nothing
else, the investigation of North has suggested [1]. The institutional conditions are
continuously shaped by decades of globalization of companies that has led to a con-
siderable concentration on national and international markets. Trading companies have
been intensively competing on particularly concentrated markets, mainly oligopolies,
for a long time. Many trading businesses have reached a huge market size when
revenue or number of employees serve as a rule. What is more, industrial companies
have been carrying out trading functions all along, such as mineral oil traders Exxon or
Shell in the Oil and Gas branch.

The existence of retail corporations (even though the term “trading company”
would reflect the object of investigation more precisely since it refers to companies that

© Springer International Publishing AG 2017
E. Dubois and K. Pohl (Eds.): CAiSE 2017, LNCS 10253, pp. 13-25, 2017.
DOI: 10.1007/978-3-319-59536-8_2
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are equally active in wholesaling or retailing, for the sake of common practice we will
instead only use the term “retail company” to refer to such aforementioned companies
that exercise wholesale or retail functions) has been a subject of academic discussions
for decades [2]. Regardless of the institutional economic discussion about retail
enterprises, the tasks intended by retail functions are beyond dispute and economically
necessary too. They are expressed at the levels of goods, money/capital and infor-
mation in four different bridging dimensions (see Fig. 1): bridging space by classic
logistical functions, transportation and handling, bridging time by the classic function
of warehousing, bridging quantities by the function of handling and bridging quality by
manipulating or upgrading the goods.

Bridging Space Time Volumes Quality
(TU) (L (v) (w)
Elements
Goods Distribution of retail objects in real goods flows
Transport fromAto B Inventory function through  Merging, separating, Sorting out, finishing,
keeping stocks issi lati
Money Distribution of payment objects to the flows of real goods
Transporting means of Setting and monitoring Collecting and dividing Determining the types of
payment fromAto B payment deadlines payment receipts payment or payment
securities
Information Distribution of data objects to the retail and payment objects
Data transfer Data storage Collecting, processing, Consolidating, linking,
scanning interpreting data

Fig. 1. Digitization of retail corporations — analysis from a macro perspective

Against the backdrop of increasing concentration of companies within a branch and
most notably the increasing extension of companies over multiple value-added steps
and taking into account today’s degree of digitization in organizations, it seems sen-
sible not to structure domains too narrowly, but rather to choose a higher degree of
abstraction. Thereby, application architectures can also be described by overarching
value chains.

This requirement by many verticalized concerns such as H&M, Tom Tailor, Nike,
Adidas, Zara, Tesco, etc. has led to the development of a domain oriented architecture
for information systems that encompasses all value-added steps from the production
through to the customer [3].

The development of an architecture along value-added chains takes place according
to a two-dimensional structural pattern. The first dimension in line with a shell model
makes a distinction between the type of task, which fundamentally starts with the
master data, without which no processes are possible, and proceeds to technically
dominated tasks, which are very machine-oriented, and even includes three different
business management tasks (direct value-added tasks in operational terms, adminis-
trative tasks and finally decision-oriented tasks) (see Fig. 2).
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The individual, business management specifications of tasks, which also together
represent the form of the dispositive factor, form the second dimension. They are
characterized by the relevant value-added stage, so that, taken together, they produce
individual application system architectures for industry, wholesalers, retailers and
customers. They take into account the potential variety of functional requirements, so
that all the functional requirements can be systemized and also consolidated.

|enuad

sp3(qo
ejep Jajsew

syse} aAnesado 2jwouod3

Fig. 2. The shell model underlying the domain oriented IS architectures [3]

Using the shell model, a structuring of all the functions for the retail and wholesale
stage, which are necessary for completing retail tasks, has been completed for retail and
wholesale corporations. This is very suitable for providing a standard framework for
the different functions. The development of an architecture for information systems for
tasks at a wholesale level (see the lower part for Fig. 3), is initially based on the master
data, which affects the general conditions of operational business, particularly items,
customers, companies and conditions (1st circle). The technical task areas are mapped
based on the master data (2nd circle). The business management/operational processes
(3rd level) at a retail corporation, which start with merchandise management from a
tactical and operational perspective, are also based on the master data. Merchandise
management covers purchase and sales considerations and forms the combination
of these two tasks formerly separated in the “retail H model” [1]. The business
management/administrative tasks are shown in the architecture for information systems
for wholesale tasks on the fourth level and are to be viewed as a depiction of the value
of the consumption of resources underlying the operational processes. The information
for managing the company, which is required as part of controlling or for individual
decisions about problems, is mapped in standard form in a layer known as “business
intelligence” which makes available information for decision problems and ideally
suggests a recommendation for a decision in algorithmic form (5th level).

The tasks for the retail stage can be structured in a similar way to the ideas for the
wholesale stage (see Fig. 3 — upper part).
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2 Application Systems Challenges — Digitization Impact
from a Domain Oriented Perspective

The current discussion about the “fashions” of digitization and “disruption” [4] caused
by new technologies must be viewed critically from a scientific perspective. The
impression is being given that there is a categorical difference between digital and
“analog” corporations. Corporations or enterprises have been viewed as sociotechnical
systems in business management theory for decades. This understanding of corpora-
tions still continues and there is no need to adapt this definition: No wholly digital
company exists. At least the stockholders in each company are individuals or
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institutions. There are therefore still system elements of a technical and social nature in
each corporation. It has now become normal to talk about “digital corporations” or
“digital players”, but it is important to state that this contradicts the facts.

The phenomenon of digitization however has to be rated as especially efficacious.
By way of illustration [5], one might invoke a metaphor that is based upon the
mathematical function of 2 n — 1. For now, let n be limited to the number of squares of
a chessboard, that is 64. The function yields the number of rice grains for each square,
given one doubles the number of grains from square to square: On square 1, there
would be 1 grain, on square 2, there would be 2 grains, on, square 3, there would be 4
grains, and so on. Then, the number of grains would grow to approx. 8 billion grains in
total through square 32 and approx. 18 quintillion in total through square 64. As
Brynjolfsson and McAfee [6] elucidate this constitutes the difference between a large
rice field - a still conceivable magnitude - and a volume of rice exceeding that of the
Mount Everest - a much less imaginable dimension that results from said power
function. The phenomenon of digitization however is not only characterized by a single
power function that is derived from Moore’s law for the rudimentarily yearly doubling
of computational power per dollar, but also from the addition (maybe even multipli-
cation) of multiple power functions, for in other disciplines such as material science
(otherwise, 3D printing would not be that relevant), genome research, robotics and
kinetics similar developments can be observed. Furthermore, the power function is not
limited to 64 as is the case on the chessboard. As a result, the opportunities of invention
are so comprehensive, that not only the Mount Everest should serve a metaphor, but the
Himalaya itself which figuratively speaking can be produced over and over again in
discretionary fields and whose volume is only limited by today’s scientific boundaries.

It is important to recognize that all these opportunities for invention and thus later
on for innovation lie beyond our ability of prognosis and moreover that these oppor-
tunities illustrate the importance of integrating matter and information which will
become a part of application development in a domain context.

The following analysis focuses on the problem of identifying potential that already
exists in different areas of retail information systems and is expected by the author. It is
presupposed that there is a discrepancy between the current and the possible state of
digitization in a retail information system, i.e. digitization potential of more than zero
exists (problem presupposition). We also assume that there are and will be technolo-
gies, which determine the degree of digitization potential (technology potential pre-
supposition). The technologies underlying the following remarks, which have been
used in our forecast of possible digitization potential for information systems, need to
be outlined before discussing the digitization fields. No importance is placed on any
possible classification or typification of technologies. Instead, a McKinsey study will
be used as an example, which makes an important distinction in the sense of the
technology potential presupposition. It was prepared between the technology’s depth of
impact and the medium- and long-term probability that it will occur and also for the
consumer goods industry and the retail sector [7]. Figure 4 primarily focuses on 3D
printing, the Internet of Things, advanced robotics, big data (and therefore also on
advanced marketing shown separately in the figure), the mobile world and artificial
intelligence as the enablers of new opportunities.
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These developments are identified as primary trends. Trends like cloud computing,
sensors and actuators, natural interfaces and the huge expansion of networks, storage
capacity and processor capabilities have also become established as secondary trends.

In principle, all the trends create a situation where data formerly not accessible to
information systems is subjected to processing so that the data volume to be handled
and the execution capabilities of the application systems and the hardware have to
increase. It has only become clear recently which development paths have to operate
relatively quickly, even if the familiar concepts for designing the systems do not
represent any new findings scientifically. However, because of the new opportunities
and the level of digitization achieved, the solutions can be implemented. This differ-
ence is possibly most clearly evident with artificial intelligence. It is a subdiscipline of
computer science, which has a long tradition and has already developed many methods
and solution principles in the past and could achieve a breakthrough in many appli-
cation fields in the near future.

Impact on ey y* @ Technol | ad
High
3-D printing @
Advanced robotics @ Big data for @
Internet of Things @ operations
Virtual reality @ Advanced Mobile
analytics ® world
Artificial for marketing Ubiquitous bt
o _intelligence Internet
Digital profiles @ @ Social-

media-driven
consumption

Autonomous Wearables @
vehicles

High
Low Predictability of the trend‘s medium- and long-term trajectory’

*Based on analysis of third-party projections, publicly reports, and expert opinions.

Fig. 4. Assessment of the effectiveness of technologies for customers [7]

There is a basic trend that information and objects grow together. This also triggers
a need to consider all-round approaches when shaping application systems, as they find
expression particularly in the integration of systems in business information
technology.

2.1 Considerations on the Master Data Level with Increasing Digitization

A value-added oriented analysis of typical digitization potential is designed to initially
focus on the core of all the application systems, following the shell model: i.e. the
master data. Through the Internet of Things, it is possible for information and objects to
become one, as it were. It is even possible to document the data on the surrounding
conditions of the object and the interaction conditions of customers, which are con-
stantly changing. This new reality will fundamentally change the master data situation
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in application systems. Structured and non-structured object information will grow
closer. This will become more and more relevant for customers and their information
requirements and there is a need to break through any thresholds between the appli-
cation systems in industry and retail, which still exist, since faulty information about
products, even in the form of photos of products and brands, is far too often the cause
of enormous inefficiencies and sub-standard customer information in the processes
nowadays. In addition to extending the master data perspective to the complete
value-added chain and the increase in quality demands on the master data, the scope of
master data is increasing too. Alongside ever more comprehensive information, which
the law requires, there are also elements like location information, transport path
information, CO2 footprints etc., which open up new information possibilities covering
complete performance objects in the economy by bringing together the object and
information; this is not only relevant for the corporation’s system, but also for the
diverse peripheral systems at an enterprise.

As a result, master data can firstly expect to grow in importance in terms of the
integration perspective of the value-added chain and, secondly, as regards the scope of
the information. Thirdly — and this seems to achieve a particularly long-term change in
master data management in the view of the author — the question arises as to whether
master data in the past was adequately mapped in terms of the character of the real
objects represented in systems. Master data is that data on a real or conceivable object,
which only exists in a time and space continuum. The modelling of time in conjunction
with the master data, however, only has a short-lived tradition, for usually price
information (purchase and sales prices) is handled in the systems related to time — but
not the information on the object itself. This affects the grouping and classification
logics used in systems. For example, one set of material master data in industry is
embedded in standard hierarchies, but in retail information systems, groups of goods
are the typical way of categorizing items and this is normally geared towards product
features (e.g. food groups like yoghurt, butter, chocolate). In addition, the items are
assigned to an external product classification, like the global product classification code
at GS1, which also helps to conduct a comparison of sales between retail corporations.

This grouping of items creates a situation in enterprise system architectures with
data warehouse systems, where, if changes are made in the assignment of groups,
reclassification has to take place, which is problematic for operating the system, as
millions of data sets have to be set up once again. This is based on methodically faulty
modelling or non-modelling of time in master data, which was, however, necessary in
the past. The individual objects are taken in their own right and depend on time in their
assignment to a group. This applies all the more if the promises provided by the
Internet of Things are met. The features of an object should always be available in a
time-dependent manner in an information technology world without any technical
restrictions in the system. The systems would create a completely different picture of
master data if the demands of sensors and actuators were seriously considered, as the
characteristic difference between master and transaction data — at least on the level of
objects — would disappear. This fundamental modification of master data in the systems
would also enable a different perspective on customers. It is also true that customers
should not be mapped in a time-dependent manner, but many of their attributes can
only be interpreted like this.
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2.2 Digitization Potential at a Technical Task Level

The technical tasks are arranged on the second level of the IS architectures and they
help integrate very machine-oriented information in applications for management and
control purposes or directly in machines as embedded systems. These applications
establish integration in the context of the Internet of Things, ubiquitous computing, the
mobile world, etc., which was not normal in this form in the past. This newly available
information allows the establishment of new kinds of processes. For example, sensible
maintenance intervals or maintenance requirements can be determined at retail cor-
porations for a large number of technical devices, ranging from freezers, fresh food
areas, tills at stores to warehouse equipment and conveyor vehicles and trucks in the
future (predictive maintenance), instead of planning this in advance. This enables
corporations to make huge savings in maintenance, for the current practice of agreeing
maintenance intervals between the investment goods manufacturers and the retail
corporations in advance is very often uneconomical for retail enterprises.

In addition to the example of optimizing maintenance costs, energy controls are a
second important area where considerable improvement opportunities open up through
digitization and the controls available for electronic devices. This initially concerns the
basic capability of controlling devices based on sensor information about temperatures,
air conditions, etc. and opens up a whole new set of different control options for
refrigeration units and other power-consuming devices. When retail corporations draw
up contracts with energy suppliers, decisions also have to be made about the times of
the day when maximum energy is consumed (or until when). These peak loads, in turn,
are responsible for the costs of the contracts.

In conclusion, it is possible to state that the process innovations outlined here offer
enormous potential in important resource areas at retail corporations — not only those in
warehouses, but also those at retail enterprises.

2.3 Digitization Potential at an Operational Task Level

The operational tasks, by definition, involve those that are vital for the retail corpo-
ration’s value added. The key task of a retail enterprise consists in ensuring that
sufficient quantities of products are available in a combination of product lines at
competitive prices. The key areas of competence required for a retail company involve
the production or purchase of items at prices that are as low as possible (production,
purchase, procurement and sales function), “designing” good items, a cheap purchase
price, establishing product lines and placing them on the shelves or on websites and
setting competitive or profitable sales prices. The special offer or campaign business
with its independent definition of product lines, prices and positioning and the special
challenges of logistics should also be mentioned.

During the last few decades, little has changed in the functions mentioned here,
which are devoted to the central object of goods at retail enterprises. The fierce quality
and price competition in Germany has created a situation where a personnel-oriented
resource policy has largely been pursued — i.e. the oligopolists have attempted to cope
with the tasks through the employees’ qualifications or hiring them from rivals.
Application systems have only played a secondary role, for the definition of
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requirements has been primarily geared to customer needs and this has only permitted
automation in certain areas. This automation opportunity for operational tasks
(managing prices, creating and managing listings etc.) will be increasingly linked to
decision automation in the future, which is arranged on the fifth circular level of the IS
architectures. The more technologies that are introduced like the approach followed by
SAP for an in-memory database with the many associated optimization measures, the
less potential there will be for the operational level to independently exist without the
decision level. The operational tasks and the decision tasks can therefore be viewed
together: Firstly, they enable an enormous leap in effectiveness, which would primarily
be assigned to the decision level (automation of decision-making or thinking, so to
speak). Secondly, a leap in efficiency for the operational tasks would be possible,
strictly speaking, and this is primarily achieved by automating actions.

In addition to the marketing mix parameters, special focus is required for opti-
mizing logistics processes in line with supply chain controls. The logistics costs from
the supplier to the shelf at a retailer or to the customer represent the most important
type of expense alongside other human resources costs and the rent. As part of
increasing multi-channel offers, the significance of this cost component will continue to
grow, for the delivery of the goods to customers is added as a further cost dimension
(and the rent becomes less important in contrast to an in-store retail company). The
logistics tasks at retail enterprises are logically differentiated between the two main
processes of procurement and distribution logistics, which can also be intertwined with
each other in time synchronization.

2.4 Digitization Potential at an Administrative Task Level

No radical process changes are expected for administrative tasks, which initially do not
provide any value added as cross-sectional tasks. However, administrative tasks are
expected to accelerate as information is available more promptly and processes are
geared towards real time. The current practice of presenting accounts for certain periods
does not match the need for prompt reporting about the company’s economic and
financial situation for managers.

The ongoing process of digitization involving efforts lasting decades to improve
electronic data exchange, the increasing refinement of information from the receipt to
the item level, the opportunities of exchanging data with industry and the pressure to be
able to make available the latest, high-quality master data for consumer purposes will
trigger enormous efficiency potential and a significantly more informative analysis
basis in the areas downstream, automation in bookkeeping and make the preparation of
assessments more flexible.

2.5 Digitization Potential for the Decision-Oriented Task Level

There have been some experiments with artificial intelligence tools, for example, to
optimize pricing policy, but there are no all-round strategic competition models or
sophisticated game theory points of contact. The aspect of forming product lines has
been neglected by retail corporations in their systems too.
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In the future, new digitization opportunities will particularly open up enormous
potential for improvements in the value-added areas. Initially, real-time-oriented sim-
ulations will be able to reduce the acceptance barrier for using systems in the most
important area at retail enterprises. Simultaneous optimization — for a retail corpora-
tion’s set goal — of the different parameters in the marketing mix at retail companies
will be part of the future, because the data now available enables intelligent and
retail-experienced users to formulate hypotheses and falsify them by using real data in
order to gain increasingly refined findings about customers and competition events
through permanent checks. Based on the data available, oligopolistic assumptions
about behavior (in the form of price leadership and its associated behavior) can already
be confirmed. The normal trend at retail enterprises at the moment of believing that
prices and product lines in the existing dimension can be controlled by people con-
tradicts the actual situation at retail corporations. The responsibility for many thousands
of items in a product line section is not economically feasible for individual managers;
even the scope of responsibility at discount stores contradicts the findings about human
processing capabilities. Arguments are usually presented with reference to the com-
pany’s behavior in the past or references to the competition, although both argument
chains do not necessarily lead to an ideal offer price. Current practice at retail corpo-
rations is not rationally justifiable and the following will be crucial in the future: There
are much more effective and more efficient opportunities by involving intelligent
algorithms and the application systems supporting them. Whether a simulation of the
purchase prices based on the ingredients, which is linked to the development in the
prices of raw materials, is used to calculate purchase and sales prices for different
quantities at different sales channels or a quantity-weighted sales price analysis of rivals
is used to offer industry’s own sales price needs — there are many examples available.
According to the author, the product line policy as the most relevant economic task is
not adequately supported and there are too few experts particularly for this task.

3 Application Systems Challenges — Technological
Perspective

The outlined potentials of and requirements on the tasks of trading companies will have
to be modelled on the application system level, leading to even further complex
application architecture, even though and because digitization progresses and actions to
external demands have to be taken. The application architectures of companies are
shaped by the data-driven system size, the plurality and pluralism of the systems in use
and the degree of change of the single system [8] or taken together by the complexity of
the system landscape (complexity as a measure for variety and dynamics of a system)
[9]. Information systems in trading and retailing have to administrate and process
enormous amounts of data by now and the growth is formidable. The total volume of
data at Walmart, the largest trading company world-wide, amounts to about 30.000 TB
[10]. Per year, 13 billion consumer baskets have to be processed [11]. Still many
companies only store information on receipt level instead of item level and even more
only allow access for a certain time span, e.g. two or three months.
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A further restriction that has been assumed, is the dominance of standard systems in
the context of Enterprise Systems and the thereby predefined number of different
systems [12]. Enterprise Systems are widely understood as an advancement of ERP-II
systems and consist of an ERP core, a CRM, an SCM and a BI system (with many
further individual products/systems that are operated by the companies [13]. One can
observe a high number at that, as an example may illustrate:

Assume the following systems in a retailing company: ERP, PIM, SRM, Financial,
HR, CRM, SCM, SRM, Forecast & Replenishment, Category Management, Online
Shop, Online Marketing, Middleware, POS Data Management, POS System and
Peripheral Control. Then, already 16 system types have to be managed. These products
are usually developed in releases, considering that the individualization of standard
solutions requires professional release management. This release management however
has to account for the software logistics that provides a concept for multi-stage
development systems, quality assurance systems, production systems, sandbox sys-
tems, training systems, consolidation and performance test systems. As each of the
above-mentioned 16 system types is instantiated for each purpose - let’s just say for the
4 purposes of development, QA, production, training — one obtains the number of
systems that have to be operated by multiplication, that is 64 systems in the sample
concern. What is more, when as part of a template approach the systems are operated in
multiple computing centers, the number of system embodiments multiplies once again.
Assuming a factor of 6, the number of systems amounts to 384.

If alternative releases are in use, another multiplication supervenes. Even though,
this does not necessarily mean a reduplication, possibly more than 700 systems have to
be operated.

In reality, there is a plethora of additional systems, that have to be operated for
reasons not to be presented here. Thus, from an Enterprise Systems perspective, more
than 1000 systems may have to be considered. This complexity presents challenges to
project management, requirements management, integration management, test man-
agement, development management and software logistics in an extent that greatly
surpasses the problems discussed in literature. By reference to a requirement from an
omni-channel scenario this complexity is illustrated in the following. When it comes to
an omni-channel offer of a wholesaler or retailer, the question arises how the price
calculation is to be formulated if customer price differentiation and same prices at all
channels is required at the same time. Such a scenario at a traditional brick and mortars
retailer with a cash system who wants to offer and sell products online will result
in situation, where the price calculation logic that is implemented on the one hand in
the cash system but on the other hand has to be changed in the back-end system for the
online shop, so that both channels access the same functional building blocks. But then,
the offline/online difficulty has to be modelled, since in today’s trading companies there
are no pure synchronous online connections, but always hybrid scenarios of online
functionalities that involve functions that are only available offline for reasons of
technical restriction.

The degree of change of the systems however is determined by especially two
causes: first, by the strategy and system manifestation of the standard software producer
and secondly by the strategy and system requirements of the domain company, i.e. the
company that uses the software.
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At first glance, one has to state that the Enterprise Systems market is dominated by
few vendors: it can be characterized as a supply oligopoly. This background competition
policy must always be considered at the domain companies, as there are distinct
principal-agency problems that are debated insufficiently even though they can lead to
significant problems because of diverse information asymmetries. But the strategy of the
software producer presents a paradigmatic restriction for the domain company so that an
adoption of the software producer’s strategy is required for the trading company. For
instance, SAP has provoked a pressure for change at the customers’ sides when — with
the development of the SAP HANA database and the (partially) newly designed
applications such as S/4 HANA Financials, Merchandise Management etc. — they
announced the end of the maintenance period for 2025. Hereof, the degree of change is
at times very high, since SAP has completely change a number of functions due to new
architecture principles. For example, following the strategy of abandoning aggregated
data (by integrating OLAP and OLTP), new processes are created and the implemen-
tation of the system does not only change single applications, but the entire system
architecture. This means, that a strategy for the comprehensive application architecture
is require in order to prevent product specific responsibilities and perspective which in
turn lead to a subpar solution. A further dimension of complexity is elicited by the fact
that applications are being narrowed for service considerations and cloud use cases. In
order to be economically advantageous in the cloud, standardization is needed which is
currently not the case. Therefore, the implication is not to realize existing demands with
cloud solutions. In many case, the only alternatives are “Standardization 2.0” in the
cloud vs. on premise usage. If a cloud service is used, the problem of system integration
emerges. There are many cases in the past, where an order in a Salesforce system could
not be integrated in an SAP system. Hybrid approaches that allow for a connection of
Software as a Service and self-operated application will become an integral part of the
architecture and application management.

The domain company itself has also its own release strategy, that covers the
integration of changes by the standard software producer — via releases and patches —
and the realization of requests by the domain company itself. Ultimately, the functional
and technological changes coalesce in the release management, independent from the
origin of the change.

The change of complex application systems and architecture requires — as elabo-
rated on — among others multi project management, cross-application requirements
management, integration management, integrative test management. The integration of
separated tasks becomes necessary and an essential success factor for the management
of system landscapes in a world of applications that is subject to change.
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Abstract. Blockchain technology is regarded as highly disruptive, but there is a
lack of formalization and standardization of terminology. Not only because there
are several (sometimes propriety) implementation platforms, but also because
the academic literature so far is predominantly written from either a purely
technical or an economic application perspective. The result of the confusion is
an offspring of blockchain solutions, types, roadmaps and interpretations. For
blockchain to be accepted as a technology standard in established industries, it is
pivotal that ordinary internet users and business executives have a basic yet
fundamental understanding of the workings and impact of blockchain. This
conceptual paper provides a theoretical contribution and guidance on what
blockchain actually is by taking an ontological approach. Enterprise Ontology is
used to make a clear distinction between the datalogical, infological and
essential level of blockchain transactions and smart contracts.

Keywords: Enterprise ontology - Business model ontology - REA
Blockchain

1 Introduction

It has been said that blockchain is the emergent technology that everybody talks about
but few actually know what it is [1]. According to [2], blockchain research arguably
lacks scientific rigor due to its young age and is primarily concerned with what
blockchain could become as a disruptive technology for the Internet of Things (IoT).
Glaser and Bezzenberger [4] state that existing academic literature with regards to
cryptocurrency and blockchain is predominantly written from either an economic- or
technical perspective, like the various types of blockchains [1-3, 5], ledgers [1, 3],
consensus mechanisms [3, 4], crypto-currencies [6—8] and governance mechanisms [9,
10]. To date, no paper provides a formal overview of the blockchain concept and
ecosystem across the various types and implementations, thereby missing the oppor-
tunity to reduce ambiguity and formalize blockchain as a concept. This scientific reality
is also evident in blockchain trials in the financial services industry, which struggle to
develop an industry-wide and generic blockchain solution, as many banks developed a
proprietary implementation instead of joining collective blockchain tests (e.g. R3cev).
The result is an offspring of blockchain solutions, types, roadmaps and interpretations.
For blockchain to be accepted as a technology standard in established industries, it is
pivotal that policy makers, ordinary internet users and business executives have a basic
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yet fundamental shared understanding of the workings and impact of blockchain.
Against this background, this paper aims to provide a theoretical contribution and
guidance on what blockchain actually is instead of what it could become by using an
ontological approach. The main result of this paper is a blockchain domain ontology
which so far does not exist. This ontology, once validated, could serve as a reference
for blockchain research concerned with the structure, applicability and impact of
blockchain.

Ontology has been recognized as a useful instrument for reducing conceptual
ambiguities and inconsistencies while identifying value-creating capabilities in a cer-
tain domain [11]. Ontology is becoming an increasingly important instrument for
reducing complexity by structuring domains of interests [12]. According to the popular
OntoClean methodology [13], domain structuring starts with the identification of a set
of classes in a taxonomy, followed by assigning metaproperties for each property.
Then, it needs to be verified whether constraints are violated by these metaproperties.

In order to formalize the blockchain ecosystem, it would be insufficient to study it
solely from an information systems’ perspective, as it should also relate to the business
operation and processes of potential enterprise adopters. Enterprise ontology provides a
collection of terms and natural language definitions relevant to these enterprise adop-
ters. Well-known examples of enterprise ontology frameworks are TOVE, EO [14] and
the Enterprise Ontology of DEMO [15]. DEMO is inspired by the language/action
perspective, which has been initially developed as a philosophy of language and was
built on the speech act theory [16]. It is based on explicit specified axioms charac-
terized by a rigid modeling methodology [17], and is focused on the construction and
operation of a system rather than the functional behavior. It emphasizes the importance
of choosing the most effective level of abstraction during information system devel-
opment in order to establish a clear separation of concerns [18]. As DEMO has been
proven to be a helpful methodology to formalize systems that are ambiguous, incon-
sistent or incomplete [17], especially when it comes to reducing modeling complexity
[19], this paper will use Enterprise Ontology to describe the blockchain ontology from
a datalogical, infological and essential (business) perspective.

The structure of this paper is as follows. Section 2 provides an introduction to
blockchain terminology in order to identify the key concepts. Section 3 presents a
blockchain ontology using the three levels of abstraction of Enterprise Ontology. In
Sect. 4, we use this ontological analysis to get a better picture of what is new in
blockchain compared to existing Information Systems The research outcomes and
directions for future research conclude this paper in Sect. 5.

2 Defining the Basic Terminology

Ontology design only makes sense once the designer and audience have basic yet
fundamental understanding of the various blockchain structures that exist. In essence,
blockchain is a distributed consensus system for parties that do not trust each other to
transact. Hereby, blockchain differentiates from traditional transaction systems with
respect to how it irreversibly stores transaction data in a distributed ledger. Once
verified and stored, there is no way to manipulate data on the blockchain, as changes
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are immediately reflected in all active copies of the ledger across the network. Eco-
nomic transactions (e.g. payments) are tracked and combined into blocks, each of them
with a unique block header, which cryptographically commits to the contents of the
block, a timestamp and the previous block header. Together with previous block
headers they form a chain. Each block also contains the chain’s Merkle root or ‘hash of
all hashes’, which prevents the need to download the entire chain in order to verify the
validity of the chain for each transaction (Fig. 1).

Block 1 Block 2 Block 3
Header Header Header
_ —_
..... Hash Of Previous Hash Of Previous Hash Of Previous
Block Header Block Header Block Header
T T T
Block 1 Block 2 Block 3
Transactions Transactions Transactions

Fig. 1. TIllustration of a blockchain transaction [20]

There are various ways to name this chain; most people refer to this chain as a
‘blockchain’, as ‘blockchain technology’ or as the ‘blockchain concept’, which could
refer to either ‘the Blockchain’(in the case for Bitcoin) or to an altchain like Ethereum.
The Bitcoin blockchain is hereby capitalized, as it is often regarded as the original
blockchain, every alternative is considered an Altchain. In this paper, the concept of a
chain is decomposed and explained. As transactions come by, the chain builds a digital
ledger that is distributed, sequential, digitally signed and contains validated records of
ownership [21]. Like the decentralization of communication lead to the creation of the
internet, the blockchain is believed to decentralize the way we manage information [10]
and may refresh mindsets toward established concepts like voting, contracts and reg-
istries. A recent development accelerating the impact of blockchain is the concept of
servification, whereby physical goods can be risk-free exploited as a service, like car
rental services that remotely disable the ignition system if the event payment fails
according to data available from the blockchain.

Blockchain operates in three forms; public, private or hybrid, each form will be
briefly explained. A public blockchain, like Bitcoin, is an open blockchain whereby
anyone can participate by reading or sending transactions or by joining the consensus
process (Proof of Work, Proof of Stake, etc.) by means of an anonymous node. Public
blockchains offer maximum transparency and its main goal is to prevent concentration
of power. In contrast, some industries only transact with trusted peers, like the banking
industry. To fit those industries, private blockchains have emerged that operate in a
more closed environment, making the blockchain seemingly more attractive to entities
that do not like the idea that users are anonymous and that the consensus process is
performed by anonymous nodes. Participants prefer that write permissions are
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privileged to a single organization like a Government or Notary, which amount to an
organizational process of Know-Your-Business and Know-Your-Customer allowing
for the white listing (or blacklisting) of user identity [3]. Read permissions may be
public or restricted to an arbitrary extent. Likely applications include auditing systems,
concerned with evaluating data integrity, system effectiveness, or system efficiency and
systems internal to a single company. Public readability may not be necessary in many
cases, though in other cases public auditability may be desired. As opposed to a public
blockchain network, the transaction validators in a private blockchain are not (always)
incentivized in the form of tokens (money), but in having the benefit of being a part of
the ledger and being able to read data they consider valuable. To validate transactions,
byzantine fault tolerant algorithms are used to exhibit arbitrary behavior [3]. In the
continuum between public and private blockchains, hybrid blockchains utilize a con-
sensus process that is controlled by a pre-selected set of miners (e.g. servers running
specific software) to validate transactions instead of a strict public/private dichotomy.
Examples include a consortium of institutions, each of which operates a miner or node
and must sign every block in order for the block to be valid. The right to read the
blockchain may be public, or restricted to the participants, and there are also hybrid
routes of the blocks being public together with a so-called Web 3.0 API that public
members use to make queries and get back cryptographic proves of parts of the
blockchain state [3].

As common with emerging technologies, there are multiple interpretations of
blockchain technology found in whitepapers and literature and as a result, no formal
blockchain model and terminology exist that can be applied for research purposes. For
example, the terms blockchain versus distributed ledger are used interchangeably and
often confused. Some mention ‘permissioned blockchains’ while others call those
‘private distributed ledgers’, which refer essentially to the same construct. The arbitrary
usage of ‘tokens’ versus ‘public/private keys’ is confusing as well, even for those with
knowledge of security concepts. Figure 2 is a collection of terminology as provided by
whitepapers [1-3] and articles [4-9] and aims to clarify the various terminologies used
for blockchain constructs. This paper refers to this terminology going forward.

Consensus | Type Governance | Trust | Scalability | Use
Decentralized, Public, Not Anonymous Low Limited e.g. Virtual
based on proof | permissioned nodes currency
Hybrid, based Consortium, Pre-selected set | Mediu | Unlimited e.g. Banking
on validation Private, of nodes m system

Permissioned

Centralized, Private, Single High Unlimited e.g.
based on Permissioned organization Government,
validation Notary

Fig. 2. Common terminology for blockchain constructs
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3 Designing a Blockchain Ontology

An important development in the history of databases in the early ‘70s was the sep-
aration of implementation choices from the database conceptual model (the principle of
data independence). We believe that a similar separation is highly needed for the
blockchain domain. We propose to adopt the distinction axiom of Enterprise Ontology
as ontological basis for this separation.

The distinction axiom of Enterprise Ontology distinguishes three basic human
abilities: performa, informa, and forma [15]. The forma ability concerns the form
aspects of communication and information. Production acts at the forma level are
datalogical in nature: they store, transmit, copy, destroy, etc. data. The informa ability
concerns the content aspects of communication and information. Production acts at the
forma level are infological in nature, meaning that they reproduce, deduce, reason,
compute, etc. information, abstracting from the form aspect. The performa ability
concerns the bringing about of new, original things, directly or indirectly by com-
munication. Communicative acts at the performa level are about evoking or evaluating
commitment; these communicative acts are realized at the informa level by means of
messages with some propositional content.

The distinction axiom is highly relevant for the blockchain. Following the three
abilities, we distinguish three ontological layers (Fig. 3). We start from the datalogical
layer that describes blockchain transactions at the technical level in terms of blocks and
code. From there, we make an infological abstraction in order to describe the block-
chain transactions as effectuating an (immutable) open ledger system. This layer aims
to abstract from the various implementations that exist today or will be developed in the
future. To describe the economic meaning of the infological transactions we use the
essential layer. This is the preferred level of specification for a blockchain application
as it abstracts from the implementation choices.

Essential Layer |Transactions as commitments and economic events for resources|
Infological Layer |Transactions as inputs and outputs between accounts stored on a Iedger|
Datalogical Layer |Transactions as cryptographically verified and stored indefinitely in a chain |

Fig. 3. Enterprise ontology layers applied to blockchain transactions

3.1 Datalogical Blockchain Ontology

In most of the publications on blockchain, the concept is described in terms of the
technology that is used, that is, in terms of blocks, miners, mainchains (the blockchain),
sidechains (a chain that communicates with the mainchain for enhanced functionality)
etc. This technological basis is to be positioned at the datalogical level, the level of data
structures and data manipulation. To build a blockchain domain ontology for this level
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we have used taxonomies as identified in cryptocurrency [4], blockchain research [22]
and technical implementations by blockchain- and cloud providers [5].

Several specialized ontology languages are available nowadays, but one of most
wide-spread modeling approaches is Object Management Group’s Unified Modeling
Language (UML) together with its associated Object Constraint Language (OCL) [23],
so this is why we have chosen to use it for the first version of our blockchain ontology.
First, an overview is provided for the UML classes that are used to construct the
domain ontology for blockchain at the datalogical abstraction layer (Fig. 4). The chain
concept is not included as it will be expanded in a separate taxonomy.

Class Explanation

Actor An actor is a virtual ID which (for any individual or organization) that owns a wallet
Wallet A wallet initiates transactions on the blockchain and receives the transaction output.
Transaction A transaction is a request to the blockchain nodes that contains an input, amount and

output (The Blockchain) or custom data like code (altchain).

Node A node is an entity in the blockchain network that either proves (public transactions) or
validates (hybrid or private transactions) and subsequently adds it to a block with a
unique hash. The hash will be used by the next transaction as the input. Nodes receive
rewards for every successful transaction that is added to the block.

Miner A miner is an anonymous node (e.g. server) that cryptographically proofs a public
transaction to be valid using a proving mechanism like Proof of Work, Proof of

Resource, Proof of State, Proof of Activity, etcetera

Mining A mining mechanism is a mechanism to mine transactions in public blockchains,
Mechanism altchains or sidechains.
Validator A validator is a non-public node that) validates hybrid or private transactions based on

validation mechanisms like byzantine fault tolerances or double spending.

Validating A validating mechanism is a mechanism to validate transactions in non-public
Mechanism blockchains, altchains or sidechains. An example of a validation mechanism is a

byzantine fault tolerance mechanism.

Block A block is a transaction container with a unique block header, which cryptographically
commits to the contents of the block, a timestamp and the previous block header.

Uncle An uncle is a block that is very close to being the "correct" next block in the blockchain.
By mining and rewarding for uncles, the proofing process becomes more reliable.

Cousin A cousin is a block that is very close to being the "correct" next uncle in the blockchain.

By mining and rewarding for cousins, the proofing process becomes more reliable.

Runtime A runtime (or cryplet) enables secure interoperation and communication between

blockchain middleware and clouds like Microsoft Azure, Amazon AWS and others.

Middleware Middleware is software that is included in the blockchain and enables third parties to

interact with blockchain records to provide services like identity management

Fig. 4. Datalogical domain ontology classes for the blockchain
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Figure 5 provides an overview of the blockchain domain ontology in UML.
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Fig. 5. Datalogical domain ontology for a blockchain transaction

Central to the domain ontology are the wallet, the transaction and the node. Each
blockchain concept relies on these concepts, whereby a transaction can either be simple
or contain smart contract code. Interactions with the blockchain (from outside the
ecosystem) occur through nodes (via runtime and middleware) by means of API’s and
sockets, or via sidechains directly, which is our next focus.

For readability purposes, the ontological structure of a chain has been detailed in a
dedicated view, to explain the nature of the blockchain ecosystem. Within this tax-
onomy, the following objects can be distinguished (Fig. 6).

Figure 7 shows the datalogical taxonomy for chains and chain interactions. A chain
can be either a mainchain or a sidechain. Sidechains are always related to one or more
mainchains for enhanced functionality. In this overview, a Blockchain should not be
confused with the blockchain as a concept, but must be read as the Blockchain as
implemented by Bitcoin. Although not included in the ontology, technical off-chain
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Class Explanation

Chain A chain is a combination of blocks

Mainchain A main chain is a chain that contains the block headers of all blocks that are digitally
signed and containing validated records of ownership that are irreversible, depleting the
necessity for the reconciliation of data. A blockchain that is deployed as a service contains

middleware and a runtime (or cryplets).

Blockchain | Blockchain refers to a main chain implemented according to the Bitcoin codebase

Altchain An altchain refers to a main chain implemented according to an alternative codebase.

Sidechain A sidechain is a chain that allows for the transfer of assets to the mainchain and vice
versa. The benefit of a sidechain is that it can store assets and data that cannot be saved (or
is too expensive) on the main chain and may increase the transaction speed significantly by

using pre-mined main chain addresses.

Drivechain | A drivechain is a sidechain that provides a two-way peg allowing transfers of a

cryptocurrency from a mainchain to another mainchain requiring low third party trust [24]

Pegged A pegged sidechain is a sidechain that enables assets to be moved between multiple main
Sidechain chains, thereby illuminating counterparty risk, enabling atomic transactions (the

transaction is executed in its entirety or not at all), enforcing firewalled chains and making

chains independent from each other [25].

Fig. 6. Datalogical domain ontology classes for the blockchain
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Sidechain
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Fig. 7. Datalogical domain taxonomy for the blockchain ecosystem

PeggedSidechain | | Drivechain

solutions living outside the blockchain ecosystem may become an entity of significance
in the future, as governments and enterprises build infrastructures containing non-vital
information (like master data) and capable of interacting with a blockchain.

3.2 Infological Blockchain Ontology

In the 1970s, Langefors was the first to make the important distinction between
information (as knowledge) and data (as representation) [26]. This separation of
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content and form created a new field in knowledge engineering called Information
Systems Engineering or Infology, aiming to make complicated structures intellectually
manageable [15].

When blockchain is described in the current literature as a “distributed ledger” [27],
this is an infological characterization that abstracts from the encrypted data blocks,
miners, chains, etcetera that make up the datalogical level. A transaction, in this ledger
system, is not just a block of data, but a transfer of some value object (e.g. Bitcoin).
A ledger consists of accounts (e.g. debit account), and this concept is indeed generic
across the majority of blockchain providers that are part of this analysis. Accounts are
not limited to have a (crypto)currency- balance or quantity, but may also refer to other
types like stocks or a claim as mainchains other than Bitcoin (not taking sidechains into
account) allow to register custom account types (Fig. 8).

Class Explanation

Ledger A ledger maintains a continuously growing list of timestamped transaction

records, connected to a block as defined at the datalogical level

Account An account sends and receives value to and from a transaction

Object An object type is a custom stock or a claim (type) traded by an account via

a transaction.

Transaction A transaction represents the atomic inputs and outputs between accounts
Journal A journal is list of transactions
RulesOfEngagement Smart contracts (essential level) are enforced by rules of engagement that

are implemented as blockchain code.

Fig. 8. Infological domain ontology classes for the blockchain

We made a distinction between journals and ledgers. In a traditional accounting
system, journals and ledgers reside where business transactions are recorded. In
essence, detail-level information for individual transactions is stored in one of several
possible journals, while the information in the journals is then summarized and
transferred (or posted) to a ledger. In the blockchain context, such a division can be
maintained (and supported at the datalogical level by a combination of mainchain and
sidechain), but it is also possible to see the ledger as an aggregated view on the journal.
Anyway, the term “ledger” typically refers to a subset of all accounts. For that reason,
we have modeled the ledger here as a set of accounts where we do not require every
account to be part of a ledger.

Transactions must comply with rules of engagement. One axiomatic rule of
engagement in Blockchain is that for each transaction, input equals output (debit =
credit). Inputs and outputs in this context represent any tangible or intangible asset and
are not limited to cryptocurrency (Fig. 9).
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Fig. 9. Infological ontology for a blockchain transaction

3.3 Essential Blockchain Ontology

The essential or business level is concerned with what is created directly or indirectly
by communication. In the Language/Action Perspective [16], the key notion in com-
munication is commitment as a social relationship based on shared understanding of
what is right and what is true. Communicative acts typically establish or evaluate
commitments. In a narrower sense, a commitment (promise, commissive) is about what
an actor is bound to do (so what is right in a future situation). Such a commitment being
agreed upon by two parties is a change in the social reality, as is the agreed upon
fulfillment of that commitment.

Given the institutional context to be in place, an infological blockchain transaction
moving some value from one account to another represents a change in the social
reality, e.g. transfer of ownership. Such a change is what we identify as the essential
blockchain transaction.

Enterprise Ontology is not specific about the content of the change. For that reason,
we combine Enterprise Ontology with the Business Ontology of REA [29]. The REA
model developed by Bill McCarthy [30] can be viewed as a domain ontology for
accounting. REA intends to be the basis for integrated accounting information systems
focused on representing increases and decreases of value within an organization or
beyond. REA inherits the stock-flow nature of accounting, but lifts the syntactic
structure of accounts to a semantic level of resources and events.

The accounting perspective is quite appropriate in the blockchain context. Block-
chain is facilitating and recording (in an immutable and transparent way) value
transfers between economic actors in a shared data environment while accountants (and
their customers) are interested in reliable information on these transfers and the
resulting value positions of actors.

REA atomic constituents of processes are called economic events. Economic events
are carried out by agents and affect a certain resource, like a (crypto) currency or
physical good. The relationship between an economic event and a resource is called
stock-flow. REA presents five generalized stock-flows: produce, use, consume, give
and take. These stock-flows can generate value flows by conversion (produce, use and
consume) or exchange (give and take). In the REA independent view, the give, use and
consume stock-flows are process inputs (provide) and produce and take are process
outputs (receive). The duality axiom says that provides and receives are always in
balance. For instance, in a physical conversion process, some resources are used or
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Class Explanation

Agent An agent is individual or organization that controls resources and can

initiate a transaction or commitment

Resource A resource is an asset with a certain economic value controlled by an
agent

Stock-flow event Stock-flow events represent the provide or receive of a resource

Transaction A (business) transaction is a process that changes the economic reality

(exchange or conversion) consisting of increment and decrement stock-

flow events

Economic Exchange An economic exchange is a transaction that changes the economic reality

by means of exchange

Economic Conversion An economic conversion is a transaction that changes the economic

reality by means of conversion

Commitment Commitments are promises of future stock-flow events that are fulfilled
with the execution of these events

Smart Contract A contract is an agreement between agents consisting of mutual
commitments. A smart contract is a contract in which the commitment

fulfillment is completely or partially performed automatically.

Fig. 10. Essential (business) domain ontology classes for the blockchain

consumed in the process of producing other resources. In our blockchain ontology, we
will use the term “transaction” to represent such a combination of provide and receive
events (Fig. 10).

REA also includes the notion of contract as a bundle of reciprocal commitments.
Following REA and Enterprise Ontology, we have both transactions and commitments.
Transactions can exist on their own, for instance, an instant bitcoin transfer from one
party to another, but also be part of a contract. A special feature of a smart contract
(originally introduced by Szabo [28]) is that at least some of the commitments are
executed automatically. In this case, the commitments are self-fulfilling; the committed
transactions are irreversibly saved on the blockchain and executed once certain con-
ditions are matched. This is a very powerful concept as the contract no longer has to
rely on trust or complicated trade procedures (Fig. 11).

Business transactions are realized in the blockchain by a set of infological trans-
actions, typically one for each outflow/inflow pair. Commitments are also realized by
infological transactions — in his case, a transfer to a commitment type account. The
fulfillment is realized by a transfer from that commitment type account. The difference
between conversions and exchanges is that in the latter case, the provided resource is
the same as the received resource, while they are different in the former case.
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Fig. 11. Essential ontology of a blockchain transaction

4 Discussion

This paper applied the concept of abstraction on the blockchain concept utilizing
Enterprise Ontology. The chosen structure aimed to explain blockchain with maximum
separation of concern with regards to substance, context and audience. It turns out that
a blockchain transaction, regardless of its complex ecosystem and cryptographical
ingredients at the datalogical layer, shows significant infological and essential con-
ceptual similarities with traditional economic transactions as used today.

However, although the concepts are not different, their properties change. It makes
a difference when mutable records are replaced by immutable records, and when the
fulfilment of commitments is left to the infrastructure rather than to the voluntary acts
of the parties. Figure 12 summarizes a comparison between blockchain and traditional
transaction systems.

Blockchain Traditional

Essential Communication  success | Communication success based
based on non-tamperable | on subjective and objective
infrastructure trust (control procedures)

Infological Performative transactions | Descriptive transactions (to be
integrating descriptive and | verified) and  prescriptive
prescriptive transactions transactions (to be realized and

evaluated)

Datalogical Immutable records (based | Mutable records (to  be
on consensus mechanism), | protected), stored within the
stored outside the company | company

Fig. 12. Comparison between blockchain and traditional transaction systems

At the datalogical level, the difference is not only that records become immutable,
but also that the transaction databases get positioned in between companies, rather than
inside companies, thus removing data redundancy that exists today (although another
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form of redundancy is introduced in the consensus mechanisms). On the infological
level, control procedures are not relevant anymore. An interesting feature of blockchain
transactions is that they are not just a description of some transfer (e.g. of Bitcoins) but
the very existence of the transfer depends on this description. This performative property
also applies to other transactions, like service deliveries, when the blockchain is tightly
coupled with IoT services, and to commitments (their bare existence). At the essential
level, smart contracts also add the automatic fulfillment of commitments, and more in
general, there is a change in what makes the communication successful: trust, perhaps
grounded in control procedures, or the impersonal and non-tamperable infrastructure.

5 Conclusion

This paper describes an initial blockchain ontology on three levels. As such, it supports
a better understanding of this disruptive technology. It also can be used to support
application development, as it suggests to specify the blockchain application on the
business level first. In our view, it should be possible then to generate the blockchain
implementation automatically, with some design parameters to be set. For the speci-
fication of the business level, in terms of contract languages and graphical formats, it is
possible to draw on already proven modeling approaches.

In the context of this paper, we have not been able to do an extensive validation of
the ontology yet, so the proposed model should be seen as an initial one. Validation is
pivotal to test and improve the capability of our ontology to reduce blockchain’s
ambiguity and inconsistency. Apart from the formal verification using top ontologies
like DOLCE, further validation is to be done with applications as well as by estab-
lishing mappings to the various blockchain implementations that exist. We cannot
claim that the present model is complete, but at least it provides a first reference point.

The current ontology does not stop the need for further research on blockchain
technology of course. On the contrary, an important next step is to understand and
formalize interactions between mainchains, sidechains and off-chains within or across
the public, private and hybrid domain (blockchain zoning), to mention one issue.
Separating the goal — immutable transactions, smart contracts — from the implemen-
tation can help to better explore all implementation variants without dogmatism.
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Abstract. Open innovation is becoming an important strategy in software
development. Following this strategy, software companies are increasingly
opening up their platforms to third-party products. However, opening up soft-
ware platforms to third-party applications raises serious concerns about critical
quality requirements, such as security, performance, privacy and proprietary
ownership. Adopting appropriate openness design strategies, which fulfill
open-innovation objectives while maintaining quality requirements, calls for
deliberate analysis of openness requirements from early on in opening up
software platforms. We propose to treat openness as a distinct class of
non-functional requirements, and to refine and analyze it in parallel with other
design concerns using a goal-oriented approach. We extend the Non-Functional
Requirements (NFR) analysis method with a new set of catalogues for speci-
fying and refining openness requirements in software platforms. We apply our
approach to revisit the design of data provision service in two real-world open
software platforms and discuss the results.

Keywords: Ecosystems - Open platforms - Software design - Requirements

1 Introduction

Open innovation is becoming an increasingly important strategy in software devel-
opment. Following this strategy, software development organizations open up their
processes and software platforms to external developers in order to use external ideas,
knowledge and paths to markets (as well as the internal ones) to advance their tech-
nology [1]. External developers become part of a software ecosystem offering com-
plementary products and services for the open platforms [2-5].

However, opening up software platforms to third-party products is recognized as
one of the most difficult transitions in software product development. While openness
has the potential to create momentum for the widespread adoption and support of the
platform in the market, it may lead to losing overall control of the platform [2].
Moreover, opening up platforms to third-party applications raises serious concerns
about critical quality requirements, such as security, performance, proprietary owner-
ship of the platform and its complementary applications. Yet, there is no systematic
method to address these concerns in opening up platforms.
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A successful transition to an open platform relies on adopting openness design
strategies that can fulfill open innovation objectives while preserving the quality of the
platform and complementary applications and services. Adopting such balanced design
strategies calls for deliberate analysis of the requirements that openness introduces on
the design of software platforms from early on in the transition process. Nevertheless,
openness is only one design concern among many that should be accommodated in
software platforms. Effective openness design strategies should optimally fulfill all of
these concerns.

Example. Consider a common design scenario in opening up software platforms:
providing data service to third-party applications. The design includes decisions about
how a platform communicates data with third-party applications and how third-party
applications communicate data with each other. Three design alternatives can be
considered for opening up platform data to third-party applications; namely: (1) Cen-
tralized data provision (CDP): Platform centrally checks every data communications
between third-party applications; (2) Semi-centralized data provision (SDP): A medi-
ator (either the platform or the end-user) decides whether and under what conditions
third-party applications can communicate directly; and (3) Decentralized data provi-
sion (DDP): Third-party applications communicate data directly without any central
control.

To choose an appropriate design strategy to open up platform data, performance
can be a critical concern for a specific platform. Considering this, centralized data
provision is not an appropriate design since central data control imposes additional load
on the platform and increases data access time for third-party applications. Data
integrity can be another requirement for the platform. In this regard, centralized data
provision performs well since every data operation is performed under direct control of
the platform, helping eliminate inconsistencies in simultaneous data read and write
operations. Comparably, semi-centralized data provision also works well enough if
platform is the mediator and if the platform decides to control critical data operations
itself. Decoupling third-party applications is also important for the open platform since
with the increase of third-party applications, it will be difficult to maintain the platform
and prevent potential erroneous and malicious data communications. Considering this,
centralized data provision is the most effective design since it minimizes the coupling
of third-party applications. Increasing adoptability of the platform among external
developers can be one main reason for opening up the platform. However, centralized
data provision creates “accessibility” barriers for the platform since third-party appli-
cations should be checked and permitted by the platform to be installed and access their
required run-time data. This difficulty negatively impacts the platform adoptability.

To choose the most appropriate openness design strategy, systematic methods are
required that help decide between these competing and interacting requirements.

Contributions. We propose to treat openness as a distinct class of non-functional
requirements, and to refine and analyze it in parallel with other concerns in designing
software platforms using a goal-oriented requirements modeling language [6]. The
proposed approach allows to specify and refine the business requirements behind
openness, the technical quality requirements that openness imposes on the design of
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software platforms, and the concerns that openness introduces on other quality
requirements. The refined requirements are used as criteria for selecting optimal design
alternatives. To facilitate specification and analysis of openness requirements, we
propose three types of catalogues: (1) Openness requirements specification and
refinement catalogues; (2) Openness operationalization catalogues; and (3) Openness
correlation catalogues. The catalogues encode alternative paths for refining and
operationalizing openness requirements, which can be customized for a particular
design context. We apply our proposed approach to revisit the design of data provision
service in two real-world open software platforms and discuss the results.

2 The Proposed Approach

We consider openness as a concern that should be met in the design of platforms
functionalities [7]. We describe openness as a soft goal (i.e. an objective that can be
fulfilled to various degrees) and refine it using contribution links. We assess the ful-
fillment degree of openness requirements in alternative design mechanisms using the
goal-oriented forward evaluation procedure [6].

To deal with openness requirements, we customize the Non-Functional Require-
ments (NFR) analysis method [6]. The customized approach is comprised of seven
main steps, which can be performed iteratively: (1) Specifying and refining openness
requirements; (2) Specifying and refining other design concerns; (3) Prioritizing the
requirements; (4) Identifying possible alternative operationalizations; (5) Evaluating
fulfillment degree of the identified requirements in each operationalization; (6) Ana-
lyzing potential trade-offs; and (7) Selecting an appropriate design mechanism.

To facilitate specification and analysis of openness as a class of non-functional
requirements, we extend NFR with a new set of catalogues, namely openness cata-
logues. Openness catalogues are of three main types: (1) Openness requirements
specification and refinement catalogues; (2) Openness requirements operationalization
catalogues; and (3) Openness correlation catalogues. These catalogues are used in the
related steps described above, and provide extensible and customizable patterns for
specifying, refining and operationalizing openness requirements in the design of
software platforms.

In the following, we present instances from each type of the openness catalogues.
To save space, we omit the details about the complete definition and refinement of the
items in the presented catalogues, and the sources from which the items are extracted.

Openness Requirements Specification and Refinement Catalogues. These cata-
logues help characterize and refine the specific requirements and concerns that open-
ness introduces on the design of software platforms. Openness requirements catalogues
are of three types: (1) Business-level openness requirements catalogues. (2) System-
level openness requirements catalogues; and (3) General design concerns catalogues.

System-Level Openness Requirements Catalogues. These catalogues characterize
general technical and quality requirements that should be met in the design of open
platforms. Three instances of system-level openness requirements catalogues are
shown in Fig. 1. For example, the first catalogue (Fig. 1a) identifies that openness
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introduces seven types of requirements on the design of software platforms, including
“accessibility” and “extensibility”. From this catalogue, requirements specification
paths can be generated, such as: “To open up a platform, the platform needs to be
accessible to third-party applications”, or “To open up a platform, the platform design
needs to be extensible”. The second catalogue (Fig. 1b) identifies that “accessibility”
requirement can be refined in four ways, including “accessibility [functionality or
service]” and “accessibility [data]”. From this catalogue, more detailed requirements
specifications can be generated, such as “To open up a platform, platform data need to
be accessible to third-party applications”. The third catalogue (Fig. 1c) identifies that
“extensibility” requirement introduces six types of requirements on a platform design,
including “composability [Platform]” and “deployability [Third-party applications]”,
each of which needs to be further refined into more fine-grained requirements. From
this catalogues, refinement paths can be generated such as “To make a platform design
extensible, the platform needs to be composable”, and subsequently “To make a
platform composable, third-party applications should be decoupled from the platform
and from each other”.
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Fig. 1. Three instances of the system-level openness requirements catalogues

To develop system-level openness requirements catalogues, two steps are per-
formed: (1) The content of the catalogues is extracted from the Software Engineering
literature discussing technical requirements in open software platforms. (2) The
requirements are classified, related, and refined using two types of non-functional
requirement refinement [6]: topic refinement (e.g. “Accessibility” catalogue) and type
refinement (e.g. “Openness” and “Extensibility” catalogues). To structure the content,
related elements of the goal-oriented requirements modeling language are used. “Soft
goal” element is used to represent non-functional requirements, and “Help” contribu-
tion link is used to relate and refine the requirements.
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Business-Level Openness Requirements Catalogues. These catalogues characterize
general non-technical requirements in open software platforms and relate them to
system-level openness requirements. Non-technical requirements include the business
and organizational incentives that drive the need for openness as well as the social
requirements that should be met in open software platforms. Each business-level
openness requirements catalogue has two parts: a set of non-technical requirements and
the related technical requirements. Two instances of these catalogues are depicted in
Fig. 2. For example, the first catalogue (Fig. 2a) identifies that “Stickiness” and
“Market Presence” are two non-technical requirements in open software platforms.
Stickiness refers to the degree that a software platform supports its continued use by a
user instead of switching to a competitor platform [14]. “Stickiness” can be further
related to more fine-grained business requirements such as “Network size”. Network
size refers to the number of complementary application and services that support a
platform [15]. From this catalogue, specifications and refinement paths can be gener-
ated, such as “One objective in opening up a software platform is to increase the
stickiness of the platform.”, and then “To increase the stickiness of a platform, the
network size of the platform should grow.” “Network size” requirement can then be
related and refined to system-level openness requirements, such as “accessibility”. One
refinement is as follows: “To increase the network size of a platform, the platform
needs to be made accessible to third-party applications.”

e Customer-Related Objectives Market-Related Objectives @ Network Effect Objectives
- [14] ) [14] [14] [14] S ) ) N
Customer Community Stickiness Market Presence Software Vendor Partner Ecosystem Garivity:
[Platform] [Platform] [Platform] Offering [Platform] [Platform]
CJ\ [s= = />(5 He‘lp
Help. Help Help Help >
Network size [Platform] Adoptability [Platform]
D/Help Help Help Help. Help
Accessibility Exte% Interoperability Modifiability;Accessibility
[Platform] [Platform] [Platform] [Platform] § [Platform]

Fig. 2. Two instances of the business-level openness requirements catalogues

To develop business-level openness catalogues, three steps are taken: (1) The
content of the catalogues is extracted from a set of Business and Software Engineering
literature discussing open innovation, and the business, organizational, and social needs
that it introduces on the development of software platforms. (2) The requirements are
described using soft goals, and categorized, related and refined using “help” contri-
bution links. Since business-level openness requirements are often described as
openness business objectives, the notion of soft goal is conceptually close for
describing these requirements. (3) The last row of refinement in each business-level
openness catalogue is related to a set of first-row refinements in the system-level
openness requirements (i.e. Figure 1a) using “help” contribution links. Contribution
links allow to smoothly refine and relate the business-level requirements into the
system-level requirements.
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General Design Concerns Catalogues. These catalogues characterize general concerns
and requirements raised in opening up software platforms. These concerns may have
synergistic or conflicting relationships with openness requirements, and need to be
refined and operationalized in parallel with openness requirements in designing soft-
ware platforms. Two instances of this group are shown in Fig. 3. For example, the first
catalogue (Fig. 3a) identifies “security” as a general concern in opening up software
platforms and also characterizes the specific types of security requirements (such as
“integrity” and “availability”) that are potentially impacted by openness requirements.
From this catalogue, specifications can be generated, such as “Security needs to be
assured in opening up a platform”. Then this requirement can be further refined as
follows: “To assure platform security, integrity of the platform data should be
preserved.”
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Fig. 3. Two instances of the general design concerns catalogues

The content of this group of catalogues is extracted from a set of Software Engi-
neering and Business literature discussing problems, concerns, and requirements in
opening up software platforms. The content is then structured similar to the previous
catalogues. Some requirements in this group, such as security and performance overlap
with existing NFR catalogues [6]. The existing catalogues have been reused and
customized according to the specific context of open software platforms.

Openness Requirements Operationalization Catalogues. Operationalization cata-
logues identify the system functionalities that should be specifically designed to open
up platforms to third-party products. They also enumerate alternative mechanisms and
patterns for designing these functional requirements. Each openness operationalization
catalogue has two parts: (a) Design objectives: the specific functionality that need to
designed or implemented; and (b) Design alternatives: Alternative mechanisms to
realize the design objective. An instance of the openness operationalization catalogues
is illustrated in Table 1. The catalogue is related to the design of “Data provision and
communications service”. The catalogue elaborates on three generic alternative
mechanisms for designing this functionality, namely: (1) Centralized data provision;
(2) Semi-centralized data provision; (3) Decentralized data provision.
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Table 1. One instance of the openness requirements operationalization catalogues

Design Objective: To provide data service to third-party applications

Design Mechanism 1: Centralized Data Provision (CDP) [16]

The platform controls every data and information interactions between third-party applications
and the platform, and between one third-party application and another. In this design, all data is
stored and exchanged through a single API in the platform. Data is accessed through the
platform API either by explicit get/set operations or publish/subscribe at run-time. An API
identifies available data at run-time.

Design Mechanism 2: Semi-Centralized Data Provision (SDP) [17]

Third-party applications can communicate data directly in some cases. Third-party applications
declare what data they need at install-time. The requests are initially submitted to a mediator (i.e.
end-user or platform). The mediator decides to allow data communications directly or not. If yes,
third-party applications can communicate directly. If no, the mediator decides to control data
read operations, data write operations or both.

Design Mechanism 3: Decentralized Data Provision (DDP) [10]

Third-party applications can directly exchange data and information with each other. Data
interactions between two third-party applications are controlled and supervised by the third-
party application that provides the requested data. Data access requests are declared at run-time
and the data provider application is responsible for managing the requests and controlling the
consistency of data read and write operations.

The content of these catalogues is extracted from a set of Software Engineering
research resources discussing technical design of open software platforms.

Openness Correlation Catalogues. Openness correlation catalogues identify the
impact of each openness design alternative (in the operationalization catalogues) on the
fulfillment of the related openness requirements (in the specification and refinement
catalogues). An instance of a correlation catalogue is shown in Fig. 4. For example,
one security concern in designing data provision service can be data integrity
(“Integrity [platform data]”). This requirement can be further decomposed into “ac-
curacy [data]” and then “consistency [data]’. The presented catalogue identifies that
“centralized data provision” design alternative meets the requirement of data consis-
tency. In contrast, the other two alternatives of “semi-centralized data provision” and
“decentralized data provision” violate this requirement. Another requirement that may
be important in opening up a platform is “accessibility [platform]”, which can be
further refined into “accessibility [data]”’. The catalogue identifies that “centralized
data provision” has a negative impact on the accessibility of platform data. In contrast,
the other two alternatives have a positive impact on this requirement.

To develop correlation catalogues, two steps are performed: (1) The related
requirements that are affected by each alternative operationalization are selected from
the requirement refinement catalogues. (2) The positive or negative impact of the
alternative on fulfilling the related alternatives is assessed. The assessment is done
based on expert knowledge from the design alternatives and must be accompanied by a
sound reasoning or evidence. The alternative mechanisms are assessed against the last
row of refinement for each related requirement, and are described using “help” or
“hurt” contribution links. A detailed example of an assessment is provided in [7].
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Fig. 4. One instance of the openness correlation catalogues

3 Application of the Proposed Approach

We use the proposed approach to revisit the high-level architectural design of data
provision service in two real-world open software platforms. Both platforms are
embedded operating systems. The first platform is an operating system controlling the
electronic units of a vehicle and the second one is an operating system for smartphone
devices.

To apply the proposed approach on each design case, two preparatory steps have
been taken: (1) The documents containing information about the design of each plat-
form have been collected from the literature. (2) The information required for applying
the proposed approach has been extracted from the collected documents. The extracted
information is of two types: (a) the important design requirements for each case; i.e. the
requirements that openness introduces and other general concerns that should be
considered in opening up each platform; and (b) the priority of each design require-
ment. Where the required information was absent or not explicitly mentioned, we have
augmented the information based on our own understanding from the case. Augmented
information is distinguished from the extracted information using “*”.

To use the catalogues, two preparatory steps need to be performed. (1) The domain
requirements are matched with the requirements items available in the catalogues. If the
wording of a requirement is different, the most similar requirement item in the cata-
logues is selected. If no similar item is found, the correct placement of the requirement
is found and the related catalogue is augmented with new the content. Adding new
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content may also need modifying the structure of the catalogue. (2) The evaluation of
design mechanisms in the correlation catalogues may also be revised in each context.

To re-design the data provision service in each case, the seven steps described in
the beginning of Sect. 2 are performed. To refine the requirements in each design
context, the related refinement paths in the catalogue presented in Fig. 4 are used.
Refinement is done up to the level that there is evaluation data for the refined
requirement and the three alternative designs in the correlation catalogue. The fulfill-
ment of the requirements is then evaluated using the goal-oriented forward evaluation
procedure. The evaluation results identify the degree of requirements fulfillment in
each design alternative. Requirements fulfillment is described in five degrees: Satificed
(Sat), Partially Satisficed (PSat), Conflict (Conf), Partially Denied (PDen), and Denied
(Den). The evaluation results are used to compare alternative designs and identify the
potential trade-offs that should be made between identified requirements by choosing
each option. Based on the comparison results, the most appropriate design for the data
provision service is selected. The selected option is then compared to the original
design.

An Open Embedded Automotive Software Platform. The information related to this
platform is extracted from [16]. In [16], the process of designing the platform is
explained in detail. The document explains the requirements of the platform, their
priorities, the decisions that were made to design the platform, and the rationale for
those decisions. However, no modeling and analysis has been done in the design
process. All the information required for our analysis was available in the document.

The platform is an operating system sitting on top of the electronic hardware of a
vehicle to control the vehicle electronic units. The platform has to deal with safety
critical functionalities and data. Thus it should be highly dependable. The platform has
been opened to different types of third-party applications, such as applications devel-
oped by certified developers and applications developed by undirected developers.
Third-party applications sit on top of the platform and add functionality to it. Examples
of these additional functionalities include: automatic control of the speed of the vehicle
or displaying the speed of the vehicle in the display. To perform such operations,
third-party applications may need read or write access to data (such as speed and lateral
acceleration data), controlled by the platform or other third-party applications.

The important design requirements of the platform and their priorities are described
in Table 2. The related paths in the catalogue of Fig. 4 that help specify and refine the
requirements as well as their fulfillment in each alternative design are shown in Fig. 5.

Table 3 summarizes the fulfillment of key requirements in each design alternative.
As shown, “centralized data provision” outperforms the other two alternatives in
fulfilling all the requirements except performance. In contrast, the other two alterna-
tives partially satisfice performance. However, “semi-centralized data provision” vio-
lates two openness requirements of “composability” and “deployability”, and
“decentralized data provision” underperforms in the fulfillment of all the other
requirements.

Although “centralized data provision” fulfills four of the five important design
requirements and achieves the highest rank among the three alternatives, it has negative
impact on the performance of the platform. Centralized control over all data
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Table 2. Design requirements for the open embbedded automotive platform

Design
requirements

Text description

Openness requireme
Type:

“Composability”
Priority: “High”

Type:
“Deployability”
Priority: “High”

nts

“The software platform must fulfil a set of properties fo allow the
decoupling of applications and eliminate the need for development
synchronization. The architecture should allow development, integration
and validation of applications independent of other applications.
Non-technical users cannot do this themselves, it must be provided for
by application and/or platform developers.”

“The applications must be possible fo be deployed independently of each
other, and the product behavior must not depend on the order in which
applications are installed. There must also be a deployment
infrastructure in place which fulfils necessary integrity requirements.”

General design concerns

Type:
“Dependability”
Priority: “High”

“Many embedded domains have stringent dependability requirements;
i.e. real-time requirements for the execution of individual applications,
integrity requirements, high availability, and mechanisms to eliminate
undesired feature interaction if several applications interact with the
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5. Specification, refinement, and evaluation of the important design requirements

interactions creates a bottleneck in the platform. In case of several simultaneous data
read and write requests, this design creates a queue of requests that should be checked
by the platform and increases the waiting time of data operations. However, the
automotive platform is in charge of safety-critical and real-time operations. Consid-
ering this, performance is not a negligible requirement.
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Table 3. Fullfillment of the important requirements in design alternatives for data provision

Requirements Security Openness Performance
oS IY CP DP RT

Priority H H H H H

CDP PSat PSat PSat PSat PDen

SDP PSat PDen PDen PDen PSat

DDP PDen PDen PDen PDen PSat

OS: Operational Security [Platform]; I'Y: Integrity [Platform Data]; CP: Composability [TP
Application]; DP: Deployability [TP Application]; RT: Response Time [Platform]; H: High
(Very Critical)

In comparison, “semi-centralized data provision”, though violating two openness
requirements of “composability” and “deployability”, alleviates the load of platform by
delegating the control of some data interactions to the related third-party applications.
Since critical third-party applications are developed by certified developers, the plat-
form can easily decide to control which data operations, delegating the control of less
critical data interactions to the related third-party applications. Considering this,
semi-centralized control does not negatively impact the integrity and security of the
platform data. Accordingly, we assess the final impact of “semi-centralized data
provision” on “Security [Platform]” as positive. Thus, it would be reasonable to sac-
rifice some degrees of “composability” and “deployablity” to achieve higher degrees of
performance for real-time operations of the automotive platform.

In [16], “centralized data provision” alternative has been adopted to open up the
automotive platform data to all types of third-party applications. The problem of
performance (real-time data access) is alleviated via attaching different priorities to
different types of third-party applications waiting in the data request queue. However,
according to our analysis, for the third-party applications with less safety-critical
operations ‘“‘semi-centralized data provision” is also appropriate. Thus, using both
options of centralized and semi-centralized data provision to open platform data to
different types of third-party applications improves performance, while minimizing
negative impacts on the openness requirements of composability and deployability.

This difference might have several reasons: (1) Performance has been sacrificed to
gain higher degrees of composability and deployability, and probably security. (2) It is
also possible that the track of performance requirements has been lost in designing data
provision service. This is plausible due to the large number of decisions made during
the design and the lack of support for requirements tracking. (3) Alternatively, due to
some domain characteristics not mentioned explicitly in the design document, such as
the hardware infrastructure, performance is not significantly impacted by the bottleneck
of centralized data provision.

An Open Embedded Mobile Operating System Platform. Different pieces of
information related to the design of the mobile platform have been collected from [2,
15, 17]. Some requirements and priorities have been added based on our understanding
from the context, which are distinguished by “*”.
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The platform is an operating system sitting on top of the hardware device of a
smartphone to control its functionalities. The platform hosts native and non-native
applications. Third-party applications add a wide range of functionalities that could be
of potential interest to various mobile users. Development of mobile applications is
highly knowledge-intensive. Thus, mobile application development is usually open to a
wide range of third-party developers. Third-party applications may need read or write
access to platform data or the data generated by other third-party applications.

The requirements of the mobile platform and their priorities are described in
Table 4. The related specification and refinement paths from the catalogue of Fig. 4
and the fulfillment degree of the requirements in each design alternative are shown in
Fig. 6.

Table 5 summarizes the fulfillment of the identified requirements in each design
alternative. As shown, “centralized data provision” underperforms in fulfilling all the

CEINT3

high-priority requirements, namely “accessibility”, “adoptability”, “partner ecosystem
gravity”, “innovative features”, and “performance”. Interestingly, this alternative out-
performs in fulfilling medium-priority requirements, such as “composability”, “de-
ployability” and “ownership”. In contrast, the other two design alternatives equally
satisfice high-priority design requirements. However, “semi-centralized data provi-

sion” performs better in fulfilling “privacy [data]” requirement.

Table 4. Design requirements for the open mobile platform

Design requirements Text description

Openness requirements

Type: “In many knowledge intensive domains, users and external
“Innovative Products” parties play an important role in developing innovative
Priority: “High” products. The mobile operating system providers benefit

from emerging external innovations because having a high
number of applications increases the attractiveness of the
platform_for potential customers. Having large number of
customers lead to a bigger market share in the mobile
application market.” [15]

Type: “Partner Ecosystem “Third-party developers have to be considered as important
Gravity” players in the mobile ecosystems. While not every application
Priority: “High” can be considered innovative, a larger pool of developers will

provide more innovative output. The network size of
developers and end users (i.e. network effects) will be a
significant factor for application developers in selecting which
mobile ecosystem to join.” [15]

Type: “Low Entry “Entry barriers of both monetary and technical nature,
Barriers” (Accessibility) including entry barriers for application market, development
Priority: “High” resource _needs and programing languages, will be a

significant factor for developers in selecting which mobile
platform to join. Openness and entry barriers include aspects
of hardware, software and market in open platforms.” [15]
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Fig. 6. Specification, refinement, and evaluation of the important design requirements

Table 5. Fullfillment of the important requirements in design alternatives for data provision

Requirements | Security | Openness: Openness: Performance | Ownership
system-level business-level
*PV AC |*CP |*DP |PEG |ICF *PR * OW
Priority *M H *M | *M  |H H *H *M
CDP PSat PDen | PSat | PSat | PDen | A Conf — PDen | PDen PSat
SDP PSat PSat |PDen | PDen | PSat |” Conf — PSat | PSat PDen
DDP PDen PSat | PDen | PDen | PSat |” Conf — PSat | PSat PDen

PV: Privacy [Platform Data]; AC: Accessibility [Platform]; CP: Composability [Plat];

DP: Deployability [TP App]; PEG: Partner Ecosystem Gravity [Platform]; ICF: Innovative and
Complementary Features; PR: Performance; OW: Ownership; H: High (Very Critical);

M: Medium (Critical); ~: Conflict is resolved to partially denied or partially satisficed.

Although “semi-centralized data provision” satisfices all the high-priority
requirements and achieves the highest score from among the three design alterna-
tives, its implementation has negative impact on two openness requirements of
“composability” and “deployability”. It also violates “data ownership” requirement.
Nevertheless, composability and deployability are two important technical quality
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attributes for an open platform. Decoupling third-party applications from each other
and reducing their dependencies plays an important role in the maintainability and
controllability of the platform. Specifically when the size of a platform and its com-
plementary applications and services grow, which is usually the case for an open
mobile platform. Moreover, the ownership of platform data is not a negligible
requirement for a platform owner.

However, “accessibility” and the impact it has on the “adoptability” and ‘inno-
vative features™ is strategically critical to the success of a mobile platform in the
market, specifically in a fierce competition with other platforms. Thus, it would be
reasonable to sacrifice some degrees of the system-level openness requirements to gain
more support from innovative and complementary applications (the business-level
openness requirements), specifically in a knowledge-intensive domain as mobile
applications.

The result of our analysis indicates that “semi-centralized data provision™ is the
best option from among the three alternatives to open up mobile platform data to
third-party applications. This result is consistent with real-world implementation of
open mobile platforms such as Android [17]. In Android, third-party applications
declare the data they require from the platform and other third-party applications at
install time. The access is permitted by the end user (i.e. end user is the mediator).

4 Discussion

Our goal was to provide a method to determine appropriate design strategies for
opening up software platforms to third-party applications. We proposed to treat
openness as a non-functional requirement and to use a goal-oriented approach to refine
and analyze openness in parallel with other requirements. The refined requirements are
used to select optimal design options. We have developed a set of catalogues that
facilitate reasoning about openness requirements.

We applied the proposed approach to revisit the design of data provision service in
two real-world open software platforms: an automotive platform and a mobile platform.
Our goal was to determine the most appropriate openness design strategy for each case. In
the first case, our analysis identifies that a combination of centralized and semi-
centralized data provision can be used to open up the platform data to different types of
third-party applications. This result is slightly different from the original design of the
platform, which is only centralized data provision. We aim to discuss the results of our
analysis with the original designers in a future interview. In the second case, our results
are consistent with the design of open mobile platforms, such as Android. The analysis
justifies the accessibility of mobile platforms to external applications. Moreover, the
analysis shows that system-level openness requirements can be sacrificed to fulfill
business-level openness requirements. Finally, in both cases there is no design option that
can fulfill all the identified requirements. In each case, trade-offs should be made.
Therefore, it is crucial to detect and analyze the trade-off points.

The proposed approach allows to reason about openness as a distinct requirement.
This approach complements recent research efforts on the development of open
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software platforms, which either focus on the technical design of the platforms,
including API development (e.g. [9, 13, 18]) or on the business aspect (e.g. [2, 19]).

This paper presents only one instance of a complete openness correlation catalogue
that we have developed. The complete definition and refinement of the requirements
and operationalizations in the presented catalogues in addition to other catalogues will
be published in a future work.

To improve the applicability of the proposed approach, three issues need to be
further addressed: (1) The catalogues and the models developed for a specific domain
become complex too quickly. To handle this complexity, automated support is
required. (2) The evaluation procedure to select optimal design strategies needs to be
made efficient via omitting exhaustive evaluations of all the options. (3) The evaluation
procedure should allow to assess the final impact of selecting multiple operational-
izations on the fulfillment of the identified requirements in a design process.

Further research is needed to extend and validate the content of the proposed
catalogues and to compare the proposed approach with peer requirements analysis
methods for software systems, such as Architecture Trade-Off Analysis Method
(ATAM) [20].

5 Conclusion

We proposed a goal-oriented approach for analyzing openness requirement in software
platforms. The proposed approach is supported by a set of catalogues that facilitate
specification and refinement of openness requirements. We presented instances of these
catalogues herein. Specification and analysis of requirements is essential for adopting
effective openness design strategies that are “open enough” to benefit from the con-
tributions of third-party applications and at the same time possess the quality of
“closed” systems. Adopting such balanced strategies is crucial for the viability and
sustainability of open platforms. Further research is needed to assess the effectiveness
of the proposed approach and catalogues in case studies of open platform projects.
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Abstract. Despite their drawbacks, paper-based questionnaires are still
used to collect data in many application domains. In the QuestionSys
project, we develop an advanced framework that enables domain experts
to transform paper-based instruments to mobile data collection applica-
tions, which then run on smart mobile devices. The framework empow-
ers domain experts to develop robust mobile data collection applications
on their own without the need to involve programmers. To realize this
vision, a configurator component applying a model-driven approach is
developed. As this component shall relieve domain experts from techni-
cal issues, it has to be proven that domain experts are actually able to
use the configurator properly. The experiment presented in this paper
investigates the mental efforts for creating such data collection applica-
tions by comparing novices and experts. Results reveal that even novices
are able to model instruments with an acceptable number of errors. Alto-
gether, the QuestionSys framework empowers domain experts to develop
sophisticated mobile data collection applications by orders of magnitude
faster compared to current mobile application development practices.

Keywords: Process-driven applications -+ End-user programming
Experimental results

1 Introduction

Self-report questionnaires are commonly used to collect data in healthcare, psy-
chology, and social sciences [8]. Although existing technologies enable researchers
to create questionnaires electronically, the latter are still distributed and filled
out in a paper-and-pencil fashion. As opposed to paper-based approaches, elec-
tronic data collection applications enable full automation of data processing
(e.g., transfering data to spreadsheets), saving time and costs, especially in the
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context of large-scale studies (e.g., clinical trials). According to [15], approxi-
mately 50-60% of the data collection costs can be saved when using electronic
instead of paper-based instruments. Besides this, the electronic instruments do
not affect psychometric properties [5], while enabling a higher quality of the col-
lected data [14]. In this context, [12] confirms that mobile data collection applica-
tions allow for more complete datasets compared to traditional paper-based ones.
Additionally, the collected data can be directly stored and processed, whereas
paper-based approaches require considerable manual efforts to digitize the data.
Note that this bears the risk of errors and decreases data quality. In general,
electronic questionnaires are increasingly demanded in the context of studies
[11]. However, the development of mobile data collection applications with con-
temporary approaches requires considerable programming efforts. For example,
platform-specific peculiarities (e.g., concerning user interfaces) need to be prop-
erly handled. Furthermore, profound insights into mobile data collection scenar-
ios are needed. Especially, if more sophisticated features are required to guide
inexperienced users through the process of data collection, hard-coded mobile
applications become costly to maintain. Note that adapting already deployed
and running mobile applications is challenging, as the consistency of the data
collected needs to be ensured.

To relieve IT experts from these challenges and to give control back to domain
experts, the QuestionSys framework is developed. The latter aims at supporting
domain experts in collecting large amounts of data using smart mobile devices.
QuestionSys offers a user-friendly configurator for creating flexible data collec-
tion instruments. More precisely, it relies on process management technology and
end-user programming techniques. Particularly, it allows domain experts without
any programming skills to graphically model electronic instruments as well as
to deploy them to smart mobile devices. Furthermore, the framework provides
a lightweight mobile process engine that executes the individually configured
questionnaires on common smart mobile devices.

To demonstrate the feasibility and usability of the QuestionSys framework,
this paper presents results from a controlled experiment evaluating the config-
urator component we implemented. For this purpose, subjects were asked to
create data collection instruments. Altogether, the results indicate that domain
experts are able to properly realize mobile data collection applications on their
own using the configurator. The paper is structured as follows: In Sect. 2, fun-
damentals of the QuestionSys framework are introduced. Section 3 presents the
conducted experiment, while Sect. 4 discusses experimental results. Related work
is discussed in Sect. 5; Sect. 6 summarizes the paper.

2 Mobile Data Collection with QuestionSys

This section introduces the fundamental concepts of the QuestionSys framework.
In particular, we focus on the configurator component, which will be evaluated
in the presented experiment.
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2.1 The QuestionSys Framework

The main goal of the QuestionSys framework is to enable domain experts (e.g.,
physicians, psychologists) that have no programming skills to develop sophis-
ticated data collection instruments as well as to deploy and execute them on
smart mobile devices. In particular, development costs shall be reduced, devel-
opment time be fastened, and the quality of the collected data be increased.
Moreover, changes of already running data collection applications shall be pos-
sible for domain experts themselves without the need to involve IT experts [21].

-, | Create Mobile Data Collection
P Instrument through End-User
',‘ Programming
. ) Cigarettes
. H
H
) 1

1) Configurator

Fig. 1. The QuestionSys approach: (1) modeling a data collection instrument; (2)
mapping it to an executable process model; (3) executing it on a smart mobile device.

In order to enable domain experts to develop flexible mobile applica-
tions themselves, a model-driven approach is introduced. This approach allows
describing the logic of an instrument in terms of an executable process model (cf.
Fig. 1). The latter can then be interpreted and executed by a lightweight process
engine running on smart mobile devices [20]. By applying this approach, process
logic and application code are separated [17]. The process model acts as a schema
for creating and executing process instances (i.e., questionnaire instances). The
process model itself consists of process activities as well as the control and data
flow between them. Gateways (e.g., XORsplit) are used to describe more complex
questionnaire logic. Following this model-driven approach, both the content and
the logic of a paper-based instrument can be mapped to a process model. Pages
of an instrument directly correspond to process activities; the flow between them,
in turn, matches the navigation logic of the instruments. Questions are mapped
to process data elements, which are connected to activities using READ or WRITE
data edges. These data elements are used to store answers to various questions
when executing the instrument on smart mobile devices. Altogether, Question-
Sys applies fundamental BPM principles in a broader context, thus enabling
novel perspectives for process-related technologies.

To properly support domain experts, the QuestionSys framework considers
the entire Mobile Data Collection Lifecycle (cf. Fig.2). The Design € Modeling
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Fig. 2. Mobile data collection lifecycle

phase allows designing sophisticated data collection instruments. During the
Deployment phase, the modeled instrument is transferred to and installed on
registered smart mobile devices. In the Enactment & FEzxecution phase, multiple
instances of the respective mobile data collection instrument may be executed on
a smart mobile device. The Monitoring & Analysis phase evaluates the collected
data in real-time on the smart mobile device. Finally, different releases of the
data collection instrument can be handled in the Archiving & Versioning phase.
In order to address domain-specific requirements on one hand and to support
domain experts on the other, technologies known from end-user programming
are applied [21]. The presented study focuses on the configurator component of
the presented framework. The latter covers the Design & Modeling, Deployment
and Archiving € Versioning phases of the lifecycle.

2.2 Configurator Component

The configurator component we developed (cf. Fig. 3) applies techniques known
from end-user programming and process management technology to empower
domain experts to create flexible data collection instruments on their own. Due
to lack of space, this component is only sketched here [19]:

(a) Element and Page Repository View (cf. Fig. 3a). The element repos-
itory allows creating basic elements of a questionnaire (e.g., headlines and
questions). The rightmost part shows the editor, where particular attributes
of the respective elements may be edited. Note that the configurator allows
handling multiple languages. It further keeps track of different element revi-
sions. Finally, created elements may be combined to pages using drag and
drop operations.
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(b) Modeling Area View (cf. Fig. 3b). Domain experts may use previously
created pages and drag them to the model in the center part. Furthermore,
they are able to model sophisticated navigation operations to provide guid-
ance during the data collection process. The graphical editor, in turn, strictly
follows a correctness-by-construction approach; i.e., it is ensured that created
models are executable by the lightweight process engine that runs on hetero-
geneous smart mobile devices. When deploying the model to smart mobile
devices, it is automatically mapped to an executable process model.

Altogether, the configurator component and its model-driven approach allow
domain experts to visually define data collection instruments. Thus, development
time can be reduced and data collection applications can be realized more easily.
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3 Experimental Setting

In order to ensure that domain experts are able to properly work with the config-
urator component, the overall concept presented in Sect. 2 needs to be evaluated.
This section presents a controlled experiment, whose goal is to evaluate the fea-
sibility and usability of the configurator component. In particular, we provide
insights into the subjects and variables selected. Finally, we present the experi-
mental design. Note that the latter constitutes a valuable template for conduct-
ing mental effort experiments on mobile data collection modeling approaches in
general. Furthermore, when using the presented experimental setting, gathered
results may indicate further directions on how to integrate mobile data collection
with existing information systems.

3.1 Goal Definition

When developing an application, various software developing models (e.g., water-
fall, V-model, SCRUM) may be chosen. Although these models include testing or
validation phases, it cannot be guaranteed that end-users accept the final soft-
ware product. Therefore, additional aspects need to be covered. For example,
1SO25010 defines main software product quality characteristics, like functional
suttability, performance efficiency, usability, and security [16]. The experiment
presented in this paper, focuses on the usability of the presented configurator
component. In particular, the experiment investigates whether domain experts
understand the provided modeling concept and, therefore, are able to work prop-
erly with the configurator. For the preparation of the experiment, the Goal Ques-
tion Metric (GQM) [2] is used in order to properly set up the goal (cf. Table1).
Based on this, we defined our research question:

Research Question

Do end-users understand the modeling concept of the questionnaire con-
figurator with respect to the complexity of the provided application?

The subjects recruited for the experiment are students from different domains
as well as research associates. [9] discusses that students can act as proper sub-
stitutes for domain experts in empirical studies. We do not require specific skills
or knowledge from the subjects. The conducted experiment considers two inde-
pendent variables (i.e., factors). First, we consider the exzperience level of the

Table 1. Goal Definition

Analyze the questionnaire configurator

for the purpose of evaluating the concept

with respect to the intuitiveness of the modeling concept

from the point of developers and researchers

in the context of students and research associates in a controlled environment.




66 J. Schobel et al.

respective subjects with its two levels novice and expert. We assign subjects to
one of the two groups based on answers regarding prior experience in process
modeling given in the demographic questionnaire. In applied settings, novices
would be domain experts with little experience in process modeling and experts
would be domain experts with more experience in process modeling. Another
variable we consider is the difficulty level of the task to be handled by the sub-
jects (i.e., easy and advanced levels). As a criterion for assessing the complexity
of a task, we decide to focus on the number of pages and decisions as well as the
number of branches of the instrument to be modeled.

Two dependent variables are selected to measure an effect when changing the
above mentioned factors. The experiment focuses on the time needed to solve
the respective tasks as well as the number of errors in the resulting data collec-
tion instrument. We assume that prior experience in process modeling directly
influences the subject’s time to complete the tasks. In particular, we expect that
experts are significantly faster than novices when modeling instruments. In order
to automatically measure both dependent variables, a logging feature is added
to the configurator. This feature, in turn, allows generating an execution log
file containing all operations (i.e., all modeling steps) of respective subjects. We
further record snapshots (i.e., images) of the data collection instrument modeled
by a subject after each operation in order to allow for a graphic evaluation as
well. The errors made are classified manually based on the submitted model and
are weighted accordingly. Finally, hypotheses were derived (cf. Table2).

3.2 Experimental Design

To be able to quickly react to possible malfunctions, the study is conducted as
an offline experiment in a controlled environment. For this scenario, the com-
puter lab of the Institute of Databases and Information Systems at Ulm Univer-
sity is prepared accordingly. The lab provides 10 workstations, each comparable
with respect to hardware resources (e.g., RAM or CPU cores). Each worksta-
tion is equipped with one monitor using a common screen resolution. Before the

Table 2. Derived Hypotheses

H,0|Novices are not slower when solving advanced tasks compared to easy tasks

H,1|Novices are significantly slower when solving advanced tasks compared to easy tasks

H}0 | Experts are not slower when solving advanced tasks compared to easy tasks

H,1 | Experts are significantly slower when solving advanced tasks compared to easy tasks

H_.0 | Novices do not make more errors when solving advanced tasks compared to easy tasks

H.1 |Novices make significantly more errors when solving advanced tasks compared to easy tasks

H 40| Experts do not make more errors when solving advanced tasks compared to easy tasks

H,1 | Experts make significantly more errors when solving advanced tasks compared to easy tasks

H.0 | Novices are not slower than experts when solving tasks

H.1|Novices are significantly slower than experts when solving tasks

H;0|Novices do not make more errors than experts when solving tasks

Hy1| Novices make significantly more errors than experts when solving tasks
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experiment is performed, respective workstations are prepared carefully. This
includes re-installing the configurator component and placing the consent form,
task descriptions, and mental effort questionnaires beside each workstation.
The procedure of the experiment is outlined in Fig. 4: The experiment starts
with welcoming the subjects. Afterwards, the goal of the study is described
and the overall procedure is introduced. Then, the subjects are asked to sign an
informed consent form. Next, we provide a 5 min live tutorial to demonstrate the
most important features of the configurator component. Up to this point, the
subjects may ask questions. Following this short introduction, the subjects are
asked to fill in a demographic questionnaire that collects personal information.
Afterwards, subjects have to model their first data collection instrument using
the configurator, followed by filling in questions regarding their mental effort
when handling respective task. Then, subjects have to model a second instrument
(with increasing difficulty) and answer mental effort questions again. Thereby,
subjects need to answer comprehension questions with respect to fundamental
aspects of the developed configurator component. In the following, one final
questionnaire dealing with the quality of the modeled data collection instruments
has to be answered. Altogether, the experiment took about 60 min in total.

4 Evaluation

A total of 44 subjects participated in the experiment. Prior to analyzing the
results, data is validated. [23] states that it has to be ensured that all subjects
understand the tasks as well as the forms to be processed. Furthermore, invalid
data (e.g., due to non-serious participation) has to be detected and removed. Two
datasets need to be excluded due to invalidity (one participant aborts the study
during Task 2) and doubts regarding the correctness of demographic information

! The dataset can be found at https://www.dropbox.com/s/tjte18zfulj4bfk/dataset.
Zip.
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(> 20 years of process modeling experience). After excluding these datasets, the
final sample comprises 42 subjects. Based on their prior experience in process
modeling, subjects are divided into two groups. Applying our criterion (have
read no more than 20 process models or have created less than 10 process models
within the last 12 months) finally results in 24 novices and 18 experts. Most
of the subjects receive between 15 and 19 years of education up to this point.
As no special knowledge is required for participating (besides prior experience
in process modeling to count as expert), we consider the collected data as valid
with respect to the goal of the study.

First, the total time (sec) subjects need to complete both modeling tasks is
evaluated (cf. Table 3). Overall, novices need less time than experts to complete
respective tasks. This may be explained by the fact that novices are not as con-
scientious as experts. Possibly, novices do not focus on all details needed to create
data collection instruments. Next, the difference in the median is approximately
80 sec. for Task 1. The time to complete Task 2, however, barely differs for both
groups. Furthermore, both groups need less time for modeling Task 1. Given
the fact that Task 2 is more complex than the first one, this can be explained
as well. Figs.5 and 6 present boxplots for the total time needed. Note that the
plot for novices indicates outliers in both directions. All outliers are carefully
analyzed to check whether they need to be removed from the dataset. However,

Table 3. Total time and number of errors when handling tasks (median values)

Total time (sec) | Number of errors
Group |Task 1|Task 2 |Task 1| Task 2
Novices | 528.61 | 620.97 |4 1
Experts | 601.08 | 625.98 |1 1
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when considering other aspects (e.g., the number of errors), it can be shown that
the outliers represent valid datasets and, therefore, must not be removed.

Second, the number of errors in the resulting models are evaluated (cf.
Table 3). As expected, experts make fewer errors than novices in the context
of Task 1. Considering the results for the time needed, one can observe that
novices are faster, but produce more errors than experts when accomplishing
Task 1. When modeling Task 2, however, both groups can be considered the
same. This may be explained by the fact that experts have prior knowledge with
respect to process modeling. Furthermore, it is conceivable that some kind of
learning effect has taken place during Task 1 as novices make fewer errors when
performing the second one. Boxplots in Figs. 7 and 8 show results for each task.
Again, outliers can be observed in the group of novices.

Third, mental effort and comprehension questionnaires are evaluated with
respect to the previously mentioned variables. Recall that each subject has to
fill in a short questionnaire after handling a certain task (cf. Table4, top part).
Figures 9 and 10 show respective medians. The calculated score (median value)

Table 4. Mental effort questionnaires

Question Answers

The mental effort for creating the questionnaire model was considerably high |7 Point Likert-Scale
The mental effort for changing elements was considerably high 7 Point Likert-Scale
I was able to successfully solve the task 7 Point Likert-Scale
Do your models represent the questionnaires in the given tasks? 7 Point Likert-Scale
Are there significant aspects that are missing in your models? 7 Point Likert-Scale
Do your models represent the logic of the given questionnaires exactly? 7 Point Likert-Scale
Are there any significant errors in your models? 7 Point Likert-Scale
Would you change your models if you were allowed to? 7 Point Likert-Scale
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Table 5. Comprehension questionnaire
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for the comprehension questionnaire is shown in Table 5. We consider the results
for both the mental effort and comprehension questionnaire as reasonable. Table 4
(bottom part) shows the questions for rating the model quality when completing
the experiment (cf. Fig. 11). When combining answers of the subjects (e.g., how
satisfied they are with their own models) with the analysis of the errors made,
results are convincing. Interestingly, novices rate their models better compared
to experts. Note that from 84 data collection instruments in total (Task 1 and
Task 2 combined), 43 models (21 models from novices and 22 from experts) have
zero or one error. The results regarding mental effort, comprehension, and model
quality questionnaires as well as the submitted instrument models do not differ
largely among the two groups. Therefore, our results indicate that the modeling
concept of the developed configurator component is intuitive and end-users with
relatively low prior process modeling experience are able to use the configurator.
The collected data is further checked for its normal distribution (cf. Fig. 12).
The first graph shows a quantile-quantile (Q-Q) graph plotting the quantiles of
the sample against the ones of a theoretical distribution (i.e., normal distribu-
tion). The second graph presents a histogram of probability densities including
the normal distribution (i.e., blue) and density curve (i.e., red line).
Considering the presented results, several statistical methods are used to test
the hypotheses described in Sect.3.1 (with p-value < « (0.05)). For normally
distributed datasets, t-Tests are applied. Non-normally distributed datasets
are tested with One-Tailed Wilcozon(-Mann-Whitney) Tests [23]. When apply-
ing the tests, H, showed significant results (p-value =0.046). The other tests,
however, show non-significant results (with p-value > 0.05) and the corre-
sponding null hypotheses are accepted. Besides the hypothesis that novices are
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Fig. 12. Distribution of total time for Task 1 (novices) (Color figure online)

significantly slower in solving more advanced tasks, all other alternative hypothe-
ses have to be rejected. In particular, the one stating that experts are faster than
novices (i.e., hypothesis H.1) cannot be confirmed. Considering the errors in the
context of Task 1, however, novices make more errors. This may be explained
by the fact that subjects having no prior experience in process modeling are
not as conscientious as subjects with more experience. Novices, in turn, possibly
not focus on details needed to model data collection instruments properly. The
latter may be addressed by conducting an eye-tracking experiment with respec-
tive subjects. Furthermore, the assumption that experts make fewer errors than
novices (i.e., hypothesis Hy1) cannot be confirmed. Although there is a difference
in the descriptive statistics in Task 1, the difference does not attain statistical
significance. In summary, results indicate that the prior experience of a subject
does not affect the modeling of data collection instruments. In particular, the
experiment shows that users without prior experience may gain sufficient knowl-
edge within approximately 60 min (total time of the experiment) to model data
collection applications themselves. Moreover, the learning effect between the first
and second task have to be addressed more specifically in a future experiment.

To conclude, the results indicate the feasibility of the modeling concept.
Overall, 43 out of 84 created instruments have been completed with zero or only
one error. Given the fact that none of the subjects had ever used the application
before, this relatively low number of errors confirms that the application can be
easily used by novices. Hence, the QuestionSys configurator is suited to enable
domain experts create mobile data collection applications themselves.

Threats to Validity. First of all, external, internal, construct and conclusion
validity, as proposed in [7], were carefully considered. However, any experiment
bears risks that might affect its results. Thus, its levels of validity need to be
checked and limitations be discussed. The selection of involved subjects is a
possible risk. First, in the experiment, solely subjects from Computer Science
(34) and Business Science (8) participated. Second, 36 participants have already
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worked with process models. Concerning these two risks, in future experiments
we will particularly involve psychologists and medical doctors (1) being experi-
enced with creating paper-based questionnaires and (2) having no experiences
with process modeling. Third, the categorization of the subjects to the groups
of novices and experts regarding their prior experience in process modeling is a
possible risk. It is debatable whether an individual, who has read more than 20
process models or created more than 10 process models within the last 12 months,
can be considered as an expert. A broader distinguishing, for example, between
novices, intermediates, and experts (with long-term practical experience) could
be evaluated as well. The questionnaires used for the modeling task of the exper-
iment constitute an additional risk. For example, if subjects feel more familiar
with the underlying scenario of the questionnaire, this might positively affect the
modeling of the data collection instrument. Furthermore, the given tasks might
have been too simple regarding the low number of modeling errors. Hence, addi-
tional experiments should take the influence of the used questionnaires as well
as their complexity into account. In addition, we address the potential learning
effect when modeling data collection instruments in more detail. Finally, another
limitation of the present study is the relatively small sample size of N =42 par-
ticipants. However, the sample is large enough to run meaningful inferential
statistical tests, though their results can only be seen as preliminary with lim-
ited external validity. Therefore, we will run another experiment to evaluate the
configurator component with a larger and more heterogeneous sample.

5 Related Work

Several experiments measuring mental efforts in the context of process model-
ing are described in literature. Common to them is their focus on the resulting
process model. For example, [13] evaluates the process of modeling processes
itself. Furthermore, [22] identifies a set of fixation patterns with eye tracking for
acquiring a better understanding of factors that influence the way process mod-
els are created by individuals. The different steps a process modeler undertakes
when modeling processes are visually presented in [6]. However, in our study
the process models represent data collection instruments. Therefore, additional
aspects have to be modeled that are normally not important for process mod-
els (e.g., different versions of elements). On the other hand, these aspects may
increase overall mental efforts during modeling. Consequently, our experiment
differs from the ones conducted in the discussed approaches.

Various approaches supporting non-programmers with creating software have
proven their feasibility in a multitude of studies. For example, [10] provides an
environment allowing system administrators to visually model script applica-
tions. An experiment revealed the applicability of the proposed approach. In
turn, [3] introduces a graphical programming language, representing each func-
tion of a computer program as a block.

Regarding the systematic evaluation of configurators that enable domain
experts to create flexible questionnaires on their own, only few literature exists.
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For example, [1] evaluates a web-based configurator for ambulatory assessments
against movisensXS. More precisely, two studies are described. On one hand,
the configurator component is assessed by two experts. On the other, 10 sub-
jects evaluate the respective client component capable of enacting the configured
assessment. Both studies, however, rely on standardized user-experience ques-
tionnaires (e.g., System Usability Scale [4]) to obtain feedback. The results are
limited due to the low number of subjects. In [18], a web-based application
to create and coordinate interactive information retrieval (IIR) experiments is
presented. The authors evaluate their application in two ways: First, usabil-
ity analyses are performed for the application backend by a human computer
interaction researcher and a student. Both confirm an easy-to-use user interface.
Second, the frontend is evaluated by performing an IR experiment with 48 par-
ticipants. Thereby, the time to complete tasks is measured by the application and
participants are asked to provide feedback on how they rate their performance.
Though these studies focus on the usability of the developed applications, our
study pursues a different approach as it evaluates the configurator by observing
correctness aspects when solving specific tasks. To the best of our knowledge,
when using a configurator application for modeling data collection instruments,
no similar approaches are available so far.

6 Summary and Outlook

This paper investigated the questionnaire configurator of the QuestionSys frame-
work with respect to its usability. The configurator, in turn, shall enable domain
experts to create mobile data collection applications on their own. To address
the usability of the configurator, a controlled experiment with 44 participants
was conducted. For the experiment, the participants were separated into two
groups, based on their background knowledge and experience in process model-
ing. To evaluate differences between both groups, we focused on the total time
needed to solve specific tasks as well as the number of errors in the submit-
ted models. We showed that user experience in process modeling has minimal
effects on the overall understanding of the configurator. Furthermore, the sub-
jects gained respective knowledge to use the configurator in adequate time. One
could argue that a learning effect took place. However, contrary to our expecta-
tions, the study showed that there are no significant differences in working with
the configurator regarding the experience the user has with process modeling. In
order to evaluate the results with respect to domain differences, we plan a large-
scale study with subjects from multiple domains. Currently, we are recruiting
subjects from Psychology and Business Science. Furthermore, we address the
learning effect observed and, therefore, rerun respective studies multiple times
with the same subjects. The results obtained in this study confirm the intu-
itiveness and improve the overall user-experience of the developed configurator
component. Altogether, the QuestionSys approach will significantly influence the
way data is collected in large-scale studies (e.g., clinical trials).
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Abstract. A crucial requirement for compliance checking techniques is
that observed behavior, captured in event traces, can be mapped to the
process models that specify allowed behavior. Without a mapping, it
is not possible to determine if observed behavior is compliant or not.
A considerable problem in this regard is that establishing a mapping
between events and process model activities is an inherently uncertain
task. Since the use of a particular mapping directly influences the com-
pliance of a trace to a specification, this uncertainty represents a major
issue for compliance checking. To overcome this issue, we introduce a
probabilistic compliance checking method that can deal with uncertain
mappings. Our method avoids the need to select a single mapping, but
rather works on a spectrum of possible mappings. A quantitative eval-
uation demonstrates that our method can be applied on a considerable
number of real-world processes where traditional compliance checking
methods fail.

Keywords: Compliance checking - Event-to-activity mapping - Process
mining + Matching - Uncertainty

1 Introduction

Compliance management supports organizations by ensuring that their processes
satisfy legal requirements and are executed in an efficient manner [27]. Compli-
ance checking techniques (cf. [3,20,26]) play an important role in this regard [17].
These techniques enable organizations to automatically check whether business
processes are executed according to their specifications. Specifically, they check
if any observed behavior, as recorded in an IT system and represented in the
form of an event trace, conforms to the allowed process behavior, as captured in
a process model [5]. A crucial requirement for compliance checking is that the
events contained in an event log can be related to the activities of a process
model [25]. Without knowing the relations between events and model activities,
it is not possible to determine if the behavior within an event trace conforms to
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the behavior specified by a process model. Despite this dependence of compli-
ance checking techniques on the existence of such a, so-called, event-to-activity
mapping, these mappings are often not readily available [8].

Furthermore, actually establishing event-to-activity mappings is a highly
complex task. The effort required to manually perform this task is hardly man-
ageable in practical scenarios, due to the task’s combinatorial complexity [9].
Automated mapping techniques also face considerable challenges. These chal-
lenges are caused by, among others, cryptic event names, noncompliant behavior,
and noise [7]. As a result, automated mapping techniques often cannot provide
a certain solution to the mapping problem. In fact, the task of establishing
event-to-activity mappings is conceptually equivalent to matching tasks found
in the fields of schema matching and process matching. Such matching tasks have
been shown to be inherently uncertain [14,28]. Due to this uncertainty, the goal
of mapping techniques becomes choosing the best mapping from the potential
ones [18]. Hence, there is always the risk that the selected mapping is wrong, i.e.
that the selected mapping does not correctly capture the relations between event
traces and a process model. In the context of compliance checking, selecting an
incorrect mapping is particularly harmful. If the selected mapping is incorrect,
the results obtained through compliance checking based on this mapping cannot
be trusted.

To overcome this issue, this paper presents a compliance checking method
that can be applied in spite of an uncertain mapping of events onto activi-
ties. Our method assesses the compliance of a trace by considering the entire
spectrum of potential mappings, rather than focusing on a single one. To cap-
ture this spectrum, we build on the notion of probabilistic behavioral spaces.
These behavioral spaces provide a means to capture behavioral uncertainty, i.e.
varying interpretations on described process behavior, in a structured manner.
We originally introduced this notion to capture behavioral uncertainty caused
by ambiguity in textual process descriptions [2]. We extend the original notion
with probabilistic information in the current paper and apply it in the context
of mapping uncertainty. These probabilistic behavioral spaces can be used for
compliance checking without the need to resolve uncertainty, i.e. without the
need to select a single event-to-activity mapping from a number of alternatives.
As a result, our compliance checking method avoids the risks associated with the
selection of an incorrect mapping. A quantitative evaluation demonstrates that
this method can be used to obtain comprehensive compliance checking results
for a considerably higher number of processes than traditional methods.

The remainder of this paper is structured as follows. Section2 motivates
the problem of compliance checking in the context of uncertain event-to-
activity mappings. Then, Sect. 3 provides some necessary preliminary definitions.
Section 4 describes our compliance checking method. We evaluate the usefulness
of our method in Sect.5. Finally, we consider streams of related research in
Sect. 6 and conclude the paper in Sect. 7.
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2 Problem Illustration

In this section, we illustrate the problem of compliance checking in the context of
mapping uncertainty. The goal of compliance checking is to determine if behavior
captured in event traces is allowed by the behavior specified in the form of a
process model. An event trace captures an execution sequence of events. These
events correspond to the actual behavior of a process, because they are extracted
from information systems that record the execution of process steps. By contrast,
process models are used in compliance checking scenarios to specify the allowed
behavior of a process. A crucial prerequisite for compliance checking is that the
events in event traces can be related to the activities of a process model. For
example, given an event trace ¢ = <ej,eq,e3,€e4,e5> and the process model
M depicted in Fig.1, the events in ¢ must be mapped to activities in model
M. Otherwise, it is impossible to understand which activities have occurred in
reality and, thus, whether or not ¢ complies with M.

product Retrieve Pack Shij

¢ P
available p‘:\g?grc]toﬁgem ‘ product ‘ ‘ product ‘
e o) ey

Manufacture Order handled
requested ir]s\/egge
roduct
product p © G)
not available

Order received

Fig. 1. Example of a BPMN process model

Unfortunately, establishing a correct mapping between events and activities
is a considerable challenge. Existing techniques addressing this task can at best
indicate potential mappings and their likelihoods, instead of providing a definite
solution [8,9]. The reason why mapping techniques fail to provide definite solu-
tions is that the information they can take into account when constructing map-
pings often does not suffice to identify relations with certainty. As an example,
consider an event with the label “Product obtained”. By considering the labels,
it is not possible to determine with certainty whether this event corresponds to
activity B (“Retrieve product from warehouse”) or to activity C (“Manufacture
requested product”). Both of these activities obtain a product, but in a different
way. Even more problematic are the commonly observed event labels with cryp-
tic database field names such as CDHDR or I.SM_E [9]. In these cases, not even
advanced linguistic analysis tools are able to identify reliable mappings.

The inability of techniques to reliably establish event-to-activity mappings
leads to mapping uncertainty. As a result, mapping techniques generally con-
struct a number of potential mappings without being able to determine with
certainty which mapping is correct. Since existing compliance checking tech-
niques require a single event-to-activity mapping, mostly the mapping with the
highest likelihood is selected as a basis for compliance checks. However, there is
always the risk that this selected mapping is incorrect and that, consequently,
compliance checking results based on the selected mapping are incorrect as well.

To illustrate the risk of selecting a single mapping in the context of map-
ping uncertainty, assume that trace t corresponds to the activity sequence
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o =<A,B,C, E, F>. This means that ¢ is not compliant with model M, because
M does not allow for the activities B and C' to be executed in the same process
instance, while o contains both of these. Further assume that, due to map-
ping uncertainty, a mapping technique returns two possible mappings, one cor-
responding to the noncompliant sequence o, but the other to the compliant
sequence o’ = <A, B, D, E, F>. In this scenario, the ability to correctly identify
the noncompliance of ¢ to M fully depends on the ability to select the appropri-
ate mapping from the two alternatives. In case the mapping corresponding to
o' is selected, then ¢ will be considered to be compliant with M, event though
in reality the process behavior contained in t does not comply to the allowed
behavior specified by M.

The previous example illustrates that compliance checking results based on
the selection of a single, potentially incorrect mapping are not trustworthy. To
provide a comprehensive solution to this problem, this paper introduces a com-
pliance checking method that takes the entire set of potential mappings into
account. Therefore, our method eliminates the need to select a single, possibly
incorrect mapping. Hence, it mitigates the risk of drawing incorrect conclusions
about process compliance.

3 Preliminaries

This section introduces the preliminaries on which we base our compliance check-
ing method. For the purposes of this paper, we use the behavioral profile rela-
tions from [24] to capture and compare behavior contained in event traces and
process models. These behavioral relations build on a weak order relation >.
For a single event trace t = <ej,...,e,> over a set of event classes Ey, the
relation =, C (E; x E;) contains all pairs (z,y) € (E; X E¢) such that there exist
two indices j, k € 1,...,m with j < £ < m for which holds that e; = z and
er = y. Intuitively, the weak order relation contains any pair (x,y) for which an
occurrence of event class x precedes an occurrence of event class y. A behavioral
profile derives three distinct behavioral relations from this weak order relation:
strict order, exclusiveness, and interleaving order. Definition 1 provides a formal
definition for the behavioral profile of a single event trace.

Definition 1 (Behavioral Profile — Trace). Lett be an event trace over a
set of event classes Ey and with a weak order relation =;. Then a pair of event
classes (x,y) € Ey X Ey is in at most one of the following relations:

— The strict order relation ~¢, iff x =, y and y ¥4 z;
— The exclusiveness relation +;, iff ¢ ¢ y and y ¥ ;
— The interleaving order relation ||;, iff x ¢ y and y % x;

The set BP, = {~>,+4, ||t} is the behavioral profile of ¢.

For a process model M, a behavioral profile BPy; is computed in a similar
manner as for an event trace. The difference is that >p; contains all pairs (z,y)
for which there is an event trace ¢ possible in M such that (z,y) € ;. Therefore,
the behavioral profile of a process model builds on an aggregation of the weak
order relation of all its possible traces. Definition 2 formally describes this.
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Definition 2 (Behavioral Profile — Process Model). Let M be a process
model with an activity set Ay and with a weak order relation =py;. Then an
activity pair (x,y) € Ay X Ay is in at most one of the following relations:

— The strict order relation ~» 7, iff € = y and y ¥ x;
— The exclusiveness relation 4z, iff v ¥y y and y ¥ ar x;
— The interleaving order relation ||as, iff = y and y ¥ x;

The set BPyr = {~ 1,4+, ||m} s the behavioral profile of M.

The behavioral profile relations form the basis of our compliance checking
method. Given an event trace ¢t and a process model M, we can determine the
compliance of ¢t with M by comparing the relations in BP; to those in BPy;. It is
crucial to understand the different nature of the behavioral profile of a trace and
of a process model. BP; provides information on observed behavioral relations
for a single trace, whereas B Py, describes constraints for these traces. Therefore,
to perform a compliance check, we do not check if the behavioral relations in BP;
and BP); are equal. Rather, we check if the relations in BP; are allowed within
the relations in BPys. This can be achieved by considering the subsumption of
behavioral profile relations, as introduced in [26]. The subsumption predicate
S(R, R') determines if a relation type R of a process model subsumes a relation
R’ of a trace. S(R, R') is defined as given by Definition 3. In this definition, the
short-hand notation z ~~! y is used to denote that y ~ z.

Definition 3 (Subsumption Predicate). Given two behavioral relations
R, R € {~,~"1 4|}, the subsumption predicate S(R,R’) is satisfied iff
(Re{~,~"1PAR =+)orR=R or R=||.

Intuitively, the notion of subsumption builds on the different strengths of behav-
ioral profile relations. For example, due to parallelism in the model M of the run-
ning example, the behavioral profile of M contains the relation D || F. However,
in the behavioral profile of a trace, parallelism cannot be observed, because only
a single execution of each of these activities should occur, e.g. t = <D, F, E>.
Therefore, BP; contains the relation D ~» F. Even though the two behavioral
profile relations are not equal, it is clear that ¢ does not violate the constraints
expressed by M, because D ~~» F' is a valid order in which D and F' can be
executed. This compliance is accounted for by the subsumption predicate, since
the predicate S(||, ~) is satisfied. Similarly, an exclusion relation ¢+ d in a trace
does not violate a strict order relation ¢ ~~ d in a model.

A trace t is compliant with a process model M if all behavioral profile rela-
tions in BP; are subsumed by the relations in BPj;. Definition4 captures this
for the situation when a mapping between the events of ¢ and activities of M is
known.

Definition 4 (Trace to Process Model Compliance). Let M be a process
model with an activity set A and t = <ey,...,e,> an event trace containing the
activities Ay C A. Trace t complies with process model M if for each activity
pair (x,y) € (Ar x Ap) the relation in t is subsumed by the relation in M,
i.e. the compliance predicate compl(t, M) is satisfied iff VR € BP; U {~;*
}, BPy U {~7'}, it holds (tRy A xR'y) = S(R,R).
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Next, we describe our compliance checking method that employs the compliance
notion provided by Definition 4.

4 Compliance Checking Method

This section describes our method for compliance checking in the context of
uncertain event-to-activity mappings. The two-step method we propose takes as
input an event trace t, a process model M, and an uncertain mapping between
the events of ¢ and the activities M. Note that the question of how to obtain the
mapping is not the focus of this paper, but it can be determined using techniques
from e.g. [7,8,23]. In the first step, the method uses the uncertain mapping to
generate a so-called probabilistic behavioral space for t. In the second step, we
use this probabilistic behavioral space to perform a compliance check. In the
remainder of this section, we describe the relevant concepts and steps of our
method in detail.

4.1 From Uncertain Mapping to Probabilistic Behavioral Space

In the first step of our method, we generate a probabilistic behavioral space for an
event trace. The notion of probabilistic behavioral spaces, in the remainder also
simply referred to as behavioral spaces, provides the foundation to reason about
process compliance in the context of uncertain event-to-activity mappings. The
idea underlying this notion is that an uncertain event-to-activity mapping results
in multiple views on what process behavior, in terms of process model activities,
is described by a single event trace. A probabilistic behavioral space captures
these views in a structured manner. To describe the generation of behavioral
spaces, we first define reqular and uncertain event-to-activity mappings.

For a given trace t = <ey,...,e,> over a set of event classes E; and a
process model M with an activity set Ay, we use FA(t, M) to denote a single
event-to-activity mapping between the events in ¢ and the activities in Ay;. The
mapping EA(t, M) consists of a number of correspondences between individual
events and activities. Each correspondence e ~ a € (F;x Apr) denotes a mapping
relation between an event e and an activity a. For example, given a trace t =
<eij, ez, e3> a mapping FA(t, M) = {e; ~ a,es ~ b ez ~ ¢} indicates that
trace t corresponds to the execution of the sequence of process model activities
<a, b, c>. We shall refer to such a sequence of process model activities as a trace
translation of event trace t, because it represents a translation of the trace’s
events into process model activities. Definition 5 formalizes this notion. Note
that, for the sake of readability, we here focus on one-to-one relations between
events and activities in a trace translation. However, our compliance checking
method also works on trace translations which are based on one-to-many or
many-to-many mappings between events and activities.

Definition 5 (Trace translation). Given an event trace t = <ey,...,e,>
with a set of event classes Ey, a process model M with an activity set Ayy,
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and an event-to-activity mapping EA(t, M) C (Ey x Apy) we define a trace
translation as o(t) = <aa,...,a,>, where for each 0 < i < n, it holds that
e;~a; € EA(t, M).

We use EA(t, M) to denote an uncertain event-to-activity mapping between
an event trace t and a process model M. EA(t, M) consists of a number of event-
to-activity mappings, where each EA; € EA represents a potential way to map
the events in ¢ to the activities in Aps. Therefore, each mapping FA; € EA
yields a different trace translation for ¢. Together, these translations represent
the spectrum of process behavior that might be contained in ¢, i.e. the behavioral
space of an event trace. Since each mapping can be associated with a probability,
we include a probabilistic component in our definition of a behavioral space, as
captured in Definition 6.

Definition 6 (Probabilistic Behavioral Space). Given an event trace t =
<eq,...,en> with a set of event classes Ey, a process model M with an activ-
ity set Apr, and an uncertain event-to-activity mapping EA(t, M), we define a
probabilistic behavioral space as a tuple PBS; = (X(t), ¢), with:

— X(t): the set of trace translations of trace t over the activity set A as given
by the event-to-activity mappings in EA(t, M);

- ¢: X(A) — [0,1]: a function that assigns a probability to each trace transla-
tion in X(t).

The set X'(t) comprises the set of potential trace translations of trace ¢ over
the activity set A, where each translation o; € X(t) is based on a mapping
EA; € EA(t, M). The probability function ¢ assigns a probability p; to each
translation o;(t) € X(t). These probabilities can generally be based on the con-
fidence of an event-to-activity mapping technique. For instance, a technique
based on the semantic similarity scores, such as [8], can quantify the probability
as the product of the similarity scores associated with each correspondence in the
trace translation. If no such probabilities are available, the most straightforward
solution is to assign an equal probability p; =1 / |X}| to each translation.

4.2 Using Behavioral Spaces for Compliance Checking

In this section, we illustrate the usefulness of probabilistic behavioral spaces
for compliance checking in the context of uncertain event-to-activity mappings.
The goal of compliance checking is to determine if the behavior in a trace t is
allowed by the behavioral specification of a process model M. Since uncertain
event-to-activity mappings lead to multiple views on the process model behavior
contained in a trace (i.e. its trace translations), different translations can lead to
different compliance checking results. By using probabilistic behavioral spaces,
we can perform compliance checks in spite of such different translations. In the
remainder of this section, we demonstrate how to perform compliance checking
using behavioral spaces by introducing a probabilistic compliance measure. Fur-
thermore, we discuss the valuable diagnostic information that these compliance
checks can provide.
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To perform our compliance checks, we introduce a compliance metric that
quantifies the compliance of a probabilistic behavioral space PB.S; to a process
model M. The metric combines the compliance assessments for individual trace
translations with probabilistic information. The metric determines for each trace
translation o € X(t) in a behavioral spaces whether it is compliant or not. This
is achieved by computing the behavioral profile BP, for a trace translation o as
described in Sect. 3. Since a trace translation contains a subset of the activities
of a process model, we can proceed to determine if o complies with a model
M by comparing BP, with BPy; according to Definition 4. By taking the sum
of the probabilities associated with all compliant translations, we obtain the
probability that a trace t is compliant with a model M. Definition 7 formalizes
this metric.

Definition 7 (Behavioral Space Compliance). Lett be a trace with a prob-
abilistic behavioral space PBST(t) = (X(t), ¢) and BPys a behavioral profile for
a process model M with activity set Ap;. Then we define:

- Xo(t) C X(t) as the set of trace translations in X(t) compliant with BPyy;

— ProbCompl(t, M) = ZJEEc(t) ¢(0): as the behavioral space compliance of
trace t to model M, where ¢(o) captures the probability of translation o.

Two interesting properties of this compliance metric are worth considering
in more detail. First, when compared to traditional compliance checking, the
metric provides probabilistic instead of binary results. In traditional compliance
scenarios, i.e. without uncertainty, a trace is either compliant or noncompliant.
In the scenario with uncertainty, traces are either compliant, noncompliant, or
potentially compliant. Figure 2 visualizes this.

Legend:
[J Noncompliant traces

O Potentially compliant traces
B Compliant traces

Fig. 2. Three types of compliance assessments for probabilistic compliance checking.

Potentially compliant traces are those traces for which some trace transla-
tions are compliant with a process model, whereas others are noncompliant. The
compliance of these traces is associated with a certain probability 0 < p < 1.
Take, for instance, the trace t; = <eq, es, €3, €4, e5> and its two translations from
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the running example, o1 (t1) = <A, B, D, E, F> and 03(t1) = <A, B,C,E, F>.
Assume that o1 (¢1) is associated with a probability of 0.8 and o4(¢;) with prob-
ability 0.2. Given that oy(¢1) is compliant with M and o3(¢1) is noncompliant,
the trace t; is potentially compliant with M, with a probability of 0.8. There-
fore, we know that ¢; is is more likely to be compliant than not. Furthermore,
we also know the mapping conditions under which ¢; is compliant or noncom-
pliant. Namely, ¢; is compliant if the correspondence e3 ~ D holds, whereas the
trace is noncompliant if e3 ~ C is true. This is the kind of diagnostic infor-
mation we referred to earlier, which can be useful because it provides insights
into which aspects of an uncertain mapping lead to uncertainty in compliance
checking results for observed behavior.

The second interesting property of the compliance metric is that, despite
its probabilistic nature in the presence of mapping uncertainty, the metric
ProbCompl(t, M) often still yields non-probabilistic results. To illustrate this,
consider a (partial) trace t2 = <eq, ea, e3> with translations o1 (t2) = <B, A, D>
and o3(t2) = <B,C, D>. Although mapping uncertainty has resulted in two
trace translations, ProbCompl(ta, M) yields a non-probabilistic results since nei-
ther of the translations are compliant with model M. Therefore, it is certain that
to is noncompliant. In a similar fashion, a (partial) trace t3 = <eq, ea, e3>, with
translations o1 (t3) = <A, B, D> and o3(t3) = <A,C, D> can be said to be
compliant with certainty. No matter if es corresponds to activity B or C, the
trace is compliant. Such cases occur in particular when activities are behaviorally
equivalent compared to each other. In this case, B and C' have such equivalence,
because they present proper alternatives for each other.

The previous example illustrates that our compliance checking method can
be used to determine compliance with certainty in situations where traditional
compliance checking methods would not be able to make trustworthy compli-
ance assessments. In Sect. 5, we demonstrate the usefulness of this property in
practical settings.

5 Evaluation

In this section, we present an evaluation that we conducted to demonstrate the
capabilities of the proposed compliance checking method for uncertain event-to-
activity mappings. The goal of this evaluation is to assess how the impact of
mapping uncertainty on the compliance checking task can be reduced by using
our method. To achieve this, we compare results obtained through our method
against results obtained by using a traditional compliance checking method. We
apply these methods on a collection of real-world process models and accompa-
nying event logs. Specifically, we evaluate for how many traces in these event
logs the two methods can provide compliance checking results with certainty.

5.1 Test Collection

To perform the evaluation, we use a collection of real-world business process mod-
els from the BIT process library, first analyzed in an academic context by Fahland
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et al. [13]. The BIT process library consists of 886 process models from vari-
ous industries, including the financial services and telecommunications domains.
The same collection that has been used to test several event-to-activity map-
ping approaches [7,9], which motivates our choice for it. Hence, we believe that
results obtained by using this collection present a realistic view on the applica-
bility of the event-to-activity mapping approach against which we compare our
compliance checking method. Furthermore, due to the size of the collection and
its broad coverage of real-world process models, the collection seems well-suited
to achieve a high external validity of the results.

From the test collection, we omitted any process model with soundness issues
such as deadlocks or livelocks. Furthermore, we omitted a number of large models
for which the event-to-activity mapping approach was not able to produce a
results due to memory shortage. Note that the same filtering steps are also
applied in [7]. As a result of the filtering, a collection of 598 process models
remains available for usage in our evaluation.

= 1. Generate 2. Generate 3. Compute 4. Perform Compliance checkin
o= H o—| eventlog & event-to-activity ——|behavioral space compliance |—» P! results 9
= insert noise mapping(s) per trace check

Process model

Fig. 3. Overview of the evaluation setup

5.2 Setup

Figure 3 depicts the steps of our evaluation approach. To perform these steps,
we employ the ProM6 framework, which provides a vast amount of so-called
plug-ins that implement process mining techniques!. For the first two steps of
our approach we use existing plug-ins for event-to-activity mapping techniques,
as described in [7]. For step 3 and 4, we have implemented the generation of
behavioral spaces and our proposed method for compliance checking as a plug-
in, which is available as part of the BehavioralSpaces package in ProM6.

Step 1 of the evaluation approach first generates an event log or each of the
598 process models in the filtered test collection. Staying true to the evaluation
of [7], we generate a log containing 1000 traces for each model. For process
models that include loops, we generate traces with a maximum length of 1000
events. Since we are interested in compliance checking, we transform these fully
compliant logs into partially non-compliant logs. We achieve this by using a
noise-insertion plug-in in ProM. This plug-in randomly adds noise to a log (i.e.
possible noncompliance) by shuffling, duplicating, and removing events for a
given percentage of traces. In this manner, we generate six different event logs,
respectively containing noise in 0, 20, 40, 60, 80, and 100% of the traces.

! See www.promtools.org for more information and to download the framework.


www.promtools.org
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In step 2, we take a process model and an accompanying event log and use the
mapping technique from [7] to establish an event-to-activity mapping. We have
selected this particular technique because it returns all potential mappings in
case of uncertainty. Furthermore, the technique is relatively robust in the context
of noncompliant behavior. In case the approach can compute a single mapping,
i.e. there is no mapping uncertainty, we can conclude that for this process model
and event log, traditional compliance checking techniques suffice to determine
the compliance of all traces in the log. If the mapping approach returns multiple
possible mappings, i.e. there is mapping uncertainty, we continue with the third
step of the evaluation.

Step 3 computes a behavioral space for a trace based on an (uncertain) event-
to-activity mapping EA established in the previous step. We obtain a behavioral
space by creating a trace translation for each of the potential event-to-activity
mappings included in EA.

Lastly, in step 4 we assess if we can determine the compliance or noncom-
pliance of a trace despite the presence of mapping uncertainty. We achieve this
by computing the ProbCompl metric for the behavioral space of a trace t. If
this metric returns a compliance level of 0.0 or 1.0, we know the compliance of ¢
with certainty. For other values, the consideration of behavioral spaces does not
suffice to determine the compliance in a certain manner, though we still obtain
probabilistic and diagnostic information on its compliance.

5.3 Results

Figure4 presents the results of our evaluation experiments. The figure illus-
trates for what percentage of traces deterministic compliance checking results
are obtained by our proposed method and traditional methods.

For noise level 0, where all traces in the event logs are compliant with the
process models, we can observe that the mapping approach can only establish
an event-to-activity mapping for 70.2% of the models in the collection. Since
none of the traces are noncompliant in this log, these issues are caused by activ-
ities which are behaviorally identical to each other. An example of this is seen
for activities B and C of the running example. Because of these issues, tradi-
tional compliance checking techniques can only assess the compliance of 70.2%
of the traces. However, by using behavioral spaces, we can still determine the
compliance of a trace with certainty when mapping uncertainty is caused by
such behavioral equivalent activities. Hence, by using our proposed compliance
checking method, we can determine the compliance of traces with certainty in
100% of the cases. Due to its relative robustness to noise, the mapping app-
roach obtains the same results for logs in which 20% of the traces contain noisy
behavior. Therefore, the results obtained by our method are equal for this set of
logs.

The results change for higher noise levels. For these sets of logs, the map-
ping approach fails to establish certain event-to-activity mappings for increas-
ing numbers of processes. At 40% noise, the approach fails to establish certain
mappings for 62.2% of the processes. This means that traditional compliance
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Fig. 4. Overview of the evaluation setup

checking techniques can only make compliance assessments in 36.8% of the cases.
By contrast, our compliance checking method still succeeds to determine the
compliance of 75.5% of the traces with certainty. The gap between our compli-
ance checking method and traditional methods is even bigger for noise levels of
60% and higher. As Fig. 4 illustrates, the performance of the mapping approach
and, thus, also of both compliance checking methods stabilizes for these noise
levels. However, traditional compliance checking methods can only determine
compliance for approximately 22.0% of the traces. By contrast, our proposed
compliance checking method still provides deterministic results for 66.4% of the
traces, i.e. for 3 times as many traces.

In summary, traditional compliance checking techniques become less and less
useful. For high noise levels, they can provide results for as little as 22.0% of the
traces. While the certainty obtainable through compliance checking with behav-
ioral spaces is also affected by the increased levels of noise, the impact is much
smaller. Therefore, we can conclude that in practical scenarios our compliance
checking method is much wider applicable than traditional compliance checking
methods.

6 Related Work

The work presented in this paper primarily relates to two major research streams:
process matching and conformance checking.

Techniques for process matching concern the establishment of links between
process concepts in different artifacts. The most commonly addressed use case for
this is process model matching, where links are established between activities
and events in different process models [10]. So-called process model matchers
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address this task by exploiting different process model features, including natural
language [12], model structure [11], and behavior [15]. Therefore, they use similar
techniques as the works, considered throughout this paper, that relate events to
process model activities. Similar to the event-to-activity mapping task, it has
been found that model-model matching is also inherently uncertain [16]. Other
process matching techniques focus on different use cases, such as the alignment
of natural language texts to process models [1] and the alignment of events from
different event logs [19].

Process compliance checking techniques are applied in various application
scenarios, including process querying [6], legal compliance [22], and auditing [4].
A plethora of techniques exist for this purpose (cf. [3,5,20,21]). In this paper, we
have used techniques that perform compliance checks based on behavioral profile
relations, introduced in [26]. These techniques are computationally highly effi-
cient, which makes them an ideal choice for compliance checking in the context
of the potentially vast number of translations per trace. Other commonly used
techniques perform compliance checks based on so-called alignments. These tech-
niques, introduced in [3,5], provide different diagnostic information than com-
pliance checks based on behavioral profiles. Furthermore, the compliance checks
can be considered to be more accurate in certain situations, because behavioral
profile relations abstract from certain details of process behavior. However, these
techniques are computationally much more demanding than the highly efficient
compliance checks based on behavioral profiles. For the purpose of efficiency,
recent advances in decomposed compliance checking present a promising direc-
tion [20]. Since the interpretations in a behavioral space generally have consider-
able overlaps, such techniques could be useful in order to reduce the computation
time required for compliance checking.

7 Conclusion

In this paper, we introduced a compliance checking method that can be used
in the presence of uncertain event-to-activity mappings. Our method considers
all potential mappings generated by automated mapping approaches. As such,
it can provide compliance checking results without the need to select a single,
possibly incorrect mapping to base compliance checks on. Therefore, it avoids
the risk of drawing incorrect compliance conclusions. A quantitative evaluation
based on a large collection of real-world process models demonstrated that our
method can provide deterministic compliance checking results for a considerable
amount of situations where traditional compliance checking methods fail.

Our proposed method has to be considered in light of a considerable limi-
tation. Namely, the obtained compliance checking results are dependent on the
quality of the generated event-to-activity mappings. Most importantly, its results
can be negatively affected if the correct mapping is not included in the set of
potential mappings generated by any approach. Still, by applying our method,
we eliminate the need to select a mapping from the set of potential methods.
Hence, our method significantly reduces the possibility of drawing incorrect
conclusions.
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In future work, we intend to extend the coverage of our compliance checking

method. For example, we want to provide instantiations based on other notions
of compliance, such as alignment-based compliance or by considering data asso-
ciated with events. Furthermore, we want to investigate possibilities to use our
compliance checking method to improve existing event-to-activity mapping tech-
niques or to support selection among potential mappings.
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Abstract. Certifying that a process model is aligned with the real
process executions is perhaps the most desired feature a process model
may have: aligned process models are crucial for organizations, since
strategic decisions can be made easier on models instead of on plain data.
In spite of its importance, the current algorithmic support for comput-
ing alignments is limited: either techniques that explicitly explore the
model behavior (which may be worst-case exponential with respect to
the model size), or heuristic approaches that cannot guarantee a solu-
tion, are the only alternatives. In this paper we propose a solution that
sits right in the middle in the complexity spectrum of alignment tech-
niques; it can always guarantee a solution, whose quality depends on the
exploration depth used and local decisions taken at each step. We use
linear algebraic techniques in combination with an iterative search which
focuses on progressing towards a solution. The experiments show a clear
reduction in the time required for reaching a solution, without sacrificing
significantly the quality of the alignment obtained.

Keywords: Process mining - Conformance checking - ILP - Heuristics -
Alignments

1 Introduction

The current trend to store all kinds of digital data has made organizations to
become more than ever data-oriented, thus dependent on the available techniques
to extract value from the data. Process mining is an emerging field which focuses
on analyzing the data corresponding to process executions, with the purpose
of extracting, analyzing and enhancing evidence-based process models [1]. The
application of process mining techniques is magnified in the field of Business
Process Management, where in the last couple of years we have seen important
vendors incorporating process mining capabilities to their products.
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One of the current challenges for process mining techniques is the computa-
tion of an alignment of a process model with respect to observed behavior [2].
Intuitively, given a trace representing a real process execution, an optimal align-
ment provides the best trace the process model can provide to mimic the observed
behavior. Then observed and model traces are rendered in a two-row matrix
denoting the synchronous/asynchronous moves between individual activities of
model and log, respectively. Alignments are extremely important in the context
of process mining, since they open the door to evaluate the metrics that asses
the quality of a process model to represent observed behavior: fitness and gen-
eralization [2] and precision [3]. Additionally, alignments are a necessary step to
enhance the information provided in a process model [1].

The current algorithmic support to compute alignments is either too com-
plex [2] or heuristic [4]. The former is defined as a search for a minimal path on
the product of the state space of the process model and the observed behavior,
an object that is worst-case exponential with respect to the size of the model.
This hampers the application of the techniques from [2] in case of medium/large
instances. In contrast, the techniques in [4] are very efficient both in time and
memory requirements, but cannot guarantee a solution always.

This paper presents an algorithm for computing alignments whose nature is
in between the two aforementioned techniques. As in [4], we ground the tech-
nique on the resolution of Integer Linear Programming (ILP) models that guide
the search for solutions while constructing the derived alignment. However, the
techniques of this paper ensure the derivation of an alignment by requiring the
feasibility of individual steps computed, in contrast to the recursive approach
applied in [4]. As in [2], the algorithm is defined on the synchronous product
between the observed trace and the process model, and we use part of the ILP
model (the tail of the solutions obtained at each step) as an underestimate of the
cost to reach a solution. The crucial element of our approach is to incrementally
construct the alignment by “jumping” over the space of solutions in a depth-
first manner, using ILP models as oracles to guide the search. The approach is
implemented in the open-source platform ProM, and experiments are provided
which witness the distinctive capabilities of the proposed approach with respect
to the state-of-the-art technique to compute alignments.

2 Related Work

The seminal work in [2] proposed the notion of alignment, and developed a tech-
nique to compute optimal alignments for a particular class of process models. For
each trace o in the log, the approach consists on exploring the synchronous prod-
uct of model’s state space and o. In the exploration, a shortest path is computed
in the statespace of synchronous product, using the A* algorithm, once costs for
model and log moves are defined. The approach is implemented in ProM, and
can be considered as the state-of-the-art technique for computing alignments.
Several optimizations have been proposed to the basic approach: for instance,
the use of ILP techniques on each visited state to prune the search space [2].
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In contrast to [2], the technique presented in [4] fully resorts in the resolution
of ILP models together with a recursive partitioning of the input trace. This
technique computes approximate alignments, a novel class of alignments where
deviations can be explained between sets of transitions, instead of singletons as
in [2]. The techniques in [4] can be a good alternative when a precise information
is not required and instead an approximation suffices.

Decompositional techniques have been presented [5,6] which, instead of com-
puting alignments, focus on the problem of deciding whether a given trace fits a
process model or not. The underlying idea is to split the model into a particular
set of transition-bordered fragments which satisfy certain conditions, and local
alignments are then computed for each one of the fragments, thus providing a
upper bound on the cost of an alignment. In contrast, the technique presented
in this paper does not split the model, hence enabling the computation of align-
ments at a global (model) level. Furthermore, our technique can be applied in
the context of decisional techniques for the computation of local alignments a
fitting trace is guaranteed to be identified as such.

Few techniques exist in the literature to consider also other perspectives
beyond control-flow for the alignment computation [7]. In spite of the clear
benefit of considering a multi-perspective view on the problem, these techniques
cannot handle medium to large instances due to their algorithmic complexity. In
fact, the available implementations of such techniques use a two-stage approach,
where they first align the control flow and then consider the data/resources in a
second stage after which optimality cannot be guaranteed. Therefore, our work
can be applied directly in the first stage with some further loss of optimality.

In this paper, we focus on Petri nets as the modelling language. In [2] align-
ments are introduced for the turing complete class of models called inhibitor
nets. The work in this paper easily extends to that class by adding constraints
requiring a place to be empty before firing a transition. Since transformations
exist for most modelling languages into Petri nets (or inhibitor nets) our work
can be applied to these classes as well when doing the transformations explicitly.
However, our techniques cannot directly be translated to existing work where
alignments are computed directly on other model classes, such as declarative
models [8,9] or using different log notions, such as partially ordered logs [10,11]
as no ILP formulation exists for these cases.

3 Preliminaries

A Petri Net [12] is a 3-tuple N = (P, T, F), where P is the set of places, T is the
set of transitions, PNT =0, F : (P xT)U(T x P) — {0, 1} is the flow relation.
A marking is an assignment of non-negative integers to places. If k is assigned
to place p by marking m (denoted m(p) = k), we say that p is marked with k
tokens. Given a node x € P UT, its pre-set and post-set (in graph adjacency
terms) are denoted by ®x and z°® respectively. A transition ¢ is enabled in a
marking m when all places in *¢ are marked. When a transition ¢ is enabled, it
can fire by removing a token from each place in *¢ and putting a token to each
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place in t*. A marking m’ is reachable from m if there is a sequence of firings
tity ... t, that transforms m into m’, denoted by m[tits ... t,)m’. A sequence of
transitions t1ts ... t, is a feasible sequence if it is firable from the initial marking
mo.

Workflow processes can be represented in a simple way by using Workflow
Nets (WF-nets). A WF-net is a Petri net where there is a place start (denoting
the initial state of the system) with no incoming arcs and a place end (denoting
the final state of the system) with no outgoing arcs, and every other node is
within a path between start and end. The transitions in a WF-net are labeled
with tasks or are used for routing purposes (so-called silent transitions or 7 tran-
sitions). For the sake of simplicity, the techniques of this paper assume models
are specified with sound labeled WF-nets, i.e. models without lifelocks and with
only a single deadlock indicating that the model’s execution has terminated.

Definition 1 (Net System, Full Firing Sequences). A net system is a
tuple SN = (N, Mstart, Mend), where N is a Pelri net and the two last ele-
ments define the initial and final marking of the net, respectively. The set
{o | (N, mstart)[0) (N, Mena)} denotes all the full firing sequences of SN.

Note that in this paper, we assume that the set of all full firing sequences is
not empty, i.e. the final marking is reachable from the initial marking.

Let N = (P,T,F) be a Petri net with initial marking mg. Given a feasible
sequence mg — m, the number of tokens for a place p in m is equal to the tokens
of p in mg plus the tokens added by the input transitions of p in ¢ minus the
tokens removed by the output transitions of p in o:

m(p) =mo(p) + Y lole F(t.p) = Y lols F(p, 1)

te®p te p*®

The marking equations for all the places in the net can be written in the
following matrix form: m = mg — N~ -6 + Nt . &, where N=NT - N~ ¢
ZF*T is the incidence matriz of the net: N~ (p,t) = F(p,t) corresponds to
the consumption of tokens and N*(p,¢) = F(t,p) corresponds to production of
tokens. If a marking m is reachable from mg, then there exists a sequence o such
that mg = m, and the following system of equations has at least the solution

— o~

r =0
=g —N"-Z+Nt.& (1)

If (1) is infeasible, then m is not reachable from mg. The inverse does not
hold in general: there are markings satisfying (1) which are not reachable. Those
markings (and the corresponding Parikh vectors) are said to be spurious [13].

For well-structured Petri nets classes Eq. (1) characterizes reachability. It
goes beyond the scope of this paper to elaborate on the exact classes of models
for which this is the case. However, in this paper, we assume that the models we
consider belong to this class.

Next to Petri nets, we formalize event logs and traces.
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Definition 2 (Trace, Event Log, Parikh vector). Given an alphabet of
events T = {t1,...,t,}, a trace is a word o € T* that represents a finite sequence
of events. An event log L € B(T*) is a multiset of traces'. |o|, represents the
number of occurrences of a in o. The Parikh vector of a sequence of events o is
a function™: T* — N" defined as ¢ = (|o|ty,--.,|0lt,). For simplicity, we will
also represent |oly, as 7 (t;).

The main metric in this paper to asses the adequacy of a model in describing
a log is fitness [1], which is based on the reproducibility of a trace in a model:

Definition 3 (Fitting Trace). A trace o € T* fits SN = (N, Mgtart, Mend) if
o coincides with a full firing sequence of SN, i.e., (N, Mstart)[0)(N, Mend)-

Hence an optimal alignment may be fitting or not, depending on whether
the model can mimic exactly or not the behavior observed. Computing align-
ments is a complex task. In [2] the foundational work was presented to construct
alignments by depth-first search using an A* algorithm. The algorithm presented
there relies on two fundamental concepts:

— A synchronous product Petri net, which is a combination of the original model
being aligned and a Petri net representation of the (partially ordered) trace
in the log, and

— The marking equation of that synchronous product.

The core alignment question is formalized as follows: Given a synchronous
product with a penalty function assigning a non-negative penalty to each tran-
sition firing, find a firing sequence from the initial marking to the final marking
with the lowest total penalties.

Consider the example model in Fig.1. This model is a simple parallelism
between transitions B and C after A and before D. Now, consider the trace
<C, D> translated into a trace net as shown in Fig. 2. Obviously, this trace does
not fit the model, as transitions A and B are missing from it. Conceptually,
the alignment problem first constructs a so-called synchronous product which is
shown in Fig. 3. Here, the two black transitions are synchronous combinations
of equally labeled transitions in the model and the trace, i.e. they have the same
input and output places in both the model and the trace net. The alignment
algorithm then finds the shortest execution sequence from the initial state to the
final state, where the firing of each transition has an associated cost. Typically,
the black transitions, called synchronous moves have the lowest cost, while the
model transitions, called model moves and the trace net transitions, called log
mowves, have higher costs. For this example, the cheapest firing sequence would
be <A,C, B, D> as depicted in the upper row (model trace) of the alignment
of Fig.4. For this alignment, the white transitions A and B have been fired
as model moves, and the black transitions C' and D have fired as synchronous
moves.

! B(A) denotes the set of all multisets of the set A.
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Fig. 3. Example Synchronous

Fig. 2. Example trace net.
Product.

The marking equation used for the example synchronous product model in
Fig. 3 is shown below. Here, the columns corresponding to each transition in the
incidence matrix are labeled with m, s, or [ for (m)odel, (s)ynchronous, or (log)
move.

m; Am Bm Cm Dm Cs Ds Cp D Am Bm Cm Dm Cs Ds Cp D my
po / 1 i1 0 0 O 0 0 0 O 0O 0 0 0O 0 0 0 O 0
p1| O 0o 1 0 0 0 0 0 O 1 0 0 0 0 0 0 O 0
pa| O o 0 1 0 1 0 0 0 1 0 0 0O 0 0 0 O 0
p3| O o o0 0 1 0 1 0 0 0O 1 0 0 0 0 0 O 0
pga| O | — o 0o 0 1 0 1 0 0 z + 0O 0 1 0 1 0 0 O z = 0
ps| O O 0 0 0 0 0 0 O o o0 0 1 0 1 0 0 1
pe | 1 0O 0 0 0 1 0 1 0 0O 0 0 0 0 0 0 O 0
pr| O 0o 0o 0 0 0 1 0 1 0O 0 0 0 1 0 1 0 0
pg \ 0 0 0 0 0 0 0 0 O o o0 0 0 0 1 0 1 1

In the remainder of the paper, we consider the synchronous product model as
the starting point and we use the partitioning of the transitions into synchronous
moves, log moves and model moves.

Definition 4 (Alignments, Optimal Alignments). Let N = (P,T,F) be a
synchronous product Petri net where T = T* UT' UT™ can be partitioned into
sets of transitions corresponding to synchronous mowves, log moves and model
moves respectively and let (N,m 1, m") a corresponding net system. Furthermore
let c: T — RY a cost function. An alignment is a full firing sequence o, € {0 |
(N,m)[o)(N,mT)} of this system. An optimal alignment is an alignment o,
such that for all o € {o | (N,m1)[o)(N,m")} holds that c(c4) < c(0).

Traditional algorithms search for alignments using a depth-first search
method over a search graph in which each node represents a partial firing
sequence of the system and each edge the firing of a transition.

Definition 5 (Search space). Let N = (P,T,F) be a synchronous product
Petri net where T = TS U T UT™ can be partitioned into sets of transitions
corresponding to synchronous mowves, log moves and model moves respectively
and let (N,my,m") a corresponding net system. Furthermore let ¢ : T — R*

a cost function. The alignment search space is defined as S = (V, E,c), with
V={m|(N,mp)o)(N,m)} and E CV xT xV such that (m,t,m’) € E if
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and only if (N, m)[t)(N,m'). The root of the search space is m € V the initial
marking. The target node in the search space is the final marking m' € V. Note
that m' €V since the final marking of a system net is assumed to be reachable.

Note that, in the general case, the search space is not bounded. There may
be infinitely many markings reachable from the initial marking and hence in the
search space. Finding an optimal alignment is translated as finding a shortest
path from m, to m' in the search space, where c represents the length of the
edges?.

In order to find the shortest path® in the search space, traditional alignment
approaches use the A* algorithm. This algorithm relies on a estimate function
that underestimates the remaining costs from the current node to one of the
target nodes. The cost between nodes m and m’ in V' can be underestimated by
the marking equation (cf. Sect.3) in the following way:

Definition 6 (Underestimating the costs). Let S = (V, E,c¢) be a search

space and m. € V the current marking reached in the graph. We know that if

there exists a o’ such that (N,m.)[0’)(N,m") then m.+N-o/ =m"'.
Ther%)fe, the solution to the linear problem minimize c(s) such that m, +

N-C=m" provides an underestimate for the cost of o', i.e. c(s) < c(o).

If no solution exists, the final marking cannot be reached, which implies that
part of the search space is not relevant or in other words a correct underestimate
for the remaining distance is infinite.

This approach to finding alignments has been implemented in ProM and has
been extensively used in many applications. However, there are two problems
with this approach. Firstly, the search space can be very large (although only
a finite part needs to be considered). Typically, the search space size is expo-
nential in the size of the synchronous product model which is the product of
the original model and the trace to be aligned. Secondly, computing estimates
is computationally expensive. This can be done both using Linear Programming
and Integer Linear Programming, where the latter provides more accurate esti-
mates. In practice however, both techniques are equally fast as the increase in
precision when doing Integer computations allows the A* algorithm to visit fewer
nodes.

4 ILP Techinques to Compute Alignments

4.1 Computing Optimal Alignments Using ILP

In this paper, we take a fundamentally different approach as we incrementally
construct (possibly suboptimal) alignments. We do so, by “jumping” trough

2 Since the cost function ¢ does not allow for 0O-length, there are no loops of length
0 in the graph. In the available implementations of the alignment problem, this is
hidden from the end-user when instantiating the cost function, but an € > 0 is used
in the core computation.

3 Note that there may be more than one shortest path. Where we talk about the
shortest path, we mean any shortest path.
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the synchronous product model in a depth-first manner until we reach the final
marking. Once the final marking is reached, we terminate the search. Effectively,
from a given marking, we fire a total of z transitions such that these z firings are
locally optimal with respect to the cost function ¢ and we reach the next node in
the search space, from where we continue our search. However, before discussing
our algorithm, we first consider a method for computing optimal alignments of
a given maximal length using the marking equation.

The marking equation allows us to formalize x transition executions at once
by taking the consumption matrix for each step and the marking equation for
all preceding steps in the following way:

Property 1 (Marking equation for executing x transitions). Let N = (P, T, F) be
a Petri net, mg, my two reachable markings of the net and let o = (to,...,tz—1)
be a trace such that (N, mg)[o)(N, ms). Furthermore, for 0 < i < z, let m; be
such that (N, mg)[{to,...,t:))(N,m;). Using the marking equation and general
properties of transition firing, we know the following properties hold:

—immf=mg— N~ -5+ N* .7 as the sequence o is executable,

— for 0 < 7 < x holds that Tﬁ: =m;_1 — N~ - <ti_1> + N+ <ti_1>, i.e. the
marking equation holds for each individual transition in the sequence,

— for 0 < i < x holds that m; — N~ -59.; + Nt -60.;,_1 > 0, i.e. before firing
of each transition there are sufficient tokens to fire that transition.

The properties above are fundamental properties of Petri nets and the mark-
ing equation. They give rise to a new algorithm to find alignments of a given
length.

Definition 7 (Up To Length 2 Alignment as ILP problem). Let N =
(P,T,F) be a synchronous product Petri net and let (N, m, m?') a correspond-
ing net system. Furthermore let ¢ : T — R a cost function. Let 0y, ...,0,_1 be

a set of x vectors of dimension |T| as the optimal solution to the following {0,1}
ILP problem:

mingmize Z c(é:) (2)
> 0<i<zx
subject to ml+ Z N- 9—; =m' (3)
0<j<x
Vo<i<x g,- 17 <1 (4)
mr+ Y NG —N"-6>0 (5)
0<j<t
Vo<i<a 91——1) 7 > 5: T (6)

An optimal solution to the problem above constitutes a full firing sequence o
of lengthl =73 ;. 0i- 1 T of the net N in the following way: for each 0 < i <1
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holds that o; =t = 3( t) =1, i.e. the sequence o is made up of those transitions
which correspond to the vamables taking value 1 in this system. Note that for
Il <i <z holds that9 TT = 0.

The target function shown as Eq. 2 above sums the costs of firing transitions
in the net. Equation 4 ensures that each vector corresponds to at most one firing
of a transition and Eq. 5 ensures that firing all transitions ¢; preceding transition
t; from the initial marking produces sufficient tokens in every place to enable
transition ¢;. Equation6 ensures that in any solution the vectors 6 = 0 are
grouped together and finally, Eq.3 ensures that the final marking is reached
after firing at most k transitions.

Before showing how the ILP definition above can be extended to find align-
ments up to length k, we first show that any optimal alignment o indeed corre-
sponds to an optimal solution to this ILP for k = |o|.

Theorem 1. Let N = (P,T,F) be a synchronous product Petri net and let
(N,my1,m") a corresponding net system. Furthermore let ¢ : T — Rt a cost
function and o an optimal alignment of N. We show that there is an optimal
solution to the k-alignment ILP for k > |o| corresponding to o, i.e. the ILP-
alignment problem provided us with optimal alignments.

Proof. The proof consists of two parts. First, we show that o translates into a
solution of the ILP. Then, we show that there cannot be a more optimal solution
as this would imply there is a more optimal alignment.

Let © = {90, ..»0)5/—1} be a set of vectors, such that for all 0 < ¢ < |o]
holds that 6, (t) =1 if and only if o; = t, otherwise 0; (t) = 0. We show that this
is a solution to the ILP of Definition 7 by enumerating the constraints:

(4) For all 0 < i < |og] it trivially holds that 6, 17 =1,
(5) Since o is a full firing sequence, we know that for each 0 < i < |o| holds
that (N, m])[oo..;—1)(N,m) for some marking m in which transition o; is

—>

enabled. Furthermore, the marking equation states that m  +N-Go_,_1 = m
and m — N~ - (0;) > 0.
The definition 6; leads to the fact that ZO§j<i 0; = 60.i-1, hence we con-
clude that m,; + N - ZOS_QQ‘ 6; = m and m — N~ - §; > 0. Combining this
yields m7 + 3> <, ;N-0; =N~ -0; >0 forall 0 < i <o,

(6) Since all vectors 6; contain one element equal to 1 this is trivially true,

(3) Similar to the proof for Eq. 5, this equation is satisfied.

The set of vectors © indeed is a solution to the ILP corresponding to the full
firing sequence o. Now we prove that no better solutlo_ntp the ILP exists by
contradiction. Assume there is a solution @' = {90, ce ‘U‘fl} which is a solution
to the ILP with a lower target function than @. We know we can construct a

(to, .oy ti—1) for @ with length | < |o| (Definition 7). Furthermore, we
know o' is a full firing sequence. Since Zo< <‘U,‘C(9;) < Zogiqa\c(e‘{) and the
relation between o and ©, we know that ¢(¢’) < ¢(o). However, this violates the
definition of ¢ being an optimal alignment. O



Aligning Modeled and Observed Behavior 103

The ILP formulation above allows us to compute an optimal alignment if we
know an upper bound k for the length of such an alignment. Unfortunately, such
an upper bound cannot be given in advance as this would require knowledge of
the alignment sought. Furthermore, the large number of variables in this ILP
(the number of transitions in the synchronous product model times the length
of the alignment) makes this ILP intractable in any real life setting.

4.2 Computing Alignments Without Optimality Guarantees

To overcome the limitations of not knowing the length of the alignment and the
intractability of the ILP computation, we introduce an algorithm for incremen-
tally computing alignments. The core idea of this algorithm, which again relies
heavily on the marking equation, is the following. We use an ILP problem that
constructs an exact prefix of an alignment of relatively short length (for example
x = 10 transitions) and estimates the remainder of the alignment in the same
way the A* techniques do. Then, we execute the exact prefix of relatively small
length z, compute the resulting marking and repeat the computation until we
reach the target marking.

Definition 8 (k of = prefix Alignment as ILP problem). Let N = (P, T, F)
be a synchronous product Petri net where T = T*UT'UT™ are the partitions of
T and let (N,m1,m") a corresponding net system. Furthermore let ¢ : T — R*
a cost function. We assume k < |T!|.

Let © = {9_0), . ,9_3:} be a set of x+ 1 vectors of dimension |T| as the optimal
solution to the following ILP problem:

minimize Z 0(9_:) (7)
> 0<i<z
subject to mi + Z N- 9_; =m' (8)
0<j<z

S>> b)) =k 9)

teTsuT! 0<i<zx
—

Vo<i<a 0;,- 17 <1 (10)
mr+ Y NG —N"-6; >0 (1)

0<j5<t
Voci<a O 1-17>06,-T7 (12)
C 0,1 -17>0, 17 (13)

An optimal solutzon to the problem above constitutes a firing sequence o of
length | = ZO<2<I 1T of the net N identical to Definition 7. Note that the
constant C' in Eq. 13 is a sufficiently large constant, for example C = |T|?. A
specific value for C' can be identified, but this is beyond the scope of the paper.
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Algorithm 1. Sequential Alignment

1 function Align (N, m.,m" e, 1, z,k);

Input : A net N, the current marking m., the target marking m", the last
estimate for the remaining cost e, the number of events to be
explained [ and two parameters x and k with k < x and k <e

Output: A firing sequence o

2 if m. =m' then

3 ‘ return ()
4 else
5 Solve © = {675, o ,0‘;} as the optimal solution to the k of = ILP of
Definition 8 ani let o be the firing sequence derived from 9_0) .. 9;6—_;
6 d = Zo<z<r c(0:)
7 e = c(@ )
8 1f67;7é0/\c'+e'22~ethen
9 ‘ return Align(N,me,m" e, I,z 4+ 1, min(k + 1,1))
10 else
11 computemasm:ﬁfg—i—ZMKzN-é:
12 k= ZtGTSUTl 20§i<w 0i(t)
13 return (o o Align(N,m,m",¢’,l — k', z, min(k,1)))
14 end
15 end

The difference between Definitions 7 and 8 is relatively small, but significant.
The added vector 01 in the solution does not represent a single transition exe-
cution. Instead, it represents the “tail” of the alignment, i.e. the resulting firing
sequence o is no longer a full firing sequence as it is not guaranteed to reach
the target marking. Instead, it reaches some intermediate marking m and Gm isa
vector underestimating the cost for reaching the final marking from m identical
to the underestimate function in A* as defined in Definition 6. Once the optimal
solution to the ILP is found, the marking m reached after executing o is taken
as a new final marking and the problem is reinstantiated with that marking as
initial marking.

The second important difference is the k used solely in Eq.9. This equation
ensures that o contains at least k transitions from the set of synchronous moves
or log moves, i.e. it guarantees progress as it is a property of a synchronous
product that there are no loops in the log move and synchronous move possible.

Using the k of x ILP we present the sequential alignment algorithm as Algo-
rithm 1 and using the algorithm outlined in Algorithm 1 we define an (k,x)
sequential alignment.

Definition 9 ((k,z) - Sequential Alignment). Let N = (P,T,F) be a syn-
chronous product Petri net where T = T*UT'UT™ are the partitions of T and let
(N,my,m") a corresponding net system. o = Align(N,m,,m",inf, |T'|, z, k)
is an (k, ) sequential alignment, where k < |T'| and k < x.
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The sequential alignment algorithm is a recursive algorithm. It starts by
solving a k of  ILP problem which for which a solution is assumed to exist.
After solving the ILP, the solution is compared to the previous estimate (the
cost, of 9_;) If the new optimal solution deviates too much from the expected
solution €’ +¢ > 2-e and the 0_; is non zero, i.e. the final marking is not reached,
then we go into a backtracking phase. We try again, with increased value of x
(and k if applicable). If the initial ILP cannot be solved, i.e. no solution exist,
backtracking can also be used. However, we typically assume our process models
to be sound workflow models.

It is easy to see that the algorithm terminates, i.e. either the final marking
m?" is reached, or the value of z is increased until it equals the length of the
shortest path from the current marking to the final marking in which case the
solution of the k of x ILP becomes optimal and 6, = 0.

4.3 Quality of Alignments

The sequential alignment algorithm presented in Algorithm 1 is guaranteed to
terminate and to return an alignment. However, it is not guaranteed to return
an optimal alignment. This is due to the fact that the marking equation used for
the 6, vector does not correspond to an actual realizable sequence. Instead, as
in the original A* approach, is merely underestimates the optimal costs to reach
the final marking. As such, sub-optimal decisions may be made in each prefix.
In particular, this is the case if the model contains many so-called “transition
invariants”, the simplest case of which are structured loops of activities.

Even if a trace perfectly fits the model, extreme cases can be devised where
the sequential algorithm may construct sub-optimal alignments (although this
requires the introduction of duplicate labels), while at the same time, for some
classes of model and log combinations, optimality can be guaranteed. Hence,
overall, it is impossible to say anything about the quality of the delivered align-
ment in advance. However, as the experiments in the next section show, in prac-
tical cases, the alignments are of high quality and the reduced time complexity
is well worth the trade-off.

In our experiments, which we present in the next section, we considered the
relative error of the costs as a measure for the quality. This relative error is
defined as the cost of the sequential alignment exceeding the cost of the optimal
alignment as a fraction of the cost of the optimal alignment.

5 Evaluation

In order to assess the quality of the proposed technique, we conducted various
experiments. In this section, we show one of these experiments on a real-life
dataset and model. The dataset used deals with the treatment of sepsis patients
in a hospital [14]. There are 1050 cases with in total 15214 events over 16 activ-
ities. There are 74 unique sequences of activities in the log and the model used
contains 19 labeled transitions and 30 unlabeled routing transitions. The model
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is free-choice and contains both loops and parallel constructs, i.e. it belongs to
the class of models considered in this paper.

The experiments were conducted on a Core i7-4700MQ CPU with 16GB
of memory, of which at most 8GB of memory were allocated to the Java vir-
tual machine. In the interest of fairness, all algorithms were executed in single-
threaded mode?.

Figures5 and 6 show the analysis time of aligning this log on the given
model using three techniques, namely (1) the baseline traditional A*, (2) our
approach using Gurobi [15] as a backend ILP solver and (3) our approach using
LpSolve [16] as a backend solver®. The x-axis shows the fitness of the trace (based
on the baseline which guarantees optimal alignments) and for each trace, both
computation time and relative error in total costs for the alignment returned are
plotted. The time is plotted on the left-hand logarithmic axis and the error on
the right-hand axis.

As shown in Fig. 5, the computation time of alignments using our approach
is orders of magnitude lower than when using A*. However, in some cases, sub-
optimal solutions may be returned which are up to 84% off in terms of the total
costs as shown in Fig. 6. The overall error on the entire log is 7,87% for Gurobi
and 7,05% for LpSolve. The differences between the two solvers are explained
by their local decisions for optimal solutions which may lead to different choices
in the alignments. For two other models in the same collection, the results are
even better, with at most an 6.7% cost overestimation.

What is important to realize is that the larger errors in the cost coincide with
higher computation times in the A* implementation. Inspection of the specific
cases shows that these cases suff_e)r from the property that the estimator used
in A*, which coincides with our 6,, performs poorly. In the A* case, optimality

4 The classical A* approach can be executed in multi-threaded mode, in which case
multiple traces are aligned at once. Furthermore, the Gurobi solver can also be
used in multi-threaded mode, which only affects the branch-and-bound phase of the
solving.

5 We did not compare our approach to [4] since the latter does not always produce a
real alignment.
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is still guaranteed, but at a cost of performance, while in our approach, the
“wrong” decision is made for the alignment, leading to errors.

Figureb suggests that, when cases become more fitting, the computation
becomes more expensive. However, this result is misleading as the numbers are
not corrected for the length of traces, i.e. the traces that are better fitting in this
dataset are typically longer. Therefore, in Fig. 7 we show the relation between
the trace length and the computation time for both A* and for our approach
using Gurobi.

Figure 7 shows that our approach scales linearly in the length of the trace.
This is expected since, for longer traces, more ILPs need to be solved. However,
these ILPs are all of equal size and, since they have the same structure, of
comparable complexity.

In the A* case, we see that there is a considerably larger influence of the trace
length to the time do compute alignments. The time complexity of A* depends
on two factors, namely the size of the synchronous product’s statespace and the
accuracy (and time complexity) of the internal heuristic used. The size of the
synchronous product’s statespace is the product of the model’s statespace and
the length of the trace, hence this also scales linearly in the trace length. The
internal heuristic used in A* is comparable to our tail computation for 8, which,
for most Petri nets, is a fairly good heuristic. As such, the performance of A* is
polynomial® in a linearly growing graph, which is exactly what’s shown in the
figure.

To emphasize the importance of our work even further, we show results on
a well-known, artificial benchmark example in Fig.8. This example was taken
from [17] where a model is presented with 239 uniquely labeled transitions and
massive parallelism. Here, we clearly see that our approach, both using LpSolve
or Gurobi, can be used to find alignments for all traces within a couple of seconds.

5 In this case quadratic, but in general, the quality of the heuristic used in A* degrades
with the number of semi-positive transition invariants in the model, but that dis-
cussion is beyond the scope of this paper.
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The A* approach however, can only find alignments in some cases, before running
out of time (the limit per trace was set at 200000 states, roughly correspond-
ing to 15min of computation time). Furthermore, in those cases where the A*
completes, our sequential algorithms returns optimal alignments.

In all experiments above, the cost function used was chosen in such a way
that the penalties for labeling an event as a so-called log move or a transition
as a so-called model move were equal to 1 and all figures were made using 1-
of-4 prefix alignments. We tested various other values for both k and = and the
results were comparable as long as k is significantly smaller than x. The full code
is available in the anti-alignment package in ProM and is fully integrated in the
conformance checking framework therein.

6 Conclusions

Alignments are a well-known basis for further analysis when comparing 