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Introduction

In this study, we present the utilization of parallel computing capabilities for
geocomputational modeling. Since its emergence in 1990s, geocomputation has
been playing a critical role in bridging computer science and geography [1–3].
Geocomputation, as Gahegan [4] identified, is based on four themes in computer
science to support geographic problem-solving: (1) computer architecture and
design, (2) search, classification, prediction and modeling, (3) knowledge discovery,
and (4) visualization. Computer algorithms and technologies from these themes are
often intertwined to enable the resolution of complex geographic problems through
geocomputational modeling. The advancement of these algorithms and technologies
in computer science has pushed the development of geocomputation domains.
However, gaps often exist between the development of algorithms and technologies
in computer science and their applications in geography [1, 5]. Thus, it is necessary
to retrospect the development of geocomputational modeling enabled by parallel
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computing. The focus of this study is on parallel computing, representative of
computer architecture and design in geocomputation themes.

Recent increasing parallel computing applications are attributed to the blossom-
ing of high-performance computing resources in cyberinfrastructure. Cyberinfras-
tructure, also referred to as e-Science, is the integration of “computing systems, data,
information resources, networking, digitally enabled-sensors, instruments, virtual
organizations, and observatories, along with an interoperable suite of software
services and tools.” ([6]; page 1). Cyberinfrastructure, as highlighted by NSF [6],
consists of three key capabilities: high-performance and parallel computing, massive
data handling and visualization, and virtual organization. High-performance and
parallel computing is the key component of cyberinfrastructure that provides mas-
sive and transformative computing power for scientific discovery across alternative
domains. Domain-specific problems that are infeasible for desktop computing can
be solved by using tremendous computing power from cyberinfrastructure-enabled
high-performance computing resources [7]. The use of cyberinfrastructure for
enhancing problem-solving requires knowledge and skills from computer hardware,
software, and specific science domains to best exploit the capabilities of cyberinfras-
tructure [6–9]. Of course, as cyberinfrastructure continues to develop, requirements
on computer knowledge and skills tend to be relaxed. This will greatly urge the
domain applications of cyberinfrastructure-enabled high-performance computing.
There are a suite of representative cyberinfrastructure, including U.S. XSEDE
(Extreme Science and Engineering Discovery Environment; see http://www.xsede.
org), Open Science Grid (see http://opensciencegrid.org/), and DEISA (Distributed
European Infrastructure for Supercomputing Applications; see http://deisa.eu).
High-performance computing resources from these cyberinfrastructures are open
to domain scientists for computationally intensive analysis and modeling.

The objective of this chapter is to discuss geocomputational modeling driven by
parallel computing at the era of cyberinfrastructure. We organize the remainder of
this paper as follows. First, we give an introduction to parallel computing. Then,
we provide a detailed discussion on the applications of parallel computing on
geocomputational modeling. We focus geocomputational modeling on four aspects:
spatial statistics, spatial optimization, spatial simulation as well as cartography
and geovisualization. We then use a case study to demonstrate the power of
parallel computing for enabling a spatial agent-based model that is computationally
challenging. Last, we conclude this chapter and propose directions for future
research.

Parallel Computing

Current mainstream computing paradigm is dominated by multi-core and many-
core computing, both of which are inherently associated with parallel computing
architectures and technologies [10–12]. Multi-core machines are shared-memory
computers based on CPU technology, which can be interconnected to form computer
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clusters (i.e., distributed memory architectures; see [10, 12]). Many-core computing
is fueled by the emergence of NVIDIA many-core GPUs (Graphics Processing
Units) for general-purpose computation [13, 14]. Multi- and many-core comput-
ing resources are often coupled together—i.e., heterogeneous high-performance
computing resources—for the need of parallel computing. These parallel com-
puting architectures serve the basis for cutting-edge cyberinfrastructure-enabled
computing, for example, cluster-, Grid-, and cloud-computing (see [10, 15, 16]).
In particular, high-performance computing resources are increasingly available on
cloud computing platforms [15, 17]. Thus, how to effectively utilize these high-
performance computing resources is of greater interest than their accessibility. The
solution lies in parallel computing.

Depending on the way that data or information is communicated among pro-
cessors, two generic types of parallel computing methods exist: message passing
and shared memory (see [12]). In message-passing parallel computing, a processor
communicates with others for the data required for its subsequent computation
through sending and receiving messages. The requested data are encoded into
messages on the sender side and then decoded on the receiver side. In terms
of shared-memory parallel computing, processors use common address space to
exchange data among themselves. Message-passing and shared-memory paral-
lelisms dominate the parallel computing paradigm with a focus on inter-processor
communication, which may induce significant overhead. Further, because of inter-
processor communication, synchronization is often needed to coordinate concurrent
operations among processors. A set of synchronization approaches exists, including
barrier, lock, or semaphore [12]. On the other hand, there exist problems for which
divided sub-problems do not exchange data or the exchange is light-weighted. In
other words, processors will not (frequently) communicate for data from others. For
this case, an embarrassingly parallel computing approach (also often referred to as
a master-worker approach; see [12]) is the idealistic parallel solution. Because no or
little communication among processors exists, high performance on computation is
likely to be obtained.

Besides synchronization, a set of parallel strategies, represented by decompo-
sition and load balancing, is often needed to efficiently parallelize a problem.
Decomposition strategies support the partitioning of a problem into sub-problems
according to characteristics of data (domain decomposition) or functions (functional
decomposition) involved [10, 12]. Depending on the size of the sub-problems being
partitioned compared with the original problem, decomposition can be fine- or
coarse-grained. For spatial problems, spatial domain decomposition that takes into
account spatial characteristics of the problems is often used for partitioning and
alternative decomposition strategies reported (see [18, 19]).

In particular, Ding and Densham [18] presented detailed discussion on spatial
domain decomposition strategies based on the regularity and heterogeneity of spatial
domains. As a result, four types (regular versus irregular; homogeneous versus
heterogeneous) of spatial domains exist to guide the decomposition. Regarding
consideration of interactions or influence among spatial features, Ding and Densham
[18] discussed a suite of parallel spatial modeling: local, neighborhood, region,
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and global (also see [20]). Ding and Densham [18] suggested that the consid-
eration of spatial characteristics, represented by heterogeneity and dependency,
is instrumental in the development of parallel algorithms for spatial problems.
For example, spatially heterogeneous characteristics may create an unbalanced
distribution of computation across spatial domains of a problem, which will require
(more) sophisticated domain decomposition for effectively parallelizing the spatial
algorithm. Spatial dependency may affect the choice of the size of neighboring
regions, exerting a significant impact on the synchronization mechanism for a spatial
problem parallelized using either a message-passing or shared-memory approach.

Once a problem is decomposed into a set of sub-problems, each sub-problem
will be wrapped into a task assigned to an individual computing processor. The
relationship between tasks and computing processors can be one-to-one or many-to-
one. The workload assigned to computing processors may be unbalanced—i.e., load
balancing (see [12]) is needed to efficiently utilize the parallel computing resources.
Static and dynamic strategies [12] can be applied to achieve load balancing. For
static load balancing, tasks are assigned to processors before parallel computing.
Once the tasks are executed, there will not be re-assignment of tasks. Optimization
algorithms can be used for static load balancing as it is naturally an assignment
problem. Dynamic load balancing allows for flexibly reassigning or scheduling tasks
among processors to achieve possibly more balanced workload.

To evaluate the performance of parallel algorithms, quantitative metrics based
on computing time can be used. Performance metrics mainly include speedup,
efficiency, and communication-computation ratio (see [12]). Speedup and efficiency
are based on the comparison of execution time between a single processor and
multiple processors (Eqs. (1) and (2)). Both speedup and efficiency are positively
related to the computing performance of parallel algorithms. Communication-
computation ratio is calculated as the ratio of communication time over computation
time (Eq. (3)). Heavy communication overhead of a parallel algorithm usually leads
to a high communication-computation ratio.

s D T1=Tm (1)

e D s=np (2)

c D Tcomm=Tcomp (3)

where s, e, and c are speedup, efficiency, and communication-computation ratio
of a parallel algorithm. T1 denotes the execution time of the sequential algorithm
(i.e., on a single processor). Tm is the execution time of the parallel algorithm.
Tcomm is the time spent on inter-processor communication. Tcomp denotes the time
on computation.
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Parallel Computing for Geocomputational Modeling

Geocomputational modeling serves as an abstraction of real-world geographic prob-
lems. Spatial statistics, spatial optimization, and spatial simulation are three pillars
of geocomputational modeling that provide inductive or deductive problem-solving
support. Further, geocomputational modeling is inherently related to cartography
and geovisualization because of the need of visual presentation of relevant data that
are geographically referenced. Thus, in this study, we focus our discussion in terms
of the use of parallel computing for geocomputational modeling on four categories:
spatial statistics, spatial optimization, spatial simulation, and cartography and
geovisualization (Fig. 1). We use articles summarized in Table 1 to guide our
discussion.

Fig. 1 Illustration of the use of parallel computing for geocomputational modeling

Table 1 List of literature of geocomputational modeling driven by parallel computing

Category Citation

Spatial statistics Armstrong et al. [21], Armstrong and Marciano [22], Cheng [23], Gajraj
et al. [24], Guan et al. [25], Kerry and Hawick [26], Pesquer et al. [27],
Rokos and Armstrong [28], Tang et al. [29]
Wang and Armstrong [30], Widener et al. [31], Yan et al. [32]

Spatial optimization D’Ambrosio et al. [33], Gong et al. [34], He et al. [35], Peredo and Ortiz
[36], Porta et al. [37]

Spatial simulation Abbott et al. [38], Deissenberg et al. [39], Guan and Clarke [40], Li
et al. [41], Nagel and Rickert [42], Tang and Wang [43], Tang et al. [44],
Tang [45], Uziel and Berry [46], Wang et al. [47]

Cartography
geovisualization

Mower [48], Mower [49], Rey et al. [50], Sorokine [51], Tang [52],
Vaughan et al. [53], Wang et al. [54], Wang [55]
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Spatial Statistics

Spatial statistics provide a means of summarizing spatial characteristics of geo-
graphic data or inferring spatial patterns of interest based on first- or second-order
properties of these data (see [56, 57]). Spatial statistics mainly comprise spatial
autocorrelation analysis (e.g., Moran’s I or Gerry’s C), geostatistics (e.g., Kriging
interpolation, semivariogram), and spatial pattern analysis (e.g., kernel density
analysis, Ripley’s K approach). Spatial statistics can be univariate, bivariate, or
multivariate, thus facilitating the inference of spatial relationships within, between,
or among spatial variables [56]. As geographically referenced data are increasingly
available with respect to their size and type, spatial statistics provide necessary
support for analyzing and understanding spatial characteristics (e.g., heterogeneity
and dependence) in these data. Spatial statistics approaches involve comparisons of
spatial entities in terms of distance, direction, geometry, or topological relationships
[56]. These comparisons may operate at local or global levels with respect to the
set of spatial entities [58, 59]. Thus, a significant amount of computation is often
required for spatial statistics approaches, particularly when the geographic datasets
are large.

Parallel algorithms have been developed for the efficient use of spatial statistics
on high-performance computing resources. Armstrong et al. [21] presented their
pioneering work in which a G(d) statistic algorithm, functioning as a local spatial
cluster approach for hotspot detection [60], was parallelized. Subsequent studies
for the parallelization of G(d) algorithm were reported (see [22, 30]). In particular,
Wang and Armstrong [30] proposed a formal theory of spatial computational
domain and applied it to parallelize the G algorithm. Spatial characteristics of
geographic data were taken into account in the parallel algorithm to guide the
efficient derivation of G values. Parallel computing efforts for other spatial statistics
algorithms have been reported [28, 29, 31, 32, 61]. For instance, Yan et al. [32]
developed a parallel Monte Carlo Markov Chain (MCMC) approach for efficient
posterior sampling and applied it to parameterize a Bayesian spatiotemporal model
based on Gaussian random field. Widener et al. [31] parallelized the AMOEBA
(A Multidirectional Optimal Ecotope-Based Algorithm; see [62]) spatial cluster
method using a message-passing approach. The computation of seeds required by
the AMOEBA algorithm was partitioned and assigned to individual computing
nodes. Tang et al. [29] presented a Ripley’s K function approach accelerated through
GPUs for spatial point pattern analysis. Acceleration factors, as reported by Tang
et al. [29], can reach up to two orders of magnitude on a single Tesla Fermi GPU
device and three (about 1501) when using 50 GPUs together.

With respect to geostatistics, Kriging interpolation is an approach that has
been actively parallelized in the literature [23–27]. In Guan et al. [25] paral-
lel work, fast Fourier transformation (to derive the covariance matrix) and the
computation of weights for Kriging-based areal interpolation were parallelized
within a message-passing environment. Guan et al. [25] examined their parallel
areal interpolation algorithm on a high-performance computing cluster (about 5000
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CPUs) and demonstrated that considerable speed-up was obtained. Pesquer et al.
[27] proposed a row-wise decomposition approach to partition the computational
load of ordinary Kriging, in which variogram fitting was automated, into a collection
of worker nodes. Cheng [23] implemented a GPU-enabled parallel universal Kriging
interpolation approach in which computationally intensive matrix-based operations
(multiplication) were mapped to many-core architecture on GPUs. As Cheng [23]
reported, the acceleration factor by using GPUs for universal Kriging is about 18.

Spatial Optimization

Spatial optimization is to search for optimal solutions from a set of alternatives
that constitutes the solution space of a spatial problem of interest [63–65]. A
spatial optimization algorithm is converged when its objective function (single- or
multi-objective), constrained by a set of criteria, reaches maximum or minimum.
Search approaches for optimization algorithms can be exact or heuristic [65]. Exact
search enumerates and compares the entire set of solutions, guaranteeing for global
optimum. Yet, exact search is only suitable for optimization problems that are rela-
tively simple or small because of the brute-force search of solution space. Heuristic
search, including deterministic (e.g., hill-climbing) and stochastic (e.g., simulated
annealing, or evolutionary algorithms), introduces automated mechanisms that
guide the convergence of the optimization algorithm. While heuristic search does
not warrant global optima, it is well-suited to spatial optimization problems that
are often sophisticated. Machine learning algorithms (e.g., decision trees, artificial
neural networks, evolutionary algorithms, ant colony algorithm, and particle swarm
algorithms; see [66–69]) have been extensively used to support heuristics search in
optimization algorithms. These machine learning algorithms emulate the behavior
of human or animals for intelligent problem-solving. The application of spatial
optimization in geography, pioneered by Garrison [70], covers a suite of themes,
including site search [71], location analysis [72, 73], spatial planning [74, 75], and
ecosystem management [76].

The complexity of geographic problems often leads to a large solution space.
As a result, computationally intensive search may be needed in order to obtain
(near) optimal solutions for geographic problems, demonstrating the need of
parallel computing for spatial optimization. Alternative parallel spatial optimization
algorithms have been reported. Peredo and Ortiz [36] developed a simulated
annealing algorithm parallelized using a message-passing mechanism to search
for spatial patterns that match targeted ones. A tree-based strategy was used
to accelerate the computation associated with the acceptance and rejection of
perturbed spatial patterns. Machine learning algorithms, for example, artificial
neural networks and evolutionary algorithms, have been parallelized. Gong et al.
[34] proposed a hybrid parallel neural network algorithm as a nonlinear regression
approach for empirical land use modeling. Parallel strategies were applied for the
training and validation of ensemble neural networks. For evolutionary algorithms,
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the computation of each chromosome is independent with each other. Thus,
the population of chromosomes is usually partitioned into a collection of sub-
populations each assigned to a computing element for parallel computation. Because
of independence among chromosomes’ computation, computing performance for
parallel evolutionary algorithms is usually high. For example, D’Ambrosio et al.
[33] used a parallel evolutionary algorithm for optimal parameter estimation of a
debris flow model based on cellular automata, and PGAPack, a parallel evolutionary
algorithm software package (see https://code.google.com/p/pgapack/), supported
their work. He et al. [35] developed a loose coupling strategy that applied parallel
evolutionary algorithms to calibrate two hydrological models. Further, Porta et al.
[37] implemented parallel evolutionary algorithms for optimal land use allocation
within three types of computing environments: multi-core (shared memory), com-
puting clusters (message passing), and hybrid.

Spatial Simulation

Spatial simulation is an approach that explicitly represents and generates the
artificial history of a geographic system [77–79]. Components and their interrela-
tionships in geographic systems are abstracted and represented in spatial simulation
models. There are three types of generic spatial simulation [78–80]: system models,
cellular automata, and agent-based models. System models, with a foundation in
general systems theory [81], employ a set of differential equations to represent
macro-level relationships among state variables in a system of interest [82]. Because
of the complexity of geographic systems, analytic solutions may not be obtained
for these differential equations. Differential equations in system models are often
solved using a numerical approach. Cellular automata are based on neighborhood
interactions and transition rules to represent spatial dynamics in geographic systems
[78]. Agent-based models (or individual-based models) rely on the concept of agents
that allow for the explicit representation of decision-making processes of spatially
aware individuals or their aggregates [83, 84]. Both cellular automata and agent-
based models are bottom-up simulation approaches tailored to the representation
of decentralized interactions among components in a geographic system. Besides
the three types of generic simulation, there are domain-specific simulation models,
for example, hydrological models [85], that have been developed for the study of
dynamic spatial phenomena. These simulation approaches (generic and domain-
specific) have a vast body of literature in terms of exploring the spatiotemporal
complexity of geographic systems.

The representational and generative power of spatial simulation models creates
high computational demands, which trigger the motivation of utilizing parallel
computing. Costanza and Maxwell [86] detailed the development of a parallel
system model for the simulation of coastal landscape dynamics using spatially
explicit differential equations. Guan and Clarke [40] presented the parallelization
of SLEUTH, a cellular automat model of urban growth, and the application of the

https://code.google.com/p/pgapack
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parallel model into the simulation of urban development of the conterminous U.S.
Alternative spatial domain decomposition strategies were implemented to partition
and allocate computational workload into parallel computing architectures. In Li
et al. [41] work, a spatial cellular automata-driven urban simulation model was
parallelized with support from strategies of ghost zones (for inter-processor com-
munication) and load balancing (by area or workload). Besides cellular automata,
parallel agent-based models have received attention from alternative domain sci-
entists [39, 43, 47]. Uziel and Berry [46] presented a parallel individual-based
model to simulate the winter migratory behavior of Yellowstone elk. Regular
and irregular spatial domain decomposition strategies were used to cope with the
irregular shape of the landscape that elk interacted with. Likewise, Abbott et al. [38]
implemented a parallel individual-based model of white-tailed deer in which the
foraging and movement of deer on their landscape were partitioned and distributed
among multiple processors via a message-passing mechanism. Nagel and Rickert
[42] proposed a parallel agent-based simulation of traffic in Portland and used a
graph partitioning approach to divide the transportation network in the study area
for load-balanced parallel computation. Tang et al. [44] applied a message-passing
approach to parallelize a land use opinion model on a supercomputer. Further, as
the increasing availability and maturity of GPUs technologies, a suite of parallel
spatial simulation models accelerated by using the many-core GPU power have been
reported (A detailed review is in [45]).

Cartography and Geovisualization

Cartography and geovisualization enable the presentation of 2- or 3-D spatial
data through visual forms (e.g., maps or animations). Cartography has a focus on
principals and techniques of mapping [87], while geovisualization is extended from
cartography with an emphasis on interactive mapping and on-the-fly visualization
of spatial information [88]. Map projection, data classification, generalization, and
symbolization constitute fundamental components of cartography and geovisu-
alization [87]. The combination of these cartographic components supports the
design of alternative types of maps, including choropleth, dasymetric, isopleth,
and proportional symbol or dot maps. Cartography and geovisualization pose
a computational challenge [88]. For example, Armstrong et al. [89] illustrated
the use of genetic algorithms for optimizing class intervals of choropleth maps
and underlined that the process of developing optimal data classification requires
computationally intensive search.

Each component in cartography and geovisualization could be highly compu-
tationally demanding, for which parallel computing provides a potential solution.
Parallel algorithms have been developed to accelerate line simplification (see [49,
53]) and label placement of maps [48]. Tang [52] parallelized the construction
of circular cartograms on GPUs. To leverage the massive thread mechanism of
GPUs, the construction process was divided to a large number of fine-grained
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sub-tasks, while synchronization required by iterations of cartogram construction
was conducted at a kernel level. Compared with advanced CPUs, the GPU-based
parallel cartogram algorithm obtained a speed up of 15–20. In order to accelerate
Fisher-Jenks choropleth map classification, Rey et al. [50] examined three different
parallel python libraries, PyOpenCL, Multiprocessing, and Parallel Python, on both
CPU-based parallel python and GPU-based PyOpenCL. Their results indicated
that satisfactory speedup with the parallelization for moderate to large sample
sizes can be achieved and performance gains varied according to different parallel
libraries. Advance in high-performance computing greatly encourages the study
and application of parallel scientific visualization [54]. Visualization software
platforms enabled by high-performance and parallel computing, for example, Par-
aView (http://www.paraview.org/) and VisIt (https://wci.llnl.gov/codes/visit/home.
html) are available and hold promise for accelerating the geovisualization of
large geographic data. Sorokine [51] presented a parallel geovisualization module
that allowed for leveraging high-performance computing resources for rendering
graphics in GRASS GIS. A large geo-referenced image was divided into many
smaller tiles concurrently rendered by back-end computing clusters. Similarly, in
the work by Wang [55], a map tiling strategy was used for parallel visualization of
vector- and raster-based GIS data.

Case Study

Agent-Based Spatial Simulation

In this study, we use a parallel agent-based model of spatial opinion to illustrate
the importance and power of parallel computing for geocomputational modeling.
The agent-based model was developed and parallelized within GPU environment
(see [90]) for detail. In this model, geospatial agents situated within their spatially
explicit environments develop and exchange opinions with their neighbors. Each
iteration, an agent searches stochastically for its neighbors using a distance-decayed
probability function (Eq. (4)).

pij D dij
�1=˛ (4)

The probability (pij) that two agents (i and j) are peered for opinion exchange
is dependent on the distance between them (dij). After determining which neighbor
for communication, the agent will exchange opinion with its neighbor, driven by
a bounded confidence model that Weisbuch et al. [91] proposed. In this bounded
confidence model, the opinion of an individual is a continuous variable with a range
of 0–1. In our model, agents’ initial opinions are uniformly randomly distributed.
In other words, agents are randomly distributed on their opinion space. Each agent
updates its opinion using two parameters: opinion threshold and exchange ratio.

http://www.paraview.org
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Opinion threshold determines whether the agent will conduct opinion exchange
with its neighbor. If the opinion distance between the two agents is shorter than the
opinion threshold, the agents will use exchange ratio to update their opinions based
on the opinion distance between them. Otherwise, no opinion exchange activities
will occur if the opinion distance is longer than the threshold.

To enable the opinion modeling at a large spatial scale, the agent-based opinion
model was parallelized and accelerated using general-purpose GPUs (see [90]).
NVIDIA CUDA (Compute Unified Device Architecture; see [13, 92]) was the
computing platform used for this parallel computing effort. GPU-enabled general
purpose computing is based on a shared-memory data parallelism with thread
technologies. A large number of CUDA threads are available for concurrently
executing the assigned computing tasks on the streaming processors of a GPU
device. In this study, the population of geospatial agents was divided into a
collection of sub-populations based on a 1D block-wise domain decomposition
strategy (see [11, 18]). Each sub-population may consist of one or multiple agents
and the associated opinion development process is handled by a CUDA thread.
Because the number of threads allowed in CUDA-enabled GPUs is large, massive
agents are supported in this parallel spatial model.

Experiment

We designed an experiment to examine how parallel computing accelerates and
thus facilitates the agent-based modeling of large-scale spatial opinion exchange.
The experiment is to investigate the impact of communication range on the spatial
opinion exchange. In this model, the distance coefficient (’ in Eq. (4)) in the
distance-decayed neighborhood search determines the communication range (see
[90]). We varied this distance coefficient from 0.2 to 1.3 at an interval of 0.1
(corresponding to 3–398 cells). Consequently, there are 12 treatments in this
experiment (noted as T1–T12). The distance threshold of agents was set at 0.22
and the exchange ratio is 0.40. A raster landscape was used in this study, and the
landscape size of the model is 2000 � 2000. Each cell is situated by an agent. For
each treatment, we repeated the model run 100 times, in total 1200 runs required.
GPU devices that we used in this study are Nvidia Tesla Fermi M2050 (including
448 cores). CPUs are dual Intel Xeon hex-core processors (clock rate: 2.67 GHz;
memory: 12 GBs).

In this model, as agents communicate with their neighbors, their opinions tend to
move towards each other in their opinion space. When their opinions are clustered
within a small range, these agents reach consensus. In this experiment, we are
interested in the consensus development of agents. So we used an index of entropy
[93] to quantify the spatial opinion patterns over time. The entropy index allows for
representing the diversity of spatial opinions: a high entropy index illustrates that
the spatial opinion pattern is diverse. Otherwise, a low entropy index is associated
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Fig. 2 Time series of opinion entropies over iterations (T1–T12: treatment 1–12)

with a homogeneous spatial opinion pattern—i.e., agent opinions are converged or
consensus is reached.

en D �

nX

iD1

pi
� log pi (5)

where en is the entropy of an agent opinion pattern. pi is the probability of
opinion group i. n is the number of opinion groups. Figure 2 shows the time
series of Shannon’s entropy over 1000 iterations for the 12 treatments. For the
first treatment, the communication range is short (threecells). The total number
of possible neighbors that an agent exchanges opinion is small (79 neighbors).
Thus, as agents communicate for exchanging opinions, entropy exhibits a gradually
decreasing pattern. The averaged entropy at iteration 1000 is about 2.0. In other
words, agents’ opinions do not converge because of the limited communication
range.

As increase in communicate range, entropy curves tend to reach minimum
quickly. In most of the treatments entropy values converge within a range of 0.5–
1.0. This illustrates that increment in communication range tends to increase the
likelihood of communicating with more agents with diverse opinions. As a result,
it is easier for agent opinion to converge for consensus. Of interest is the pattern of
convergence iterations and entropies as communication ranges increase (see Fig. 3).
For the first seven treatments, both convergence time and corresponding entropies
tend to be lower when communication ranges increase. Yet, once communication
range exceeds 40 cells (treatment eight and after), convergence time exhibits a
wide range of variation (between iteration 1 and 1000). Most of the model runs
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Fig. 3 Convergence iterations and entropies for model runs in the experiment

(except treatment T10) tend to converge at a small range of values for each
treatment. Communication range of 40 cells is a critical threshold that triggers the
state transition between stable and unstable convergence. This can be attributed
to change in the interacting intensity (the amount of agent interactions per unit
area) required for spatial opinion exchange. Before communication range reaches 40
cells, interacting intensity (given the same amount and types of agents) is high such
that agents have sufficient opportunities to exchange their opinions for consensus.
Yet, once the communication range exceeds 40 cells, interacting intensity required
for opinion convergence tends to decrease (the number of interactions remains
the same, but neighboring zones are enlarged). The decreased interacting intensity
produces a form of diluting effect that introduces instability in the convergence of
agent opinion.

We used acceleration factor, ratio of computing time on a single CPU over that
on a GPU device (similar to speedup; see [90]; cf. [12]), to evaluate the computing
performance of the parallel agent-based opinion model. Table 2 reports results of
computing performance (including computing time and acceleration factor) of the
12 treatments. GPU computing time of each model run varies between 150 and
160 s (about 2–3 min), and corresponding CPU computing time falls within a range
of 1600–1800 s (about half an hour per run). So the computing time required by
this experiment is reduced from 600 h for a single CPU (0.5 h per run � 1200 runs;
about 25 days) to 60 h for a single GPU. About 10–12 acceleration factors per GPU
device per run were obtained. Because each run in this experiment is independent,
we used 30 GPUs to concurrently execute these model runs to achieve further
acceleration. The total CPU-based sequential computing time of this experiment
requires 23.58 days. When using 30 GPUs together, it takes 6730.11 s to complete



50 W. Tang et al.

Table 2 Results of computing performance of the agent-based modeling of spatial opinion
exchange (time unit: seconds; Std: standard deviation)

CPU time GPU time Acceleration factor
Treatment Mean Std Mean Std Mean Std

T1 1773.32 142.28 158.93 10.69 11.23 0.89
T2 1685.88 116.88 158.37 10.49 10.84 1.04
T3 1655.66 100.26 157.95 11.99 10.58 1.09
T4 1670.81 117.33 156.04 12.51 10.66 1.12
T5 1652.46 105.76 159.71 9.69 10.24 0.87
T6 1644.99 86.87 158.53 11.02 10.52 1.18
T7 1675.75 120.79 153.85 11.54 11.04 1.27
T8 1659.36 105.97 164.69 3.15 10.11 0.71
T9 1679.23 112.68 156.38 12.56 10.89 1.15
T10 1660.30 105.06 155.97 10.54 10.46 0.94
T11 1677.63 119.56 159.75 10.10 10.39 0.90
T12 1756.70 141.86 160.18 11.12 11.14 1.41

the experiment. The corresponding acceleration factor (similar to speed up) for
completing the entire experiment is 302.74 with respect to a single CPU. The
influence of communication range on computing performance (both computing time
and acceleration factors) is insignificant in this experiment.

Conclusion

In this study, we illustrated the power of parallel computing for geocomputational
modeling and identified parallel strategies instrumental in tackling the associated
computationally intensive issues. High-performance computing technologies are
extensively available for domain-specific scientists in general and geographers
in particular. Parallel computing strategies, represented by decomposition, syn-
chronization, and communication, allow for best utilizing parallel computing
architectures that high-performance computing is built on. In particular, for the par-
allelization of spatially explicit geocomputational modeling, spatial characteristics
can be taken into account into parallel spatial algorithms to best leverage the high-
performance computing capabilities of state-of-the-art cyberinfrastructure.

We focused our discussion on four categories related to geocomputational mod-
eling: spatial statistics, spatial optimization, spatial simulation, and cartography and
geovisualization. The first three approaches (statistics, optimization, and simulation)
serve as the pillars of geocomputational modeling. These three approaches allow
us to abstract and transform geographic problems into geocomputational modeling.
The abstraction and representation of these problems in geocomputational modeling
approaches make them computationally challenging. Parallel computing provides a
potential solution to resolve the computational intensity of these geocomputational
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modeling approaches. Cartography and geovisualization support the visual pre-
sentation of geo-referenced data or information associated with geocomputational
modeling. The use of parallel computing for the acceleration of cartography and
geovisualization methods is needed when massive data are associated with, or
produced from, geocomputational modeling.

Future research directions that we suggest for the applications of parallel
computing in geocomputational modeling include (1) more elegant parallel spa-
tial strategies for the best utilization of computing power in alternative high-
performance computing resources, including heterogeneous multi- and many-core
computing architecture; (2) more detailed investigation on the capability of parallel
geocomputational modeling approaches (statistics, optimization, and simulation) for
large-scale spatial problem-solving; and (3) parallel geovisualization technologies
for the visual presentation of large GIS data and information (i.e., big data)
associated with geocomputational modeling.
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