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Preface

Quantum mechanics is usually studied for systems where the position and
momentum take all real values. Weyl and later Schwinger studied quantum systems
where the position and momentum take a finite number of values. The emergence
of the subject of quantum information created a lot of interest in such systems,
which became known as qudits. This research is interdisciplinary and combines
ideas from mathematics, physics, computer science, chemistry, and materials sci-
ence. Within this general area, the so-called problem of mutually unbiased bases led
to the study of quantum systems with variables in Galois fields. The monograph
discusses various aspects of these ‘finite quantum systems.’

It also considers rigorously the limit where the dimension of the system becomes
very large using ideas from the timely area of profinite groups. These ‘profinite
quantum systems’ have links to a different area of research, known as p-adic
physics. The latter studies quantum systems with variables which are p-adic
numbers and combines algebraic number theory with quantum physics. It has
applications in condensed matter, particle physics, string theory, etc. The mono-
graph approaches this area from a different angle, using inverse and direct limits
and profinite groups.

I have a strong interest in all these areas, and I have written three review articles
on finite quantum systems (in 2004), on systems with variables in Galois fields (in
2007), and on systems with variables which are p-adic numbers (in 2013). They are
the background for this monograph, but the material is completely rewritten, some
gaps have been filled, and other topics such as finite geometries, mutually unbiased
bases, weak mutually unbiased bases, and quantum logic have been added.

Overall, the aim of this monograph is to present the material by adding a novel
flavor to it (as discussed in section 1.4 below). The presentation is concise but
informative, and the general theory is complemented with examples. The level of
rigor is appropriate for a mathematical physics monograph. The proofs describe the
important steps, so that the reader can easily fill the gaps.

The monograph is suitable for Ph.D. students and other researchers in quantum
physics, quantum optics, quantum information, p-adic physics, mathematical
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physics, applied mathematics, and computer science. The reader is expected to have
some knowledge of certain mathematical areas, as follows:

• In Chap. 5, about finite geometries.
• In Chap. 6, about lattice theory.
• In Chaps. 8 and 9 about Galois theory.
• In Chaps. 10, 11, and 12 about p-adic numbers, profinite groups, and inverse

and direct limits.

There is a brief introduction to these concepts in the monograph (with references
to the literature), but the aim is to establish the notation and explain how to do
practical calculations. So some prior knowledge of these topics will be helpful.

I would like to thank some of my ex-Ph.D. students Dr. C. Lei, Dr. S. Zhang,
Dr. L. Wang, Dr. H. Al Hadhrami, Dr. M. Shalaby, Dr. S. Oladejo,
Dr. P. Evangelides, and Dr. T. Olupitan, who worked with me on related problems.
I would also like to thank Tom Spicer and Cindy Zitter from Springer, and the
referee, for their encouragement and support.

Bradford, UK Apostolos Vourdas
April 2017
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Chapter 1
Introduction

Abstract This chapter presents the contents of this monograph, and highlights its
novel flavour.

Quantum mechanics is usually studied for systems where both position and
momentum take values in R. However more generally, the position can take val-
ues in an Abelian locally compact group G, and the momentum in its Pontryagin
dual group ˜G [1–3]. Pontryagin duality between two groups which are used for
positions and momenta, is the fundamental starting point for quantum mechanics
(and harmonic analysis). In this monograph G is one of the finite or profinite groups
discussed below.

1.1 Finite Quantum Systems

We study quantum mechanics on the following finite groups:

• G ∼= ˜G = Z(d): We study a quantum system with variables in the ring Z(d),
and denote it as Σ[Z(d)] [4–7]. In quantum information this system is called
qudit. Genuine examples of such systems are spins. Other examples are infinite-
dimensional systems, which due to low energy operate in the lowest d states. In
this case the infinite-dimensional system is approximatedwith a finite-dimensional
quantum system. Superconducting qubits are examples of this.
In the case that d = p (where p is a prime number), Z(p) is a field and has
stronger properties than a ring. Consequently the corresponding systemsΣ[Z(p)]
have stronger properties (e.g., in relation to mutually unbiased bases) which are
discussed in this monograph.

• G ∼= ˜G = GF(pe): Apart from Z(p), the Galois fields GF(pe) are also finite
fields. Quantum systems with variables in GF(pe), are denoted as Σ[GF(pe)]

© Springer International Publishing AG 2017
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2 1 Introduction

and are called Galois quantum systems [8]. They inherit Galois structure (e.g.,
Frobenius transformations and the Galois group), and have other desirable prop-
erties (e.g., in relation to mutually unbiased bases).

We call the systems Σ[Z(d)] and Σ[GF(pe)], finite quantum systems.

1.2 Profinite Quantum Systems

Profinite groups are groups at the edge of very large finite groups. The concept of
inverse limit defines this in a rigorous manner. Topologically, they are totally dis-
connected (an intermediate concept between discrete and continuous). We consider
the following profinite groups:

• G = Zp and ˜G = Qp/Zp: Theprofinite groupZp of p-adic integers, canbeviewed
as the group Z(pe), with very large e. Its Pontryagin dual group is the group of
fractional p-adic numbers Qp/Zp. We study a quantum system with positions
in Zp and momenta in Qp/Zp, and denote it Σ[Zp, (Qp/Zp)] [9–11]. It can be
viewed as a quantum system Σ[Z(pe)] with very large e, in the following sense.
The set of systems Σ[Z(pe)] with the order ‘subsystem’, is a chain. This chain is
not complete, but it becomes complete if we add the Σ[Zp, (Qp/Zp)] to it.

• G = ̂Z and ˜G = Q/Z: The profinite group ̂Z, can be viewed as the group Z(d),
with very large d. Its Pontryagin dual group is the groupQ/Z of rational numbers
on a circle. We study a quantum system with positions in ̂Z and momenta in
Q/Z, and denote it Σ[̂Z, (Q/Z)] [9–11]. It can be viewed as a quantum system
with variables in Σ[Z(d)] with very large d, in the following sense. The set of the
systemsΣ[Z(d)]with the order ‘subsystem’, is a directed partial order. It becomes
a directed-complete partial order, if we add theΣ[̂Z, (Q/Z)] (and also some other
systems as discussed later) to it.

We call the Σ[Zp, (Qp/Zp)] and Σ[̂Z, (Q/Z)], profinite quantum systems.

1.3 Brief Overview

We describe briefly the content of each chapter.
In Chap.2, we present some background material on partial orders. In particular

we consider the set N of natural numbers, which with the order divisibility, is a
directed partial order. We add ‘top elements’ to it, and extend it into the set of
supernatural (Steinitz) numbers, which is a directed-complete partial order. We also
present briefly some aspects of Pontryagin duality.

In Chap.3, we discuss the ringZ(d) and its factorization in terms of smaller rings,
which is based on the Chinese remainder theorem. We also discuss the symplectic
group Sp[2,Z(d)] and its factorization in terms of smaller symplectic groups based
on the Chinese remainder theorem.

http://dx.doi.org/10.1007/978-3-319-59495-8_2
http://dx.doi.org/10.1007/978-3-319-59495-8_3
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In Chap.4, we study quantum systemsΣ[Z(d)], with variables inZ(d). There are
technical differences in the two cases that d is odd or even integer. In this monograph
we consider the case that d is an odd integer.We discuss various phase spacemethods
in this context. The phase space is the toroidal lattice Z(d) × Z(d), and in it we
study displacements and the Heisenberg-Weyl group HW [Z(d)], and symplectic
transformations and the Sp[2,Z(d)] group. We also study coherent states, Wigner
functions, and Weyl functions, in this context. Using the factorization of the ring
Z(d) in terms of smaller rings, the system Σ[Z(d)] is factorized in terms of smaller
systems. An analytic representation of the quantum states, that uses Theta functions,
is also discussed.

In Chap.5, we discuss the phase space Z(d) × Z(d) as a finite geometry [12–14].
We also discuss mutually unbiased bases [15–17]. They have important applications
in quantum communications and quantum cryptography, and their study involves
deep problems in discrete mathematics. We consider the following cases:

• For d = p (where p is a prime number),Z(p) × Z(p) is a near-linear finite geom-
etry (two lines have at most one point in common). In this case, the number of
mutually unbiased bases is p + 1, and there is a duality between them and the
p + 1 lines through the origin in Z(p) × Z(p).

• For d = pe (a power of prime number), the discussion on mutually unbiased bases
involves the Galois field GF(pe), and is presented later in Chap.9.

• For d which is not a prime number or a power of prime number, it is difficult to find
the maximum number of mutually unbiased bases. In this case the Z(d) × Z(d)

is a non-near-linear finite geometry (two lines have many points in common).
Motivated by a desire to have a duality between bases and lines, we discuss a
weaker concept which we call weak mutually unbiased bases [18–20].

Overall, Chap. 5 discusses mutually unbiased bases and their generalizations, and
their duality to lines in the finite geometry Z(d) × Z(d).

In Chap.6, we discuss the quantum logic of finite quantum systems. The discus-
sion starts with Boolean algebras and Boolean rings describing classical logic, and
classical computation. We then discuss the Birkhoff-von Neumann lattice [21–25],
which describes the quantum logic, and which for systems with finite-dimensional
Hilbert space, is a modular orthocomplemented lattice.

In Chap.7, we discuss applications of the formalism of finite quantum systems.
They include angle and angular momentum states, interferometry of multimode sys-
tems, orbital angular momentum states, etc. Each of these topics is a subject in its
own right, and the intention is to define the basic quantities and provide a guide to
the literature.

In Chap.8, we present background material from Galois theory, which is needed
later. The emphasis is on how to do practical calculations with Galois numbers.

InChap.9,wediscuss theGalois quantumsystemsΣ[GF(pe)].Manyof the prop-
erties of these systems are similar to those of the finite quantum systems Σ[Z(d)].
The emphasis in our presentation is on extra ‘Galois properties’ that they have, like
the Frobenius transformations and the Galois group. We also discuss mutually unbi-
ased bases in these systems.

http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_5
http://dx.doi.org/10.1007/978-3-319-59495-8_9
http://dx.doi.org/10.1007/978-3-319-59495-8_5
http://dx.doi.org/10.1007/978-3-319-59495-8_6
http://dx.doi.org/10.1007/978-3-319-59495-8_7
http://dx.doi.org/10.1007/978-3-319-59495-8_8
http://dx.doi.org/10.1007/978-3-319-59495-8_9


4 1 Introduction

In Chap.10, we present background material from p-adic numbers and profinite
groups, which is needed later. We explain that the Pontryagin dual group to Zp is the
Qp/Zp, and the Pontryagin dual group to ̂Z is Q/Z. The inverse and direct limits
are central concepts, for these discussions. The emphasis is on how to do practical
calculations with p-adic numbers.

In Chap.11, we discuss the quantum system Σ[Zp, (Qp/Zp)]. Using the the-
ory of profinite groups and inverse and direct limits, we show rigorously that the
Σ[Zp, (Qp/Zp)] can be viewed as the system Σ[Z(pe)] in the limit of large e. We
discuss the concepts of locally constant functions, and functions with constant sup-
port, which are designed to make integrals to converge. We also define the Schwartz-
Bruhat space B[Zp, (Qp/Zp)] of wavefunctions, and then Fourier transforms, the
Heisenberg-Weyl group HW [(Qp/Zp),Zp, (Qp/Zp)], and Wigner and Weyl func-
tions. It is shown that the HW [(Qp/Zp),Zp, (Qp/Zp)] is a totally disconnected and
locally compact topological group.

In Chap.12, we discuss the quantum system Σ[̂Z, (Q/Z)]. Using the theory of
profinite groups and inverse and direct limits, we show that the Σ[̂Z, (Q/Z)] can be
viewed as the system Σ[Z(d)] in the limit of large d. We show that the Schwartz-
Bruhat spaceB[̂Z, (Q/Z)] of wavefunctions is the restricted tensor product of all the
Schwartz-Bruhat spacesB[Zp, (Qp/Zp)]with all prime p (this is the tensor product
with an extra restriction). We also discuss Fourier transforms, the Heisenberg-Weyl
group HW [(Q/Z),̂Z, (Q/Z)], and Wigner and Weyl functions. It is shown that
the HW [(Q/Z),̂Z, (Q/Z)] is the restricted direct product of the Heisenberg-Weyl
groups HW [(Qp/Zp),Zp, (Qp/Zp)] with all prime p (this is the direct product
with an extra restriction). The HW [(Q/Z),̂Z, (Q/Z)] is a totally disconnected and
locally compact topological group.

1.4 Aim of the Monograph

The aim of the monograph, is to present the above described material, by adding a
novel flavor to it. In addition to the standard material, we emphasize some topics
which either have not been discussed extensively in the literature, or they have been
discussed from a different angle to the one presented here. The choice of such topics
is of course subjective, and we briefly highlight them below, firstly in the context of
QuantumMechanics and Quantum Information [26–28] and secondly in the context
of p-adic Physics [10, 11, 29–31].

1. Quantum Mechanics and Quantum Information:

• Within the formalism of qudits, we highlight the following:
– The study of coherent states in finite quantum systems, and generalizations
like coherent density matrices, and coherent projectors of rank n.

– The factorization of the quantum systemΣ[Z(d)] in terms of smaller quan-
tum systems. This is based on the Chinese remainder theorem.

http://dx.doi.org/10.1007/978-3-319-59495-8_10
http://dx.doi.org/10.1007/978-3-319-59495-8_11
http://dx.doi.org/10.1007/978-3-319-59495-8_12
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– The study of the Z(d) × Z(d) phase space, as a finite geometry. It is a near-
linear finite geometrywhen d is a prime number, and a non-near-linear finite
geometry when d is not a prime number.

– Within the formalism of mutually unbiased bases, which has been studied
extensively in the literature, we also discuss a weaker concept called weak
mutually unbiased bases, and emphasize their duality to the finite geometry
of the phase space.

• Finite quantum systems with variables in Galois fields, have been used in
mutually unbiased bases for systems with power of prime dimension. Here
we study them as a subject in its own right, with emphasis on Frobenius
transformations and the Galois group, which are the pillars of the Galois
structure. Groups that combine Frobenius transformations with displacements
and symplectic transformations, are also discussed.

• We discuss quantum logic for finite quantum systems, and compare and con-
trast it with classical logic. Logic is the heart of (classical and quantum)
computer science, and it provides a language for the algebraic description of
circuits with classical and quantum gates.

2. p-adic Physics: p-adic numbers have been used in various branches of Physics:
string theory, condensedmatter, etc. In Chaps. 10, 11 and 12we present a rigorous
approach to the study of finite quantum systems, as the dimension goes to infinity.
This part of the monograph belongs to the subject of ‘p-adic Physics’, but we
approach this area from a different angle, using the theory of profinite groups
and inverse and direct limits. The concept ‘profinite’ is extended from groups to
quantum systems. We show that:

• The set of all Σ[Z(pe)] with e ∈ N, is a chain which is not complete. It
becomes complete if we add to it, the Σ[Zp, (Qp/Zp)]. All the systems
Σ[Z(pe)] with e ∈ N, are subsystems of Σ[Zp, (Qp/Zp)]. In this sense,
Σ[Zp, (Qp/Zp)] can be viewed as the Σ[Z(pe)] in the limit of large e.

• The set of all Σ[Z(d)] with d ∈ N is a directed partially ordered set, which
is not complete. It becomes complete if we add to it the Σ[̂Z, (Q/Z)]
(and also some other systems). All systems Σ[Z(d)] are subsystems of the
Σ[̂Z, (Q/Z)]. In this sense, Σ[̂Z, (Q/Z)] can be viewed as the Σ[Z(d)] in
the limit of large d.
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Chapter 2
Partial Orders and Pontryagin Duality

Abstract Partial orders, supernatural numbers, and Pontryagin duality, are dis-
cussed.

2.1 Partial Orders

Definition 2.1 (i) A partially ordered set is a set S with a relation ≺, and the
properties:

(1) (reflexivity) a ≺ a, for all a ∈ S;
(2) (antisymmetry) if a ≺ b and b ≺ a, then a = b;
(3) (transitivity) if a ≺ b and b ≺ c, then a ≺ c.

(ii) A directed partially ordered set S, is a partially ordered set with the additional
property that for a, b ∈ S, there exists c ∈ S such that a ≺ c and b ≺ c.

a, b are comparable if a ≺ b or b ≺ a. A partially ordered set where any pair of
elements is comparable, is a chain (total order).

Definition 2.2 Two partially ordered sets (S,≺) and (S′,≺′) are order isomorphic,
if there is a bijective map f from S to S′, and f (a1) ≺′ f (a2), if and only if a1 ≺ a2.

Example 2.1

• the partial order ‘subgroup’ in a set of groups
• the partial order ‘less or equal’ in the set of natural numbersN (i.e., a ≺ b if a ≤ b)
• the partial order ‘divisibility’ in the set of natural numbers N (i.e., a ≺ b if a|b)
For simplicity we use the same symbol ≺ for different partial orders, and its precise
meaning is clear from the context.

Definition 2.3 An upper bound of a subset T of the partially ordered set S, is an
element a ∈ S such that b ≺ a for all b ∈ T . If the set of all upper bounds of T has
a smallest element, it is called the supremum of T .

© Springer International Publishing AG 2017
A. Vourdas, Finite and Profinite Quantum Systems, Quantum Science
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An element m ∈ S is called maximal, if there is no element k ∈ S such that
m ≺ k. A partially ordered set might have many maximal elements, or it might have
no maximal element.

Definition 2.4 A partially ordered set S, is called directed-complete partial order
(dcpo) if one of the following two statements, which can be proved to be equivalent
to each other [1–3], holds:

(1) Every directed subset of S has a supremum.
(2) Every chain in S has a supremum.

A chain which has a supremum, is called a complete chain.

Directed partially ordered sets which are not complete, can sometimes be enlarged
into directed-complete partial orders, by adding extra elements.

Example 2.2 The setN of natural numbers, with divisibility as an order is a directed
partially ordered set, but it is not a directed-complete partial order. For example
the chain p, p2, p3, ... where p ∈ Π , has no supremum. N has no maximal ele-
ments. Below we enlarge this set into the supernatural (Steinitz) numbers, which is
a directed-complete partial order.

2.2 The Directed-Complete Partial Order of Supernatural
(Steinitz) Numbers

The set NS of supernatural (Steinitz) numbers [4, 5] is:

NS =
{
n =

∏
pep | p ∈ Π; ep ∈ Z

+
0 ∪ {∞}

}
(2.1)

The index S indicates supernatural or Steinitz. Here:

• The exponents can take the value ∞.
• The product might contain an infinite number of prime numbers.

In this set only multiplication is well defined, and by definition

p∞ pe = p∞; e ∈ Z
+
0 ∪ {∞}. (2.2)

N is a subset of NS . Indeed, if all ep �= ∞ and only a finite number of them are
different from zero, the

∏
pep ∈ N.

Definition 2.5

• Let (ep) (where p ∈ Π and ep ∈ Z
+
0 ∪{∞}) be an infinite sequence of exponents.

The (ep) ≺ (e′
p) indicates that ep ≤ e′

p for all p. By definition all numbers in Z
+
0

are smaller than ∞.
• n = ∏

pep is a divisor of n′ = ∏
pe

′
p , if (ep) ≺ (e′

p). We denote this as n|n′ or as
n ≺ n′.



2.2 The Directed-Complete Partial Order of Supernatural (Steinitz) Numbers 9

• E is the element of NS , corresponding to the sequence where all ep = 1:

E =
∏
p∈Π

p (2.3)

• Υ is the element of NS , corresponding to the sequence where all ep = ∞:

Υ =
∏
p∈Π

p∞ (2.4)

Every element of NS is a divisor of Υ .

The setNS ordered by divisibility (as defined above) is a directed-complete partial
order, with Υ as supremum. Examples of complete chains in NS , are

p, p2, ..., p∞; p ∈ Π

p1 ≺ p21 ≺ ... ≺ p∞
1 ≺ p∞

1 p2 ≺ p∞
1 p22 ≺ ... ≺ p∞

1 p∞
2

2 ≺ 2 · 3 ≺ 2 · 3 · 5 ≺ ... ≺ E

2∞ ≺ 2∞3∞ ≺ 2∞3∞5∞ ≺ ... ≺ Υ (2.5)

The suprema in these chains are p∞, p∞
1 p∞

2 , E and Υ , correspondingly. They are
examples of the elements that have been added intoN, in order tomake it the directed-
complete partial order NS .

We use the notation NS(p) for the complete chain

NS(p) = {p, p2, ..., p∞}. (2.6)

2.3 Pontryagin Duality

Let G be an Abelian group and G̃ its Pontryagin dual group, i.e. the group of its
characters (weuse the notationχ for characters). For locally compactAbelian groups,
the Pontryagin duality theorem states that

˜̃G ∼= G. (2.7)

Let G be a set of groups, and G̃ the set of their Pontryagin dual groups. The partial
order subgroup in G, endows a partial order in G̃, where Ã ≺ G̃ if A ≺ G.

Definition 2.6 Let A be a subgroup ofG (we denote this as A ≺ G). The annihilator
AnnG̃(A) of A, is the subgroup of G̃:

AnnG̃(A) = {b ∈ G̃ | χb(a) = 1,∀a ∈ A} (2.8)
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Table 2.1 The groups G
relevant to this monograph,
together with their Pontryagin
dual groups G̃, and the
corresponding quantum
system

G G̃ Σ(G, G̃)

Z(d) Z(d) Σ[Z(d)]
GF(pe) GF(pe) Σ[GF(pe)]
Zp Qp/Zp Σ[Zp, (Qp/Zp)]
Ẑ Q/Z Σ [̂Z, (Q/Z)]

The following proposition gives the Pontryagin dual group Ã of a subgroup A of a
group G, and we present it without proof (e.g., [6]).

Proposition 2.1 If A ≺ G, then the Pontryagin dual group of A is isomorphic to
G̃/AnnG̃(A):

Ã ∼= G̃/AnnG̃(A). (2.9)

In quantummechanicsG canbe used as the groupof ‘positions’, and its Pontryagin
dual G̃ as the group of ‘momenta’. We denote such a quantum system as Σ(G, G̃).
For some groups G ∼= G̃, and then we use the simpler notation Σ(G) for the
corresponding quantum system.

Definition 2.7 Σ(A, Ã) is a subsystem of Σ(G, G̃) if A ≺ G (in which case the Ã
is related to G̃ as in Eq. (2.9)). We denote this as Σ(A, Ã) ≺ Σ(G, G̃).

The groups G relevant to this monograph, together with their Pontryagin dual
groups G̃, and the corresponding quantum system, are shown in Table2.1.
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Chapter 3
The Ring Z(d)

Abstract The ring Z(d) of integers modulo d, and its properties are discussed. The
material of this chapter is prerequisite for the study of finite quantum systems, in
chapter 4.

3.1 The Ring Z(d) and its Characters

Additive characters in the ring Z(d) are given by

ωd(α) = ω(α) = exp

(
i
2πα

d

)
; [ω(α)]d = 1; α ∈ Z(d) (3.1)

If d is clear from the context, we omit the index d in the notation. The group C(d) of
characters of Z(d), i.e., the Pontryagin dual group to Z(d), is isomorphic to Z(d):

C(d) = {ω(α) | α ∈ Z(d)} ∼= Z(d). (3.2)

The following relation holds:

1

d

d−1∑
α = 0

ω[α(β − γ )] = δ(β, γ ). (3.3)

δ(β, γ ) is the Kronecker delta which is equal to 1 when β = γ (mod d).
If d is a prime number p, then Z(p) is a field. Elements in the field Z(p) obey

the relation

α p = α; α ∈ Z(p). (3.4)

© Springer International Publishing AG 2017
A. Vourdas, Finite and Profinite Quantum Systems, Quantum Science
and Technology, DOI 10.1007/978-3-319-59495-8_3
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When d is a power of a prime number pe, the Z(pe) is a ring. However there exists
a Galois field GF(pe) with pe elements, which differs from the ring Z(pe) in the
multiplication rule, and which is discussed later.

3.1.1 Quadratic Gauss Sums

The quadratic Gauss sum is defined as [1, 2]

G[α;Z(d)] =
d−1∑
β = 0

ω(αβ2). (3.5)

If d is an odd integer, then

|G[1;Z(d)]| = √
d. (3.6)

If d = d1d2 where d1, d2 are coprime, then

G[α;Z(d1d2)] = G[d1α;Z(d2)]G[d2α;Z(d1)]. (3.7)

This reduces the study of Gauss sums to the special cases of G[α;Z(pe)] where p
is a prime number.

If d = p is an odd prime number and α �= 0, then

G[α;Z(p)] = (α|p)G[1;Z(p)]. (3.8)

where (α|p) is the Legendre symbol. But |(α|p)| = 1 for α �= 0. Therefore for an
odd prime p:

|G[α;Z(p)]| = √
p if α �= 0

|G[0;Z(p)]| = p. (3.9)

3.1.2 Totient Functions and the Dedekind psi Function

Let d be an integer, which is factorized in terms of N prime numbers pi as

d =
N∏
i=1

peii . (3.10)

The Jordan totient function is given by [1]
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Jk(d) = dk
N∏
i=1

(
1 − 1

pki

)
. (3.11)

For k = 1 the Jordan totient function reduces to the Euler totient function ϕ(d), given
by

ϕ(d) = J1(d) = d
N∏
i=1

(
1 − 1

pi

)
. (3.12)

For k = 2,

J2(d) = d2
N∏
i=1

(
1 − 1

p2i

)
= ϕ(d)ψ(d), (3.13)

where

ψ(d) = d
N∏
i=1

(
1 + 1

pi

)
(3.14)

is the Dedekind ψ-function. For prime numbers p1, p2

ψ(p1) = p1 + 1; ψ(p1 p2) = (p1 + 1)(p2 + 1). (3.15)

All ϕ(d), Jk(d), ψ(d) are multiplicative functions (i.e., f (d1d2) = f (d1) f (d2)
for coprime d1, d2).

3.1.3 Invertible and Non-invertible Elements in Z(d)

A non-zero elementm ∈ Z(d) is invertible if GCD(m, d) = 1 (where GCD indicates
the greatest common divisor). The number of invertible elements in Z(d) is given by
the Euler totient function ϕ(d).

The invertible elements in Z(d), form a group with respect to multiplication,
which is called the group of reduced residue classes modulo d, and which is usually
denoted as [Z(d)]∗. The cardinality of this group is |[Z(d)]∗| = ϕ(d).

A non-zero element n ∈ Z(d) is non-inverible if GCD(n, d) > 1. There are d −
ϕ(d) non-invertible elements in Z(d).

Example 3.1 For Z(15) we get ϕ(15) = 8 and

[Z(15)]∗ = {1, 2, 4, 7, 8, 11, 13, 14}. (3.16)
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3.2 Factorization of the Ring Z(d) Based on the Chinese
Remainder Theorem

We factorize d as d = d1 × ... × dN where the factors d1,…,dn are coprime with
respect to each other. Using the Chinese remainder theorem, we introduce two bijec-
tive maps between Z(d) and Z(d1) × ... × Z(dN ). They have been used by Good
in the context of fast Fourier transforms [3–5]. We will use them later, to factorize
a quantum system with variables in Z(d), in terms of N smaller subsystems with
variables in Z(d1),…,Z(dN ). One of these maps will be used with positions and the
other with momenta, and this will ensure that that the Fourier transform in Z(d), is
factorized in terms of Fourier transforms in Z(d1),…,Z(dN ).

We first introduce the integers ri and ti :

ri = d

di
; ti ri = 1 (mod di ). (3.17)

Here ti is the ‘inverse’ of ri within Z(di ). It exists because ri and di are coprime. We
also introduce the

si = ti ri ∈ Z(d). (3.18)

Since ti is the inverse of ri inZ(di ), the si = ti ri defined inZ(d) is an integer multiple
of di plus 1. Consequently

siri = ri (mod d). (3.19)

Also since di , d j are coprime

i �= j → sir j = 0(mod d). (3.20)

The first map between Z(d) and Z(d1) × ... × Z(dN ), is

m ↔ (m1, . . . ,mN ); mi = m(mod di ); m =
∑
i

mi si

m ∈ Z(d); mi ∈ Z(di ) (3.21)

The second map (which we call dual) is

m ↔ (m1, . . . ,mN ); mi = mi ti = mti (mod di ); m =
∑
i

miri (mod d)

m ∈ Z(d); mi ∈ Z(di ) (3.22)

The proof that these maps are bijective, is based on the Chinese remainder theorem
[1]. The sum and product of two numbers in Z(d) is factorized as follows, according
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to the map in Eq. (3.21):

m + 
 ↔(m1 + 
1, . . . ,mN + 
N )

m
 ↔(m1
1, . . . ,mN
N ) (3.23)

It is also factorized as follows, according to the map in Eq. (3.22):

m + 
 ↔(m1 + 
1, . . . ,mN + 
N )

m
 ↔(m1
1, . . .mn
N ) = (m1
1, . . .mN
N ) (3.24)

In the second of these equations we use the components of m according to the map
in Eq. (3.21) and the components of 
 according to the map of Eq. (3.22).

We use the notation

ωi (αi ) = exp

[
i
2παi

di

]
; αi ∈ Z(di ). (3.25)

for additive characters in Z(di ), and the notation in Eq. (3.1) for additive characters
in Z(d). Using Eqs. (3.19), (3.20), we show that

mn =
∑
i

rimini ; ω(mn) =
N∏
i=1

ωi (mini ) (3.26)

This is an important relation, which will be used later to factorize Fourier transforms.
It is seen that both maps of Eqs. (3.21), (3.22) are needed here, and this is precisely
the reason for introducing them.

Later we will consider the case with d = p1 p2 where p1, p2 are prime numbers
different from each other. In this case the constants entering in the factorization of
Z(p1 p2) as Z(p1) × Z(p2), are:

r1 = p2; r2 = p1; t1 = p−1
2 ∈ Z(p1); t2 = p−1

1 ∈ Z(p2)

s1 = t1r1; s2 = r2t2. (3.27)

They obey the following relations, modulo p1 p2:

s1s2 = 0; s1 + s2 = 1; s21 = s1; s22 = s2
p1s1 = p2s2 = 0; p2s1 = p2; p1s2 = p1. (3.28)

Then

m ↔ (m1,m2) ↔ (m1,m2)

mi = m(mod pi ); mi = mi ti = mti (mod pi )

m = m1s1 + m2s2 = m1r1 + m2r2 (3.29)
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Example 3.2 We consider the case d = 15, and then d1 = 3 and d2 = 5. In this case

r1 = 5; t1 = 2; s1 = 10; r2 = 3; t2 = 2; s2 = 6. (3.30)

Therefore

m = 10m1 + 6m2 = 5m1 + 3m2. (3.31)

For example, m = 8 and n = 11 are mapped with these two maps into

8 ↔ (2, 3) ↔ (1, 1)

11 ↔ (2, 1) ↔ (1, 2) (3.32)

In this case Eq. (3.26) becomes

8 × 11 = (5 × 2 × 1) + (3 × 3 × 2) (mod 15)

ω(8 × 11) = ω1(2 × 1)ω2(3 × 2). (3.33)

3.3 The Symplectic Group Sp[2,Z(d)]

We consider the 2 × 2 matrices

g(κ, λ|μ, ν) ≡
(

κ λ

μ ν

)
; det(g) = κν − λμ = 1 (mod d), (3.34)

where κ, λ, μ, ν ∈ Z(d). The product of two such matrices is a matrix of the same
type. The inverse matrix exists and it is the g(ν,−λ| − μ, κ). Therefore these matri-
ces form a group which is the Sp[2,Z(d)] group (general references for groups in
physics are [6–11]).

It will be convenient later (see Eq.4.57) to define the multiplication as‘right mul-
tiplication’, i.e., as the product of the second matrix times the first matrix:

g(κ1, λ1|μ1, ν1) ◦ g(κ2, λ2|μ2, ν2) =
(

κ2 λ2

μ2 ν2

) (
κ1 λ1

μ1 ν1

)

=
(

κ λ

μ ν

)
= g(κ, λ|μ, ν)

κ = κ2κ1 + λ2μ1, ; λ = κ2λ1 + λ2ν1

μ = μ2κ1 + ν2μ1; ν = μ2λ1 + ν2ν1. (3.35)

The inverse of g(κ, λ|μ, ν) is

[g(κ, λ|μ, ν)]−1 = g(ν,−λ| − μ, κ) (3.36)

http://dx.doi.org/10.1007/978-3-319-59495-8_4
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The following are three subgroups of Sp[2,Z(d)]:
GA = {g(κ, 0|0, κ−1)|κ ∈ [Z(d)]∗} ∼= [Z(d)]∗
GB = {g(1, λ|0, 1)|λ ∈ Z(d)} ∼= Z(d)

GC = {g(1, 0|μ, 1)|μ ∈ Z(d)} ∼= Z(d). (3.37)

The subgroups GB and GC are isomorphic to the additive group Z(d). The GA is
isomorphic to the multiplicative group [Z(d)]∗.
Proposition 3.1 For ν ∈ [Z(d)]∗, the general matrix g(κ, λ|μ, ν) can be written as

g(κ, λ|μ, ν) = g(1, 0|ξ1, 1) ◦ g(1, ξ2|0, 1) ◦ g(ξ3, 0|0, ξ−1
3 ), (3.38)

where

κ = ξ3(1 + ξ1ξ2); λ = ξ2ξ3; μ = ξ1ξ
−1
3 ; ν = ξ−1

3 . (3.39)

This is the Iwasawa decomposition. Inverting these equations, we get

ξ1 = μν−1; ξ2 = λν; ξ3 = ν−1. (3.40)

Proof The proof is straightforward, using the multiplication rule in Eq. (3.35).

A special case of the matrices g(κ, λ|μ, ν) with ν /∈ [Z(d)]∗, is the matrices
g(κ,−μ−1|μ, 0). A special case of these matrices is the Fourier matrix

F = g(0, 1| − 1, 0); F 4 = 1. (3.41)

Example 3.3 We consider the matrix g(3, 4|2, 8) (with elements in Z(15)), which
is an element of Sp[2,Z(15)]. In this case

κ = 3; λ = 4; μ = 2; ν = 8

ξ1 = 4; ξ2 = 2; ξ3 = 2. (3.42)

The Iwasawa decomposition in this case is

g(3, 4|2, 8) = g(1, 0|4, 1) ◦ g(1, 2|0, 1) ◦ g(2, 0|0, 8). (3.43)

3.4 Factorization of the Symplectic Group Sp[2,Z(d)]
Based on the Chinese Remainder Theorem

The following proposition shows that the symplectic group Sp[2,Z(d)] can be fac-
torized in terms of smaller symplectic groups Sp[2,Z(ei )], where ei |d. In order
to avoid a complex notation, and without loss of generality, we consider the case
d = p1 p2 where p1, p2 are of two prime numbers.
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Proposition 3.2 Let d = p1 p2 where the p1, p2 are different prime numbers. The
Sp[2,Z(p1 p2)] is isomorphic to Sp[2,Z(p1)] × Sp[2,Z(p2)], where:

g(κ, λ|μ, ν) ↔ (g1(κ1, λ1r1|μ1, ν1), g2(κ2, λ2r2|μ2, ν2)) (3.44)

The κi , λi , νi , μi are related to κ, λ, ν, μ as in Eq. (3.29).

Proof Given the κ, λ, μ, ν we can calculate the κi , λi , μi , νi , and vice-versa. Also
since κν − λμ = 1(mod(d))we easily prove that κiνi − λi riμi = 1(mod(di )). This
establishes a bijective map between Sp[2,Z(p1 p2)] and Sp[2,Z(p1)] ×
Sp[2,Z(p2)].

We then prove for the product:

g(κ, λ|μ, ν) ◦ g(κ ′, λ′|μ′, ν ′) ↔
(g1(κ1, λ1r1|μ1, ν1) ◦ g1(κ

′
1, λ

′
1r1|μ′

1, ν
′
1),

g2(κ2, λ2r2|μ2, ν2) ◦ g2(κ
′
2, λ

′
2r2|μ′

2, ν
′
2)) (3.45)

Also the 1, corresponds to (1, 1). This proves the isomorphism between the groups.

Example 3.4 We consider the matrix g(3, 4|2, 8) ∈ Sp[2,Z(15)], and factorize
Z(15) as Z(3) × Z(5). Then

g(3, 4|2, 8) ↔ (g1(0, 2|1, 2), g2(3, 2|4, 3)) (3.46)

Remark 3.1 Another bijective map between the isomorphic groups Sp[2,Z(p1 p2)]
and Sp[2,Z(p1)] × Sp[2,Z(p2)], is

g(κ, λ|μ, ν) ↔ (g1(κ1, λ1|μ1, ν1), g2(κ2, λ2|μ2, ν2)) (3.47)

But it is the map of Eq. (3.44) that is needed later, and in particular the special cases
in the following corollary.

Corollary 3.1 The following are special cases of the bijective map in Eq. (3.44):

(1) If ν1 ∈ Z(p1) and ν2 ∈ Z(p2)

(g1(0,−1|1, ν1), g2(0,−1|1, ν2)) ↔
g(0,−s1t1 − s2t2|p1 + p2, ν1s1 + ν2s2) (3.48)

(2) If ν2 ∈ Z(p2)

(1, g2(0,−1|1, ν2)) ↔ g(s1,−s2t2|p1, s1 + ν2s2) (3.49)

(3) If ν1 ∈ Z(p1)

(g1(0,−1|1, ν1), 1) ↔ g(s2,−s1t1|p2, ν1s1 + s2) (3.50)
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(4)

(1, 1) ↔ 1. (3.51)

(5)

(g1(0, r1| − t1, 0), g2(0, r2| − t2, 0)) ↔ g(0, 1| − 1, 0) = F . (3.52)

Proof (1) We will start with the parameters in the right hand side in Eq. (3.48)

κ = 0; λ = −s1t1 − s2t2; μ = p1 + p2; ν = ν1s1 + ν2s2 (3.53)

and show that they lead to

κ1 = 0; λ1r1 = −1; μ1 = 1; ν1

κ2 = 0; λ2r2 = −1; μ2 = 1; ν2. (3.54)

Since s1 = t1r1 and t1r1 = 1 (mod p1), it follows that s1 = 1 + Np1. Therefore

λ1 = −s1t1 − s2t2 = −t1 − s2t2 (mod p1). (3.55)

Wemultiply this with r1 and use the fact that r1 = p2 and s2 p2 = 0 (mod p1 p2).
We get

λ1r1 = −t1r1 = −1 (mod p1). (3.56)

Also

μ1 = (p1 + p2)t1 = p2t1 = r1t1 = 1 (mod p1). (3.57)

In analogous way we prove that the other parameters on the left hand side have
the values given in Eq. (3.54).

(2) We will start with the parameters in the right hand side in Eq. (3.49)

κ = s1; λ = −s2t2; μ = p1; ν = s1 + ν2s2 (3.58)

and show that they lead to

κ1 = 1; λ1r1 = 0; μ1 = 0; ν1 = 1

κ2 = 0; λ2r2 = −1; μ2 = 1; ν2. (3.59)

The technical details to prove this, are analogous to those in the first part.
(3) We will start with the parameters in the right hand side in Eq. (3.50)
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κ = s2; λ = −s1t1; μ = p2; ν = ν1s1 + s2 (3.60)

and show that they lead to

κ1 = 1; λ1r1 = 0; μ1 = 0; ν1 = 1

κ2 = 0; λ2r2 = −1; μ2 = 1; ν2. (3.61)

The proof is analogous to the one in the first part.
(4) The proof of this case is straightforward.
(5) The proof follows immediately from the general Eq. (3.44).

Proposition 3.3 The cardinality of the symplectic group Sp[2,Z(d)] is [12]

|Sp[2,Z(d)]| = d J2(d), (3.62)

where J2(d) is the Jordan totient function (Eq.3.13).

Proof We first assume that d = pe and prove that

|Sp[2,Z(d)]| = d2ϕ(d)

(
1 + 1

p

)
. (3.63)

In order to prove this, we partition the set of all elements of Sp[2,Z(pe)] into
two subsets, as follows. There are two possibilities for the element κ in the matrix
g(κ, λ|μ, ν). Either GCD(κ, p) = 1 and κ is one of the ϕ(d) invertible elements of
Z(d), or κ = Np and κ is a non-invertible element of Z(d). In the former case the
set of matrices is

S1 = {
g(κ, λ|μ, κ−1(1 + λμ))|κ ∈ [Z(d)]∗; λ,μ ∈ Z(d)

}
(3.64)

and therefore its cardinality is |S1| = d2ϕ(d). In the latter case the set of the matrices
is

S2 = {
g(Np, λ|μ, ν)|N = 0, 1, . . . , pe−1 − 1; λ, μ ∈ [Z(d)]∗; ν ∈ Z(d)

}
. (3.65)

Here the λμ = Npν − 1 and therefore λ,μ are invertible elements. Consequently
the cardinality of S2 is d2ϕ(d) 1

p . We add these two cardinalities, and we prove
Eq. (3.63).

We next use the bijective map in Eq. (3.47), to show that |Sp[2,Z(d)]| is a mul-
tiplicative function, i.e., to show that for coprime d1 and d2

|Sp[2,Z(d1d2)]| = |Sp[2,Z(d1)]| × |Sp[2,Z(d2)]|. (3.66)

This together with Eq. (3.63) proves the proposition (because the Jordan totient func-
tion is multiplicative).
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Chapter 4
Quantum Systems with Variables in Z(d)

Abstract The formalism of finite quantum systems with variables in Z(d), is pre-
sented. Displacement operators and the Heisenberg-Weyl group, the Symplectic
group, Wigner and Weyl functions, etc, are discussed.

After the original work by Weyl [1] and Schwinger [2, 3], there has been a lot of
work on various aspects of quantum systems with finite Hilbert space (e.g., [4–28]).
The uncertainty relations in this context have been studied in [29–32]. Related is also
work on finite oscillators and relevant special functions and polynomials [33–40].
Mathematical work on finite Fourier transforms, is presented in [41–43].

There are technical differences in the two cases that the dimension of the Hilbert
space is an odd or even integer (e.g. [44, 45]). In this monograph we discuss the case
where the dimension is an odd integer.

4.1 Fourier Transforms in Σ[Z(d)]

We consider a quantum systemΣ[Z(d)]with variables inZ(d). It is described with a
d-dimensional Hilbert space H [Z(d)], that contains complex functions f (m) where
m ∈ Z(d).

In the space H [Z(d)]we consider an orthonormal basis of ‘position states’, which
we denote as |X;m〉 where m ∈ Z(d). X is not a variable, but it simply indicates
position states.

Definition 4.1 The Fourier transform, is given by

F = 1√
d

∑

m,n

ω(mn)|X;m〉〈X; n|; ω(α) = exp

(
i
2πα

d

)
. (4.1)

In the position basis, F is the d × d matrix:
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F = 1√
d

⎛

⎜⎜⎜⎝

1 1 · 1
1 ω(1) · · · ω(d − 1)
...

...
. . .

...

1 ω(d − 1) · · · ω(1)

⎞

⎟⎟⎟⎠ (4.2)

Using the Fourier transform we define the basis of ‘momentum states’, as:

|P;m〉 = F |X;m〉 = 1√
d

∑

n

ω(mn)|X; n〉 (4.3)

The P in the notation is not a variable, it simply indicates momentum states. The
position and momentum states can be represented with the vectors

|X; n〉 =

⎛

⎜⎜⎜⎜⎜⎜⎝

0
...

1
...

0

⎞

⎟⎟⎟⎟⎟⎟⎠
; |P; n〉 =

⎛

⎜⎜⎜⎝

1
ω(n)

...

ω[n(d − 1)]

⎞

⎟⎟⎟⎠ (4.4)

Proposition 4.1 (1) Acting successivelywith theFourier operator onposition states
we get

|X;m〉 F−→ |P;m〉 F−→ |X;−m〉 F−→ |P;−m〉 F−→ |X;m〉. (4.5)

(2)
F4 = 1. (4.6)

Proof (1) The F |X;m〉 = |P;m〉 by definition. Acting with F on |P;m〉 and using
Eq. (3.3), we get |X;−m〉. Then by definition F |X;−m〉 = |P;−m〉. And
finally, we just proved that F |P;m〉 = |X;−m〉 and therefore F |P;−m〉 =
|X;m〉.

(2) From the first part of the proposition, follows immediately that F4 = 1.

The fact that F4 = 1, implies that the Fourier operator has four eigenvalues 1, −1, i ,
−i . The multiplicity of these eigenvalues, and the TrF , are given in Table4.1 [41].

Table 4.1 The multiplicity of the eigenvalues 1, −1, i , −i and the trace of the Fourier operator in
a d-dimensional Hilbert space

1 −1 i −i TrF

d = 4m m + 1 m m m − 1 1 + i

d = 4m + 1 m + 1 m m m 1

d = 4m + 2 m + 1 m + 1 m m 0

d = 4m + 3 m + 1 m + 1 m + 1 m i

http://dx.doi.org/10.1007/978-3-319-59495-8_3
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Position and momentum operators x and p, are given by

x =
d−1∑

n=0

n|X; n〉〈X; n|; p =
d−1∑

n=0

n|P; n〉〈P; n|. (4.7)

The x and p are defined modulo d1, because n are integers modulo d. However,
exponentials of these operators are single-valued. It is easily seen that

p = FxF†; FxF† = p; FpF† = −x . (4.8)

For practical calculations, it is convenient to define the functions

Δ0(x) = 1

d

d−1∑

n=0

ω(nx) (4.9)

and more generally

Δm(x) = ∂m
x Δ0(x) = 1

d

d−1∑

n=0

(
i
2πn

d

)m

ω(nx); Δm(x + d) = Δm(x). (4.10)

For example, the matrix elements of the operators pk are:

〈X, n|pk |X,m〉 = 1

d

∑

�

�kω[�(n − m)] =
(

d

2π i

)k

Δk(n − m). (4.11)

Extra care is needed in numerical calculations, due to the circular nature of the
variables.

Remark 4.1 We can calculate the commutator

[x, p] = d

2π i

∑

m,n

(m − n)Δ1(m − n)|X;m〉〈X; n| (4.12)

This is an important quantity in the case of continuous Heisenberg-Weyl groups,
related to infinitesimal displacements in phase space. In our case the Heisenberg-
Weyl group (discussed below) is discrete, and this quantity is of less importance.

4.2 Time Evolution

Let H be the Hamiltonian describing the system, which we express in terms of its
eigenvalues hi and eigenprojectors πi as
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H =
∑

hiπi ;
∑

πi = 1; πiπ j = πiδ(i, j). (4.13)

The time evolution operator of this system is

exp(i tH) =
d−1∑

i=0

exp(ihi t)πi . (4.14)

If ρ(t) is the d × d density matrix of the system at time t , then

ρ(t) = exp(i tH)ρ(0) exp(−i tH) =
∑

i, j

exp[i t (hi − h j )]σi j

σi j = πiρ(0)π j . (4.15)

If all the ratios (hi − h0)/(h1 − h0) are rational numbers the system is periodic.
We next consider the d probabilities Tr[ρ(t)πi ], and show that they are constants

of motion:

Tr[ρ(t)πi ] = Tr[ρ(0)πi ]. (4.16)

The proof is based on the fact that the exp(i tH) commute with the πi .

4.3 The Heisenberg-Weyl Group HW [Z(d)]

Definition 4.2 The Heisenberg-Weyl group has elements g(α, β, γ ), where α, β, γ

are elements of some ring, and the multiplication rule:

g(α1, β1, γ1)g(α2, β2, γ2) = g(α1 + α2, β1 + β2, γ )

γ = γ1 + γ2 + 2−1(α1β2 − α2β1) (4.17)

In our case, the ring is Z(d) with odd d, and the 2−1 exists (if d = 2 j + 1 then
2−1 = j + 1).

Definition 4.3 The displacement operators X, Z are the unitary operators

X = exp

[
−i

2π

d
p

]
; Z = exp

[
i
2π

d
x

]
. (4.18)

In the position basis X, Z are the d × d matrices
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X =

⎛

⎜⎜⎜⎜⎝

0 0 0 . . . 1
1 0 0 . . . 0

· · · · · · · · · · · · · · ·
0 0 0 . . . 0
0 0 0 . . . 0

⎞

⎟⎟⎟⎟⎠
; Z =

⎛

⎜⎜⎜⎝

1 0 0 · 0
0 ω(1) 0 · · · 0
...

...
...

. . .
...

0 0 0 · · · ω(d − 1)

⎞

⎟⎟⎟⎠ . (4.19)

Various properties of the displacement operators X, Z , are given below.

Proposition 4.2 (1) The X, Z act on position and momentum states as follows:

Zα|P;m〉 = |P;m + α〉; Zα|X;m〉 = ω(αm)|X;m〉
Xβ |P;m〉 = ω(−mβ)|P;m〉; Xβ |X;m〉 = |X;m + β〉 (4.20)

where α,β ∈ Z(d).
(2) The X, Z obey the relations

Xd = Zd = 1; Xβ Zα = ZαXβω(−αβ); Tr(X) = Tr(Z) = 0. (4.21)

(3)

F XF† = Z; FZF† = X† (4.22)

Proof (1) In order to prove Eq. (4.20), we act with the matrices in Eq. (4.19) on the
vectors in Eq. (4.4).

(2) In order to prove Eq. (4.21), we calculate the matrix elements of both sides in
the position basis, taking into account Eq. (4.20).

(3) We act with F and F† on the left and right hand side of Eq. (4.18), and using
Eq. (4.8), we prove Eq. (4.22).

The position-momentum phase space is the toroidal lattice Z(d) × Z(d), and the
relations Xd = Zd = 1 indicate the toroidal nature of the phase space.As an example,
Fig. 4.1 shows the Z(15) × Z(15) phase space.

Definition 4.4 General displacement operators are the unitary operators

D(α, β) = ZαXβω(−2−1αβ); α, β ∈ Z(d), (4.23)

The following proposition generalizes Proposition4.2, for general displacement
operators.

Proposition 4.3 (1)

D(α1, β1)D(α2, β2) = D(α1 + α2, β1 + β2)ω[2−1(α1β2 − α2β1)] (4.24)

Theoperators D(α, β)ω(γ ) forma representationof the HW [Z(d)]Heisenberg-
Weyl group.
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Fig. 4.1 The Z(15) × Z(15) phase space. There is periodicity in both directions, i.e., the phase
space is a toroidal lattice. The operator X shifts the position states in the horizontal direction, and
gives a phase to the momentum states (see Eq.4.20). The operator Z shifts the momentum state in
the vertical direction, and gives a phase to the position states

(2) The displacement operators act on the position andmomentum states as follows:

D(α, β)|X;m〉 = ω(2−1αβ + αm)|X;m + β〉;
D(α, β)|P;m〉 = ω(−2−1αβ − βm)|P;m + α〉 (4.25)

(3) The displacement operators act on the position and momentum operators as
follows:

D(α, β)x[D(α, β)]† = x − β1; D(α, β)p[D(α, β)]† = p − α1 (4.26)

(4)

FD(α, β)F† = D(β,−α). (4.27)

Proof (1) The proof of Eq. (4.24), is based on Eq. (4.21). Therefore under multi-
plication the D(α, β)ω(γ ) have a closure property. It is also easily seen that
the unity exists (D(0, 0)ω(0) = 1), that the inverse of D(α, β)ω(γ ) exists (it is
D(−α,−β)ω(−γ )), and that associativity holds. Therefore the D(α, β)ω(γ )

form a group, which is the Heisenberg-Weyl group (see the Definition4.2).
(2) The proof of Eq. (4.25), is based on Eq. (4.20).
(3) The proof of Eq. (4.26), is based on Eqs. (4.25), (4.7).
(4) The proof of Eq. (4.27), is based on Eq. (4.22).
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The following proposition is a generalized resolution of the identity, that involves
displacement operators. It will be used to prove several resolutions of the identity
that involve coherent states, later.

Proposition 4.4 Let θ be an arbitrary operator (acting on H [Z(d)]). Then
1

d

∑

α,β

D(α, β)
θ

Tr(θ)
[D(α, β)]† = 1; Tr(θ) �= 0. (4.28)

Proof We express θ as

θ =
∑

m,n

θmn|X;m〉〈X; n|. (4.29)

Then using Eq. (4.25), we get

D(α, β)θ [D(α, β)]† =
∑

m,n

ω[α(m − n)]θmn|X;m + β〉〈X; n + β|. (4.30)

Therefore

1

d

∑

α,β

D(α, β)θ [D(α, β)]† = 1

d

∑

α,β,m,n

ω[α(m − n)]θmn|X;m + β〉〈X; n + β|

=
∑

β,m,n

δ(m, n)θmn|X;m + β〉〈X; n + β| =
∑

β,n

θnn|X; n + β〉〈X; n + β|

=
∑

n

θnn1 = 1Tr(θ). (4.31)

4.4 Coherence in Finite Quantum Systems

4.4.1 Coherent States

We define coherent states in the context of finite quantum systems [46–50]:

Definition 4.5 The d2 states given by

|C;α, β〉 = D(α, β)|η〉; α, β ∈ Z(d)

|η〉 =
∑

m

ηm |X;m〉;
∑

m

|ηm |2 = 1. (4.32)

are coherent states. |η〉 is a ‘generic’ vector, called fiducial vector. The C in the
notation indicates coherent states.
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The fiducial vector is generic, if any subset of d coherent states, from the full set
of d2 coherent states, are linearly independent. Position and momentum states, are
examples of non-generic fiducial vectors.

The use of the term ‘coherent’ for these states, is justified by the following prop-
erties:

Proposition 4.5 (1) The coherent states resolve the identity, as follows:

1

d

∑

α,β

|C;α, β〉〈C;α, β| = 1 (4.33)

(2) Closure property: under displacements, coherent states are transformed into
other coherent states.

D(γ, δ)|C;α, β〉 = ω[2−1(γβ − αδ)]|C;α + γ, β + δ〉 (4.34)

Proof (1) Equation (4.33) is a special case of Eq. (4.28) with θ = |η〉〈η|.
(2) Equation (4.34) is proved using Eq. (4.24).

Using the resolution of the identity, we expand an arbitrary state |s〉 in terms of
coherent states as

|s〉 =
∑

α,β

s(α, β)|C;α, β〉; s(α, β) = 1

d
〈C;α, β|s〉. (4.35)

4.4.2 Coherent Density Matrices

We can define coherent density matrices (coherent mixed states), if we use a mixed
state as fiducial vector:

Definition 4.6 Let σ0 be a generic density matrix, which we call fiducial density
matrix. The d2 density matrices

σ(α, β) = D(α, β)σ0D
†(α, β), (4.36)

are coherent density matrices.

The use of the term ‘coherent’ for these mixed states, is justified by the following
properties [51]:

Proposition 4.6 (1) The coherent density matrices resolve the identity, as follows:

1

d

∑

α,β

σ (α, β) = 1 (4.37)
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(2) Closure property: under displacements, coherent density matrices are trans-
formed into other coherent density matrices.

D(γ, δ)σ (α, β)D†(γ, δ) = σ(α + γ, β + δ) (4.38)

Proof (1) Equation (4.37) is a special case of Eq. (4.28) with θ = σ0.
(2) Equation (4.38) is proved using Eq. (4.24).

An arbitrary state can be expanded as

|s〉 = 1

d

∑

α,β

σ (α, β)|s〉. (4.39)

4.4.3 Coherent Projectors of Rank n

We consider the n-dimensional subspace of H [Z(d)] (where n < d) that contains all
superpositions κ1|C;α1, β1〉 + ... + κn|C;αn, βn〉. We call it coherent subspace and
denote it as HC(α1, β1; ...;αn, βn) or simply as HC(1, ..., n) or as HC(A) where

A = {(α1, β1); ...; (αn, βn)} ⊂ Z(d) × Z(d); |A| = n < d. (4.40)

We callΠC(α1, β1; ...;αn, βn) or simplyΠC(1, ..., n) orΠC(A), the projector to this
subspace. The index C in the notation indicates ‘coherent’. The subspace HC(A) is
n-dimensional because we consider generic fiducial vectors, and consequently the
rank of the projector ΠC(A) is n.

We use the notationΠ⊥
C (1, ..., n) = 1 − ΠC(1, ..., n). The projectorΠC(1, ..., n)

can be calculated inductively, using the Gram-Schmidt method, as follows:

ΠC (1, ..., n) = ΠC (1, ..., n − 1) + Π⊥
C (1, ..., n − 1)ΠC (n)Π⊥

C (1, ..., n − 1)

Tr[Π⊥
C (1, ..., n − 1)ΠC (n)] . (4.41)

We use the shorthand notation

A + (γ, δ) = {(α1 + γ, β1 + δ); ...; (αn + γ, βn + δ)}. (4.42)

The HC(A) are coherent subspaces, and the ΠC(A) are coherent projectors in the
sense of the following properties [52, 53]:

Proposition 4.7 (1) The coherent projectorsΠC (A) resolve the identity as follows:

1

d|A|
∑

γ,δ

ΠC [A + (γ, δ)] = 1 (4.43)



32 4 Quantum Systems with Variables in Z(d)

(2) Closure property: under displacements, the coherent projectors are transformed
into other coherent projectors.

D(γ, δ)ΠC(A)D†(γ, δ) = ΠC [A + (γ, δ)]. (4.44)

Proof (1) We use Eq. (4.28) with θ = ΠC(A) and we prove Eq. (4.43).
(2) We act on the left and right hand side of Eq. (4.41), with the D(γ, δ) and D†(γ, δ)

correspondingly, and we prove Eq. (4.44).

Using the resolution of the identity in Eq. (4.43), we can express an arbitrary state
|s〉 as

|s〉 = 1

d|A|
∑

γ,δ

ΠC [A + (γ, δ)]|s〉. (4.45)

Proposition 4.8 The coherent projector ΠC(A) can be expressed in terms of coher-
ent states, as follows:

ΠC(A) =
∑

i, j

Gi j (A)|C; i〉〈C; j |; i, j ∈ A; |A| < d (4.46)

For simplicity we use here a single index, for a pair of indices. The Gi j (A) is the
inverse of the |A| × |A| Hermitian positive definite matrix

gi j (A) = 〈C; i |C; j〉; G = g−1; i, j ∈ A. (4.47)

Proof Acting with the ΠC(A) given in Eq. (4.46), on a coherent state |C; k〉 with
k ∈ A, we get

ΠC(A)|C; k〉 =
∑

i, j

Gi j (A)|C; i〉g jk =
∑

i

δik |C; i〉 = |C; k〉. (4.48)

Also if |u〉 is a state orthogonal to all |C; k〉with k ∈ A thenΠC(A)|u〉 = 0. Therefore
the ΠC(A) in Eq. (4.46), is a projector to the subspace HC(A).

Since |A| ≤ d, an arbitrary (normalized) state |s〉 in the |A|-dimensional space
HC(A), can be written as

|s〉 =
∑

i

si |C; i〉; i ∈ A (4.49)

The coherent states |C; i〉 with i ∈ A, are linearly independent because we use a
generic fiducial vector. Then

〈s|s〉 =
∑

i, j

s∗
i s j gi j (A) = 1. (4.50)
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This shows that the |A| × |A|Hermitianmatrix gi j (A), is positive definite. Therefore
it is invertible, and its inverse Gi j (A) is also a Hermitian positive definite matrix.

4.5 Symplectic Transformations and the Sp[2, Z(d)]Group

In this section we study symplectic transformations in the context of finite quantum
systems [54–56].

Definition 4.7 S(κ, λ|μ, ν) are d × d unitary matrices which perform the following
transformations on the operators X, Z :

X (κ, λ) = S(κ, λ|μ, ν)X [S(κ, λ|μ, ν)]† = Xκ Zλω(2−1κλ) = D(λ, κ)

Z(μ, ν) = S(κ, λ|μ, ν)Z [S(κ, λ|μ, ν)]† = XμZ νω(2−1μν) = D(ν, μ)

κν − λμ = 1 (mod(d)); κ, λ, μ, ν ∈ Z(d). (4.51)

These matrices are constructed explicitly below (and this proves their existence). We
note the special cases

S(1, 0|0, 1) = 1; S(0, 1| − 1, 0) = F, (4.52)

where F is the Fourier matrix in Eq. (4.2).

Remark 4.2 We see in Eq. (4.51) that the Z(μ, ν) does not depend on κ, λ. Conse-
quently their eigenstates

|X (μ, ν);m〉 = S(κ, λ|μ, ν)|X;m〉, (4.53)

do not depend on κ, λ, and this is reflected in the notation. Similarly the X (κ, λ) and
their eigenstates

|P(κ, λ);m〉 = S(κ, λ|μ, ν)|P;m〉, (4.54)

do not depend on μ, ν. Special cases are:

|X (0, 1);m〉 = |X;m〉; |X (−1, 0);m〉 = |P;m〉
|P(0, 1);m〉 = |P;m〉; |P(0, 1);m〉 = |X;−m〉 (4.55)

Proposition 4.9 (1) The d × d matrices S(κ, λ|μ, ν) form a unitary representation
of the Sp[2, Z(d)] group.

(2) The symplectic group Sp[2, Z(d)] is a group of outer automorphisms of the
Heisenberg-Weyl group HW [Z(d)]:
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S(κ, λ|μ, ν)D(α, β)[S(κ, λ|μ, ν)]† = D(αν + βλ, αμ + βκ)

κ, λ, μ, ν, α, β ∈ Z(d) (4.56)

Proof (1) We use Eq. (4.51), first with the S(κ2, λ2|μ2, ν2) and after that with the
S(κ1, λ1|μ1, ν1). We prove that there is a closure property for their product,
analogous to Eq. (3.35), with the S(κ, λ|μ, ν) corresponding to g(κ, λ|μ, ν). In
particular, we note that

g(κ1, λ1|μ1, ν1) ◦ g(κ2, λ2|μ2, ν2) → S(κ1, λ1|μ1, ν1)S(κ2, λ2|μ2, ν2). (4.57)

The reason for introducing the right multiplication rule in Eq. (3.35), is because
we wanted to have this correspondence. Therefore the S(κ, λ|μ, ν) form a rep-
resentation of the Sp[2, Z(d)] group with the multiplication rule

S(κ1, λ1|μ1, ν1)S(κ2, λ2|μ2, ν2) = S(κ, λ|μ, ν), (4.58)

where the κ, λ, μ, ν have been given in Eq. (3.35).
(2) Eq. (4.56) is proved using Eq. (4.51).

The inverse of S(κ, λ|μ, ν) (in analogy to Eq. (3.36)), is

[S(κ, λ|μ, ν)]−1 = S(ν,−λ| − μ, κ). (4.59)

The following proposition constructs explicitly the analogues of the matrices
g(1, 0|ξ1, 1), g(1, ξ2|0, 1), g(ξ3, 0|0, ξ−1

3 ) in Eq. (3.38):

Proposition 4.10 The S(1, 0|ξ1, 1), S(1, ξ2|0, 1), S(ξ3, 0|0, ξ−1
3 ) (defined in general

in Eq.4.51) are given by:

S(1, 0|ξ1, 1) =
∑

m

ω(−2−1ξ1m
2)|P;m〉〈P;m|

S(1, ξ2|0, 1) =
∑

m

ω(2−1ξ2m
2)|X;m〉〈X;m|

S(ξ3, 0|0, ξ−1
3 ) =

∑

n

|X; ξ3n〉〈X; n| =
∑

n

|P; ξ−1
3 n〉〈P; n| (4.60)

For ν ∈ [Z(d)]∗,

S(κ, λ|μ, ν) = S(1, 0|ξ1, 1)S(1, ξ2|0, 1)S(ξ3, 0|0, ξ−1
3 ), (4.61)

where the relationship between κ, λ, μ, ν and ξ1, ξ2, ξ3 is given in Eqs. (3.39), (3.40).
This is the Iwasawa decomposition.

Proof Acting with S(1, 0|ξ1, 1), S(1, ξ2|0, 1), S(ξ3, 0|0, ξ−1
3 ) in the form given in

Eq. (4.60), on both sides of X, Z , we get

http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
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S(1, 0|ξ1, 1)X [S(1, 0|ξ1, 1)]† = D(0, 1)

S(1, 0|ξ1, 1)Z [S(1, 0|ξ1, 1)]† = D(1, ξ1) (4.62)

and

S(1, ξ2|0, 1)X [S(1, ξ2|0, 1)]† = D(ξ2, 1)

S(1, ξ2|0, 1)Z [S(1, ξ2|0, 1)]† = D(1, 0) (4.63)

and

S(ξ3, 0|0, ξ−1
3 )XS(ξ3, 0|0, ξ−1

3 )† = D(0, ξ3)

S(ξ3, 0|0, ξ−1
3 )ZS(ξ3, 0|0, ξ−1

3 )† = D(ξ−1
3 , 0) (4.64)

They confirm the definition inEq. (4.51), for these values of the parameters. Therefore
the expressions for S(1, 0|ξ1, 1), S(1, ξ2|0, 1), S(ξ3, 0|0, ξ−1

3 ) in Eq. (4.60), are the
correct ones.

We have shown earlier, that the S(κ, λ|μ, ν) form a representation of Sp[2, Z(d)],
with the S(κ, λ|μ, ν) corresponding to g(κ, λ|μ, ν). Eq. (4.61) is analogous to
Eq. (3.38) (for ν ∈ [Z(d)]∗).
Lemma 4.1 For μ, ν ∈ [Z(d)]∗

〈X; r |S(κ, λ|μ, ν)|X; n〉 = 1

d
G[−2−1μν−1; Z(d)]

× ω
[
2−1λν−1n2 + 2−1μ−1ν−1(rν − n)2

]
, (4.65)

where G[s; Z(d)] is the Gauss sum in Eq. (3.5).

Proof From Eqs. (4.60), (4.61) we get

S(κ, λ|μ, ν) = 1

d

∑

m,n,r

ω(A)|X; r〉〈X; n|

A = −2−1μν−1m2 + 2−1λν−1n2 − ν−1mn + mr. (4.66)

Thenwechange the variablem intoM = m − μ−1(rν − n), andweprove the lemma.

Example 4.1 In Z(3), we used Eq. (4.65) to calculate S(2, 0|2, 2) in the position
basis:

S(2, 0|2, 2) = 1

3
[1 + 2ω(1)]

⎛

⎝
1 ω(−1) ω(−1)

ω(−1) ω(−1) 1
ω(−1) 1 ω(−1)

⎞

⎠

ω(1) = exp

(
2π i

3

)
; G[1; Z(3)] = 1 + 2ω(1) (4.67)

http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
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We give the Iwasawa decomposition, for this example. For κ = μ = ν = 2 and λ =
0, we get ξ1 = 1, ξ2 = 0 and ξ3 = 2. Therefore

S(1, 0|ξ1, 1) = F†

⎛

⎝
1 0 0
0 ω(1) 0
0 0 ω(1)

⎞

⎠ F

S(1, ξ2|0, 1) = 1

S(ξ3, 0|0, ξ−1
3 ) =

⎛

⎝
1 0 0
0 0 1
0 1 0

⎞

⎠ (4.68)

Here F is the Fourier matrix given (for the general case) in Eq. (4.2). The Iwasawa
product in Eq. (4.61) with these matrices, gives the matrix S(2, 0|2, 2).
Remark 4.3 The metaplectic group covers the symplectic group twice, and it has
been studied in [54, 55].

4.6 The HWSp[Z(d)] Group of Displacements and
Symplectic Transformations

In this section we study a group that combines both displacements and symplectic
transformations. We use the self-explanatory notation HWSp[Z(d)] for this group.
Proposition 4.11 The unitary operators

T (κ, λ|μ, ν|α, β, γ ) = S(κ, λ|μ, ν)D(α, β)ω(γ ) (4.69)

where κ, λ, μ, ν, α, β, γ ∈ Z(d), form a group which we denote as HWSp[Z(d)],
and which is the semidirect product of the HW [Z(d)] by the Sp[2, Z(d)]:

HW Sp[Z(d)] = HW [Z(d)] � Sp[2, Z(d)]. (4.70)

Proof We first give the closure property under multiplication:

T (κ1, λ1|μ1, ν1|α1, β1, γ1)T (κ2, λ2|μ2, ν2|α2, β2, γ2)

= T (κ, λ|μ, ν|α, β, γ ) (4.71)

where the κ, λ, μ, ν are given in Eq. (3.35), and

α = α1κ2 − β1λ2 + α2

β = β1ν2 − α1μ2 + β2

γ = γ1 + γ2 + 2−1 [(α1κ2 − β1λ2)β2 − (β1ν2 − α1μ2)α2] (4.72)

http://dx.doi.org/10.1007/978-3-319-59495-8_3
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The inverse of T (κ, λ|μ, ν|α, β, γ ) is

[T (κ, λ|μ, ν|α, β, γ )]−1 = T (ν,−λ| − μ, κ|A, B,−γ )

A = −αν − βλ; B = −αμ − βκ (4.73)

TheHeisenberg-Weyl group is a normal subgroup of HWSp[Z(d)]. Indeed, we show
that:

T (κ, λ|μ, ν|α, β, γ ) D(A, B) [T (κ, λ|μ, ν|α, β, γ )]†
= D(Aν + Bλ, Aμ + Bκ) ω(Bα − Aβ) (4.74)

The Sp[2, Z(d)] is also a subgroup of HWSp[Z(d)] and

Sp[2, Z(d)]
⋂

HW [Z(d)] = {1}. (4.75)

Therefore HWSp[Z(d)] is the semidirect product of the HW [Z(d)] by the
Sp[2, Z(d)].

4.7 Parity Operators

Parity operators have been studied extensively in the context of the harmonic oscil-
lator (e.g., [57–61]). In the present context they are defined as follows.

Definition 4.8 (1) The parity operator around the origin in phase space, is given by

P(0, 0) = F2; [P(0, 0)]2 = 1; [P(0, 0)]† = P(0, 0). (4.76)

(2) The parity operator around the point (α, β) in phase space (displaced parity
operator), is given by:

P(α, β) = D(α, β)P(0, 0)[D(α, β)]†; [P(α, β)]2 = 1 (4.77)

Some properties of the parity operator, are given below:

Proposition 4.12 (1)

P(α, β)|X;m〉 = ω(2αβ − 2αm)|X; 2β − m〉
P(α, β)|P;m〉 = ω(−2αβ − 2βm)|P; 2α − m〉 (4.78)

(2)

P(0, 0)D(α, β)P(0, 0) = D(−α,−β) (4.79)



38 4 Quantum Systems with Variables in Z(d)

(3)

[P(0, 0), S(κ, λ|μ, ν)] = 0. (4.80)

(4)

P(α, β) = D(2α, 2β)P(0, 0) = P(0, 0)[D(2α, 2β)]† (4.81)

(5) The product of two displaced parity operators is a displacement operator:

P(α, β)P(γ, δ) = D(2α − 2γ, 2β − 2δ)ω(2βγ − 2αδ) (4.82)

(6)

S(κ, λ|μ, ν)P(α, β)[S(κ, λ|μ, ν)]† = P(αν + βλ, αμ + βκ) (4.83)

Proof (1) From Eq. (4.5) it follows that P(0, 0)|X;m〉 = |X;−m〉 and P(0, 0)
|P;m〉 = |P;−m〉. We then use Eq. (4.24) and we prove Eq. (4.78).

(2) From Eq. (4.25) it follows that

D(α, β) =
∑

m

ω(2−1αβ + αm)|X;m + β〉〈X;m| (4.84)

Therefore

P(0, 0)D(α, β)P(0, 0) =
∑

m

ω(2−1αβ + αm)|X;−m − β〉〈X;−m|

= D(−α,−β) (4.85)

(3) We first prove that the P(0, 0) commutes with the S(1, 0|ξ1, 1).

P(0, 0)S(1, 0|ξ1, 1) =
∑

m

ω(−2−1ξ1m
2)|P;−m〉〈P;m| (4.86)

Also

S(1, 0|ξ1, 1)P(0, 0) =
∑

m

ω(−2−1ξ1m
2)|P;m〉〈P;−m|

=
∑

n

ω(−2−1ξ1n
2)|P;−n〉〈P; n| = P(0, 0)S(1, 0|ξ1, 1). (4.87)

In a similar way we prove that P(0, 0) commutes with the S(1, ξ2|0, 1) and
S(ξ3, 0|0, ξ−1

3 ). From Eq. (4.61), follows that the P(0, 0) commutes with the
S(κ, λ|μ, ν).
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(4) We prove this using the definition in Eqs. (4.77) and (4.85).
(5) This follows from the definition in Eqs. (4.77) and (4.24).
(6) This follows fromEq. (4.56), taking into account that the P(0, 0) and S(κ, λ|μ, ν)

commute.

An important set of properties of both the displacement operators and the parity
operators, are the marginal properties. They will be used later to prove marginal
properties for the Weyl and Wigner functions.

Proposition 4.13 Let ΠX (α), ΠP(α), be projectors to position and momentum
states:

ΠX (α) = |X;α〉〈X;α|; ΠP(α) = |P;α〉〈P;α|. (4.88)

The indices X, P in the notation indicate ‘position’ and ‘momentum’.

(1) The displacement operators obey the following ‘marginal relations’ along the
‘horizontal’ and ‘vertical’ lines in the phase space Z(d) × Z(d):

1

d

d−1∑

β=0

D(α, β) = ΠP(2−1α)P(0, 0)

1

d

d−1∑

α=0

D(α, β) = ΠX (2−1β)P(0, 0)

1

d

∑

α,β

D(α, β) = P(0, 0) (4.89)

(2) The parity operators obey the the following ‘marginal relations’ along the ‘hor-
izontal’ and ‘vertical’ lines in the phase space Z(d) × Z(d):

1

d

d−1∑

β=0

P(α, β) = ΠP(α)

1

d

d−1∑

α=0

P(α, β) = ΠX (β)

1

d

∑

α,β

P(α, β) = 1 (4.90)

Proof (1) In order to prove the first two relations, we take the matrix elements of
both sides with 〈X;m| and |X; n〉, and we use Eq. (4.25). For the third relation,
we take the summation over α of both sides of the first relation (or the summation
over β of both sides of the second relation).
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(2) In order to prove these three relations, we multiply by P(0, 0) the three relations
in the first part of this proposition.

Proposition 4.14 The displacement operators are related to parity operators
through Fourier transforms:

1

d

∑

α,β

D(α, β)ω(βγ − αδ) = P(γ, δ) (4.91)

In this sense the parameters α, β in the displacement operators D(α, β), are dual to
the parameters γ, δ in the parity operators P(γ, δ). The inverse Fourier transform
gives

1

d

∑

γ,δ

P(γ, δ)ω(−βγ + αδ) = D(α, β) (4.92)

Proof We multiply the third relation in Eq. (4.89) by D(γ, δ) on the left, and by
[D(γ, δ)]† on the right. We then use the multiplication rule of Eq. (4.24), to prove
Eq. (4.91). Inverting the Fourier transform, we then prove Eq. (4.92).

Equations (4.89), (4.90) are marginal properties along the ‘horizontal or posi-
tion’ axis, and ‘vertical or momentum ’ axis, in the Z(d) × Z(d) phase space (finite
geometry). Performing symplectic transformations on them, we get marginal prop-
erties along other axes, which are the Radon transform. We also give the inverse
Radon transform, which is used later with Wigner and Weyl functions, for quantum
tomography.

We use the notation

Π
(μ,ν)

X (α) = S(κ, λ|μ, ν)ΠX (α)[S(κ, λ|μ, ν)]†
= |X (μ, ν);α〉〈X (μ, ν);α| (4.93)

and

Π
(κ,λ)
P (α) = S(κ, λ|μ, ν)ΠP(α)[S(κ, λ|μ, ν)]†

= |P(κ.λ);α〉〈P(κ.λ);α| (4.94)

They are projectors associatedwith symplectically transformed position andmomen-
tum states. We note that

Π
(0,1)
X (α) = ΠX (α); Π

(−1,0)
X (α) = ΠP(α). (4.95)
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Proposition 4.15 (1) The Radon transform is given by:

1

d

∑

β

P(αν + βλ, αμ + βκ) = Π
(κ,λ)
P (α)

1

d

∑

α

P(αν + βλ, αμ + βκ) = Π
(μ,ν)

X (β) (4.96)

(2) The inverse Radon transform is given by:

D(λβ, κβ) =
∑

α

Π
(κ,λ)
P (α)ω(−αβ)

D(να, μα) =
∑

β

Π
(μ,ν)

X (β)ω(αβ) (4.97)

Proof (1) We perform symplectic transformations on both sides of Eq. (4.90), and
using Eq. (4.83), we get Eq. (4.96).

(2) We perform a two-dimensional Fourier transform on Eq. (4.96), and using
Eq. (4.92), we get Eq. (4.97).

4.8 Wigner and Weyl Functions

The Wigner and Weyl functions play a central role in phase space methods in Quan-
tummechanics (e.g., [62–68]). In particular the subject of tomography constructs the
Wigner function, from its Radon transforms which can be measured experimentally
(e.g., [69–71]). TheWigner andWeyl functions also play an important role in Signal
Processing (e.g., [72, 73]) where the Weyl function is known as ambiguity function.
Wigner functions in the context of finite quantum systems have been discussed in
[74–80].

Definition 4.9 Let θ be an arbitrary operator. The corresponding Wigner function
W (α, β; θ) and Weyl function W̃ (α, β; θ), are defined as:

W (α, β; θ) = Tr[θ P(α, β)]; W̃ (α, β; θ) ≡ Tr[θD(α, β)]. (4.98)

The Wigner function is intimately related to the displaced parity operators, and
the Weyl function to the displacement operators. If θ is a density matrix, the Wigner
function can be interpreted as a pseudo-probability distribution of the particle in the
position-momentum phase space (which might take negative values). The marginal
properties in Eq. (4.106) below, support this interpretation.

The Weyl function is a generalized correlation function. For θ = |s〉〈s|, the Weyl
function is the overlap of |s〉 with the displaced state D(α, β)|s〉. In this sense the
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parameters α, β entering in the Weyl function are position and momentum incre-
ments.

Proposition 4.16 For an arbitrary operator θ , let

θX (m, n) ≡ 〈X;m|θ |X; n〉; θP(m, n) ≡ 〈P;m|θ |P; n〉 (4.99)

(1) The Wigner function is the Fourier transform of θX (m, n) and θP(m, n):

W (α, β; θ) =
∑

n

ω(2αn)θX (β − n, β + n)

=
∑

n

ω(2βn)θP(α + n, α − n) (4.100)

(2) The Weyl function is also the Fourier transform of θX (m, n) and θP(m, n):

W̃ (α, β; θ) =
∑

n

ω(αn)θX (n − 2−1β, n + 2−1β)

=
∑

n

ω(−βn)θP(n − 2−1α, n + 2−1α) (4.101)

(3) The Weyl function is related to the Wigner function through the Fourier trans-
form:

W̃ (α, β; θ) = 1

d

∑

γ,δ

W (θ; γ, δ)ω(αδ − βγ ) (4.102)

In this sense the parameters α, β in the Weyl function W̃ (α, β; θ) are dual to the
parameters γ, δ in the Wigner function W (γ, δ; θ).

Proof (1) We express the definition of the Wigner function in Eq. (4.98), as

W (α, β; θ) =
∑

n

〈X; n|θ P(α, β)]|X; n〉. (4.103)

We then use Eq. (4.78), to prove the first relation in Eq. (4.100). In a similar way
we prove the second relation.

(2) We express the definition of the Weyl function in Eq. (4.98), as

W̃ (α, β; θ) =
∑

n

〈X; n|θD(α, β)]|X; n〉. (4.104)

We then use Eq. (4.25), to prove the first relation in Eq. (4.101). In a similar way
we prove the second relation.

(3) We multiply both sides of Eq. (4.91) by θ , and then we take the trace.
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Proposition 4.17 An operator θ can be expanded in terms of the displacement oper-
ators with the Weyl functions as coefficients, and in terms of the displaced parity
operators with the Wigner functions as coefficients:

θ = 1

d

∑

α,β

W̃ (−α,−β; θ)D(α, β) = 1

d

∑

α,β

W (α, β; θ)P(α, β) (4.105)

Proof We take the matrix elements of both sides with 〈X;m| and |X; n〉, and then
use Eqs. (4.100), (4.101).

The following proposition is based on proposition 4.13, and it gives marginal
properties of the Wigner and Weyl functions, along the horizontal and vertical axes,
in the Z(d) × Z(d) phase space.

Proposition 4.18 (1) The Wigner function obeys the following ‘marginal
properties’:

1

d

d−1∑

β=0

W (α, β; θ) = θP(α, α)

1

d

d−1∑

α=0

W (α, β; θ) = θX (β, β)

1

d

∑

α,β

W (α, β; θ) = Trθ (4.106)

(2) The Weyl function obeys the following ‘marginal properties’:

1

d

d−1∑

β=0

W̃ (α, β; θ) = θP(−2−1α, 2−1α)

1

d

d−1∑

α=0

W̃ (α, β; θ) = θX (−2−1β, 2−1β)

1

d

∑

α,β

W̃ (α, β; θ) = W (0, 0; θ) (4.107)

Proof (1) We multiply both sides of Eq. (4.90) by θ , and take the trace.
(2) We multiply both sides of Eq. (4.89) by θ , and take the trace.

The Wigner and Weyl functions are related to the matrix elements of the operator
θ , through the Fourier transforms in Eqs. (4.100), (4.101). Parseval’s theorem in this
context, leads to the followingmarginal properties of theWigner andWeyl functions,
that involve the square of their absolute values [23]
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Proposition 4.19 (1)

1

d

d−1∑

β=0

|W (α, β; θ)|2 =
d−1∑

k=0

|θP(k, 2α − k)|2

1

d

d−1∑

α=0

|W (α, β; θ)|2 =
d−1∑

k=0

|θX (k, 2β − k)|2

1

d

∑

α,β

|W (α, β; θ)|2 = Tr[θθ†] (4.108)

(2)

1

d

d−1∑

β=0

|W̃ (α, β; θ)|2 =
d−1∑

�=0

|θP(�, α + �)|2

1

d

d−1∑

α=0

|W̃ (α, β; θ)|2 =
d−1∑

�=0

|θX (�, β + �)|2

1

d

∑

α,β

|W̃ (α, β; θ)|2 = Tr[θθ†] (4.109)

Proof (1) The first two relations in Eq. (4.108), are Parseval’s relations for the
Fourier transforms that involve the Wigner function in Eq. (4.100). The last
relation follows easily from the first two.

(2) The first two relations in Eq. (4.109), are Parseval’s relations for the Fourier
transforms that involve theWeyl function in Eq. (4.101). The last relation follows
easily from the first two.

The following proposition gives the Radon transform, and is used in quantum
tomography. The first part generalizes Proposition4.18, and gives the marginal prop-
erties of the Wigner function, along arbitrary axes in the Z(d) × Z(d) phase space.
The second part gives the inverse Radon transform.

Proposition 4.20 (1) The Radon transform is given by:

1

d

∑

β

W (αν + βλ, αμ + βκ; θ) = Tr[θΠ
(κ,λ)
P (α)]

1

d

∑

α

W (αν + βλ, αμ + βκ; θ) = Tr[θΠ
(μ,ν)

X (β)] (4.110)
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(2) The inverse Radon transform is given by:

W̃ (λβ, κβ; θ) =
∑

α

Tr[θΠ
(κ,λ)
P (α)]ω(−αβ)

W̃ (να, μα; θ) =
∑

β

Tr[θΠ
(μ,ν)

X (β)]ω(αβ) (4.111)

Proof (1) We multiply both sides of Eq. (4.96) by θ , and take the trace.
(2) We multiply both sides of Eq. (4.97) by θ , and take the trace.

If θ is a density matrix, the Tr[θΠ
(κ,λ)
P (α)] are probabilities which can be measured

experimentally. Using the inverse Radon transform, we can calculate the Weyl func-
tion, and then from Eq. (4.105) the density matrix θ .

Example 4.2 In H [Z(3)] we consider the state

|s〉 = 1√
6
[|X; 0〉 + i |X; 1〉 + 2|X; 2〉] (4.112)

Using Eq. (4.100), we calculated theWigner function, whichwe present here as 3 × 3
matrix:

W =
⎛

⎝
0.166 0.833 0.666

−0.410 −0.166 0.955
0.744 −0.166 0.378

⎞

⎠ (4.113)

Fig. 4.2 The Wigner
function in Eq. (4.113), for
the state in Eq. (4.112)
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Fig. 4.3 The absolute value
of the Weyl function in
Eq. (4.114), for the state in
Eq. (4.112)
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A plot of this Wigner function is shown in Fig. 4.2. We also used Eq. (4.101), and
calculated the Weyl function:

W̃ =
⎛

⎝
1 0.333 + 0.166i 0.333 − 0.166i

−0.250 − 0.433i −0.311 + 0.705i −0.022 − 0.128i
−0.250 + 0.433i −0.022 + 0.128i −0.311 − 0.705i

⎞

⎠ . (4.114)

A plot of the absolute value of this Weyl function is shown in Fig. 4.3.

4.9 Factorization of Σ[Z(d)] Based on the Chinese
Remainder Theorem

In Sect. 3.2, we have considered the ring Z(d), and factorized d as d = d1 × ... ×
dN where any pair of the factors d1, ..., dN are coprime. We then introduced two
bijective maps between Z(d) and Z(d1) × ... × Z(dN ) given in Eqs. (3.21), (3.22).
Based on these maps we will now factorize the ‘whole quantum formalism’ of the
system Σ[Z(d)], in terms of quantum formalisms of the systems Σ[Z(di )], where
i = 1, ..., N [14, 81–83]. We denote this as

Σ[Z(d)] = Σ[Z(d1)] ⊗ Σ[Z(d2)] ⊗ ... ⊗ Σ[Z(dn)]. (4.115)

Proposition 4.21 We map the position basis |X;m〉 in the Hilbert space H [Z(d)],
in the following product of position bases in H [Z(d1)] ⊗ ... ⊗ H [Z(dN )]:

http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
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|X;m〉 ↔ |X1;m1〉 ⊗ ... ⊗ |XN ;mN 〉. (4.116)

The map of Eq. (3.22) is used here. Then

(1) Thebasis ofmomentumstates in H [Z(d)], ismapped into aproduct ofmomentum
bases in H [Z(d1)] ⊗ ... ⊗ H [Z(dN )]:

|P;m〉 ↔ |P1;m1〉 ⊗ ... ⊗ |PN ;mN 〉 (4.117)

The dual map of Eq. (3.21) is used here.
(2) The Fourier transform F in H [Z(d)], is factorized in terms of Fourier transforms

F1, ..., FN in H [Z(d1)], ..., H [Z(dN )], as

F = F1 ⊗ ... ⊗ FN

Fi =
∑

mi

|Pi ;mi 〉〈Xi ;mi | =
∑

mi

|Pi ;mi 〉〈Xi ;mi ti | (4.118)

(3) The displacement operators in H [Z(d)], are factorized in terms of displacement
operators in H [Z(d1)], ..., H [Z(dN )], as

D(α, β) = D1(α1, β1) ⊗ ... ⊗ DN (αN , βN ). (4.119)

Also the parity operators in H(d), are factorized in terms of parity operators in
H(d1), ..., H(dN ), as

P(α, β) = P1(α1, β1) ⊗ ... ⊗ PN (αN , βN ). (4.120)

Proof (1) We use Eqs. (3.26), (4.116) to express the momentum states as

|P;m〉 = d−1/2
∑

ω(mn)|X; n〉
= (d1...dN )−1/2

∑
ω1(m1n1)...ωN (mNnN )|X1; n1〉 ⊗ ... ⊗ |XN ; nN 〉

= |P1;m1〉 ⊗ ... ⊗ |PN ;mN 〉 (4.121)

(2) The Fourier transform can be written as

F =
∑

m

|P;m〉〈X;m| =
∑ N⊗

i=1

|Pi ;mi 〉〈Xi ;mi | =
N⊗

i=1

Fi (4.122)

where Fi is given in Eq. (4.118).

http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
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(3) We first prove that:

Z =
∑

m

|P; m + 1〉〈P; m| =
∑

m

N⊗

i=1

|Pi ;mi + 1〉〈Pi ;mi | =
N⊗

i=1

Zi

X =
∑

m

|X;m + 1〉〈X;m| =
∑

m

N⊗

i=1

|Xi ;mi + ti 〉〈Xi ;mi | =
N⊗

i=1

Xti
i (4.123)

Therefore (
N⊗

i=1

Zi

)α (
N⊗

i=1

Xti
i

)β

=
N⊗

i=1

(
Zαi
i X β̄i

i

)
(4.124)

Here we used the fact that

Zα
i = Zαi

i ; (
Xti
i

)β = X β̄i
i (4.125)

We then prove Eq. (4.120).

From the above it is clear that the phase space Z(d) × Z(d) is factorized in terms
of the phase spaces Z(di ) × Z(di ), where i = 1, ..., N , as

(m, n) ↔ [(m1, n1), ..., (mN , nN )]. (4.126)

Example 4.3 Weconsider the quantum systemΣ[Z(15)] andwe factorize it in terms
of the systems Σ1[Z(3)] and Σ2[Z(5)]. The general maps in Eqs. (4.116), (4.117),
become

|X;m〉 ↔ |X1;m1〉|X2;m2〉; |P;m〉 ↔ |P1;m1〉 ⊗ |P2;m2〉. (4.127)

The relationship between m and m1, m2 and also m1, m2 is given in Example3.2, in
Eq. (3.31). The Fourier transform in the large system, is

|P;m〉 = 1√
15

∑

n

ω15(mn)|X; n〉 (4.128)

and in the two smaller systems is

|P1;m1〉 = 1√
3

∑

n1

ω3(m1n1)|X; n1〉

|P2;m2〉 = 1√
5

∑

n2

ω5(m2n2)|X; n2〉 (4.129)

Equation (3.26) gives for the present example

http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
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ω15(mn) = ω3(m1n1)ω5(m2n2). (4.130)

It is easy to check the consistency of Eqs. (4.127), (4.128), (4.129), (4.130).

Remark 4.4 The factorization of the Fourier transform in Eq. (4.118) has been used
by Good [84] in the context of Fast Fourier transforms. Here we have factorized the
whole quantum formalism in Σ[Z(d)] in terms of quantum formalisms in the factor
systems Σ[Z(di )].

4.10 Analytic Representation of Finite Quantum Systems

Analytic representations play an important role in quantum mechanics. After the
original work by Bargmann [85, 86], various analytic representations have been
studied extensively in the literature (e.g., [87]). In this section we discuss analytic
representation of finite quantum systems, based on Theta Functions [49, 50, 88].

We first define the Θ3 function [89–91] as:

Θ3(u, τ ) =
∞∑

n=−∞
exp(iπτn2 + i2nu). (4.131)

This is a Weil transform [92], which in this case maps a Gaussian function on R, into
a function on R/Z. In this sense, the Theta function is a Gaussian function wrapped
on a circle.

The zeros of Θ3(u, τ ) are at

u = (2M − 1)
π

2
+ (2N − 1)

τπ

2
. (4.132)

The Jacobi triple product identity, factorizes the Theta function, as:

Θ3(u, τ ) =
∞∏

m=1

[
1 − e2iπτm2] [

1 + eiπτ(2m−1)+i2u
] [

1 + eiπτ(2m−1)−i2u
]
. (4.133)

Definition 4.10 Let |g〉 be an arbitrary ket state in H [Z(d)], and 〈g| the correspond-
ing bra state:

|g〉 =
∑

m

gm |X;m〉; 〈g| =
∑

m

g∗
m〈X;m|;

∑

m

|gm |2 = 1. (4.134)
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Their analytic representations, are the analytic functions

|g〉 → G(z) =
d−1∑

m=0

gm Θ3

[
π(m − z)

d
; i

d

]

〈g| → [G(z)]∗ =
d−1∑

m=0

g∗
m Θ3

[
π(m − z∗)

d
; i

d

]
(4.135)

Below zR and zI are the real and imaginary parts of z.

Lemma 4.2
√
2

d5/2

∫

S
dzRdzI exp

(−2π

d
z2I

)
Θ3

[
π(m − z)

d
; i

d

]
Θ3

[
π(n − z∗)

d
; i

d

]

= δ(m, n). (4.136)

where S is the square cell

S = [0, d] × [0, d], (4.137)

in the complex plane.

Proof Using the definition of Theta functions in Eq. (4.131), we rewrite the left hand
side of Eq. (4.136) as

√
2

d5/2

∑

k,k′
exp

(
−π(k2 + k′2) − i2π(mk + nk′)

d

)

×
∫

dzI exp

(
−2π z2I + 2π(k − k′)zI

d

)∫
dzR exp

(
− i2π(k + k′)zR

d

)
(4.138)

The last integral is dδ(k + k ′, 0) and we get

√
2

d3/2

∞∑

k=−∞
exp

(
−2πk2 + i2πk(n − m)

d

) ∫ d

0
dzI exp

(−2π z2I + 4πkzI
d

)

=
√
2

d3/2

∞∑

k=−∞
exp

(
− i2πk(n − m)

d

)∫ d

0
dzI exp

(−2π(zI − k)2

d

)
(4.139)

We substitute k = k1d + k2 where k2 = 0, ..., d − 1, and we get
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√
2

d3/2

d−1∑

k2=0

exp

(
− i2πk2(n − m)

d

) ∞∑

k1=−∞

∫ d

0
dzI exp

(−2π(zI − k1d − k2)2

d

)

=
√
2π

d3/2

d−1∑

k2=0

exp

(
− i2πk2(n − m)

d

) ∫ ∞

−∞
dzI exp

(−2π(zI − k2)2

d

)

= 1

d

d−1∑

k2=0

exp

(
− i2πk2(n − m)

d

)
= δ(m, n). (4.140)

Proposition 4.22 (1) G(z) is an analytic function and obeys the quasi-periodicity
relations

G(z + d) = G(z)

G(z + id) = G(z) exp (πd − 2iπ z) . (4.141)

Consequently, it is sufficient to define the function in the cell S in Eq. (4.137),
which is a torus with periodicity in the real axis, and quasi-periodicity in the
imaginary axis.

(2) The scalar product is given by the integral

〈g1|g2〉 =
√
2

d5/2

∫

S
dzRdzI exp

(−2π

d
z2I

)
[G1(z)]∗G2(z) (4.142)

over the cell S.
(3) The analytic function G(z) has exactly d zeros ζn within the cell S (i.e., G(ζn) =

0), and the sum of these zeros is [49, 50, 88]

d∑

n=1

ζn = d2

2
(1 + i) + d(M + i N ). (4.143)

Here M, N are integers, related to the toroidal nature of the cell S.
(4) Given d zeros ζn which satisfy the constraint of Eq. (4.143), the corresponding

quantum state is represented by the analytic function

G(z) = A exp

(
i2π z

d

) d∏

n=1

Θ3 [un(z); i]

un(z) = π

d
(z − ζn) + π

2
(1 + i) (4.144)

A is a constant determined by the normalization condition.

Proof (1) This is proved using the periodicity properties of Theta functions.
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(2) This is proved using Lemma4.2.
(3) It is known that the number N of zeros of an analytic function G(z) within a

contour C , and also the sum of these zeros, are given by the contour integrals

∮

C

dz

2π i

∂zG(z)

G(z)
= N ;

∮

C

dz

2π i

∂zG(z)

G(z)
=

∑

n

ζn. (4.145)

Taking as a contour the perimeter of the cell S, and using the quasi-periodicity
conditions in Eq. (4.141), we find that the number of zeros is d and that the sum
of zeros is given by Eq. (4.143).

(4) The Theta functions on the right hand side have τ = i and therefore their zeros
are at

u = (2M − 1)
π

2
+ (2N − 1)

iπ

2
. (4.146)

Within a given cell, the M, N have fixed integer values. The various values of
M, N , simply shift the zeros to different cells. It is easily seen that the un(ζn)
are indeed zeros of the G(z) in Eq. (4.144). Also change of ζn into ζn + d or
ζn + id (i.e., going to an adjacent cell), corresponds to change of M into M − 1
or change of N into N − 1 in Eq. (4.146), as it should be.
The prefactor is determined by the fact that the G(z)/

∏
n Θ3 [un(z); i] is an

entire function with no zeros, and as such it is an exponential of an entire func-
tion. The growth of G(z) is of order ρ = 2 (for convergence), and this together
with the quasiperiodicity condition of Eq. (4.141), lead to the prefactor given in
Eq. (4.144).

Using the Jacobi triple product identity in Eq. (4.133), we can factorize the product
in Eq. (4.144) even further, as

G(z) = A exp

(
i2π z

d

) d∏

n=1

∞∏

m=1

[
1 − e−2πm2

] [
1 + e−π(2m−1)+i2un(z)

]

× [
1 + e−π(2m−1)−i2un(z)

]
. (4.147)

where the un(z) are given in Eq. (4.144).

Example 4.4 The momentum state |P; k〉 is represented with the function

G(z; k) = 1√
d

∑

m

ω(km)Θ3

[
π(m − z)

d
; i

d

]

= √
d exp

(
−πk2

d
+ i2kz

π

d

)
Θ3 (−iπk − zπ; id) . (4.148)
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We prove this as follows:

1√
d

∑

m

ω(km)Θ3

[
πm

d
− z

π

d
; i

d

]

= 1√
d

∞∑

n=−∞
exp

(
−πn2

d
− i2zn

π

d

) d−1∑

m=0

ω[m(n + k)]

= √
d

∑

n=−k+dN

exp

(
−πn2

d
− i2zn

π

d

)

= √
d exp

(
−πk2

d
+ i2kz

π

d

)
Θ3 (−iπk − zπ; id) . (4.149)

Using Eq. (4.132), we find that the zeros of the analytic representation of the position
state |X;m〉 are:

ζ = m −
(
M − 1

2

)
d − i

(
N − 1

2

)
. (4.150)

Within a given cell M is fixed, and N = 0, ..., d − 1.
In a similar way, we find that the zeros of the analytic representation of the

momentum state |P;m〉 are:

ζ = −im −
(
M − 1

2

)
− i

(
N − 1

2

)
d. (4.151)

Within a given cell N is fixed, and M = 0, ..., d − 1.
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Chapter 5
Finite Geometries and Mutually Unbiased
Bases

Abstract Finite geometries, mutually unbiased bases, and weak mutually unbiased
bases, are discussed.

In this section we first discuss the Z(d) × Z(d) as a finite geometry [1–3], and its
link to the subject of mutually unbiased bases [4–22]. There are deep mathematical
problems related to these bases, and they also have important applications in quan-
tum communications and quantum cryptography. For these reasons, they have been
studied extensively in the literature.

We make the distinction between two cases:

• d = p, where p is a prime number. In this case, Z(p) is a field. Z(p) × Z(p)
is a near-linear finite geometry, based on the axiom that two lines have at most
one point in common. The number of mutually unbiased bases is p + 1 and there
is a duality between the finite geometry and the mutually unbiased bases. These
results can be extended to the case that d = pe, using the Galois field GF(pe), as
discussed later in Sect. 9.7.

• d is not a prime number. In this case, Z(d) is a ring. Z(d) × Z(d) is a non-near-
linear finite geometry, and two lines might have more than one point in common
(the axiom that two lines have at most one point in common does not hold). The
number of mutually unbiased bases is not known, but it is probably smaller than
d+1 (although there is no rigorous proof of this). Here there is no duality between
the finite geometry and the mutually unbiased bases. Motivated by this, Refs. [23–
26] have introduced weak mutually unbiased bases, which are dual to lines in the
finite geometry Z(d) × Z(d). In order to avoid a complex notation, and without
loss of generality, we discuss the case with d = p1 p2, where p1, p2 are odd prime
numbers, different from each other.
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5.1 The Z(d) × Z(d) as a Non-near-linear Finite Geometry

A finite geometry [1–3] is a finite set P of points, and a set L of some subsets
of P which are called lines. In our context, P = Z(d) × Z(d). The geometry
(P, L) satisfies certain axioms. A special class of finite geometries are the near-linear
geometries, with the axiom that two lines have at most one point in common.Wewill
see below, that this axiom is valid when d is a prime number (in which case Z(d) is a
field), but it is not valid when d is not a prime number (in which case Z(d) is a ring).
Therefore our geometry is a non-near-linear geometry, in the case of non-prime d.

A line through the point (α, β) is the set of points

L(ρ, σ |α, β) = {(τρ + α, τσ + β)|τ ∈ Z(d)}; ρ, σ, α, β ∈ Z(d) (5.1)

Belowwe only consider lines through the origin (0, 0), which we denote as L(ρ, σ ):

L(ρ, σ ) = {(τρ, τσ )|τ ∈ Z(d)}. (5.2)

Mathematically this is a cyclic module generated by (ρ, σ ), but in a physical context
we will use the intuitive term line. In this section we present three propositions which
describe Z(d) × Z(d) as a finite geometry [23–26].

Proposition 5.1 (1) The number of points in L(ρ, σ ) is d/GCD(ρ, σ, d). We call
maximal lines the ones with d points (i.e., the lines with GCD(ρ, σ, d) = 1).

(2) If λ is an invertible element in Z(d) (λ ∈ [Z(d)]∗), then L(ρλ, σλ) = L(ρ, σ ).
If λ is a non-invertible element, then L(ρλ, σλ) ⊂ L(ρ, σ ).

(3) The intersection of two lines L(ρ1, σ1) and L(ρ2, σ2) is a line, which we call
subline. The number of common points between these two lines, is a divisor of
d.

Proof (1) For a given ρ, as τ takes all values in Z(d), the ρτ takes d/GCD(ρ, d)

different values, because there are δ = GCD(ρ, d) different values of τ which
give the same ρτ . We next need to find how many different values of τσ , corre-
spond to these δ values of τ (which give the same ρτ ).

The δ values of τ , lead to δ values of στ , but using the same argument we find
that only δ/GCD(σ, δ), are different from each other. Therefore the total number
of pairs (ρτ, στ) is

d

GCD(ρ, d)

δ

GCD(σ, δ)
= d

GCD(d, ρ, σ )
. (5.3)

(2) For any λ ∈ Z(d), if (ρλτ, σλτ) is a point in L(ρλ, σλ) then this point can
also be written as (ρτ ′, σ τ ′) with τ ′ = λτ and therefore it belongs to the line
L(ρ, σ ). This proves that L(ρλ, σλ) ⊆ L(ρ, σ ).
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For λ ∈ [Z(d)]∗, if (ρτ, στ) is a point in L(ρ, σ ) and then this point can also
be written as (ρλτ ′, σλτ ′) with τ ′ = λ−1τ , and therefore it belongs to the line
L(ρλ, σλ). This proves that for an invertible element λ, L(ρλ, σλ) = L(ρ, σ ).

(3) If (ρ, σ ) ∈ L(ρ1, σ1) and also (ρ, σ ) ∈ L(ρ2, σ2) then clearly for any τ ∈ Z(d),
we have (ρτ, στ) ∈ L(ρ1, σ1) and also (ρτ, στ) ∈ L(ρ2, σ2). Therefore the
common points of two lines, form a line (which we call subline, and which
according to the first part of the proposition, has a divisor of d as number of
points).

In the case d = p where p is a prime number, the Z(p) is a field. In this case the
only divisor of p is 1, and two lines through the origin have one point in common.
Consequently the geometry Z(p) × Z(p) is a near-linear geometry. In the case of
non-prime d, the Z(d) is a ring (which is not a field). In this case the geometry is a
non-near-linear geometry, and has both maximal lines and sublines.

Example 5.1 Examples of maximal lines in Z(15) × Z(15) are

L(1, 2) = {(0, 0), (1, 2), (2, 4), (3, 6), (4, 8), (5, 10), (6, 12), (7, 14),
(8, 1), (9, 3), (10, 5), (11, 7), (12, 9), (13, 11), (14, 13)}, (5.4)

and

L(1, 7) = {(0, 0), (1, 7), (2, 14), (3, 6), (4, 13), (5, 5), (6, 12), (7, 4),
(8, 11), (9, 3), (10, 10), (11, 2), (12, 9), (13, 1), (14, 8)}. (5.5)

The L(3, 6) is an example of a line through the origin which is not maximal line (it
has 5 points):

L(3, 6) = {(0, 0), (3, 6), (6, 12), (9, 3), (12, 9)}. (5.6)

The intersection of the maximal lines L(1, 2) and L(1, 7), is L(3, 6):

L(1, 2) ∩ L(1, 7) = L(3, 6). (5.7)

This is shown in Fig. 5.1.

5.1.1 Symplectic Transformations in the Finite Geometry
Z(d) × Z(d)

In order to perform symplectic transformations on a point (ρ, σ ) ∈ Z(d) × Z(d),
we multiply the row (ρ, σ ) times the matrix g(κ, λ|μ, ν) ∈ Sp[2,Z(d)]:

g(κ, λ|μ, ν) ◦ (ρ, σ ) = (ρ, σ )g(κ, λ|μ, ν) = (κρ + μσ, λρ + νσ) (5.8)
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Fig. 5.1 The maximal lines L(1, 2) (circles), and L(1, 7) (triangles) in the Z(15) × Z(15) finite
geometry

This is consistent with the ‘right multiplication rule’ in Eq. (3.35). In particular we
note that the Fourier matrixF of Eq. (3.41) maps the points (α, 0) on the ‘horizontal
axis’, to the points (0, α) on the ‘vertical axis’:

F◦(α, 0) = (α, 0)g(0, 1| − 1, 0) = (0, α) (5.9)

Symplectic transformations on points lead to symplectic transformations on lines:

g(κ, λ|μ, ν) ◦ L(ρ, σ ) = L(κρ + μσ, λρ + νσ). (5.10)

In particular, with the Fourier matrix we get:

F ◦ L(ρ, σ ) = L(−σ, ρ). (5.11)

Example 5.2 In Z(15) we act with the matrix g(3, 4|2, 8) ∈ Sp[2,Z(15)] on the
line L(1, 2) and we get:

g(3, 4|2, 8) ◦ L(1, 2) = L(7, 5). (5.12)

This is shown in Fig. 5.2.

Proposition 5.2 For prime p, the geometryZ(p) × Z(p) is a near-linear geometry,
which has only maximal lines with p points, given in terms of symplectic transfor-

http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
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Fig. 5.2 The maximal lines L(1, 2) (circles), and L(7, 5) = g(3, 4|2, 8) ◦ L(1, 2) (triangles) in
the Z(15) × Z(15) finite geometry

mations as

g(0,−1|1, ν) ◦ L(0, 1) = L(1, ν). (5.13)

The L(0, 1) together with the L(1, ν) with ν = 0, ..., p − 1, form the set of all
ψ(p) = p + 1 lines through the origin, in this geometry (ψ is the Dedekind psi).

Proof For the proof we use symplectic transformations in conjunction with Propo-
sition 5.1.

Notation 5.1 For a prime p, we introduce the notation

L (ν) = L(1, ν); L (−1) = L(0, 1). (5.14)

InL (ν), the ν takes the ψ(p) = p + 1 values −1, ..., p − 1.

5.1.2 Factorization of the Finite Geometry Z(d) × Z(d)
Based on the Chinese Remainder Theorem

As we mentioned earlier, for simplicity and without loss of generality, we consider
the case where d = p1 p2 where p1, p2 are odd prime numbers. The following
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proposition describes the maximal lines through the origin in Z(p1 p2) × Z(p1 p2),
as products of lines in Z(p1) × Z(p1) and Z(p2) × Z(p2).

There is an analogy between the factorization of the finite geometry, and the
factorization of position and momentum states in Sect. 4.9, with the points (α, 0) in
the ‘horizontal axis’ corresponding to position states, and the points (0, β) in the
‘vertical axis’ corresponding to momenta. Motivated by this we factorize the points
(α, β) using the dual map in Eq. (3.22) for α, and the map of Eq. (3.21) for β:

(α, β) ↔ ((α1, β1), (α2, β2)); αi , βi ∈ Z(pi ). (5.15)

This is consistent with the relation of Eq. (3.52) that factorized the Fourier matrix.
Indeed

F ◦ (α, β) = (−β, α) ↔ ((β1, α1), (β2, α2)) (5.16)

Also

F ◦ (α, β) ↔ (g1(0, r1| − t1, 0) ◦ (α1, β1), g2(0, r2| − t2, 0) ◦ (α2, β2)) (5.17)

with

g1(0, r1| − t1, 0) ◦ (α1, β1) = (β1, α1)

g2(0, r2| − t2, 0) ◦ (α2, β2) = (β2, α2). (5.18)

Proposition 5.3 There areψ(p1 p2)maximal lines through the origin inZ(p1 p2) ×
Z(p1 p2), which belong to one of the following four categories:

(1) If ν1 ∈ Z(p1) and ν2 ∈ Z(p2)

L (ν1, ν2) ≡ L1(1, ν1) × L2(1, ν2) = L(p1 + p2, ν1s1 + ν2s2) (5.19)

There are p1 p2 lines in this category,with ν1 = 0, ..., p1−1, and ν2 = 0, ..., p2−
1. The L (ν1, ν2) is another notation for these lines, which we call ‘factorized
notation’. We call the L(p1 + p2, ν1s1 + ν2s2), unfactorized notation.

(2) If ν2 ∈ Z(p2)

L (−1, ν2) ≡ L(0, 1) × L(1, ν2) = L(p1, s1 + ν2s2) (5.20)

There are p2 lines in this category, with ν2 = 0, ..., p2 − 1. L (−1, ν2) is the
factorized notation for these lines.

(3) If ν1 ∈ Z(p1)

L (ν1,−1) ≡ L(1, ν1) × L(0, 1) = L(p2, ν1s1 + s2) (5.21)

http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
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There are p1 lines in this category, with ν1 = 0, ..., p1 − 1. L (ν1,−1) is the
factorized notation for these lines.

(4)

L (−1,−1) ≡ L(0, 1) × L(0, 1) = L(0, 1). (5.22)

L (−1,−1) is the factorized notation for this line.

Proof From Eq. (5.10) follows that

g(κ, λ|μ, ν) ◦ L(0, 1) = L(μ, ν). (5.23)

We note here that the L(μ, ν) does not depend on κ, λ, and this should be compared
and contrasted with Eq. (4.53). The proof then follows immediately from Corollary
3.1.

Example 5.3 In Z(15) × Z(15) there are ψ(15) = 24 maximal lines through the
origin. As an example we consider the following line

L (2, 1) = L1(1, 2) × L2(1, 1) (5.24)

L1(1, 2) is a line in Z(3) × Z(3), and L2(1, 1) is a line in Z(5) × Z(5). In the
unfactorized notation theL (2, 1) is L(8, 2s1 + s2). We have seen in Eq. (3.30) that

Table 5.1 The points in the line L(1, 7) = L (2, 1) (in the unfactorized and factorized notations).
The corresponding points in the first factor line L1(1, 2) (in Z(3) × Z(3)), and in the second factor
line L2(1, 1) (in Z(5) × Z(5)) are also shown

L(1, 7) L1(1, 2) L2(1, 1)

0 0 0 0 0 0

1 7 2 1 2 2

2 14 1 2 4 4

3 6 0 0 1 1

4 13 2 1 3 3

5 5 1 2 0 0

6 12 0 0 2 2

7 4 2 1 4 4

8 11 1 2 1 1

9 3 0 0 3 3

10 10 2 1 0 0

11 2 1 2 2 2

12 9 0 0 4 4

13 1 2 1 1 1

14 8 1 2 3 3

http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
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s1 = 10 and s2 = 6, and therefore 2s1 + s2 = 26 = 11 (mod 15). Therefore in the
unfactorized notation the L (2, 1) is L(8, 11) = L(1, 8−1 × 11) = L(1, 7). The
points in this line, and also in its factor lines L1(1, 2) and L2(1, 1) are shown in
Table5.1.

5.2 Mutually Unbiased Bases

There is a lot of work on various aspects of mutually unbiased bases [4–22]. Their
study incorporates many areas of discrete Mathematics. Below we summarize the
main points. Mutually unbiased bases in systems with variables in Galois fields, are
discussed later in Sect. 9.7.

Definition 5.1 A set of orthonormal bases in H [Z(d)] are called mutually unbiased,
if the vectors in any two of these bases obey the relation

|〈X;m|Y ; n〉|2 = 1

d
; m, n ∈ Z(d). (5.25)

for all m, n.

Proposition 5.4 The number of mutually unbiased bases in H [Z(d)], is

M (d) ≤ d + 1. (5.26)

Proof Ameasurement with the projectors |X;m〉〈X;m| gives d probabilities, d − 1
of which are independent. A density matrix has d2 − 1 degrees of freedom, and
therefore we need at least d + 1 measurements in order to get all the information in
it. If the information that we get from each measurement is totally independent from
the information that we get from the other measurements, then the total number of
measurements needed is exactly d + 1. This is the case with the mutually unbiased
bases. Indeed

〈X;m|ρ|X;m〉 = 1

d
+

∑

n1 �=n2

〈X;m|Y ; n1〉〈Y ; n1|ρ|Y ; n2〉〈Y ; n2|X;m〉. (5.27)

This shows that the information obtained from the measurement with the projec-
tors |X;m〉〈X;m|, is contained entirely in the off-diagonal terms 〈Y ; n1|ρ|Y ; n2〉
with n1 �= n2. The measurement with the projectors |X;m〉〈X;m| gives totally
independent information from the measurement with the projectors |Y ;m〉〈Y ;m|.
Consequently, the maximum number of mutually unbiased bases is d + 1. We note
that the argument does not guarantee the existence of d+1 mutually unbiased bases.

In systems with prime, or power of prime dimension, the inequality in Eq. (5.26)
becomes equality. In the following proposition we consider a system with prime

http://dx.doi.org/10.1007/978-3-319-59495-8_9
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dimension p, and construct a set of M (p) = p + 1 mutually unbiased bases.
The construction is based on symplectic transformations. This result is generalized
to systems with power of prime dimension pe, and variables in the Galois fields
GF(pe), later in Sect. 9.7.

5.2.1 Mutually Unbiased Bases in H[Z( p)]

Notation 5.2 In H [Z(p)] where p is an odd prime, we consider the p orthonormal
bases

|X (ν);m〉 = S(0,−1|1, ν)|X;m〉; ν,m ∈ Z(p) (5.28)

where S(0,−1|1, ν) are symplectic matrices (discussed in Sect.4.5). In the case
ν = 0, this is the basis of momentum states:

|X (0);m〉 = S(0,−1|1, 0)|X;m〉 = F†|X;m〉 = |P;−m〉. (5.29)

In addition to them, we also consider the orthonormal basis of position states, and
we use the convention

|X (−1);m〉 = |X;m〉. (5.30)

So we have p + 1 orthonormal bases

|X (ν);m〉; ν ∈ {−1} ∪ Z(p). (5.31)

There should be no confusion between the ν = −1 which is used as an extra element
that indicates position states, and the p − 1 = −1 (mod p) which is an element of
Z(p).

Proposition 5.5 For ν �= ν ′,

|〈X (ν ′); n|X (ν);m〉|2 = 1

p
; ν, ν ′ ∈ {−1} ∪ Z(p). (5.32)

Therefore they are a set of p + 1 mutually unbiased bases.

Proof We consider the following four cases.

(1) In the first case ν, ν ′ = 1, ..., p − 1. We use Eq. (4.65) with d = p, κ = 0,
λ = −1, μ = 1, and we get

|X (ν);m〉 = 1

p
G[−2−1ν−1;Z(p)]

∑

r

ω(2−1r2ν − rm)|X; r〉. (5.33)

http://dx.doi.org/10.1007/978-3-319-59495-8_9
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
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Here G is the Gauss sum. Therefore

〈X (ν ′); n|X (ν);m〉 = 1

p2
G[−2−1(ν ′)−1;Z(p)]G[−2−1ν−1;Z(p)]

×
∑

r

ω(−2−1r2ν ′ + rn + 2−1r2ν − rm). (5.34)

We replace the variable r with R = r + (ν − ν ′)−1(n − m) and we show that

〈X (ν ′); n|X (ν);m〉 = 1

p2
G[−2−1(ν ′)−1;Z(p)]G[−2−1ν−1;Z(p)]

× G[2−1(ν − ν ′);Z(p)]
× ω(−2−1(ν − ν ′)−1(n − m)2]. (5.35)

This result is actually true for any odd dimension. We now use the fact that for
prime p and α �= 0, we get |G[α;Z(p)]| = √

p (see Eq. (3.9)). Therefore

〈X (ν ′); n|X (ν);m〉 = 1√
p
. (5.36)

(2) In the second case ν = 1, ..., p − 1 and ν ′ = −1, and we prove that

|〈X; n|X (ν);m〉| = 1√
p
. (5.37)

Eq. (5.38) gives

〈X; n|X (ν);m〉 = 1

p
G[−2−1ν−1;Z(p)]ω(2−1n2ν − nm). (5.38)

Taking into account Eq. (3.9), we prove Eq. (5.37).
(3) In the third case ν = 1, ..., p − 1 and ν ′ = 0, and we prove that

|〈P; n|X (ν);m〉| = 1√
p
. (5.39)

The proof here is very similar to the previous cases.
(4) In the fourth case ν = −1 and ν ′ = 0 and we see immediately that

|〈P; n|X;m〉| = 1√
p
. (5.40)

This completes the proof.

http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
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Table 5.2 The six lines through the origin in the finite geometryZ(5) × Z(5), and the corresponding
mutually unbiased bases in H [Z(5)]
Lines in Z(5) × Z(5) Bases in H [Z(5)]
L (−1) = L(0, 1) |X (−1);m〉 = |X;m〉
L (0) = L(1, 0) = F † ◦ L(0, 1) |X (−0);m〉 = F†|X;m〉 = |P; −m〉
L (1) = L(1, 1) = g(0,−1|1, 1) ◦ L(0, 1) |X (1);m〉 = S(0,−1|1, 1)|X;m〉
L (2) = L(1, 2) = g(0,−1|1, 2) ◦ L(0, 1) |X (2);m〉 = S(0,−1|1, 2)|X;m〉
L (3) = L(1, 3) = g(0,−1|1, 3) ◦ L(0, 1) |X (3);m〉 = S(0,−1|1, 3)|X;m〉
L (4) = L(1, 4) = g(0,−1|1, 4) ◦ L(0, 1) |X (4);m〉 = S(0,−1|1, 4)|X;m〉

Proposition 5.6 There is a duality between the ψ(p) = p + 1 lines through the
origin in the near-linear finite geometry Z(p) × Z(p), and the ψ(p) = p + 1
mutually unbiased bases in the Hilbert space H [Z(p)], where

L (ν) ↔ {|X (ν);m〉}; ν = −1, ..., p − 1. (5.41)

The p points in the lineL (ν) correspond to the p vectors in the basis {|X (ν);m〉}.
Proof We compare and contrast Eqs. (5.13), (5.14) with Eqs. (5.28), (5.29), (5.30).
We get

L (−1) = L(0, 1) ↔ |X (−1);m〉 = |X;m〉 (5.42)

for ν = −1, and

L (ν) = g(0, −1|1, ν) ◦ L(0, 1) ↔ |X (ν);m〉 = S(0,−1|1, ν)|X;m〉 (5.43)

for ν = 0, ..., p − 1. This proves the proposition.

Example 5.4 In the finite geometry Z(5) × Z(5) there are six lines through the
origin, shown in Table5.2. The corresponding mutually unbiased bases in H [Z(5)]
are also shown.

We note that the above duality betweenmutually unbiased bases and finite geome-
tries, does not hold for non-prime dimensions. This motivates the revision of the con-
cept of mutually unbiased bases into another concept (which we call weak mutually
unbiased bases), so that this duality is preserved. This is studied in the section below.
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5.3 Weak Mutually Unbiased Bases and Duality with Finite
Geometries

In systems where the variables take values in a field (Z(p) or GF(pe) with prime p)
the number of mutually unbiased bases is equal to the maximum possible value d+1
(where d is the dimension of the system). In systems where the variables take values
in a ring (Z(d) with non-prime d), it seems that the maximum number of mutually
unbiased bases is smaller than d + 1 (but there is no rigorous proof of this). The
existence of non-invertible elements (apart from zero) in rings, seems to be linked to
the fact that the number of mutually unbiased bases is smaller than d + 1.

In this section we discuss the concept of weak mutually unbiased bases [23–
26] which is tailored for rings, in the sense that there is a duality (correspondence)
between the finite geometryZ(d) × Z(d) (discussed in Sect. 5.1) and weakmutually
unbiased bases in H [Z(d)]. This is a strong motivation for their study.

As the name indicates, the weak mutually unbiased bases are weaker structures
thanmutually unbiased bases, and this is related to the fact that rings areweaker struc-
tures than fields. Roughly speaking, we replace the requirement |〈X;m|Y ; n〉|2 = 1

d

in Eq. (5.25), with the requirement that |〈X;m|Y ; n〉|2 is 1
ei
where ei is a divisor of

the dimension d. In the case of prime dimension there are no non-trivial divisors,
and the weak mutually unbiased bases are mutually unbiased bases.

The number of weak mutually unbiased bases is shown to be ψ(d) (the Dedekind
psi function). For non-prime d we have ψ(d) > d + 1, and measurements with the
weak mutually unbiased bases provide (d − 1)ψ(d) probabilities, which is greater
than the d2 − 1 degrees of freedom in a density matrix. Therefore weak mutually
unbiased bases do not provide independent information, and Eq. (5.27) does not hold.

As above, we consider the case where the dimension d is the product of two odd
prime numbers d = p1 p2, which are different from each other.

Definition 5.2 A set of orthonormal bases in H [Z(p1 p2)] is weakly mutually unbi-
ased, if the vectors in any two of these bases |X;m〉 and |Y ; n〉, obey the relations in
one of the following three categories:

(1)

|〈X;m|Y ; n〉|2 = 1

p1
; if n = m (mod p2)

|〈X;m|Y ; n〉|2 = 0; otherwise (5.44)

(2)

|〈X;m|Y ; n〉|2 = 1

p2
; if n = m (mod p1)

|〈X;m|Y ; n〉|2 = 0; otherwise (5.45)
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(3)

|〈X;m|Y ; n〉|2 = 1

p1 p2
. (5.46)

Apart from the third option which is the standard definition of mutually unbiased
bases, we have here two more options. Therefore any set of mutually unbiased bases
in H [Z(p1 p2)], can be regarded as a subset of a bigger set of weakmutually unbiased
bases.

Proposition 5.7 We factorize the system Σ[Z(p1 p2)] as Σ[Z(p1)] ⊗ Σ[Z(p2)],
as discussed in Sect.4.9. For any set SWMUB of weak mutually unbiased bases in
H [Z(p1 p2)], there exists a set |X1(ν1);m1〉 ofmutually unbiased bases in H [Z(p1)],
and a set |X2(ν2);m2〉, of mutually unbiased bases in H [Z(p2)], such that the

Smax
WMUB = {|X1(ν1);m1〉 ⊗ |X2(ν2);m2〉}

ν1 = −1, ..., p1 − 1; ν2 = −1, ..., p2 − 1 (5.47)

is a set of weak mutually unbiased bases, and SWMUB ⊆ Smax
WMUB. The cardinality of

Smax
WMUB is ψ(p1 p2).

Proof Let |X;m〉 and |Y ; n〉 be two bases in H [Z(p1 p2)], which are factorized as

|X;m〉 = |X1;m1〉 ⊗ |X2;m2〉; |Y ; n〉 = |X1; n1〉 ⊗ |X2; n2〉
m1, n1 ∈ Z(p1); m2, n2 ∈ Z(p2). (5.48)

We assume that the relations in the Definition 5.2 hold, and we will construct the cor-
responding set Smax

WMUB of weak mutually unbiased bases. We consider the following
three cases:

(1) In the case that Eq. (5.44) holds, we get

|〈X1;m1|Y1; n1〉||〈X2;m2|Y2; n2〉|2 = 1

p1
. (5.49)

The condition n = m (mod p2) gives n2 = m2. As (n,m) take all values in
Z(p1 p2) × Z(p1 p2) such that n = m (mod p2), the (n1,m1) take all values in
Z(p1) × Z(p1). From Eq. (5.49), it follows that

|〈X1;m1|Y1; n1〉|2 ≥ 1

p1
;

∑

m1

|〈X1;m1|Y1; n1〉|2 = 1 (5.50)

The first of these relations follows from Eq. (5.49). From this we conclude that

|〈X1;m1|Y1; n1〉|2 = 1

p1
; |〈X2;m2|Y2;m2〉| = 1. (5.51)

http://dx.doi.org/10.1007/978-3-319-59495-8_4
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Therefore the |X1;m1〉, |Y1; n1〉, ..., are mutually unbiased bases in H [Z(p1)].
In this case the |X2;m2〉 is the same basis as |Y2; n2〉, so we have the tensor
product of mutually unbiased bases in H [Z(p1)], with one basis in H [Z(p2)].

(2) The case where Eq. (5.45) holds, is similar to the above case.
(3) In the case that Eq. (5.46) holds, we get

|〈X1;m1|Y1; n1〉|2|〈X2;m2|Y2; n2〉|2 = 1

p1 p2
(5.52)

We also consider the overlap of |X;m〉 with another vector |Y ; n′〉 in the second
basis, such that n = n′ (mod p1). Then n1 = n′

1 and as n′ takes all values in
Z(p1 p2) subject to the constraint n = n′ (mod p1), the n′

2 takes all values in
Z(p2). We get

|〈X1;m1|Y1; n1〉|2|〈X2;m2|Y2; n′
2〉|2 = 1

p1 p2
(5.53)

From Eqs. (5.52), (5.53) we see that |〈X2;m2|Y2; n2〉| is constant for all n2 ∈
Z(p2). This and the relation

∑

n2∈Z(p2)

|〈X2;m2|Y2; n2〉|2 = 1 (5.54)

prove that |〈X2;m2|Y2; n2〉|2 = 1
p2
. Therefore the |X2;m2〉, |Y2; n2〉 aremutually

unbiased bases in H [Z(p2)].
In a ‘dual’waywe prove that |〈X1;m1|Y1; n1〉|2 = 1

p1
, and therefore the |X1; n1〉,

|Y1;m1〉 are mutually unbiased bases in H [Z(p1)].
The number of mutually unbiased bases in H [Z(p1)] is p1 + 1, and in H [Z(p2)]

is p2 + 1. Therefore the maximum number of weak mutually unbiased bases in
H [Z(p1 p2)] is ψ(p1 p2) = (p1 + 1)(p2 + 1).

Notation 5.3 We use an alternative ‘factorized notation’ for the states in Eq. (5.47),
which is analogous to the ‘factorized notation’ for lines

|X (ν1, ν2);m1,m2〉 = |X1(ν1);m1〉 ⊗ |X2(ν2);m2〉
|X (−1, ν2);m1,m2〉 = |X1;m1〉 ⊗ |X2(ν2);m2〉
|X (ν1,−1);m1,m2〉 = |X1(ν1);m1〉 ⊗ |X2;m2〉
|X (−1,−1);m1,m2〉 = |X1;m1〉 ⊗ |X2;m2〉. (5.55)

In order to establish a correspondence between the factorized and unfactorized nota-
tions for the weak mutually unbiased bases, we need the following corollary, which
is analogous to Corollary 3.1.

http://dx.doi.org/10.1007/978-3-319-59495-8_3
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Corollary 5.1 Let S1, S2, S be symplectic transformations in H [Z(p1)], H [Z(p2)]
and H [Z(p1 p2)], correspondingly. Then
(1) If ν1 ∈ Z(p1) and ν2 ∈ Z(p2)

S1(0,−1|1, ν1) ⊗ S2(0,−1|1, ν2)
= S(0,−s1t1 − s2t2|p1 + p2, ν1s1 + ν2s2) (5.56)

(2) If ν2 ∈ Z(p2)

1 ⊗ S2(0,−1|1, ν2) = S(s1,−s2t2|p1, s1 + ν2s2) (5.57)

(3) If ν1 ∈ Z(p1)

S1(0,−1|1, ν1) ⊗ 1 = S(s2,−s1t1|p2, ν1s1 + s2) (5.58)

(4)

1 ⊗ 1 = 1. (5.59)

Proof The proof is analogous to the one in Corollary 3.1, because the matrices g and
S are different representations of the same group (the symplectic group).

The following proposition gives the relation between the factorized and unfactor-
ized notation, for the weak mutually unbiased bases in H [Z(p1 p2)].
Proposition 5.8 The correspondence between the factorized notation for weak
mutually unbiased bases, and the unfactorized one (for which the notation in
Eq. (4.53) is used), is as follows.

(1) If ν1 ∈ Z(p1) and ν2 ∈ Z(p2), then

|X (ν1, ν2);m1,m2〉 = |X (α, β);m〉
α = p1 + p2; β = ν1s1 + ν2s2; m = m1 p2 + m2 p1. (5.60)

(2) If ν2 ∈ Z(p2), then

|X (−1, ν2);m1,m2〉 = |X (α, β);m〉
α = p1; β = s1 + ν2s2; m = m1 p2 + m2 p1 (5.61)

(3) If ν1 ∈ Z(p1), then

|X (ν1,−1);m1,m2〉 = |X (α, β);m〉
α = p2; β = ν1s1 + s2; m = m1 p2 + m2 p1 (5.62)

http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_4


72 5 Finite Geometries and Mutually Unbiased Bases

(4)

|X (−1,−1);m1,m2〉 = |X;m〉
m = m1 p2 + m2 p1 (5.63)

Proof The proof follows immediately from Corollary 5.1.

Our notation and terminology so far, aimed to show the existence of duality
between maximal lines in Z(p1 p2)×Z(p1 p2) and weak mutually unbiased bases in
the Hilbert space H [Z(p1 p2)]. This is formalized in the proposition below.

Proposition 5.9 There is a duality between the ψ(p1 p2) maximal lines through the
origin in the non-near-linear finite geometry Z(p1 p2) × Z(p1 p2) and the ψ(p1 p2)
weak mutually unbiased bases in the Hilbert space H [Z(p1 p2)], where

L (ν1, ν2) ↔ {|X (ν1, ν2);m1,m2〉}
ν1 = −1, ..., p1 − 1; ν2 = −1, ..., p2 − 1. (5.64)

The d = p1 p2 points in the maximal line L (ν1, ν2) correspond to the d = p1 p2
vectors in the basis {|X (ν1, ν2);m1,m2〉}.
Proof For the proof we compare and contrast Propositions 5.3, 5.8, using the corre-
spondence

L(0, 1) ↔ |X;m〉
g(κ, λ|μ, ν) ↔ S(κ, λ|μ, ν). (5.65)

For ν1 = −1 and ν2 = −1, we get

L (−1,−1) = L1(0, 1) × L2(0, 1) ↔
|X (−1,−1);m1,m2〉 = |X1;m1〉 ⊗ |X2;m2〉. (5.66)

For ν1 = 0, ..., p1 − 1 and ν2 = −1, we get

L (ν1,−1) = [g1(0,−1|1, ν1) ◦ L1(0, 1)] × L2(0, 1) ↔
|X (ν1,−1);m1,m2〉 = [S1(0,−1|1, ν1)|X1;m1〉] ⊗ |X2;m2〉. (5.67)

For ν1 = −1 and ν2 = 0, ..., p2 − 1, we get

L (−1, ν2) = L1(0, 1) × [g2(0,−1|1, ν2) ◦ L2(0, 1)] ↔
|X (−1, ν2);m1,m2〉 = |X1;m1〉 ⊗ [S2(0,−1|1, ν2)|X2;m2〉]. (5.68)

For ν1 = 0, ..., p1 − 1 and ν2 = 0, ..., p2 − 1, we get



5.3 Weak Mutually Unbiased Bases and Duality with Finite Geometries 73

L (ν1, ν2) = [g1(0,−1|1, ν1) ◦ L1(0, 1)] × [g2(0,−1|1, ν2) ◦ L2(0, 1)] ↔
|X (ν1, ν2);m1,m2〉 = [S1(0,−1|1, ν1)|X1;m1〉]

⊗[S2(0,−1|1, ν2)|X2;m2〉]. (5.69)

These equations show the exact analogy between maximal lines through the origin
in the finite geometry and weak mutuall unbiased bases, and prove the proposition.

Example 5.5 In Z(15) × Z(15) there are ψ(15) = 24 maximal lines through the
origin. The dual statement is that in H [Z(15)] there are ψ(15) = 24 weak mutually
unbiased bases. In the factorized notation for both lines and bases, the duality between
them is

L (ν1, ν2) ↔ {|X (ν1, ν2);m1,m2〉 | m1 ∈ Z(3); m2 ∈ Z(5)}
ν1 = −1, ..., 2; ν2 = −1, ..., 4. (5.70)

This is shown in Table5.3. Both the factorized and unfactorized notations are used
(the correspondence is given in Proposition 5.3 for the lines, and in Proposition 5.8
for the bases).

We conclude this section with a brief summary on weak mutually unbiased bases
and their duality to the finite geometries. In the case of prime dimension d = p,
the weak mutually unbiased bases, are the same as mutually unbiased bases (prime
numbers have only trivial divisors). In this case:

• Measurements with the ψ(p) = p + 1 mutually unbiased bases in H [Z(p)]
provide independent information. Each basis is associated with p−1 independent
probabilities. The total number of independent probabilities is (p − 1)ψ(p) =
p2 − 1, and is equal to the number of degrees of freedom in a density matrix.

• The ψ(p) = p + 1 lines through the origin in the finite geometry Z(p) × Z(p),
have no points in common, apart from the origin. Each line consists of p−1 points,
in addition to the origin. The total number of points is (p − 1)ψ(p) = p2 − 1,
plus the origin.

In the case of non-prime dimension d, theweakmutually unbiased bases, are different
from mutually unbiased bases (non-prime numbers have non-trivial divisors). In this
case:

• Measurements with the ψ(d) weak mutually unbiased bases in H [Z(d)], provide
ψ(d)(d − 1) probabilities. Since ψ(d)(d − 1) is greater than d2 − 1 (which is
the number of degrees of freedom in a density matrix), these probabilities are not
independent.

• The ψ(d) maximal lines through the origin in the finite geometry Z(d) × Z(d),
have a total of ψ(d)(d − 1) points, apart from the origin. Since ψ(d)(d − 1) is
greater than d2 − 1 (which is the number of points in Z(d) × Z(d) apart from the
origin), two lines might have more points in common apart from the origin.
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Table 5.3 The 24 maximal lines through the origin in the finite geometry Z(15) × Z(15) and the
corresponding weak mutually unbiased bases in H [Z(15)]. Both the factorized and unfactorized
notation, are used

Lines in Z(15) × Z(15) Bases in H [Z(15)]
L (−1,−1) = L(0, 1) |X (−1,−1);m1,m2〉 = |X (0, 1); 5m1+3m2〉
L (−1, 0) = L(3, 10) |X (−1, 0);m1,m2〉 = |X (3, 10); 5m1 + 3m2〉
L (−1, 1) = L(3, 1) |X (−1, 1);m1,m2〉 = |X (3, 1); 5m1 + 3m2〉
L (−1, 2) = L(3, 7) |X (−1, 2);m1,m2〉 = |X (3, 7); 5m1 + 3m2〉
L (−1, 3) = L(3, 13) |X (−1, 3);m1,m2〉 = |X (3, 13); 5m1 + 3m2〉
L (−1, 4) = L(3, 4) |X (−1, 4);m1,m2〉 = |X (3, 4); 5m1 + 3m2〉
L (0,−1) = L(5, 6) |X (0,−1);m1,m2〉 = |X (5, 6); 5m1 + 3m2〉
L (0, 0) = L(8, 0) |X (0, 0);m1,m2〉 = |X (8, 0); 5m1 + 3m2〉
L (0, 1) = L(8, 6) |X (0, 1);m1,m2〉 = |X (8, 6); 5m1 + 3m2〉
L (0, 2) = L(8, 12) |X (0, 2);m1,m2〉 = |X (8, 12); 5m1 + 3m2〉
L (0, 3) = L(8, 3) |X (0, 3);m1,m2〉 = |X (8, 3); 5m1 + 3m2〉
L (0, 4) = L(8, 9) |X (0, 4);m1,m2〉 = |X (8, 9); 5m1 + 3m2〉
L (1,−1) = L(5, 1) |X (1,−1);m1,m2〉 = |X (5, 1); 5m1 + 3m2〉
L (1, 0) = L(8, 10) |X (1, 0);m1,m2〉 = |X (8, 10); 5m1 + 3m2〉
L (1, 1) = L(8, 1) |X (1, 1);m1,m2〉 = |X (8, 1); 5m1 + 3m2〉
L (1, 2) = L(8, 7) |X (1, 2);m1,m2〉 = |X (8, 7); 5m1 + 3m2〉
L (1, 3) = L(8, 13) |X (1, 3);m1,m2〉 = |X (8, 13); 5m1 + 3m2〉
L (1, 4) = L(8, 4) |X (1, 4);m1,m2〉 = |X (8, 4); 5m1 + 3m2〉
L (2,−1) = L(5, 11) |X (2,−1);m1,m2〉 = |X (5, 11); 5m1 + 3m2〉
L (2, 0) = L(8, 5) |X (2, 0);m1,m2〉 = |X (8, 5); 5m1 + 3m2〉
L (2, 1) = L(8, 11) |X (2, 1);m1,m2〉 = |X (8, 11); 5m1 + 3m2〉
L (2, 2) = L(8, 2) |X (2, 2);m1,m2〉 = |X (8, 2); 5m1 + 3m2〉
L (2, 3) = L(8, 8) |X (2, 3);m1,m2〉 = |X (8, 8); 5m1 + 3m2〉
L (2, 4) = L(8, 14) |X (2, 4);m1,m2〉 = |X (8, 14); 5m1 + 3m2〉

5.4 Other Topics

There has been an enormous amount of work on various aspects ofmutually unbiased
bases. We summarize some problems, which are not discussed here:

(1) The problem of finding the maximum number of mutually unbiased bases, in
a system with dimension which is not a power of a prime number. This is a
difficult problem even in the simple case of dimension d = 6 [27–31].

(2) The study of various finite geometries, related to finite quantum systems
[32–38].

(3) Related to mutually unbiased bases is the so-called ‘King’s problem’ [39–41].
(4) Acting with a unitary transformation on a set of mutually unbiased bases, we

get another set of mutually unbiased bases. But there are unitarily inequivalent
mutually unbiased bases which have been discussed in [42].
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(5) There are links between mutually unbiased bases and latin squares [43] which
have been studied in [44–47].

(6) There are links between mutually unbiased bases and designs [48] which have
been studied in [49, 50].

(7) We can approach mutually unbiased bases, and also weak mutually unbiased
bases, using the formalism of analytic representations discussed in Sect. 4.10.
In particular it is interesting to study the zeros of the analytic functions that
represent the vectors in mutually unbiased bases, and also in weak mutually
unbiased bases. It has been shown in [26], that the duality discussed above is
extended to a triality, that involves

• the maximal lines in the finite geometry
• the weak mutually unbiased bases
• the zeros of the analytic functions that represent the vectors in weak mutually
unbiased bases.

(8) There is a partial order in the set of all finite geometries Z(d) × Z(d), where
Z(e) × Z(e) is a subgeometry of Z(d) × Z(d), when e is a divisor of d.
Through duality, there is also a partial order in the set of all weak mutually
unbiased bases [51].

(9) Mutually unbiased bases in systems with dimension d = 2N have been studied
in [52, 53].

(10) Deep links between mutually unbiased bases and path integrals, have been
studied in [54].

(11) Symmetric informationally complete positive operator valued measures, have
been studied in [55–58].
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Chapter 6
Quantum Logic of Finite Quantum Systems

Abstract The modular orthocomplemented lattice that describes the quantum logic
of finite quantum systems, is discussed. The formalism provides the theoretical com-
puter science foundation for the study of quantum gates.

After the fundamental work of Birkhoff and von Neumann [1], quantum logic has
been studied extensively in the literature [2–10]. In the case of an infinite-dimensional
Hilbert space H , it is based on the Birkhoff-von Neumann orthomodular lattice
L (H ), which consists of the closed subspaces in H , with the operations of con-
junction, disjunction andcomplementation. In our case of afinite-dimensionalHilbert
space H [Z(d)], all subspaces are closed and the lattice of subspacesL(d) is amodular
orthocomplemented lattice [11–15].

Both of these lattices violate distributivity. The modular orthocomplemented lat-
tice L(d) obeys modularity (which is a weak version of distributivity), but the ortho-
modular lattice L (H ) violates modularity. Orthomodularity is a weaker concept
than orthocomplemented modularity.

Below we present the basic properties of the modular orthocomplemented lattice
L(d), of subspaces of H [Z(d)]. They describe the quantum logic of finite quan-
tum systems, and provide the theoretical foundations for quantum computation. For
comparison we first discuss briefly the classical logic, described with Boolean alge-
bras [16, 17] and Boolean rings [18–20], which are the theoretical foundations for
classical computation.

An important difference between classical computation and quantum computation
(with finite Hilbert spaces), is that the disjunction is different, and also that the
property of distributivity in the former, is replaced with the weaker property of
modularity in the latter.

© Springer International Publishing AG 2017
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Table 6.1 The A ∨ B, A ∧ B = A · B, A ↑ B, A ↓ B, and A + B for all subsets of S = {1, 2}, in
the simplifying notation of Eq. (6.11)

A B A ∨ B A ∧ B =
A · B

A ↑ B A ↓ B A + B

0 0 0 0 3 3 0

1 0 1 0 3 2 1

2 0 2 0 3 1 2

3 0 3 0 3 0 3

0 1 1 0 3 2 1

1 1 1 1 2 2 0

2 1 3 0 3 0 3

3 1 3 1 2 0 2

0 2 2 0 3 1 2

1 2 3 0 3 0 3

2 2 2 2 1 1 0

3 2 3 2 1 0 1

0 3 3 0 3 0 3

1 3 3 1 2 0 2

2 3 3 2 1 0 1

3 3 3 3 0 0 0

6.1 Classical Logic: Boolean Algebras

Classical Boolean logic is defined on the powerset 2S of a finite set S (i.e., on the set of
the subsets of S). The disjunction (logical OR), conjunction (logical AND) and com-
plementation (logical NOT) operations are the union, intersection and complement
of set theory, correspondingly:

A ∨ B = A ∪ B; A ∧ B = A ∩ B; ¬A = S \ A; A, B ⊆ S. (6.1)

The powerset 2S with these operations is a Boolean algebra (complemented distrib-
utive lattice). The least element is the empty set 0 = ∅, and the greatest element is
I = S. The partial order ≺ in this lattice is the subset ⊆. For every element A

0 ≺ A ≺ I. (6.2)

The following proposition summarizes the important properties of Boolean algebras,
and is given without proof [16, 17]

Proposition 6.1 The following properties hold in Boolean algebras:

(1) Commutativity and associativity for both disjunction and conjunction.
(1) The distributivity property:
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A ∧ (B ∨ C) = (A ∧ B) ∨ (A ∧ C)

A ∨ (B ∧ C) = (A ∨ B) ∧ (A ∨ C). (6.3)

(2) The ‘law of the excluded middle’, which states that a statement is either true or
not true (there is no third option). It is expressed with the first of the following
relations, which are equivalent to each other:

A ∨ (¬A) = I ; ¬(¬A) = A. (6.4)

(3) The De Morgan relations:

¬(A ∧ B) = (¬A) ∨ (¬B)

¬(A ∨ B) = (¬A) ∧ (¬B). (6.5)

(4)

¬I = 0; ¬0 = I ; A ∨ A = A; A ∧ A = A; A ∧ (¬A) = 0

A ∨ I = I ; A ∨ 0 = A; A ∧ I = A; A ∧ 0 = 0. (6.6)

(5) If A1 ≺ B1 and A2 ≺ B2 then

A1 ∨ A2 ≺ B1 ∨ B2; A1 ∧ A2 ≺ B1 ∧ B2. (6.7)

(6) If A1 ≺ B1 then ¬A1 � ¬B1.
(7) If A1 ≺ B1 then A1 \ B1 = 0.

Other logical operations are the NAND and NOR operations.

Definition 6.1 The NAND operation denoted with ↑, and the NOR operation de-
noted with ↓, are given by:

A ↑ B = ¬(A ∧ B); A ↓ B = ¬(A ∨ B) (6.8)

Their importance lies in the following result.

Proposition 6.2 The conjuction, disjunction and negation can be expressed in terms
of only the NAND operation, or only the NOR operation, as:

A ∨ B = (A ↑ A) ↑ (B ↑ B); A ∧ B = (A ↑ B) ↑ (A ↑ B); ¬A = A ↑ A, (6.9)

and

A ∧ B = (A ↓ A) ↓ (B ↓ B); A ∨ B = (A ↓ B) ↓ (A ↓ B); ¬A = A ↓ A. (6.10)
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Proof The proof is straightforward.

Example 6.1 We consider the four subsets of the set S = {1, 2}. In Table6.1, we
give the results for A ∨ B, A ∧ B, A ↑ B, A ↓ B, using the simplifying notation

∅ → 0; {1} → 1; {2} → 2; {1, 2} → 3. (6.11)

They are the OR, AND, NAND, NOR gates with inputs and outputs that take 2|S|
values, where in this example |S| = 2.

6.1.1 Boolean Rings

There are deep connections between set theory and Boolean algebras, with Boolean
rings. The Stone formalism [18–20], reveals the existence of links between these
two apparently different areas. It also links these areas with topology, but this is not
discussed here.

Definition 6.2 ABoolean ring, is a ringwith idempotentmultiplication (i.e. A · A =
A).

It can be proved that a ring with idempotent multiplication is commutative.
The Stone formalism replaces the disjunction (logical OR) in Boolean algebra,

with the addition (logical XOR) in Boolean rings, which is defined as the symmetric
difference of sets:

A + B = (A \ B) ∪ (B \ A) (6.12)

The multiplication in Boolean rings, is the same as the conjunction (logical AND)
in Boolean algebra:

A · B = A ∧ B. (6.13)

Lemma 6.1 (1) The A ∨ B can be expressed in terms of addition and multiplica-
tion, as

A ∨ B = A + B + (A · B). (6.14)

(2) Both addition and multiplication are commutative and associative.
(3) Distributivity holds:

A · (B + C) = (A · B) + (A · C) (6.15)
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(4) The 0 = ∅ plays the role of additive zero.

A + 0 = A (6.16)

(5) The additive inverse of a set is the set itself:

− A = A; A + A = 0. (6.17)

(6) The I = S plays the role of unity (multiplicative zero).

A · I = A (6.18)

(7) The complementation ¬A (logical NOT) of Boolean algebra, corresponds to
I+A=I-A in Boolean rings:

¬A = I + A = I − A. (6.19)

(8) The multiplication is idempotent:

A · A = A. (6.20)

(9) The NAND, NOR operations, can be written as:

A ↑ B = I + A · B; A ↓ B = I + A + B + A · B. (6.21)

Proof All these properties involve operations with sets and can be seen using Venn
diagrams.

Proposition 6.3 The powerset 2S with the addition and multiplication in Eqs. (6.12)
and (6.13) is a Boolean ring.

Proof The above lemma shows that the powerset 2S with the addition and multipli-
cation in Eqs. (6.12) and (6.13) is a ring, and that the multiplication is idempotent
(Eq. (6.20)). Therefore it is Boolean ring.

6.1.2 Classical Gates

Let S be a finite set. A classical gate with n inputs and m outputs is a function

G : (
2S

)n → (
2S

)m
, (6.22)

that maps an input (A1, ..., An) to an output (B1, ..., Bm):

G (A1, ..., An) = (B1, ..., Bm); Ai , Bj ⊆ S. (6.23)
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Fig. 6.1 The CNOT gate

In most of the literature S = {1}, i.e., the input and output variables are binary (∅ or
{1}). The case where they take d values has also been studied, but to a lesser extent
(e.g., [21] in a classical context, and [22, 23] in a quantum context).

Examples of gates are:

GOR(A1, A2) = A1 + A2 + A1 · A2 = A1 ∨ A2

GAND(A1, A2) = A1 · A2 = A1 ∧ A2

GXOR(A1, A2) = A1 + A2

GNAND(A1, A2) = I + A1 · A2

GNOR(A1, A2) = I + A1 + A2 + A1 · A2

GNOT(A) = ¬A = I + A. (6.24)

In a reversible classical gate, there is a bijective map between the set of all inputs
and the set of all outputs. In other words, to every output corresponds exactly one
input. The OR, AND, XOR, are not reversible gates, but the NOT is a reversible gate.
We are interested in reversible classical gates, because they can be linked to quantum
gates (unitary quantum transformations are reversible).

An example of reversible gate is the CNOT gate (Fig. 6.1), which is the following
bijective map from

(
2S

)2
to

(
2S

)2
:

GCNOT(A1, A2) = (A1, A1 + A2). (6.25)

Using the properties of Boolean rings , we easily show that:

GCNOT(A, A) = (A, 0)

GCNOT(A, 0) = (A, A)

GCNOT(A, I ) = (A,¬A)

GCNOT ◦ GCNOT = 1. (6.26)

GCNOT ◦ GCNOT is the composition of two of these functions, and describes two of
these gates in a series.
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Fig. 6.2 The Toffoli gate

Another example of reversible gate is the Toffoli gate (Fig. 6.2), which is the
following bijective map from

(
2S

)3
to

(
2S

)3
:

GToffoli(A1, A2, A3) = (A1, A2, (A1 · A2) + A3)

GToffoli ◦ GToffoli = 1. (6.27)

6.2 The Modular Orthocomplemented Lattice L(d)

6.2.1 Quantum Versus Classical Disjunction

Let L(d) be the set of subspaces of H [Z(d)]. O is the zero-dimensional subspace
which contains only the zero vector, and belongs to L(d). Let H1, H2 be elements of
L(d). The conjunction operation (logical ‘AND’) and disjunction operation (logical
‘OR’), are defined as

H1 ∧ H2 = H1 ∩ H2; H1 ∨ H2 = span(H1 ∪ H2) (6.28)

The disjunction contains all superpositions in the two subspaces. L(d) with these
operations is a lattice. The corresponding partial order ≺ is ‘subspace’. The least
element is O , and the greatest element is I = H [Z(d)]. The logical NOT operation
is defined in the next section.

The classical OR is very different from the quantum OR operation. The classical
OR operation is defined on Boolean algebras and is the union of two subsets. The
quantum OR operation is defined on the lattice L(d), and it is much more than
the union of two subspaces, because it contains all superpositions of vectors in the
two subspaces. The discussion in the literature on Schrodinger cats, elucidates the
difference between classical and quantum OR.

From the logic point of view, the difference between classical and quantumOR, is
central for the fact that classical computation is different from quantum computation.

Remark 6.1 In an infinite-dimensional Hilbert space H , the disjunction is defined
as

H1 ∨ H2 = span(H1 ∪ H2) (6.29)
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where the overline indicates closure. This is not needed in the case of finite-
dimensional Hilbert spaces, considered here.

6.2.2 Projectors to the Subspaces

LetΠ(H1) be the projector to a subspace H1 of H [Z(d)]. Projectors to the subspaces
are related to measurements, and the following lemma gives some relations which
can be useful in practical calculations.

Lemma 6.2 (1)

Π(H1 ∧ H2)Π(H1) = Π(H1)Π(H1 ∧ H2) = Π(H1 ∧ H2)

Π(H1 ∨ H2)Π(H1) = Π(H1)Π(H1 ∨ H2) = Π(H1). (6.30)

(2) If Π(H1)Π(H2) = 0 then

H1 ∧ H2 = O; Π(H1) + Π(H2) = Π(H1 ∨ H2)

Π(H2)Π(H1) = 0. (6.31)

But the H1 ∧ H2 = O does not necessarily imply that Π(H1)Π(H2) = 0.
(3) Π(H1 ∧ H2) = Π(H1)Π(H2) if and only if [Π(H1),Π(H2)] = 0.

Proof The proof of the first two parts is straightforward. For the third part, we note
that if [Π(H1),Π(H2)] = 0 then

[Π(H1)Π(H2)]2 = Π(H1)Π(H2). (6.32)

Therefore the Π(H1)Π(H2) is a projector into a space with vectors which belong to
both spaces H1, H2, i.e., to H1 ∧ H2. This proves thatΠ(H1 ∧ H2) = Π(H1)Π(H2).
The proof of the converse is straightforward.

H⊥ denotes the orthocomplement of H (the logical ‘NOT’), and it is a subspace of
H [Z(d)], orthogonal to H , which obeys the properties

H ∧ H⊥ = O; H ∨ H⊥ = I ; (H⊥)⊥ = H

(H1 ∧ H2)
⊥ = H⊥

1 ∨ H⊥
2 ; (H1 ∨ H2)

⊥ = H⊥
1 ∧ H⊥

2 . (6.33)

The corresponding projectors obey the properties:

Π(H)Π(H⊥) = 0; Π(H) + Π(H⊥) = 1

Π(H1 ∧ H2)Π(H⊥
1 ∧ H3) = 0. (6.34)
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We will use the notation

Π⊥(H) = 1 − Π(H) = Π(H⊥). (6.35)

6.2.3 The Modularity Property of L(d)

The lattice L(d) is a modular orthocomplemented lattice. The modularity property
is that if H1 ≺ H3 then

H1 ∨ (H2 ∧ H3) = (H1 ∨ H2) ∧ H3. (6.36)

Modularity is a weak version of distributivity.

Example 6.2 In H [Z(3)]weconsider the spaces H1, H2, H3, that contain the vectors

v1 =
⎛

⎝
1
0
1

⎞

⎠ ; v2 =
⎛

⎝
a2
a′
2
0

⎞

⎠ ; v3 =
⎛

⎝
a3
0
a′
3

⎞

⎠ , (6.37)

correspondingly, where ai , a′
i take all complex values. The space H1 is one-

dimensional and the spaces H2, H3 are two-dimensional. H1 is a subspace of H3,
and we will confirm that the modularity relation holds.

The space H2 ∧ H3 contains the vector

v2∧3 =
⎛

⎝
1
0
0

⎞

⎠ . (6.38)

We use a self-explanatory notation for the indices of the vectors. Therefore the space
H1 ∨ (H2 ∧ H3) contains vectors of the form

v1∨(2∧3) =
⎛

⎝
a + b
0
a

⎞

⎠ . (6.39)

Also the space H1 ∨ H2 contains the vectors

v1∨2 =
⎛

⎝
a1 + a2

a′
2

a′
1

⎞

⎠ (6.40)
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and therefore the space (H1 ∨ H2) ∧ H3 contains vectors of the form

v(1∨2)∧3 =
⎛

⎝
a3
0
a′
3

⎞

⎠ . (6.41)

It is therefore clear that the modularity relation H1 ∨ (H2 ∧ H3) = (H1 ∨ H2) ∧ H3

holds.

6.2.4 Non-distributivity of the Lattice L(d)

The lattice L(d) is not distributive. We introduce projectors, which can be used in
measurements that demonstrate the non-distributive nature of the lattice L(d).

In any lattice the following distributivity inequalities hold:

(H1 ∧ H2) ∨ H0 ≺ (H1 ∨ H0) ∧ (H2 ∨ H0)

(H1 ∨ H2) ∧ H0 � (H1 ∧ H0) ∨ (H2 ∧ H0) (6.42)

They become equalities in distributive lattices. The following projectors can detect
deviations from distributivity [24]:

P1 = Π [(H1 ∨ H0) ∧ (H2 ∨ H0)] − Π [(H1 ∧ H2) ∨ H0]
P2 = Π [(H1 ∨ H2) ∧ H0] − Π [(H1 ∧ H0) ∨ (H2 ∧ H0)] (6.43)

Measurements with these projectors which give a non-zero result, prove the non-
distributive nature of the lattice L(d).

Example 6.3 In H [Z(3)] we consider the one dimensional spaces H0, H1, H2, de-
fined by the vectors

v0 =
⎛

⎝
1
0
1

⎞

⎠ ; v1 =
⎛

⎝
1
2
1

⎞

⎠ ; v2 =
⎛

⎝
1
1
1

⎞

⎠ (6.44)

correspondingly. In this case

H0 ∧ H1 = H0 ∧ H2 = H1 ∧ H2 = O. (6.45)

The spaces H0 ∨ H1, H0 ∨ H2, H1 ∨ H2 contain vectors of the form

v0∨1 =
⎛

⎝
a0 + a1
2a1

a0 + a1

⎞

⎠ ; v0∨2 =
⎛

⎝
a′
0 + a2
a2

a′
0 + a2

⎞

⎠ ; v1∨2 =
⎛

⎝
a′
1 + a′

2
2a′

1 + a′
2

a′
1 + a′

2

⎞

⎠ , (6.46)
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correspondingly,where ai , a′
i take all values inC.We can show that H0 ∨ H1 = H0 ∨

H2, by inserting a2 = 2a1 and a′
0 = a0 − a1 in the vector v0∨2, and then comparing

it with v0∨1. We then find that

(H1 ∨ H0) ∧ (H2 ∨ H0) = H0 ∨ H1; (H1 ∧ H2) ∨ H0 = H0

(H1 ∨ H2) ∧ H0 = H0; (H1 ∧ H0) ∨ (H2 ∧ H0) = O. (6.47)

The relation (H1 ∨ H2) ∧ H0 = H0 is shown by considering the relation v1∨2 = λv0.
Therefore

P1 = Π(H1 ∨ H0) − Π(H0); P2 = Π(H0) (6.48)

H1 is one-dimensional space, and we can calculate the Π(H1 ∨ H0) − Π(H0) using
the Gram-Schmidt orthogonalization method, which we express in our notation as

Π(H1 ∨ H0) − Π(H0) = Π⊥(H0)Π(H1)Π
⊥(H0)

Tr[Π⊥(H0)Π(H1)] . (6.49)

We get

P1 =
⎛

⎝
0 0 0
0 1 0
0 0 0

⎞

⎠ ; P2 = 1

2

⎛

⎝
1 0 1
0 0 0
1 0 1

⎞

⎠ . (6.50)

6.2.5 Transpose Intervals in the Lattice L(d)

If H1 ≺ H2, we use the notation [H1, H2], for the set that contains all the spaces H0

such that H1 ≺ H0 ≺ H2. It can be shown that [H1, H2] is a sublattice of L(d), and
it is called interval sublattice. If H0 ∈ [H1, H2], then

[Π(H0),Π(H1)] = [Π(H0),Π(H2)] = 0. (6.51)

An important concept in modular lattices, is the transpose intervals [11–15], pre-
sented in our context below [24].

Definition 6.3 Let [H1, H2] and [H3, H4] be interval sublattices of L(d), such that

H4 = H2 ∨ H3; H1 = H2 ∧ H3. (6.52)

We say that [H3, H4] is upper transpose of [H1, H2]or that [H1, H2] is lower transpose
of [H3, H4] and denote this as

[H1, H2] � [H3, H4]. (6.53)
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Proposition 6.4 � is a partial order in the set of all interval sublattices.

Proof We prove the following three properties, which show that � is a partial order.

(1)

[H1, H2] � [H1, H2]. (6.54)

Indeed H1 ≺ H2 and therefore H1 = H1 ∧ H2 and H2 = H1 ∨ H2.
(2) If

[H1, H2] � [H3, H4] and [H3, H4] � [H1, H2], (6.55)

then H1 = H3 and H2 = H4. In order to prove this, we note that from Eq. (6.55)
we get the relations

H1 = H2 ∧ H3; H4 = H2 ∨ H3

H3 = H1 ∧ H4; H2 = H1 ∨ H4. (6.56)

But the H1 = H2 ∧ H3 implies that H1 ≺ H3, and the H3 = H1 ∧ H4 implies
that H3 ≺ H1. Therefore H1 = H3. In a similar way we prove that H2 = H4.

(3) If

[H1, H2] � [H3, H4] and [H3, H4] � [H5, H6], (6.57)

then [H1, H2] � [H5, H6]. In order to prove this, we note that from Eq. (6.57)
we get the relations

H1 = H2 ∧ H3; H4 = H2 ∨ H3

H3 = H4 ∧ H5; H6 = H4 ∨ H5, (6.58)

and we need to prove that

H1 = H2 ∧ H5; H6 = H2 ∨ H5. (6.59)

Combining the H1 = H2 ∧ H3 with the H3 = H4 ∧ H5 we get H1 = H2 ∧ H4 ∧
H5. But the H4 = H2 ∨ H3 shows that H4 � H2 and therefore

H1 = H2 ∧ H4 ∧ H5 = H2 ∧ H5. (6.60)

In a similar way we prove that H6 = H2 ∨ H5.
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The following proposition is well known for modular lattices [11–13], and
we give it in the context of the lattice L(d), without proof. Sometimes it is
called ‘parallelogram law’ because it involves the subspaces in the parallelogram
(H1 ∧ H2, H1, H1 ∨ H2, H2):

Proposition 6.5 There is a bijective map between the interval sublattices [H1 ∧
H2, H1] and [H2, H1 ∨ H2], which maps HA ∈ [H1 ∧ H2, H1] into HB ∈ [H2, H1 ∨
H2], where

HB = HA ∨ H2; HA = HB ∧ H1. (6.61)

There is also a bijective map between the interval sublattices [H1 ∧ H2, H2] and
[H1, H1 ∨ H2], which maps HC ∈ [H1 ∧ H2, H2] into HD ∈ [H1, H1 ∨ H2], where

HD = HC ∨ H1; HC = HD ∧ H2. (6.62)

A quantity that characterizes the parallelogram (H1 ∧ H2, H1, H1 ∨ H2, H2), is

D(H1, H2) = Π(H1 ∨ H2) − Π(H1) − Π(H2) + Π(H1 ∧ H2). (6.63)

The proposition below discusses some of its properties.

Proposition 6.6 (1) D(H1, H2) is related to the commutator [Π(H1),Π(H2)], as
follows:

[Π(H1),Π(H2)] = D(H1, H2)[Π(H1) − Π(H2)]. (6.64)

Therefore D(H1, H2) = 0 if and only if the Π(H1),Π(H2) commute.
(2) Tr[D(H1, H2)] = 0.
(3) TheD(H1, H2) has d real eigenvalues, and at least d − dim(H1 ∨ H2) of them,

are equal to zero.
(4) In transpose intervals, the D(H1, H2) has the following additivity property. If

[H1, H2] � [H3, H4] � [H5, H6] then

D(H2, H3) + D(H4, H5) = D(H2, H5). (6.65)

Proof (1) We multiply both sides of Eq. (6.63) by Π(H1) on the left, and we get

D(H1, H2)Π(H1) = Π(H1 ∧ H2) − Π(H2)Π(H1). (6.66)

We also multiply both sides of Eq. (6.63) by Π(H2) on the left, and we get

D(H1, H2)Π(H2) = Π(H1 ∧ H2) − Π(H1)Π(H2). (6.67)

Subtracting these two equations we prove Eq. (6.64).
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(2) Tr[Π(H1)] is equal to the dimension of H1, which we denote as dim(H1). In
modular lattices (e.g., [11], p.41)

dim(H1 ∨ H2) + dim(H1 ∧ H2) − dim(H1) − dim(H2) = 0. (6.68)

and this proves that Tr[D(H1, H2)] = 0.
(3) D(H1, H2) is a d × d Hermitian matrix, and therefore it has d real eigen-

values. The (H1 ∨ H2)
⊥ is a space orthogonal to H1 ∨ H2, with dimension

d − dim(H1 ∨ H2). Every vector v in (H1 ∨ H2)
⊥, gives

Π(H1)v = Π(H2)v = Π(H1 ∨ H2)v = Π(H1 ∧ H2)v = 0, (6.69)

and thereforeD(H1, H2)v = 0. This shows that v is an eigenvector ofD(H1, H2)

with eigenvalue 0. The fact that the dimension of (H1 ∨ H2)
⊥ is d − dim(H1 ∨

H2), shows that at least d − dim(H1 ∨ H2) of the eigenvalues ofD(H1, H2) are
equal to 0.

(4) Since [H1, H2] � [H3, H4] � [H5, H6], it follows that

H1 = H2 ∧ H3; H4 = H2 ∨ H3

H3 = H4 ∧ H5; H6 = H4 ∨ H5

H1 = H2 ∧ H5; H6 = H2 ∨ H5

(6.70)

Using them we can prove that

Π(H2 ∨ H3) − Π(H2) − Π(H3) + Π(H2 ∧ H3) +
Π(H4 ∨ H5) − Π(H4) − Π(H5) + Π(H4 ∧ H5) =
Π(H2 ∨ H5) − Π(H2) − Π(H5) + Π(H2 ∧ H5) (6.71)

which proves Eq. (6.65).

Remark 6.2 If ρ is a density matrix, the

p(H1|ρ) = Tr[Π(H1)ρ] (6.72)

is a probability. The trace of the product of a density matrix ρ withD(H1, H2), gives

Tr[ρD(H1, H2)] = p(H1 ∨ H2|ρ) + p(H1 ∧ H2|ρ) − p(H1|ρ) − p(H2|ρ). (6.73)
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This quantity is zero when theΠ(H1),Π(H2) commute, but in general it is different
from zero. This should be compared and contrasted to the fact that at a classical level,
Kolmogorov probabilities always obey the relation

p(A ∨ B) + p(A ∧ B) − p(A) − p(B) = 0. (6.74)

Here A, B are sets and A ∨ B, A ∧ B are their union and intersection. This point is
discussed further in [25].
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Chapter 7
Applications

Abstract Applications of the formalism of finite quantum systems, to angle and
angular momentum operators, interferometry, orbital angular momentum states, etc,
are briefly discussed.

In this chapter we discuss applications of the formalism into the area of Quantum
Optics andQuantum Information, and also into other areas. Each of these applications
is a subject in its own right, and here we briefly define the basic quantities and guide
the reader through the literature.

7.1 Angle States and Angular Momentum States

In this section we apply the general formalism of finite quantum systems, to a system
with angular momentum j . In this case d = 2 j + 1 where j is an integer (‘Bose
case’), and the variables take values in Z(2 j + 1). The relevant Hilbert space is
H [Z(2 j + 1)], which in this chapter we denote for simplicity H(2 j + 1).

The analogue of themomentumstates are here the usual angularmomentumstates,
which we denote as |J ; j m〉. The extra J to the usual notation is not a variable, but
it simply indicates angular momentum states. The analogue of position states are the
angle states [1], which we denote as |θ; j m〉, and which are defined through Fourier
transform below.

The angular momentum operators Jz , J+, J−, form the SU (2) algebra

[Jz, J+] = J+; [Jz, J−] = −J−; [J+, J−] = 2Jz . (7.1)

The Casimir operator is

J 2 = J 2
z + 1

2
(J+ J− + J− J+) = j ( j + 1)1. (7.2)

© Springer International Publishing AG 2017
A. Vourdas, Finite and Profinite Quantum Systems, Quantum Science
and Technology, DOI 10.1007/978-3-319-59495-8_7

93



94 7 Applications

Then

J+|J ; j m〉 = [ j ( j + 1) − m(m + 1)]1/2|J ; j m + 1〉
J−|J ; j m〉 = [ j ( j + 1) − m(m − 1)]1/2|J ; j m − 1〉
Jz|J ; j m〉 = m|J ; j m〉
J 2|J ; j m〉 = j ( j + 1)|J ; j m〉. (7.3)

The Fourier transform in the present context is

F = 1√
2 j + 1

∑

m,n

ω(mn)|J ; j m〉〈J ; j n|; F4 = 1. (7.4)

Acting with it on the angular momentum states, we get angle states:

|θ; j m〉 = F†|J ; j m〉 = 1√
2 j + 1

∑

n

ω(−mn)|J ; j n〉 (7.5)

Also acting with it on the angular momentum operators we get the angle operators

F† Jz F = θz; F† J+F = θ+; F† J−F = θ− (7.6)

which form the SU (2) algebra

[θz, θ+] = θ+; [θz, θ−] = −θ−; [θ+, θ−] = 2θz (7.7)

The corresponding Casimir operator is

θ2 = θ2
z + 1

2
(θ+θ− + θ−θ+) = j ( j + 1)1. (7.8)

Relations analogous to Eqs. (7.3), also hold for angle operators and angle states
(because we have performed a Fourier transform, which is a unitary transform):

θ+|θ; j m〉 = [ j ( j + 1) − m(m + 1)]1/2|θ; j m + 1〉
θ−|θ; j m〉 = [ j ( j + 1) − m(m − 1)]1/2|θ; j m − 1〉
θz|θ; j m〉 = m|θ; j m〉
θ2|θ; j m〉 = j ( j + 1)|θ; j m〉 (7.9)

We next introduce a polar decomposition of the ‘Cartesian operators’ J+ and J−
in terms of the ‘radial operator’ Jr and the ‘exponential of the phase operator’ Z :
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J+ = Jr Z; J− = Z† Jr
Jr = (J+ J−)1/2 = [ j ( j + 1)1 − J 2

z + Jz]1/2; [Jr , Jz] = 0

Z =
∑

m

|J ; j m + 1〉〈J ; j m| (7.10)

The dual relations to them are

θ+ = θr X; θ− = X†θr

θr = (θ+θ−)1/2 = [ j ( j + 1)1 − θ2
z + θz]1/2; [θr , θz] = 0

X =
∑

m

|θ; j m + 1〉〈θ; j m|. (7.11)

We can show that the X, Z obey Proposition4.2, with the following correspondence:

|X;m〉 → |θ; j m〉; |P;m〉 → |J ; j m〉. (7.12)

Also the analogue of Eq. (4.18), is here

X = exp

[
−i

2π

d
Jz

]
; Z = exp

[
i
2π

d
θz

]
. (7.13)

Therefore all the formalism in Chap.4, can be used here also.

7.1.1 The Schwinger Representation

We consider a two-mode harmonic oscillator withHilbert spaceH1 × H2. Let a
†
1, a1

and a†2, a2 be the creation and annihilation operators for the two modes, and |N1, N2〉
the number eigenstates:

a†1a1|N1, N2〉 = N1|N1, N2〉; a†2a2|N1, N2〉 = N2|N1, N2〉. (7.14)

In the Schwinger representation of SU (2) [2], the angular momentum operators
are expressed as

J+ = a†1a2; J− = a1a
†
2; Jz = 1

2

(
a†1a1 − a†2a2

)
. (7.15)

The Casimir operator is

J 2 = ns (ns + 1) ; ns = 1

2
(a†1a1 + a†2a2)

[ns, J+] = [ns, J−] = [ns, Jz] = 0. (7.16)

http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
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The number eigenstates play the role of the angular momentum states, as follows:

|N1, N2〉 ↔ |J ; j m〉; j = 1

2
(N1 + N2); m = 1

2
(N1 − N2) (7.17)

With this correspondence, we can easily show that the standard angular momentum
relations in Eq. (7.3) hold. Here the (2 j + 1)-dimensional Hilbert space H(2 j + 1),
contains superpositions of the states

H(2 j + 1) = {|N , 2 j + 1 − N 〉 | N = 0, ..., 2 j + 1} (7.18)

Then the Hilbert space H1 × H2 can be written as the direct sum:

H1 × H2 = HB ⊕ HF

HB =
⊕

j

H(2 j + 1); j = 0, 1, 2, ...

HF =
⊕

j

H(2 j + 1); j = 1

2
,
3

2
, ... (7.19)

HB is the Bose Hilbert space (the direct sum of spaces with integer j), andHF is the
Fermi Hilbert space (the direct sum of spaces with half-integer j). HB is spanned
by number eigenstates with an odd total number of photons in the two modes. HF

is spanned by number eigenstates with an even total number of photons in the two
modes.

As an application of this we consider a two-mode system described by the fol-
lowing Hamiltonian, which is used for the description of frequency converters in
Quantum Optics:

H = E1a
†
1a1 + E2a

†
2a2 + λa†1a2 + λ∗a1a†2

= (E1 + E2)ns + (E1 − E2)Jz + λJ+ + λ∗ J− (7.20)

Systems with this Hamiltonian can be studied with the above formalism.

7.1.2 Angle States and Angular Momentum States inHB

Let α, β be spherical coordinates describing the points on a two-dimensional sphere
S2, with radius one. We define the following angular momentum states in HB :

|J ;α, β〉 =
∑

j,m

Y ∗
jm(α, β)|J ; j m〉; 0 ≤ α ≤ π; 0 ≤ β < 2π (7.21)
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Y jm(α, β) are the usual spherical harmonics. We also introduce the ‘dual spherical
harmonics’ [3] which are related to the usual spherical harmonics through a finite
Fourier transform:

X jn(α, β) = 1√
2 j + 1

∑

m

Y jm(α, β)ω(nm) (7.22)

We define angle states in HB , as:

|θ;α, β〉 =
∑

j,m

Y ∗
jm(α, β)|θ; j m〉 =

∑

j,m

X∗
jm(α, β)|J ; j m〉. (7.23)

The states |θ;α, β〉 and also the states |J ;α, β〉 form orthonormal bases inHB .

∫
|θ;α, β〉〈θ;α, β|d cosαdβ =

∫
|J ;α, β〉〈J ;α, β|d cosαdβ = 1. (7.24)

An arbitrary state | f 〉 inHB , can be represented with the functions

f J (α, β) = 〈J ;α, β| f 〉; fθ (α, β) = 〈θ;α, β| f 〉. (7.25)

7.1.3 Area Preserving Diffeomorphisms on a Sphere

Above we discussed angle and angular momentum operators based on the SU (2)
group. The SU (2) is locally isomorphic to SO(3) which describes rotations of a
solid sphere.

A more general group is the SDi f f (S2) of area preserving diffeomorphisms on
a sphere S2. They describe general transformations of a perfect liquid on a sphere.
Since rotations of a solid sphere are a very special case of these transformations, we
expect that this more general formalism will lead to the standard angular momentum
operators plusmany other operators. Such groups for a sphere and also other surfaces,
have been studied in the context of string theory [4–10].

We consider the following transformations from (cosα, β) to

cos γ = A (cosα, β); δ = B(cosα, β)

∂(cos γ, δ)

∂(cosα, β)
= ∂ cos γ

∂ cosα

∂δ

∂β
− ∂δ

∂ cosα

∂ cos γ

∂β
= 1. (7.26)

Since the Jacobian is equal to one, the area is preserved under these transformations.
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An infinitesimal version of these transformations is

cos γ = cosα + A(cosα, β)ε; δ = β + B(cosα, β)ε

∂A

∂ cosα
+ ∂B

∂β
= 0. (7.27)

ε is an infinitesimal parameter. The last equation comes from the fact that the Jacobian
is equal to one, and for topologically trivial manifolds like a sphere, implies the
existence of a function g(α, β) such that

A = −∂g

∂β
; B = ∂g

∂ cosα
. (7.28)

We consider two bases |J ;α, β〉 and |J ; γ, δ〉, where γ, δ are related to α, β

through the infinitesimal transformations in Eq. (7.27). We represent an arbitrary
state | f 〉 inHB , with the functions

f (α, β) = 〈J ;α, β| f 〉; f (γ, δ) = 〈J ; γ, δ| f 〉. (7.29)

Then

f (γ, δ) − f (α, β)

ε
≈ ∂(g(α, β), f (α, β))

∂(cosα, β)
. (7.30)

This leads to the following definition.

Definition 7.1 The operator Jg acts on f J (α, β), as follows:

Jg f (α, β) = 〈J ;α, β|Jg| f 〉 = ∂(g(α, β), f (α, β))

∂(cosα, β)
. (7.31)

In analogous way we define the operators θg . The following proposition describes
some properties of Jg .

Proposition 7.1 (1) The commutator of Jg and Jh, is given in terms of the Poisson
bracket of g, h (with respect to cosα, β), by

[Jg, Jh] = J{g,h}; {g, h} = ∂g

∂ cosα

∂h

∂β
− ∂h

∂β

∂g

∂ cosα
. (7.32)

(2) Jg acts on the sum of two functions as follows:

Jg[μ1 f1(α, β) + μ2 f2(α, β)] = μ1 Jg f1(α, β) + μ2 Jg f2(α, β). (7.33)

(3) Jg acts on the product of two functions as follows:

Jg[ f1(α, β) f2(α, β)] = f1(α, β)Jg f2(α, β) + f2(α, β)Jg f1(α, β). (7.34)
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(4) The exponential of Jg acts on the sum of two functions as follows:

exp(λJg)[μ1 f1(α, β) + μ2 f2(α, β)] = μ1 exp(λJg) f1(α, β)

+ μ2 exp(λJg) f2(α, β). (7.35)

(5) The exponential of Jg acts on the product of two functions as follows:

exp(λJg)[ f1(α, β) f2(α, β)] = [exp(λJg) f1(α, β)][exp(λJg) f2(α, β)]. (7.36)

Proof For the proof we refer to Ref. [11].

We expand the function g(α, β) in terms of spherical harmonics, as

g(α, β) =
∑

j,m

g jmY jm(α, β). (7.37)

Then

Jg =
∑

j,m

g jm Jjm; Jjm f (α, β) = ∂(Y jm(α, β), f (α, β))

∂(cosα, β)
. (7.38)

In particular

JjmY�n(α, β) = 〈J ;α, β|Jjm |J ; � n〉 = ∂(Y jm(α, β),Y�n(α, β))

∂(cosα, β)
. (7.39)

The Poisson bracket of Y j1m1(α, β) and Y j2m2(α, β), is given by

{Y j1m1 ,Y j2m2} =
∑

�,n

τ( j1,m1; j2,m2|�, n)Y�n . (7.40)

The structure constants τ( j1,m1; j2,m2|�, n) are given in [5]. Consequently

[Jj1m1 , Jj2m2 ] =
∑

�,n

τ( j1,m1; j2,m2|�, n)J�n. (7.41)

The Jjm are generalizations of the angular momentum operators. The J1m are simply
the standard angular momentum operators J+, Jz, J− (with a different normaliza-
tion).

This formalism has been used in string theory, but it might also be useful in the
general area of quantum optics and quantum information, because it generalizes the
angular momentum formalism.
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7.2 Interferometry in Multimode Systems

In this section we use the formalism of finite quantum systems, in the context of
interferometry that involves d harmonic oscillators. The overall Hilbert space in this
problem is Hosc ⊗ ... ⊗ Hosc, where Hosc is the infinite-dimensional Hilbert space
of the harmonic oscillator. The mode index is the ‘position’ in this problem, and it
takes values in Z(d). Through a finite Fourier transform of the d modes, we get a
dual mode index which plays the role of ‘momentum’, and which also takes values
in Z(d). So in this context, the Z(d) × Z(d) is a ‘mode phase space’.

The formalism has important applications inmetrology, because it leads to resolu-
tions below the standard quantum limit [12]. It has been studied extensively bothwith
photons and also with Bose-Einstein condensates. Here we present briefly the link
between this area, and the formalism of finite quantum systems studied in Chap. 4.
We refer to the literature for more details, and for practical applications of these
devices [13–23].

We consider a system comprised of d harmonic oscillators. The creation and
annihilation operators corresponding to the m-th mode, are:

a†m = 1 ⊗ ... ⊗ a† ⊗ ... ⊗ 1; am = 1 ⊗ ... ⊗ a ⊗ ... ⊗ 1

[am, a†n] = δ(m, n); m, n ∈ Z(d). (7.42)

Let Λ be a d × d Hermitian matrix, and U the unitary operator

U = exp

[
i
∑

m,n

a†mΛmnan

]
. (7.43)

It is known (e.g. [24]) that

bm = UamU
† =

∑

n

Vmnan; b†m = Ua†mU
† =

∑

n

V ∗
mna

†
n

V = exp(−iΛ); VV † = 1. (7.44)

The vacuum state remains invariant under these transformations. Also the total av-
erage number of photons in a state remains invariant under the U transformations:

U |0, ..., 0〉 = |0, ..., 0〉;
∑

m

b†mbm =
∑

m

a†mam . (7.45)

http://dx.doi.org/10.1007/978-3-319-59495-8_4
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7.2.1 Fourier Interferometry and Applications to Metrology

A special case of the formalism above, is the Fourier transform of the modes:

UF = exp

[
i
∑

m,n

a†mΛmnan

]
; Λ = i ln F; ; (UF )4 = 1, (7.46)

where F is the d × d Fourier matrix, in Eq. (4.2). Then

bm = UFamU
†
F = 1√

d

∑

n

ω(mn)an

b†m = UFa
†
mU

†
F = 1√

d

∑

n

ω(−mn)a†n (7.47)

The dual mode index related to bm, b†m plays the role of momentum. So in the present
context position and momentum is the mode index related to the am, a†m and bm, b†m ,
correspondingly. Experiments that use beam splitters to implement these transforms
have been discussed in [14]. The use of the factorization in Sect. 4.9 reduces the
number of beam splitters, as discussed in [23].

There are various applications of these devices. As an example, we consider the
case where the input is a number state with N photons in them-th mode, and vacuum
in the other modes:

|s〉 = |0, ..., 0, N , 0, ...0〉 (7.48)

Then in the large d limit, the phase uncertainty in the m-th output is [20]

Δθm ∼
√
d

N
. (7.49)

This is below the standard quantum limit and can have applications in metrology.
It is seen that the formalism of finite quantum systems presented in this mono-

graph, can also be used for the study of interferometry in multimode systems (with
a finite number of modes).

http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
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7.2.2 Other Types of Interferometry

Here we consider other special cases of the general operators U in Eq. (7.43). The
first one, is:

UX = exp

[
i
∑

m,n

a†mΛmnan

]
; Λ = i ln X; (UX )d = 1. (7.50)

where X is the d × d matrix, in Eq. (4.19). Then

bm = UXamU
†
X = am+1

b†m = UXa
†
mU

†
X = a†m+1 (7.51)

This shifts the modes by one place (and the last mode becomes first). In other words,
it shifts the modes in the ‘mode-position’ direction, in the Z(d) × Z(d) mode phase
space.

Another special case is

UZ = exp

[
i
∑

m,n

a†mΛmnan

]
; Λ = i ln Z; (UZ )d = 1. (7.52)

where Z is the d × d matrix, in Eq. (4.19). Then

bm = UZamU
†
Z = amω(m)

b†m = UZa
†
mU

†
Z = amω(−m). (7.53)

This multiplies each mode am by ω(m), i.e., it shifts the modes in the ‘mode-
momentum’ direction, in the Z(d) × Z(d) mode phase space.

We next divide the Hilbert space Hosc ⊗ ... ⊗ Hosc, into d ‘sectors’:

Hosc ⊗ ... ⊗ Hosc =
d−1⊕

n=0

Hn

Hn = span{|N0, ..., Nd−1〉 | N0 + ... + Nd−1 = n(mod d)}; n ∈ Z(d). (7.54)

The sector Hn is spanned by number eigenstates, with a total number of photons
equal to n(mod d). We call πn the projector toHn . It can be shown that πn commutes
with both UX ,UZ , and we define the:

http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
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UXn = UXπn; UX =
d−1∑

n=0

UXn; [UX , πn] = 0

UZn = UZπn; UZ =
d−1∑

n=0

UZn; [UZ , πn] = 0. (7.55)

Then theUXn,UZn formaHeisenberg-Weyl groupwithinHn ,which has been studied
in [21]:

Uα
XnU

β

Zn = Uβ

ZnU
α
Xnω(−nαβ); α, β ∈ Z(d). (7.56)

So apart from the Fourier interferometry devices, there are many other devices which
can have various applications in Quantum Optics and Quantum Information.

7.3 Orbital Angular Momentum States

The paraxial wave equation in cylindrical coordinates, leads to the Laguerre-Gauss
modes

unm(r, φ) ∼ r |m|L |m|
n

(
2r2

w2

)
exp

(
− r2

w2

)
exp(−imφ) (7.57)

Here L |m|
n are Laguerre polynomials, and n,m are the radial quantum number, and the

orbital angularmomentum quantum number, correspondingly. The physical meaning
of the radial quantum number n is discussed in [25]. w describes the width of the
beam. Photons in these beams have angular momentum m.

These solutions describe the orbital angular momentum states or twisted light
[26–29], and they are an important tool in modern quantum optical technologies.
They are created experimentally by imposing exp(imφ) phase structure on a laser
beam. There is currently much work on the generation of orbital angular momentum
states and their applications (e.g., [30–34]). They are robust in noisy environments
(e.g., [35]), and therefore important for quantum communications.

In our context, they are important because they provide an experimental imple-
mentation of a quantum system with a finite dimensional Hilbert space. The whole
formalism of this monograph can be used in the context of orbital angular momen-
tum states.Mutually unbiased bases with orbital angular momentum states have been
studied in [36, 37], and entanglement in [38]. Applications to quantum cryptography
have been discussed in [39].
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7.4 Other Applications

Wediscussed above applications in the area of quantum optics and quantum informa-
tion. Applications in other areas include quantum maps [40–45], two-dimensional
electron system in a uniform magnetic field and the magnetic translation group [46–
50], and the quantum Hall effect [51, 52].

All these ideas are also used in the context of Signal Processing, where the dual
variables position and momentum become time and frequency [54, 55]. For exam-
ple, the factorization discussed in Sect. 4.9, is inspired by Ref. [56] on fast Fourier
transforms, in the context of Signal Processing.

Work related to the formalism of finite quantum systems, in the context of Applied
Mathematics is summarized in [57].
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Chapter 8
Galois Fields

Abstract Basic concepts from Galois theory, are presented. The material in this
chapter is needed, for the study of finite quantum systems with variables in Galois
fields, in Chap. 9.

In this chapter we review briefly some aspects of Galois theory which are needed
later for the study of quantum systems with variables in Galois fields. The emphasis
is on how to do practical calculations with Galois numbers. General references on
Galois fields are [1–8].

8.1 The Galois Field GF( pe)

The concept of field extension, enlarges Z(p) into the Galois field GF(pe), which is
a fieldwith characteristic the prime number p, and degree the integer e. In this section
we state briefly some known results about Galois theory, and give some propositions
which are useful in practical calculations. Some theorems in Galois theory are valid
only for a prime p �= 2, and this is the case considered here.

We consider the ring of polynomials [Z(p)](ε)with coefficients in the fieldZ(p).
Let P(ε) be an irreducible polynomial of degree e:

P(ε) ≡ c0 + c1ε + · · · + ce−1ε
e−1 + εe; cn ∈ Z(p) (8.1)

The [Z(p)](ε)/P(ε) has as elements polynomials in [Z(p)](ε) which are defined
modulo P(ε):

α = α0 + α1ε + · · · + αe−1ε
e−1; αn ∈ Z(p) (8.2)

The [Z(p)](ε)/P(ε) is a representation of the Galois field GF(pe). Different irre-
ducible polynomials P(ε) of the same degree e, lead to isomorphic finite fields.
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Addition and multiplication of two Galois numbers is the standard addition and
multiplication of polynomials, and the result is definedmodulo the polynomialP(ε).
The Galois number α can be viewed as a vector (α0, α1, ..., αe−1) in [Z(p)]e, in the
basis {1, ε, ..., εe−1}. Then addition of two Galois numbers is the standard addition
of vectors in [Z(p)]e.
Lemma 8.1

(α + β)p = α p + β p. (8.3)

Proof Other terms in the expansion, like pα p−1β are zero, in the modulo p arith-
metic.

Example 8.1 InGF(9)weconsider the irreducible polynomialP1(ε) = ε2 + ε + 2.
Let

α = 1 + ε; β = 2 + ε (8.4)

Then

α + β = 2ε

αβ = 2 + 3ε + ε2 = −ε (8.5)

If instead of P1(ε) we consider the irreducible polynomial P2(ε) = ε2 + 1, then

α + β = 2ε

αβ = 1 + 3ε + ε2 = 0. (8.6)

It is seen that using different irreducible polynomials, leads to different results in
specific calculations, but the overall results are isomorphic.

8.2 Subfields of GF( pe) and Galois Groups

The following proposition summarizes known results on subfields of GF(pe) and
Galois groups.

Proposition 8.1 (1) The elements of GF(pe) obey the relation

α pe = α. (8.7)

(2) The Frobenius transformation

σ(α) = α p; σ e = 1 (8.8)
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defines an automorphism in GF(pe), and it leads to the Galois conjugates

α
σ−→ α p σ−→ ...

σ−→ α pe−1 σ−→ α. (8.9)

Elements in the subfield Z(p) of GF(pe) are self-conjugates, because for α ∈
Z(p) we get α p = α (Eq. (3.4)).

(3) The

Gal(e|1) = {1, σ, ..., σ e−1} ∼= Z(e), (8.10)

form a cyclic group of order e, which is called Galois group. It consists of the
automorphisms of GF(pe) which leave the elements of the subfield Z(p) fixed.

(4) If d|e the GF(pd) is a subfield of GF(pe) (we denote this as GF(pd) ≺
GF(pe)). Elements of GF(pd) satisfy the relation

α pd = α; α ∈ GF(pd). (8.11)

The

Gal(e|d) = {1, σ d , ..., σ e−d} ∼= Z(e/d), (8.12)

consists of the automorphisms of GF(pe) that leave the elements of the subfield
GF(pd) fixed, and it is a cyclic group of order e/d.Gal(e|e) = {1}. TheGal(e|d)

is a subgroup of Gal(e|1) (and we denote this as Gal(e|d) ≺ Gal(e|1)).
Proof For the proof we refer to the general literature on Galois fields.

We use the notation d(e) for the set of all divisors of e.

Proposition 8.2 (1) GF(pe) can be partitioned into ‘Frobenius sets’ Sdκ , each of
which has elements that are Galois conjugates to each other. The cardinalities
of these sets are divisors of e. To each of these sets corresponds an irreducible
polynomial of degree d|e

Pdκ(y) = [y − αdκ(1)][y − αdκ(2)]...[y − αdκ(d)]
αdκ(ν) = [αdκ(1)]pν−1; ν = 1, ..., d (8.13)

that involves all Galois conjugates in the set. The index d indicates the degree
of the polynomial. The index κ labels the various irreducible polynomials of the
same degree d, and it takes the values 1, ..., n(d). The n(d) is given by

n(d) = 1

d

∑

r∈d(d)

μ(r)pd/r (8.14)

where μ(r) is the Möbius μ-function.

http://dx.doi.org/10.1007/978-3-319-59495-8_3
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In the special case d = 1 the P1κ(y) = y − κ , where κ ∈ Z(p).
(2) The product of all distinct irreducible polynomials in [Z(p)](y) of degree d, for

all d|e, is:

∏

d∈d(e)

[
n(d)∏

κ=1

Pdκ(y)

]
= y pe − y (8.15)

Proof For the proof we refer to the general literature on Galois fields.

Based on the above proposition, we partition GF(pe) as:

GF(pe) =
⋃

d∈d(e)

[
n(d)⋃

κ=1

Sdκ

]
; Sdκ = {αdκ(ν)|ν ∈ Z(d)}

αdκ(ν) = [αdκ(1)]pν−1
(8.16)

The index ν labels the various Galois conjugates in the set. In the special case d = 1,
S1κ = {κ ∈ Z(p)}.

The sets Sdκ are invariant under Frobenius transformations. The partition depends
on the choice of the irreducible polynomial P(ε). There is a bijective map between
the irreducible polynomials Pdκ and the Frobenius sets Sdκ :

Pdκ ↔ Sdκ . (8.17)

If d|e then d(d) ⊆ d(e) and

GF(pd) =
⋃

g∈d(d)

[
n(g)⋃

κ=1

Sgκ

]
⊆

⋃

g∈d(e)

[
n(g)⋃

κ=1

Sgκ

]
= GF(pe). (8.18)

The following theorem is the fundamental theorem of Galois theory.

Theorem 8.1 There is a bijective map between the fields Z(p) ≺ GF(pd) ≺
GF(pe) (where d|e), and the Galois groups Gal(e|1) 
 Gal(e|d) 
 {1}, with the
Galois field GF(pd) corresponding to the Galois group Gal(e|d):

Z(p) ≺ GF(pd) ≺ GF(pe) ↔ Gal(e|1) 
 Gal(e|d) 
 {1}. (8.19)

This map is inclusion reversing.

Proof The proof is given in the general literature on Galois fields.

Proposition 8.3 The set G (p) = {Z(p),GF(p2),GF(p3), ..., } with the subfield
relation≺, is a directed partially ordered set, isomorphic to the set of natural numbers
N = {1, 2, 3, ...} with the partial order divisibility.
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Proof The following properties hold:

• GF(pe) ≺ GF(pe), for all e;
• if GF(pd) ≺ GF(pe) and GF(pe) ≺ GF(pd), then GF(pe) = GF(pd);
• if GF(pe1) ≺ GF(pe2) and GF(pe2) ≺ GF(pe3), then GF(pe1) ≺ GF(pe3);
• for any pair GF(pe1),GF(pe2) there exists e (e.g., the least common multiplier
of e1, e2), such that GF(pe1) ≺ GF(pe) and GF(pe2) ≺ GF(pe).

Therefore G (p) is directed partially ordered set, and it is easily seen that it is iso-
morphic to the set of natural numbers N, with the partial order divisibility.

Example 8.2 For GF(9) the irreducible polynomials are

P11(y) = y; P12(y) = y − 1; P13(y) = y − 2

P21(y) = y2 + 1; P22(y) = y2 + y + 2; P23(y) = y2 + 2y + 2 (8.20)

We choose the irreducible polynomial P(ε) = ε2 + ε + 2, and partition GF(9) into
the Frobenius sets:

S11 = {0}; S12 = {1}; S13 = {2}
S21 = {1 + 2ε, 2 + ε}; S22 = {ε, 2 + 2ε}; S23 = {1 + ε, 2ε}. (8.21)

If we choose the irreducible polynomial P(ε) = ε2 + 1, then the partition of GF(9)
into Frobenius sets is:

S11 = {0}; S12 = {1}; S13 = {2}
S21 = {ε, 2ε}; S22 = {1 + ε, 1 + 2ε}; S23 = {2 + ε, 2 + 2ε}. (8.22)

8.3 Trace and Characters

The trace of α ∈ GF(pe) is the sum of all its conjugates, and it is an element of
Z(p):

Tr(α) = Tre/1(α) = α + α p + α p2 + ... + α pe−1

Tr(α) ∈ Z(p); α ∈ GF(pe) (8.23)

This is the trace with respect to the extension from Z(p) to GF(pe) and depending
on the context we might use the notation Tre/1 which shows this explicitly, or we
might use the simpler notation Tr. All conjugates have the same trace.
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The trace with respect to the extension from GF(pd) to GF(pe) (where d|e) is
defined as:

Tre/d(α) = α + α pd + α p2d + ... + α pe−d

Tre/d(α) ∈ GF(pd); α ∈ GF(pe) (8.24)

For d = 1, this reduces to the trace in Eq. (8.23).
It can be shown that

Tre/1(α) = Trd/1[Tre/d(α)]; α ∈ GF(pe) (8.25)

In the special case that α belongs to the subfield GF(pd) of GF(pe) (where d|e)
Eq. (8.25) gives

Tr(α) = e

d
Trd(α); α ∈ GF(pd). (8.26)

Lemma 8.2

(1)

Tr(α + β) = Tr(α) + Tr(β) (8.27)

(2) If α ∈ Z(p) and β ∈ GF(pe) then

Tr(αβ) = αTr(β). (8.28)

(3)

Tr(1) = e (mod p) (8.29)

Proof

(1) The proof of this is based on Eq. (8.3).
(2) This is proved using the fact that for α ∈ Z(p), we get α p = α (Eq. (3.4)).
(3) Inserting α = 1 into the definition of trace in Eq. (8.23), we find that Tr(1) = e.

The following proposition provides a practical tool for the calculation of traces of
Galois numbers, in terms of their components.

Proposition 8.4 Let g,G be the following symmetric and invertible e × e matrices
with elements in Z(p):

gi j ≡ Tr
(
εi+ j

) ; G = g−1; i, j = 0, ..., e − 1. (8.30)

http://dx.doi.org/10.1007/978-3-319-59495-8_3
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Their elements depend on the choice of the irreducible polynomial P(ε). Also let
{E0, E1, ..., Ee−1} be a dual basis to {1, ε, ε2, ..., εe−1}, defined as

Ei =
∑

j

Gi jε
j (8.31)

Then

(1)

Tr(εi E j ) = δ(i, j) (8.32)

(2) Any α ∈ GF(pe) can be expressed in the two bases as:

α =
e−1∑

i=0

αiε
i =

e−1∑

i=0

αi Ei (8.33)

where

αi = Tr[αEi ]; αi = Tr[αεi ] (8.34)

and

αi =
∑

j

Gi jα j ; αi =
∑

j

gi jα j (8.35)

We refer to αi and αi as components and dual components of α, correspondingly.
(3) The trace of αβ is given by:

Tr(αβ) =
∑

i, j

gi jαiβ j =
∑

i, j

Gi jαiβ j =
∑

i

αiβ i =
∑

i

αiβi (8.36)

Proof

(1) This is proved using the fact that Gg = 1
(2) Here we express a vector in two bases which are dual to each other in the sense

that they obey Eq. (8.32). The relations in Eqs. (8.33),(8.34),(8.35), are standard
for such expansions.

(3) Using Eq. (8.28), we prove that

Tr(Ei E j ) = Gi j . (8.37)

Using these two relations, we easily prove Eq. (8.36).

The following proposition provides a practical tool for the calculation of conjugates
of Galois numbers, in terms of their components.
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Proposition 8.5 Let C be the e × e matrix with elements in Z(p), defined through
the relations:

εkp =
e−1∑

j=0

ε jC jk; j, k = 0, ..., e − 1. (8.38)

Its elements depend on the choice of the irreducible polynomial P(ε). Then

(1)

C e = 1; Ci0 = δ(i, 0) (8.39)

(2) If α = ∑
αkε

k , its conjugates are given by

α pi =
∑

j,k

ε j (C i ) jkαk (8.40)

Proof (1) We first point out that

εkp
2 =

⎛

⎝
∑

j

ε jC jk

⎞

⎠
p

=
∑

j

ε j pC jk =
∑

j,	

ε	C	jC jk =
∑

	

ε	(C 2)	k . (8.41)

Inductively, we then prove that

εkp
i =

∑

	

ε	(C i )	k . (8.42)

For i = e, we have εkp
e = εk , and this shows that C e = 1. We note that this is

basically the result σ e = 1, written in the language of matrices.
If we put k = 0 into Eq. (8.38), we find that C j0 = δ( j, 0).

(2) Using Eq. (8.42), we get

α pi =
(

∑

k

αkε
k

)pi

=
∑

k

(αkε
k)p

i =
∑

k

αkε
kpi =

∑

j,k

ε j (C i ) jkαk (8.43)

The matrices g,G can be generalized into the following symmetric tensors

g(N )
i1...iN

≡ Tr
[
εi1+...+iN

] ; ik = 0, ..., e − 1

G(N )
i1...iN

≡ Tr
[
Ei1 ...EiN

] =
∑

Gi1 j1 ...GiN jN g
(N )
i1... jN

, (8.44)
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which take values in Z(p). For simplicity, we omit the superfix in the notation, when
N = 2. Then the trace of a product of N elements of GF(pe) can be written as

Tr
[
α(1)...α(N )

] =
∑

g(N )
i1...iN

α
(1)
i1

...α
(N )
iN

=
∑

G(N )
i1...iN

α
(1)
i1

...α
(N )
iN

. (8.45)

We note relations like g(3)
i jk = gi, j+k = gi+ j+k,0, etc.

Example 8.3 We consider the Galois field GF(9) and choose the irreducible poly-
nomial P1(ε) = ε2 + ε + 2. The matrices g, G and C are in this case

g =
(−1 −1

−1 0

)
; G =

(
0 −1

−1 1

)
; C =

(
1 −1
0 −1

)
(8.46)

For α = 1 + ε and β = 2 + ε we get Tr(αβ) = −2.
We also choose the irreducible polynomial P2(ε) = ε2 + 1. In this case

g = G =
(−1 0

0 −1

)
; C =

(
1 0
0 −1

)
(8.47)

For α = 1 + ε and β = 2 + ε we get Tr(αβ) = 0.

Additive characters in GF(pe) are defined as

χ(α) = ω[Tr(α)]; α ∈ GF(pe)

ω(r) = exp

(
i
2πr

p

)
; [χ(α)]p = 1; r ∈ Z(p). (8.48)

All conjugates have the same character. From Eq. (8.36), it is seen that

χ(αβ) = ω[Tr(αβ)] = ω

⎡

⎣
∑

i, j

gi jαiβ j

⎤

⎦ = ω

⎡

⎣
∑

i, j

Gi jαiβ j

⎤

⎦

= ω

[
∑

i

αiβi

]
= ω

[
∑

i

αiβ i

]
(8.49)

The following relation is a generalization of Eq. (3.3):

1

pe
∑

α∈GF(pe)

χ(αβ) = δ(β, 0) (8.50)

The quadratic Gauss sum (given in Eq. (3.5)), is in the present context:

G[s;GF(pe)] =
∑

k∈GF(pe)

χ(sk2). (8.51)

http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
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The Pontryagin dual group to GF(pe), i.e., the group of its characters, is isomor-
phic to GF(pe):

G̃F(pe) ∼= GF(pe). (8.52)

Remark 8.1 The Sp[2,GF(pe)] group is very similar to the Sp[2, Z(p)] group. It
consists of 2 × 2 matrices as in Eq. (3.34), with elements in GF(pe). We note that
in the present case:

• The cardinality of the Sp[2,GF(pe)] is

|Sp[2,GF(pe)]| = pe
(
p2e − 1

)
. (8.53)

• The finite geometry GF(pe) × GF(pe) is near-linear (i.e., two lines have at most
one point in common).

8.4 General Bases in GF( pe)

LetU be an invertible e × e matrix, with elements in Z(p). Such matrices form the
GL[e, Z(p)] group. We consider the following transformations of the basis {εi } and
its dual basis {Ei }, in GF(pe) [7]:

E j =
∑

i

εi (U −1)i j ; E j =
∑

i

U j i Ei ; Tr(E jEi ) = δ( j, i). (8.54)

The arbitrary element α ∈ GF(pe) in Eq. (8.33), can be written in the new basis, as

α =
∑

i

AiEi =
∑

i

AiE i ; Ai =
∑

j

Ui jα j ; Ai =
∑

j

α j (U
−1) j i (8.55)

With respect to the transformed bases, we introduce the symmetric e × e matrices
gU and GU , with elements in Z(p):

(gU )i j = Tr(EiE j ) = (U −1)T gU −1

(GU )i j = Tr(E iE j ) = U GU T . (8.56)

Here U T is the transpose matrix of U .
The trace of a product αβ is given in terms of the transformed components as

Tr(αβ) =
∑

i, j

(gU )i j Ai B j =
∑

i, j

(GU )i j Ai B j =
∑

i

Ai Bi =
∑

i

Ai Bi . (8.57)

http://dx.doi.org/10.1007/978-3-319-59495-8_3


8.4 General Bases in GF(pe) 117

It is known (p.385 in Ref. [9]) that in fields with characteristic p �= 2 (which is
the case considered here), every symmetric matrix is congruent to a diagonal matrix.
Therefore with appropriateU , the g can be transformed to a diagonal matrix (which
is not unique):

g = diag(g0, ..., ge−1); G = diag(g−1
0 , ..., g−1

e−1); gi �= 0. (8.58)

In this basis Tr(αβ) = ∑
giαiβi .

It is also known [10–12] that g can be transformed into 1 if and only if e is an odd
integer. In this case the basis is self-dual and Tr(αβ) = ∑

αiβi .
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Chapter 9
Quantum Systems with Variables in GF( pe)

Abstract Finite quantum systems with variables in Galois fields, are discussed. The
emphasis is on ’Galois properties’, which are not present in general finite quantum
systems.

Quantum systems with variables in the Galois field GF(pe), have been studied
both as a subject in its own right [1–6], and also in connectionwithmutually unbiased
bases [7–21]. Related is also work on finite Fourier transforms over Galois fields in
the context of Signal Processing and classical coding [22–27].

We consider a quantum system with variables in GF(pe), where p is a prime
number (p �= 2). We call it Galois quantum system, and denote it as Σ[GF(pe)].
For comparison, we also consider an e-partite system where each component is a
quantum system with variables in Z(p). In this system the variables take values in
Z(p) × · · · × Z(p) = [Z(p)]e, and we denote it as Σ{[Z(p)]e}.

The elements of GF(pe) are vectors in [Z(p)]e with regard to addition, but they
also have the ‘Galois structure’ related to multiplication, which includes Galois
conjugates and trace, Frobenius transformations, etc. Consequently, theΣ[GF(pe)]
has a lot of extra structure than theΣ{[Z(p)]e}, and we discuss below the differences
between Σ[GF(pe)] and Σ{[Z(p)]e}.

Some of the formulas in this chapter are analogous to those in Chap.7, with the
charactersω(α) replaced by the characters χ(α). We present them briefly, and for the
proof we refer the reader to the analogous proof in the Chap.7. In this way the overlap
between the present chapter and Chap. 7, is minimal. But we emphasize additional
properties like those related to Frobenius transformations, which are a central part
of Galois theory, and which were absent in finite quantum systems with variables in
Z(d). For simplicity, and in order to emphasize the analogy, we use in this chapter
the same notation for displacement operators and symplectic transformations, as in
Chap.7.

© Springer International Publishing AG 2017
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In the present chapter we use the notation

ω(r) = exp

(
i
2πr

p

)
; r ∈ Z(p)

Ω(s) = exp

(
i
2πs

e

)
; s ∈ Z(e) (9.1)

9.1 Fourier Transforms in Σ[GF( pe)]

The Hilbert space for the system Σ[GF(pe)] is the pe-dimensional space
H [GF(pe)], of complex wavefunctions f (m), where m ∈ GF(pe). A basis in this
Hilbert space consists of the position states |X;m〉 wherem ∈ GF(pe) (the X in the
notation indicates the position basis).

The Fourier transform in H [GF(pe)] is given in terms of the characters defined
in Eq. (8.48) as

F = 1√
pe

∑
m,n∈GF(pe)

χ(mn)|X;m〉〈X; n|; F4 = 1. (9.2)

Momentum states are defined as

|P;m〉 = F |X;m〉 = 1√
pe

∑
n∈GF(pe)

χ(mn)|X; n〉. (9.3)

If m = ∑
miε

i , the bijective map

m ↔ (m0, ...,me−1), (9.4)

implies that there is a bijective map

H [GF(pe)] ↔ H [Z(p)] ⊗ · · · ⊗ H [Z(p)] (9.5)

where

|X;m0 + m1ε + · · · + me−1ε
e−1〉 → |X;m0〉 ⊗ · · · ⊗ |X;me−1〉. (9.6)

We stress that this depends on the chosen basis {εi } for GF(pe), and later (in
Eq. (9.17)), we discuss how to change the basis.

Using Eq. (8.49), we express the Fourier transform as

F = 1√
pe

∑
ω

[∑
gi jmin j

]
|X;m0〉〈X; n0| ⊗ · · · ⊗ |X;me−1〉〈X; ne−1|.(9.7)

http://dx.doi.org/10.1007/978-3-319-59495-8_8
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The momentum states can now be written as:

|P;m0 + m1ε + · · · + me−1ε
e−1〉 → |P;m0〉 ⊗ · · · ⊗ |P;me−1〉. (9.8)

We note that the components ofm, and the dual components ofm (defined in Propo-
sition8.4), appear in the right hand side of Eqs. (9.6), (9.8), correspondingly.

Example 9.1 As a numerical example, we consider a Galois quantum system which
has positions and momenta inGF(9). We choose the irreducible polynomial P(ε) =
ε2 + ε + 2, and we will calculate the Fourier transform as a 9 × 9 matrix with the
following order for its elements:

(0, 1, 2, ε, 1 + ε, 2 + ε, 2ε, 1 + 2ε, 2 + 2ε). (9.9)

We need to calculate the Tr(mn) for all m, n ∈ GF(9). If

m = m0 + m1ε; n = n0 + n1ε; m0,m1, n0, n1 ∈ Z(3), (9.10)

then using the g matrix in Eq. (8.46), we find that

Tr(mn) =
∑
i, j

mi gi j n j = −m0n0 − m0n1 − m1n0. (9.11)

Therefore

F = 1

3

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 1 1 1 1 1 1 1
1 a∗ a a∗ a 1 a 1 a∗
1 a a∗ a a∗ 1 a∗ 1 a
1 a∗ a 1 a∗ a 1 a∗ a
1 a a∗ a∗ 1 a a a∗ 1
1 1 1 a a a a∗ a∗ a∗
1 a a∗ 1 a a∗ 1 a a∗
1 1 1 a∗ a∗ a∗ a a a
1 a∗ a a 1 a∗ a∗ a 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(9.12)

where

a = exp

(
i
2π

3

)
. (9.13)

http://dx.doi.org/10.1007/978-3-319-59495-8_8
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9.1.1 Change of the Basis in GF( pe)

In Sect. 8.4, we have studied the change of basis in GF(pe), and here we study the
implications of this for Galois quantum systems [6]. We replace the basis {εi } with
the basis E j in Eq. (8.54), and let

m =
∑

miε
i =

∑
MiEi ; Mi =

∑
j

Ui jm j . (9.14)

U is an element of theGL[e, Z(p)] group, as discussed in Sect. 8.4.We also consider
the unitary transformations

B(U ) =
∑
mi

|X; M0〉〈X;m0| ⊗ · · · ⊗ |X; Me−1〉〈X;me−1|, (9.15)

which form a unitary representation of the GL[e, Z(p)] group:

B(U1)B(U2) = B(U1U2); B(1) = 1. (9.16)

Then

|X; M0〉 ⊗ · · · ⊗ |X; Me−1〉 = B(U )
[|X;m0〉 ⊗ · · · ⊗ |X;me−1〉

]
. (9.17)

Acting with B(U ) on both sides of the Fourier transform in Eq. (9.7), we get the
Fourier transform in the basis E j :

B(U )F[B(U )]T = 1√
pe

∑
ω

[∑
(gU )i j Mi N j

]

× |X; M0〉〈X; N0| ⊗ · · · ⊗ |X; Me−1〉〈X; Ne−1|. (9.18)

The gU is given in Eq. (8.56).

9.1.2 Comparison of the System Σ[GF( pe)] with the System
Σ{[Z( p)]e}

The Hilbert space of the system Σ{[Z(p)]e} is the pe-dimensional space

H{[Z(p)]e} = H [Z(p)] ⊗ · · · ⊗ H [Z(p)], (9.19)

of complex wavefunctions f (m0, ...,me−1), where (m0, ...,me−1) ∈ [Z(p)]e. We
consider the basis of position states |X;m0〉 ⊗ · · · ⊗ |X;me−1〉. The Fourier trans-
form in H{[Z(p)]e} is given by

http://dx.doi.org/10.1007/978-3-319-59495-8_8
http://dx.doi.org/10.1007/978-3-319-59495-8_8
http://dx.doi.org/10.1007/978-3-319-59495-8_8
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F =
e⊗

i=1

[
1√
p

∑
ω

(∑
mi ,ni

mini

)
|X;mi 〉〈X; ni |

]
; F 4 = 1. (9.20)

Momentum states are defined as

F |X;m0〉 ⊗ · · · ⊗ |X;me−1〉 = |P;m0〉 ⊗ · · · ⊗ |P;me−1〉 (9.21)

The Fourier transform is different in the systems Σ[GF(pe)] and Σ{[Z(p)]e}, and
consequently the dual state (in the Fourier transform sense) to |X;m0〉 ⊗ · · · ⊗
|X;me−1〉 is |P;m0〉 ⊗ · · · ⊗ |P;me−1〉 in the former case, and |P;m0〉 ⊗ · · · ⊗
|P;me−1〉 in the latter case. This difference propagates into other parts of the for-
malism, which we do not discuss explicitly (see also Remark 9.1).

9.2 Frobenius Transformations

Frobenius transformations and the Galois group play a central role in Galois theory.
Here we study them in the context of Galois quantum systems [4].

The space H [GF(pe)] can be written as the direct sum of ‘Frobenius subspaces’:

H [GF(pe)] =
⊕
d∈d(e)

[
n(d)⊕
κ=1

Hdκ

]

Hdκ = span{|X;mdκ(1)〉, |X;mdκ (2)〉, ..., |X;mdκ (d)〉} (9.22)

The space Hdκ is spanned by all position states labelled with Galois conjugate num-
bers in the set Sdκ in Eq. (8.16). d takes values in the set d(e) of divisors of e. The
bijective map in Eq. (8.17) between the irreducible polynomials and the Frobenius
sets of Galois conjugates, is here extended to include the Frobenius subspaces:

Pdκ ↔ Sdκ ↔ Hdκ . (9.23)

In the special case d = 1, the H1κ is the one-dimensional space

H1κ = {|X; κ〉}; κ ∈ Z(p). (9.24)

If d|e then d(d) ⊆ d(e) and the system Σ[GF(pd)] is a subsystem of Σ[GF(pe)].
In this case H [GF(pd)] is a subspace of H [GF(pe)]:

H [GF(pd)] =
⊕
g∈d(d)

[
n(g)⊕
κ=1

Hgκ

]
≺

⊕
g∈d(e)

[
n(g)⊕
κ=1

Hgκ

]
= H [GF(pe)] (9.25)

http://dx.doi.org/10.1007/978-3-319-59495-8_8
http://dx.doi.org/10.1007/978-3-319-59495-8_8
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This is analogous to Eq. (8.18). The ≺ denotes here subspace.
We denote as Πdκ the projector to Hdκ , and as Π [GF(pd)] the projector to

H [GF(pd)]. Then for d|e,

Π [GF(pd)] =
∑

g∈d(d)

[
n(g)∑
κ=1

Πgκ

]

Π [GF(pd)]Π [GF(pe)] = Π [GF(pd)] (9.26)

Example 9.2 We consider a Galois quantum system where position and momentum
take values in GF(9). Taking into account example 8.2, we find that if we choose
the irreducible polynomial P(ε) = ε2 + ε + 2, the Frobenius subspaces are

H11 = {|X; 0〉}
H12 = {|X; 1〉}
H13 = {|X; 2〉}
H21 = span{|X; 1 + 2ε〉, |X; 2 + ε〉}
H22 = span{|X; ε〉, |X; 2 + 2ε〉}
H23 = span{|X; 1 + ε〉, |X; 2ε〉}. (9.27)

In this case

H [Z(3)] = H11 ⊕ H12 ⊕ H13 = span{|X; 0〉, |X; 1〉, |X; 2〉}
H [GF(9)] = H11 ⊕ H12 ⊕ H13 ⊕ H21 ⊕ H22 ⊕ H23. (9.28)

If we choose the irreducible polynomial P(ε) = ε2 + 1, the Frobenius subspaces
are

H11 = {|X; 0〉}
H12 = {|X; 1〉}
H13 = {|X; 2〉}
H21 = span{|X; ε〉, |X; 2ε〉}
H22 = span{|X; 1 + ε〉, |X; 1 + 2ε〉}
H23 = span{|X; 2 + ε〉, |X; 2 + 2ε〉}. (9.29)

Definition 9.1 The Frobenius transformations are the unitary transformations:

G =
∑
d∈d(e)

n(d)∑
κ=1

∑
ν∈Z(d)

|X;mdκ(ν + 1)〉〈X;mdκ(ν)| (9.30)

Proposition 9.1 Let d|e. Then [4]:

http://dx.doi.org/10.1007/978-3-319-59495-8_8
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(1)

G e = 1 (9.31)

and the

Gal(e|1) = {1,G , ...,G e−1} ∼= Z(e), (9.32)

form a cyclic group of order e which we call Galois group.
(2) Acting with G j where j ∈ Z(e) on position and momentum states we get

G j |X;m〉 = |X;mp j 〉; G j |P;m〉 = |P;mp j 〉 (9.33)

(3) The Frobenius transform commutes with the Fourier transform:

[F,G ] = 0. (9.34)

(4) The Frobenius transform commutes with the projection operators Πdκ , and with
the Π [GF(pd)]:

[G ,Πdκ ] = [
G ,Π [GF(pd)]] = 0. (9.35)

Consequently the spaces Hdκ are invariant under Frobenius transforms.
(5) The Frobenius transformation G d leaves all the vectors in H [GF(pd)] fixed:

G d |X; κ〉 = |X; κ〉; κ ∈ GF(pd). (9.36)

The Galois group

Gal(e/d) = {1,G d , ...,G e−d} ∼= Z(e/d), (9.37)

is a cyclic group of order e/d, and it is a subgroup of Gal(e/1).
(6) G can be written in terms of its eigenvalues and eigenprojectors as:

G = �(0) + Ω(1)�(1) + · · · + Ω(e − 1)�(e − 1) (9.38)

Ω(s) has been defined in Eq. (9.1). �(r) are orthogonal projectors, which can
be written in terms of G as

�(r) = 1

e

[
1 + Ω(−r)G + Ω(−2r)G 2 + · · · + Ω[−r(e − 1)]G e−1

]
. (9.39)

(7) G d can be written in terms of its eigenprojectors as:

G d = P(0) + Ω
( e

d

)
P(1) + · · · + Ω

[
(d − 1)

e

d

]
P (d − 1) (9.40)
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P(r) are orthogonal projectors to its eigenspaces, given by:

P(r) = �(r) + �
(
r + e

d

)
+ · · · + �

[
r + (d − 1)

e

d

]
(9.41)

Proof (1) Using the fact that mpe = m for all m ∈ GF(pe), we prove that G e = 1.
Therefore the {1,G , ...,G e−1} form a cyclic group of order e.

(2) From Eq. (8.13) it follows that mdκ(ν + 1) = [mdκ(ν)]p. Therefore G |X;m〉 =
|X;mp〉 and from this follows that G j |X;m〉 = |X;mp j 〉.
For the momentum states, we get

G j |P;m〉 = 1√
pe

∑
n∈GF(pe)

χ(mn)G j |X; n〉

= 1√
pe

∑
n∈GF(pe)

χ(mn)|X; np j 〉. (9.42)

We substitute n = k pe− j
and we get

G j |P;m〉 = 1√
pe

∑
k∈GF(pe)

χ
(
mk pe− j

)
|X; k〉. (9.43)

All conjugates have the same trace, and therefore

χ
(
mk pe− j

)
= χ

(
mpek

)
. (9.44)

Consequently

G j |P;m〉 = 1√
pe

∑
k∈GF(pe)

χ
(
mpek

) |X; k〉 = |P;mp j 〉. (9.45)

(3) The Fourier operator can be written as

F =
∑
m

|P;m〉〈X;m|, (9.46)

and therefore

G FG † =
∑
m

G |P;m〉〈X;m|G † =
∑
m

|P;mp〉〈X;mp| = F. (9.47)

Therefore [F,G ] = 0.
(4)

http://dx.doi.org/10.1007/978-3-319-59495-8_8
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Πdκ =
∑

ν∈Z(d)

|X;mdκ(ν)〉〈X;mdκ (ν)|, (9.48)

and therefore

GΠdκG
† =

∑
ν∈Z(d)

G |X;mdκ(ν)〉〈X;mdκ (ν)|G †

=
∑

ν∈Z(d)

G |X;mdκ(ν + 1)〉〈X;mdκ (ν + 1)|G † = Πdκ . (9.49)

Therefore [Πdκ ,G ] = 0. The Π [GF(pd)] is the sum of Πgκ in Eq. (9.26), and
therefore it commutes with G .

(5) For m ∈ GF(pd), the mpd = m. This together with Eq. (9.33) proves that for
m ∈ GF(pd), we get G d |X;m〉 = |X;m〉. Consequently the {1,G d , ...,G e−d}
form a cyclic group of order e/d, which is a subgroup of Gal(e/1).

(6) The fact that G e = 1 implies Eq. (9.38). We can easily confirm that the operators
in Eq. (9.39) are projectors which obey the relation G�r = Ω(r)�r . Therefore
they are eigenprojectors of G .

(7) The fact that (G d)e/d = 1 implies Eq. (9.40). In order to prove Eq. (9.41), we
exponentiate both sides of Eq. (9.38), to the power d.

Example 9.3 We consider GF(9) and we choose the irreducible polynomial ε2 +
ε + 2. In this case G is given by

G =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

; G 2 = 1. (9.50)

In this matrix we used the order in Eq. (9.9) for their indices.

9.3 The Heisenberg-Weyl Group HW [GF( pe)]

Definition 9.2 The displacement operators Z(α) and X (β) are given by
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Z(α) =
∑

n∈GF(pe)

χ(αn)|X; n〉〈X; n|; α, β ∈ GF(pe)

X (β) = FZ(α)F† =
∑

n∈GF(pe)

χ(−βn)|P; n〉〈P; n| (9.51)

Using Eq. (8.49), they can also be written as

Z(α) =
∑

ωp

[∑
gi jαi n j

]
|X; n0〉〈X; n0| ⊗ · · · ⊗ |X; ne−1〉〈X; ne−1|

X (β) =
∑

ωp

[∑
gi jβi n j

]
|P; n0〉〈P; n0| ⊗ · · · ⊗ |P; ne−1〉〈P; ne−1| (9.52)

in the basis {εi } for GF(pe).
More general displacement operators are given by

D(α, β) = Z(α)X (β)χ(−2−1αβ) (9.53)

Lemma 9.1 (1) Theoperators Z(α)and X (β)act onposition andmomentumstates
as follows:

Z(α)|P;m〉 = |P;m + α〉; Z(α)|X;m〉 = χ(αm)]|X;m〉
X (β)|P;m〉 = χ(−mβ)]|P;m〉; X (β)|X;m〉 = |X;m + β〉,(9.54)

(2)
X (β)Z(α) = Z(α)X (β)χ(−αβ) (9.55)

(3)
[Z(α)]p = [X (β)]p = 1 (9.56)

The Z(α), X (β) are pe × pe complex matrices, and they have the ωp(i) as
eigenvalues (with various multiplicities).

Proof (1) Using the definition of Z(α) in Eq. (9.51) we immediately prove that
Z(α)|X;m〉 = χ(αm)]|X;m〉. Also acting with Z(α) on both sides of Eq. (9.3),
we prove that Z(α)|P;m〉 = |P;m + α〉.

(2) We act with both X (β)Z(α) and Z(α)X (β)χ(−αβ) on |X;m〉, and using
Eq. (9.54) we show that they give the same result.

(3) [Z(α)]p = Z(pα) = Z(0) = 1. Therefore the eigenvalues of Z(α) are ωp(i).
Analogous result holds for X (β).

The following proposition summarizes the main properties of the displacement oper-
ators:

Proposition 9.2 (1)

D(α, β)|X;m〉 = χ(2−1αβ + αm) |X;m + β〉
D(α, β)|P;m〉 = χ(−2−1αβ − βm) |P;m + α〉 (9.57)

http://dx.doi.org/10.1007/978-3-319-59495-8_8
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(2)

D(α, β)D(γ, δ) = D(α + γ, β + δ) χ
[
2−1(αδ − βγ )

]
(9.58)

The D(α, β)χ(γ ), where α, β, γ ∈ GF(pe) form a representation of the
Heisenberg-Weyl HW [GF(pe)] group.

(3) The D(α, β) obey the relation

[D(α, β)]p = 1, (9.59)

They are pe × pe complex matrices, and they have the ωp(i) as eigenvalues
(with various multiplicities).

(4) For an arbitrary operator θ

1

pe
∑

α,β∈GF(pe)

D(α, β)
θ

trθ
[D(α, β)]† = 1 (9.60)

This is the resolution of the identity in the present context.
(5) In the context of the isomorphism in Eq. (9.5), the displacement operators acting

on H [GF(pe)] are expressed in terms of the displacement operators D acting
on the various H [Z(p)] as:

D(α, β) = D(α0, β0) ⊗ · · · ⊗ D(αe−1, βe−1) (9.61)

The dual components of α, and the components of β appear in this formula.

Proof (1) This is proved using Eq. (9.54).
(2) This is proved using Eq. (9.55). The proof that the D(α, β)ω(γ ) form a group,

is analogous to the proof of Proposition 4.3 (part 1).
(3) Using Eq. (9.58) we show that

[D(α, β)]p = D(pα, pβ) = D(0, 0) = 1. (9.62)

Therefore the eigenvalues of D(α, β) are ωp(i).
(4) The proof is analogous to the one for Proposition 4.4.
(5) We express the displacement operators as

D(α, β) =
∑
m

χ(2−1αβ + αm) |X;m + β〉〈X;m|, (9.63)

and then use Eq. (8.49), to prove Eq. (9.61).

Remark 9.1 Displacements in the system Σ{[Z(p)]e} will be

D(α0, β0) ⊗ · · · ⊗ D(αe−1, βe−1). (9.64)

http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
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Comparison with Eq. (9.61) shows another difference between the systems
Σ[GF(pe)] and Σ{[Z(p)]e}. The dual components of α appear in Eq. (9.61), in
contrast to the components of α which appear in Eq. (9.64).

Remark 9.2 We can define coherent states here, analogous to those in Sect. 4.4, but
we do not pursue this direction.

Example 9.4 We consider GF(9) and we choose the irreducible polynomial ε2 +
ε + 2. In this case, we present some of the Z(α), which in the basis of position states
are diagonal 9 × 9 matrices:

Z(1) = diag
(
1 ω(2) ω(1) ω(2) ω(1) 1 ω(1) 1 ω(2)

)
,

Z(2 + ε) = diag
(
1 1 1 ω(1) ω(1) ω(1) ω(2) ω(2) ω(2)

)
,

ω(r) = exp

(
i
2πr

3

)
. (9.65)

We have used the order in Eq. (9.9).

A central aspect of Galois theory is the Frobenius transformations and the Galois
groups. It is these transformations in a quantum context, that make the quantum
systems in this chapter different from those in Chap. 7. The following proposition
studies a group that combines displacements and Frobenius transformations. Later
we will study a group that combines symplectic and Frobenius transformations,
and also a bigger group that combines displacements, symplectic and Frobenius
transformations.

Proposition 9.3 (1) The Frobenius transform acts on the displacement operators
as follows:

G j D(α, β)(G †) j = D(α p j
, β p j

); j = 0, ..., e − 1 (9.66)

If d|e and α, β belong to the subfield GF(pd) of GF(pe), then [G d , D(α, β)] =
0.

(2) The unitary operators

D( j |α, β, γ ) = G j D(α, β)χ(γ ); j ∈ Z(e), (9.67)

form the ‘Heisenberg-Weyl-Galois’ group HWGal[GF(pe)] which is the semi-
direct product of the Heisenberg-Weyl group by the Galois group Gal(e|1):

HWGal[GF(pe)] = HW [GF(pe)] � Gal(e|1). (9.68)

http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_7
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Proof (1) We calculate the matrix elements

〈X;m|G j D(α, β)(G †) j |X; n〉, 〈X;m|D(α p j
, β p j

)|X; n〉,

using Eqs. (9.57), (9.33), and we prove that they are identical.
If α, β ∈ GF(pd), then α pd = α, and similarly for β. In this case G d D(α, β)

(G †)d = D(α, β).
(2) There is a closure property of the D( j |α, β, γ ) under multiplication:

D( j1|α1, β1, γ1)D( j2|α2, β2, γ2) = D( j1 + j2|α3, β3, γ3)

α3 = α
pe− j2

1 + α2; β3 = β
pe− j2

1 + β2

γ3 = γ1 + γ2 + 2−1α
pe− j2

1 β2 − 2−1β
pe− j2

1 α2 (9.69)

The multiplication is associative and the inverse of D( j |α, β, γ ) is

[D( j |α, β, γ )]−1 = D(− j | − α p j
,−β p j

,−γ ) (9.70)

Therefore theD( j |α, β, γ ) formagroup,whichwedenote asHWGal[GF(pe)].
We next show that

HW [GF(pe)] � HWGal[GF(pe)]
Gal(e|1) ≺ HWGal[GF(pe)]
HW [GF(pe)]

⋂
Gal(e|1) = {1}. (9.71)

The � indicates normal subgroup, and the≺ indicates subgroup. In order to show
that HW [GF(pe)] is a normal subgroup of HWGal[GF(pe)], we show that:

D( j |α, β, γ ) D(A, B)χ(γ ) [D( j |α, β, γ )]†
= D(Ap j

, Bp j
)χ(γ + Bα − Aβ). (9.72)

We easily prove the other two relations in Eq. (9.71). Therefore
HWGal[GF(pe)] is the semidirect product of the HW [GF(pe)] by the
Gal(e|1).

9.4 Symplectic Transformations and the Sp[2, GF( pe)]
Group

In this section we study symplectic transformations. We also study the groups
that combine displacement and symplectic transformations, and also symplectic
and Frobenius transformations. Furthermore we study the group that combines
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displacement, symplectic and Frobenius transformations. We use self-explanatory
notation for these groups.

Definition 9.3 S(κ, λ|μ, ν) are pe × pe unitary matrices which perform the follow-
ing transformations on the operators X (β), Z(α):

[X (κ, λ)](β) = S(κ, λ|μ, ν)X (β)[S(κ, λ|μ, ν)]† = D(λβ, κβ)

[Z(μ, ν)](α) = S(κ, λ|μ, ν)Z(α)[S(κ, λ|μ, ν)]† = D(να, μα)

κν − λμ = 1; κ, λ, μ, ν ∈ GF(pe). (9.73)

The following proposition is analogous to 4.9.

Proposition 9.4 (1) The pe × pe matrices S(κ, λ|μ, ν) form a unitary representa-
tion of the Sp[2,GF(pe)] group.

(2) The symplectic group Sp[2,GF(pe)] is a group of outer automorphisms of the
Heisenberg-Weyl group HW [GF(pe)]:

S(κ, λ|μ, ν)D(α, β)[S(κ, λ|μ, ν)]† = D(αν + βλ, αμ + βκ)

κ, λ, μ, ν, α, β ∈ GF(pe) (9.74)

Proof The proof of both parts is analogous to the one for Sp[2, Z(d)], given in
Proposition 4.9.

Proposition 9.5 The Iwasawa decomposition states that

S(κ, λ|μ, ν) = S(1, 0|ξ1, 1)S(1, ξ2|0, 1)S(ξ3, 0|0, ξ−1
3 )

S(1, 0|ξ1, 1) =
∑
m

χ(−2−1ξ1m
2)|P;m〉〈P;m|

S(1, ξ2|0, 1) =
∑
m

χ(2−1ξ2m
2)|X;m〉〈X;m|

S(ξ3, 0|0, ξ−1
3 ) =

∑
n

|X; n〉〈X; ξ3n| =
∑
n

|P; ξ−1
3 n〉〈P; n| (9.75)

where the relationship between κ, λ, μ, ν and ξ1, ξ2, ξ3 is given in Eqs. (3.39), (3.40).

Proof The proof is analogous to the one in Proposition4.10, for the Sp[2, Z(d)]
group.

The following lemma is the analogue in the present context, of Lemma4.1:

Lemma 9.2

〈X; r |S(κ, λ|μ, ν)|X; n〉 = 1

pe
G[−2−1μν−1;GF(pe)]

× χ
[
2−1λν−1n2 + 2−1μ−1ν−1(rν − n)2

]
, (9.76)

where G[s;GF(pe)] is the Gauss sum in Eq. (8.51).

http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_3
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_8
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Proof The proof is analogous to that for Lemma 4.1.

Example 9.5 We consider GF(9) and we choose the irreducible polynomial ε2 +
ε + 2. Using Eq. (9.76), we calculate the 〈X; 2|S(1 + ε, 0|ε, ε)|X; 1 + ε〉. In this
case

− 2−1μν−1 = −2−1εε−1 = 1. (9.77)

Using the matrix g in Eq. (8.46) we find that

Tr[(α1 + εα2)
2] = −α2

1 − 2α1α2; α1, α2 ∈ Z(3), (9.78)

and therefore the Gauss sum is

G[1;GF(9)] = 5 + 2ω(1) + 2ω(−1). (9.79)

Also

χ
[
2−1λν−1n2 + 2−1μ−1ν−1(rν − n)2

] = ω(0) = 1 (9.80)

and

〈X; 2|S(1 + ε, 0|1 + ε, ε)|X; 1 + ε〉 = 5 + 2ω(1) + 2ω(−1). (9.81)

Here

ω(α) = exp

(
i
2πα

3

)
. (9.82)

Proposition 9.6 The unitary operators

T (κ, λ|μ, ν|α, β, γ ) = S(κ, λ|μ, ν)D(α, β)χ(γ ) (9.83)

form a group [4] which we denote as HWSp[GF(pe)], and which is the semidirect
product of the HW [GF(pe)] by the Sp[2,GF(pe)]:

HW Sp[GF(pe)] = HW [GF(pe)] � Sp[2,GF(pe)]. (9.84)

Proof The proof is analogous to the proof of Proposition4.11. We first show that the
operators T (κ, λ|μ, ν|α, β, γ ) form a group which we denote as HWSp[GF(pe)].
We then show that

HW [GF(pe)] � HWSp[GF(pe)]
Sp[GF(pe)] ≺ HWSpGal[GF(pe)]
HW [GF(pe)]

⋂
Sp[GF(pe)] = {1}. (9.85)

http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_8
http://dx.doi.org/10.1007/978-3-319-59495-8_4
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Proposition 9.7 (1) The Frobenius transformations act on the symplectic transfor-
mations as follows:

G i S(κ, λ|μ, ν)(G †)i = S(κ pi , λpi |μpi , ν pi ); i = 0, ..., e − 1 (9.86)

If κ, λ, μ, ν belong to the subfield GF(pd) of GF(pe) (where d|e) then

[G d , S(κ, λ|μ, ν)] = 0. (9.87)

(2) The unitary operators

s( j |κ, λ|μ, ν) = G j S(κ, λ|μ, ν); j ∈ Z(e) (9.88)

form a group SpGal[GF(pe)], which is the semidirect product of the
Sp[2,GF(pe)] by the Galois group Gal(e|1):

SpGal[GF(pe)] = Sp[2,GF(pe)] � Gal(e|1). (9.89)

Proof (1) We act with G i and (G †)i on the left and right of Eq. (4.66), and using
Eq. (9.33) we get

G i S(κ, λ|μ, ν)(G †)i =
[

1

pe
∑
m

χ(A)

]
|X; r pi 〉〈X; npi |. (9.90)

A is given in Eq. (4.66). All conjugates have the same character and taking into
account Eq. (8.3), we get

χ(A) = χ
(
Api

)

Api = −2−1MN−1m2pi + 2−1ΛN−1n2p
i − N−1(mn)p

i + (mr)p
i

Λ = λpi ; M = μpi ; N = ν pi . (9.91)

Inserting them into Eq. (9.90), we prove Eq. (9.86).
If the parameters belong to the subfield GF(pd) of GF(pe), then κ pd = κ , and
similarly for the other parameters. In this case, Eq. (9.86) gives Eq. (9.87).

http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_8
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(2) There is a closure property of the s( j |κ, λ|μ, ν) under multiplication:

s( j1|κ1, λ1|μ1, ν1)s( j2|κ2, λ2|μ2, ν2) = s( j1 + j2|κ, λ|μ, ν)

κ = κ2κ
pe− j2

1 + λ2μ
pe− j2

1 ; λ = κ2λ
pe− j2

1 + λ2ν
pe− j2

1

μ = μ2κ
pe− j2

1 + ν2μ
pe− j2

1 ; ν = μ2λ
pe− j2

1 + ν2ν
pe− j2

1 . (9.92)

The multiplication is associative and the inverse of s( j |κ, λ|μ, ν) is

[s( j |κ, λ|μ, ν)]−1 = s(− j |ν p j
,−λp j | − μp j

, κ p j
). (9.93)

Therefore the s( j |κ, λ|μ, ν) form a group, whichwe denote as SpGal[GF(pe)].
We next show that

Sp[GF(pe)] � SpGal[GF(pe)]
Gal(e|1) ≺ SpGal[GF(pe)]
Gal(e|1)

⋂
Sp[GF(pe)] = {1}. (9.94)

In order to show that the Sp[2,GF(pe)] is a normal subgroup of
SpGal[GF(pe)], we show that:

s(i |κ1, λ1|μ1, ν1) S(κ2, λ2|μ2, ν2) [s(i |κ1, λ1|μ1, ν1)]†
= G i S(κ1, λ1|μ1, ν1)S(κ2, λ2|μ2, ν2)S(ν1,−λ1| − μ1, κ1)G

−i

= G i S(κ, λ|μ, ν)G −i = S(κ pi , λpi |μpi , ν pi ). (9.95)

Here
(

κ λ

μ ν

)
=

(
ν1 −λ1

−μ1 κ1

) (
κ2 λ2

μ2 ν2

) (
κ1 λ1

μ1 ν1

)
. (9.96)

We also show the other two relations in Eq. (9.94), and we conclude that
the SpGal[GF(pe)] is the semidirect product of the Sp[2,GF(pe)] by the
Gal(e|1).

The following proposition describes a group that combines displacements, sym-
plectic and Frobenius transformations.

Proposition 9.8 The unitary operators

G i T (κ, λ|μ, ν|α, β, γ ) = T (κ pi , λpi |μpi , ν pi |α pi , β pi , γ )G i (9.97)

form a group [4] which we denote as HWSpGal[GF(pe)]. It is the semidirect prod-
uct of the group HWSp[GF(pe)], by the Galois groupGal(e|1), and it is isomorphic
to the semidirect product of HW [GF(pe)] by the group SpGal[GF(pe)]:
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HWSpGal[GF(pe)] = HWSp[GF(pe)] � Gal(e|1)
∼= HW [GF(pe)] � SpGal[GF(pe)]. (9.98)

Proof The proof is analogous to the second part of Proposition9.3, and also to the
second part of Proposition 9.7. We first show that the operators in Eq. (9.97) form a
group which we denote HWSpGal[GF(pe)]. We then show that

HWSp[GF(pe)] � HWSpGal[GF(pe)]
Gal(e|1) ≺ HWSpGal[GF(pe)]
HWSp[GF(pe)]

⋂
Gal(e|1) = {1}, (9.99)

and this proves that the HWSpGal[GF(pe)] is the semidirect product of
HWSp[GF(pe)] by Gal(e|1).

We also show that

HW [GF(pe)] � HWSpGal[GF(pe)]
SpGal[GF(pe)] ≺ HWSpGal[GF(pe)]
HW [GF(pe)]

⋂
SpGal[GF(pe)] = {1}. (9.100)

and this proves that the HWSpGal[GF(pe)] is the semidirect product of
HW [GF(pe)] by SpGal[GF(pe)].

9.5 Parity Operators and Wigner and Weyl Functions

The material in Sects. 4.7 and 4.8 is also valid for Galois quantum systems, if we
replace the characters ω(α) where α ∈ Z(d), with χ(α) where α ∈ GF(pe). In this
section we complement this, with other properties that involve Frobenius transfor-
mations, and which are specific to Galois quantum systems.

Parity operators are defined as in Definition4.8. Propositions11.4, 4.13, 4.14,
4.15, also hold here, with the characters ω in Z(d), replaced here with the characters
χ in GF(pe)). The proposition below is specific to Galois quantum systems.

Proposition 9.9 (1) The parity operators acting on H [GF(pe)] are expressed in
terms of the displacement operators P acting on the various H [Z(p)] as:

P(α, β) = P(α0, β0) ⊗ · · · ⊗ P(αe−1, βe−1) (9.101)

The dual components of α, and the components of β appear in this formula.
(2) The Frobenius transform acts on the parity operators as follows:

G j P(α, β)(G †) j = P(α p j
, β p j

); j = 0, ..., e − 1 (9.102)

http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_11
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
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If d|e and α, β belong to the subfield GF(pd) of GF(pe), then [G d ,

P(α, β)] = 0.

Proof (1) We first show that

P(0, 0) = F2 = P(0, 0) ⊗ · · · ⊗ P(0, 0) (9.103)

and then use Eq. (9.61) to prove Eq. (9.101).
(2) The Frobenius transform G j commutes with the Fourier transform F , and there-

fore it commutes with the parity operator around the origin P(0, 0) = F2. Using
Eq. (9.66) we get

G j P(α, β)(G †) j = G j D(α, β)P(0, 0)[D(α, β)]†(G †) j

= D(α p j
, β p j

)P(0, 0)[D(α p j
, β p j

)]† = P(α p j
, β p j

). (9.104)

Wigner and Weyl functions are defined as in Definition 4.9. Propositions 4.16,
4.17, 4.18, 4.19, 4.20, also hold here.

9.6 Hamiltonians of Galois Quantum Systems
and Time Evolution

Both the Galois quantum system Σ[GF(pe)], and the system Σ{[Z(p)]e} are e-
partite systems. The Galois quantum system Σ[GF(pe)], has extra structure related
to the properties of Galois fields. It is imperative that its Hamiltonian is compatible
with these ‘Galois properties’, and that it preserves them under time evolution [6].

The analogue of the position and momentum operators in Eq. (4.7), involve here
Galois numbers. For Hamiltonians we need matrices of complex numbers. We use
characters and define the analogue of exp(i xr ) and exp(i pr ) in the harmonic oscil-
lator, as follows:

EX (r) =
∑

m∈GF(pe)

χ(mr )|X;m〉〈X;m|; α, β ∈ GF(p�)

EP(r) =
∑

m∈GF(pe)

χ(mr )|P;m〉〈P;m| = FEX (β)F†

[EX (r)]p = [EP(r)]p = 1. (9.105)

They are pe × pe complex matrices. Their logarithms

X = i logEX (1) = i
∑

m∈GF(pe)

[logχ(mr )]|X;m〉〈X;m|

P = i logEP(1) = i
∑

m∈GF(pe)

[logχ(mr )]|P;m〉〈P;m| = FXF†, (9.106)

http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
http://dx.doi.org/10.1007/978-3-319-59495-8_4
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can be viewed as the analogues of position and momentum operators which can be
used in Hamiltonians h = h(X,P), for practical calculations. The logarithms are
multivalued, but we can take the principal values.

As an example we consider the Hamiltonian:

h = −i ln[EX (2)EP(2)] = −i ln[EX (2)FEX (2)F†]. (9.107)

The evolution operator for the system is then

exp(i th) = [EX (2)EP(2)]t = [EX (2)FEX (2)F†]t (9.108)

This is the analogue of exp(i x2) exp(i p2) in the harmonic oscillator.

9.6.1 Example

As a numerical example, we consider a Galois quantum system which has positions
and momenta in GF(9). We choose the irreducible polynomial P(ε) = ε2 + ε + 2,
and we will calculate theX, the EX (2), and the evolution operator in Eq. (9.108). We
need to calculate the Tr(m) and Tr(m2) for allm ∈ GF(9). Ifm = m0 + m1ε where
m0,m1 ∈ Z(3), then using the g matrix in Eq. (8.46), we find that

Tr(m) =
∑
i, j

mi gi0 = −m0 − m1

Tr(m2) =
∑
i, j

gi jmim j = −m2
0 − 2m0m1 (9.109)

Therefore

X = −2π

3
|X; 1〉〈X; 1| + 2π

3
|X; 2〉〈X; 2|

− 2π

3
|X; ε〉〈X; ε| + 2π

3
|X; 1 + ε〉〈X; 1 + ε|

+ 2π

3
|X; 2ε〉〈X; 2ε| − 2π

3
|X; 2 + 2ε〉〈X; 2 + 2ε| (9.110)

and

EX (2) = |X; 0〉〈X; 0| + ω(−1)|X; 1〉〈X; 1| + ω(−1)|X; 2〉〈X; 2|
+ |X; ε〉〈X; ε| + |X; 1 + ε〉〈X; 1 + ε| + ω(1)|X; 2 + ε〉〈X; 2 + ε|
+ |X; 2ε〉〈X; 2ε| + ω(1)|X; 1 + 2ε〉〈X; 1 + 2ε|
+ |X; 2 + 2ε〉〈X; 2 + 2ε|, (9.111)

http://dx.doi.org/10.1007/978-3-319-59495-8_8
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where

ω(α) = exp

(
i
2πα

3

)
; α ∈ Z(3). (9.112)

The evolution operator in Eq. (9.108) can be written as a 9 × 9 matrix (in the order
of Eq. (9.9)) as exp(i th) = Mt , where

M = EX (2)FEX (2)F† = 1

3

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 a a 1 1 a∗ 1 a∗ 1
1 a∗ 1 a a∗ a∗ a∗ a∗ a
1 1 a∗ a∗ a a∗ a a∗ a∗
1 a∗ 1 1 a a 1 1 a∗
1 1 a∗ a 1 a a∗ 1 1
1 a a a∗ a∗ a a 1 a
1 1 a∗ 1 a∗ 1 1 a a
1 a a a a 1 a∗ a a∗
1 a∗ 1 a∗ 1 1 a a 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(9.113)

Here a = ω(1).

9.6.2 Galois Systems with Frobenius Symmetry

Definition 9.4 AGalois quantumsystemhas aFrobenius symmetry,when itsHamil-
tonian h commutes with G , and therefore with all the projectors �(i) in Eq. (9.39):

[G , h] = [�(i), h] = 0; i = 0, ..., e − 1. (9.114)

Let ρ(0) be the density matrix of a system with Frobenius symmetry, at t = 0
(it is a pe × pe matrix). We express it in terms of e2 matrices σi j (0) (which are not
density matrices), as

ρ(0) =
∑
i j

σi j (0); σi j (0) = �(i)ρ(0)�( j). (9.115)

Then

ρ(t) = exp(i th)ρ(0) exp(−i th) =
∑
i j

σi j (t)

σi j (t) = exp(i th) σi j (0) exp(−i th) (9.116)

It is seen that in the case of Frobenius symmetry, each of the matrices σi j (t) evolves
independently.
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Another consequence of the Frobenius symmetry is that we have e constants of
motion:

tr[ρ(t)�(i)] = tr[ρ(0)�(i)]. (9.117)

9.7 Mutually Unbiased Bases in H[GF( pe)] and Duality to
GF( pe) × GF( pe)

In this section we extend our earlier discussion on mutually unbiased bases, to sys-
tems with variables in Galois fields. There are pe + 1 mutually unbiased bases in
H [GF(pe)], which we construct explicitly in this section. The construction is anal-
ogous to the one in Proposition5.5, for H [Z(p)]. We first introduce a notation,
analogous to Notation5.2.

Notation 9.1 In H [GF(pe)] we consider the pe orthonormal bases

|X (ν);m〉 = S(0,−1|1, ν)|X;m〉; ν,m ∈ GF(pe) (9.118)

where S(0,−1|1, ν) are symplectic matrices (discussed in Sect.9.4). In the case
ν = 0, this is the basis of momentum states:

|X (0);m〉 = S(0,−1|1, 0)|X;m〉 = F†|X;m〉 = |P;−m〉. (9.119)

We also consider the orthonormal basis of position states, and we use the convention

|X (−1);m〉 = |X;m〉. (9.120)

So we have pe + 1 orthonormal bases

B(ν) = {|X (ν);m〉|m ∈ GF(pe)}; ν ∈ {−1} ∪ GF(pe). (9.121)

The ν = −1 is used as an extra element that indicates position states, and should
not be confused with the p − 1 = −1 (mod p) which is an element of GF(pe).

Proposition 9.10 For ν �= ν ′,

|〈X (ν ′); n|X (ν);m〉|2 = 1

pe
; ν, ν ′ ∈ {−1} ∪ GF(pe). (9.122)

Therefore they are a set of pe + 1 mutually unbiased bases in H [GF(pe)].

http://dx.doi.org/10.1007/978-3-319-59495-8_5
http://dx.doi.org/10.1007/978-3-319-59495-8_5
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Proof The proof is very similar to the proof of Proposition5.5 (which is the special
case e = 1 of the present proposition). The characters ω become here the characters
χ . The Gauss sum G[α; Z(p)] becomes the Gauss sum G[α;GF(pe)], which has
absolute value |G[α;GF(pe)]| = √

pe, for α �= 0.

Proposition 9.11 The set of pe + 1 mutually unbiased bases in H [GF(pe)],

{B(ν) | ν ∈ {−1} ∪ GF(pe)}, (9.123)

is invariant under Frobenius transformations.

Proof We show that

G j |X (−1);m〉 = G j |X;m〉 = |X;mp j 〉 = |X (−1);mp j 〉, (9.124)

and

G j |X (ν);m〉 = G j S(0,−1|1, ν)|X;m〉
= S(0,−1|1, ν p j

)|X;mp j 〉 = |X (ν p j
);mp j 〉. (9.125)

We denote this as

G jB(−1) = B(−1)

G jB(ν) = B(ν p j
); ν ∈ GF(pe). (9.126)

This proves the proposition.

9.7.1 The Finite Geometry GF( pe) × GF( pe)

The GF(pe) × GF(pe) is a near-linear finite geometry, which is a generalization
of the Z(p) × Z(p) geometry, discussed earlier. The new concept here is Frobenius
transformations.

The geometry GF(pe) × GF(pe) has the pe + 1 lines through the origin given
by

L(0, 1) = L (−1); g(0, −1|1, ν) ◦ L(0, 1) = L (−1); ν ∈ GF(pe) (9.127)

This is analogous to Eqs. (5.13),(5.14), for lines in Z(p) × Z(p).
Under Frobenius transformations a point (α, β) inGF(pe) × GF(pe) transforms

as

σ(α, β) ≡ (σ (α), σ (β)) = (α p, β p), (9.128)

http://dx.doi.org/10.1007/978-3-319-59495-8_5
http://dx.doi.org/10.1007/978-3-319-59495-8_5
http://dx.doi.org/10.1007/978-3-319-59495-8_5
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and a line as

σ [L(α, β)] ≡ L(σ (α), σ (β)) = L(α p, β p) (9.129)

We use the same notation σ for Frobenius transformations on elements in GF(pe),
on pairs in GF(pe) × GF(pe), and on lines. They obey the relation σ e = 1, and
form the Galois group G(e|1) ∼= Z(e).

The following proposition is dual to Proposition 9.11.

Proposition 9.12 The set of pe + 1 lines through the origin in GF(pe) × GF(pe),

{L (ν) | ν ∈ {−1} ∪ GF(pe)}, (9.130)

is invariant under Frobenius transformations.

Proof Acting with Frobenius transformations on the lines through the origin we get

σ jL (−1) = L (−1)

σ jL (ν) = L (ν p j
); ν ∈ GF(pe). (9.131)

This proves the proposition.

Proposition 9.13 There is a duality between the pe + 1mutually unbiased bases in
H [GF(pe)], and the pe + 1 lines through the origin in the finite geometry GF(pe) ×
GF(pe), where

B(ν) ↔ L (ν). (9.132)

Proof Comparison of Propositions 9.11, 9.12, proves the duality. The G corresponds
to σ . The vectors in the basis B(ν) correspond to the points in the lineL (ν).
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Chapter 10
p-adic Numbers and Profinite Groups

Abstract Profinite groups, inverse and direct limits, and p-adic numbers, are briefly
discussed. The material in this chapter is prerequisite for Chaps. 11 and 12.

In this chapter we present some background material on p-adic numbers, inverse
and direct limits and profinite groups, which is needed later. The emphasis is on
how to do practical calculations with p-adic numbers. General references on p-adic
numbers are [1–4], and on profinite groups [5–7].

10.1 The Field Q p and the Ring Z p

Let p be a prime number. The fieldQp of p-adic numbers, contains elements which
can be written as a formal series:

ap =
∞∑

ν=ord(ap)

aν p
ν; aν = 0, ..., p − 1 (10.1)

We note that:

• The −1 as a p-adic number is:

− 1 = (p − 1) + (p − 1)p + (p − 1)p2 + .... (10.2)

• Addition and multiplication is the usual addition and multiplication of series,
together with the ‘carry’ operation.

• ord(ap) is the ordinal or valuation of ap (and it is a finite integer).
• The ringZp of p-adic integers contains elementswith ord(ap) ≥ 0.More generally
the ring pnZp contains elements with ord(ap) ≥ n. For n ≥ m,

pmZp/p
nZp

∼= Z(pn−m). (10.3)
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• Any integer can be written as a p-adic integer, and we get an inclusion of Z into
Zp:

Z ↪→ Zp. (10.4)

• Any rational number κ/λ, can be written in a p-adic form as

κ = pmκ1; λ = pnλ1
κ

λ
= pm−n κ1

λ1
= pm−n(a0 + a1 p + a2 p

2 + ...) (10.5)

In this way we get an inclusion of Q into Qp:

Q ↪→ Qp. (10.6)

Example 10.1 Let p = 3, κ = 21, and λ = 45. Then

21 = p + 2p2; 45 = 2p2 + p3;
21

45
= p−1 1 + 2p

2 + p
= p−1(2 + p + 2p2 + p3 + p5 + ...)

= 2p−1 + 1 + 2p + p2 + p4 + ... (10.7)

10.1.1 Absolute Values of p-adic Numbers

The metric is non-Archimedean. The absolute value of ap is

|ap|p = p−ord(ap) (10.8)

It satisfies the usual properties of the absolute value, and also the property

|ap + bp|p ≤ max(|ap|p, |bp|p), (10.9)

which is stronger than the |ap + bp|p ≤ |ap|p + |bp|p.
A neighborhood of ap in Eq. (10.1) is the set of p-adic numbers

Tn =
⎧
⎨

⎩

n∑

ν=ord(ap)

aν p
ν +

∞∑

ν=n+1

bν p
ν

⎫
⎬

⎭ , (10.10)

with any bν = 0, ..., p − 1. Indeed, if cp ∈ Tn then |cp − ap| < p−n .
The following proposition is by Ostrowski, and we give it without proof:
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Proposition 10.1 (Ostrowski) For a given a ∈ Q with a �= 0, let {|a|p} be the set
of all its p-adic absolute values, for all p ∈ Π . Also let |a|∞ be the ‘usual’ absolute
value of α. Then

|a|∞
∏

p∈Π

|a|p = 1. (10.11)

10.1.2 Additive Characters

If

ap =
∞∑

ν=ord(ap)

aν p
ν (10.12)

then the characters are given by

ν < 0 → χp(ap) = exp

[
i2π

(
aν

p−ν
+ ... + a−1

p

)]

ν ≥ 0 → χp(ap) = 1. (10.13)

It is seen that if ap ∈ Zp then χp(ap) = 1.

10.2 Q p/Z p as the Pontryagin Dual Group of Z p

The group Qp/Zp has as elements cosets, represented by

bp =
−1∑

ν=ν0

bν p
ν (10.14)

They are fractional p-adic numbers, defined modulo a p-adic integer.
The product apbp where ap ∈ Zp and bp ∈ Qp/Zp is also a coset in Qp/Zp.

Additive characters are given by

χp(apbp) = exp(i2πapbp). (10.15)

Although bp is defined modulo p-adic integers, the character is uniquely defined,
because if cp ∈ Zp then

χp[ap(bp + cp)] = χp(apbp). (10.16)
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Example 10.2

ap = a0 + a1 p + a2 p
2 + ...

bp = b−2 p
−2 + b−1 p

−1, (10.17)

then

χp(apbp) = exp

[
i2π

(
b−2a0
p2

+ b−1a0 + b−2a1
p

)]
. (10.18)

Definition 10.1 The Prüfer p-group C(p∞) is

C(p∞) = {ωpn (α)|α ∈ Z(pn), n ∈ Z+} ∼= Qp/Zp (10.19)

The Qp/Zp is isomorphic to the Prüfer p-group C(p∞), and the ap ∈ Qp/Zp cor-
responds to exp(i2πap) ∈ C(p∞).

In Eq. (3.2) we have defined the groupC(d) for all d ∈ N. We have now extended
this definition to include the supernatural numbers d = p∞, for all p. Later we will
extend this further, and define the group C(d) for all supernatural numbers.

Proposition 10.2 The Pontryagin dual group to Zp, is

Z̃p
∼= C(p∞) ∼= Qp/Zp. (10.20)

Proof The Pontryagin dual group toZp, is the group of its characters. The characters
in Zp, are χp(apbp), and they are labeled by bp ∈ Qp/Zp, because as we explained
above if we add a p-adic integer to bp we get the same character.

10.3 The Group ̂Z

Ẑ is the additive group

Ẑ =
∏

p∈Π

Zp. (10.21)

with elements

a = (a2, ..., ap, ...); ap ∈ Zp; p ∈ Π. (10.22)

Addition is performed componentwise.

http://dx.doi.org/10.1007/978-3-319-59495-8_3
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We get an inclusion of Z into Ẑ

Z ↪→ Ẑ, (10.23)

where an integer n ∈ Z is represented by (n2, n3, n5, ...) ∈ Ẑ, where np is the integer
n in the p-adic form (with p = 2, 3, 5...).

Example 10.3 The number n = 13 is represented in Ẑ as

(1 + p22 + p32, 1 + p3 + p23, 3 + 2p5, 6 + p7, 2 + p11, p13, 13 + 0p17, ...)(10.24)

where p2 = 2, p3 = 3, p5 = 5, etc.

10.4 Q/Z as the Pontryagin Dual Group of ̂Z

Proposition 10.3 The groupQ/Z of rational numbers on a circle, is isomorphic to

Q/Z ∼=
∑

p∈Π

Qp/Zp. (10.25)

Here
∑

denotes the direct sum.

Proof An element of Q/Z can be written as κ/λ where κ, λ are coprime integers
and κ < λ. We write κ/λ as

κ

λ
=

∑

p∈Π(λ)

κp

pep
; p ∈ Π(λ) (10.26)

where Π(λ) is the finite set of of prime numbers which are divisors of λ. We express
κp/pep , in the p-adic form, and then κ

λ
is represented as

κ

λ
→ (a2, ..., ap, ...); ap ∈ Qp/Zp

p ∈ Π(λ) → ap = p−epκp

p /∈ Π(λ) → ap = 0 (10.27)

It is seen that only a finite number of the ap, are non-zero. We express this, by saying
thatmost ap are equal to zero. The term ‘most’means, all except from a finite number.
Addition is performed componentwise.

Remark 10.1 The direct sum of a finite number of groups, is the same as the direct
product. In the direct sum that involves an infinite number of groups, only a finite
number of elements are non-zero, whilst in the direct product we do not have such
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restriction. Under Pontryagin duality, a direct product of groups becomes a direct
sum of their Pontryagin dual groups. For example under Pontryagin duality

Ẑ =
∏

p∈Π

Zp → Q/Z =
∑

p∈Π

Qp/Zp. (10.28)

The Q/Z is the direct sum of Qp/Zp and its elements are represented as (a2, ...,
ap, ...), where most ap are equal to zero. This is important for convergence, later.

Example 10.4 The 2/45 can be written as

2

45
= −5

9
+ 3

5
(10.29)

Using the notation p3 = 3 and p5 = 5 we get

5

9
= 2p−2

3 + p−1
3

−1 = 2 + 2p3 + 2p23 + ...

−5

9
= p−2

3 + p−1
3 + 2 + 2p3 + 2p23 + ... (10.30)

Also

3

5
= 3p−1

5 (10.31)

Therefore

2

45
= (0, p−2

3 + p−1
3 + 2 + 2p3 + 2p23 + ..., 3p−1

5 , 0, 0, ...) (10.32)

10.4.1 Additive Characters

Let

b = (b2, ..., bp, ...) ∈ Q/Z; a = (a2, ..., ap, ...) ∈ Ẑ. (10.33)

As we explained earlier only a finite number of the bp is different from zero. The
product

ba = (b2a2, ..., bpap, ...), (10.34)
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is an element of Q/Z. Additive characters in Q/Z are given by

χ(ab) =
∏

p∈Π

χp(apbp) (10.35)

This converges because most of the bp are equal to zero.

Proposition 10.4 The Pontryagin dual group to Ẑ, is Q/Z.

Proof The characters in Ẑ, are χ(ab), and they are labeled by b ∈ Q/Z.

10.4.2 The Directed-Complete Partial Order of Subgroups
of Q/Z

We extend previous definitions ofC(n),Z(n), to the case where n is any supernatural
number.

We first consider the supernatural number p∞
1 p∞

2 and define the groupC(p∞
1 p∞

2 )

as the direct sum C(p∞
1 ) ⊕ C(p∞

2 ). The elements of this group are (ap1 , ap2), and
they can also be written as (0, ..., 0, ap1 , 0, ..., 0, ap2 , 0, ...). The latter representation
indicates clearly that C(p∞

1 p∞
2 ) is a subgroup of Q/Z.

For the supernatural number Υ in Eq. (2.4), we rewrite Eq. (10.25) as

C(Υ ) =
∑

p∈Π

C(p∞) ∼=
∑

p∈Π

Qp/Zp
∼= Q/Z. (10.36)

For the supernatural number E in Eq. (2.3),

C(E ) =
∑

p∈Π

Z(p). (10.37)

More generally let

n =
∏

p∈S1
pep ×

∏

p∈S2
p∞ (10.38)

Here S1, S2 are finite or infinite subsets of the set of prime numbers Π , such that
S1 ∩ S2 = ∅. S1 is a set of prime numbers for which the exponent is non-zero but
finite, and S2 is a set of prime numbers for which the exponent is infinite. The group
C(n) is the direct sum of the groups

C(n) =
∑

p∈S1
Z(pep ) ⊕

∑

p∈S2
Qp/Zp. (10.39)

http://dx.doi.org/10.1007/978-3-319-59495-8_2
http://dx.doi.org/10.1007/978-3-319-59495-8_2
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Table 10.1 Some groups G
and their Pontryagin dual
groups G̃. All the G̃ are
subgroups of Q/Z. S1, S2 are
finite or infinite subsets of the
set of prime numbers Π , such
that S1 ∩ S2 = ∅.

G G̃

Z(d) C(d) ∼= Z(d)

Zp = Z(p∞) Qp/Zp = C(p∞)

Z(E ) = ∏
p∈Π Z(p) C(E ) = ∑

p∈Π Z(p)
∏

p∈S1 Z(pep ) × ∏
p∈S2 Zp

∑
p∈S1 Z(pep ) ⊕∑
p∈S2 Qp/Zp

Z(Υ ) = ∏
p∈Π Zp ∼= Ẑ C(Υ ) = ∑

p∈Π Qp/Zp ∼=
Q/Z

We have defined the groupsC(n),Z(n) for all supernatural numbers.We consider
the set NG

S

NG
S = {C(n) | n ∈ NS} ∼= NS (10.40)

which is isomorphic to NS . We use the superfix G in the notation to indicate groups.
NG

S with the order subgroup, is a directed-complete partial order. The Q/Z is the
supremum in this directed-complete partial order.

The set of finite groups C(n) with n ∈ N, is a directed partial order which is not
complete. By adding to it, groups like those in the second column in table10.1, we
get the set NG

S which is a directed-complete partial order.
We also give the Pontryagin duals to these groups. The Pontryagin dual to C(E )

is

Z(E ) =
∏

p∈Π

Z(p). (10.41)

Aswe explained earlier Pontryagin duality changes the direct sum into direct product.
The Pontryagin dual to C(n) in Eq. (10.39), is

Z(n) =
∏

p∈S1
Z(pep ) ×

∏

p∈S2
Zp. (10.42)

These groups are shown in the first column of Table10.1.

10.5 Inverse and Direct Limits

In the rest of this chapter we approach the profinite groups as inverse limits and their
Pontryagin dual groups as direct limits. General references are [8] on inverse and
direct limits, and [5–7] on their use in the context of profinite groups.
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We consider the groups Z(pe) with e = 1, 2, .... The inverse limit shows that
for ‘large’ e, we get the profinite group Zp of p-adic integers. Profinite groups are
Hausdorff, compact and totally disconnected topological groups.

We also consider their Pontryagin dual groups Z̃(pe) ∼= Z(pe) (these groups are
self-dual). The direct limit shows that for ‘large’ e, we get the group Qp/Zp of
fractional p-adic numbers, which is Pontryagin dual to Zp. Using both the inverse
limit on a sequenceoffinite groups, and the direct limit on the corresponding sequence
of their Pontryagin dual groups, ensures that we get two groups, which are Pontryagin
dual to each other. Pontryagin duality is important in our case, because we want to
use these groups for positions and momenta in quantum mechanics.

We also consider the groups Z(d) with d = 1, 2, .... The inverse limit shows that
for ‘large’ d, we get the profinite group Ẑ. The direct limit of their Pontryagin dual
groups Z̃(d) ∼= Z(d), shows that for ‘large’ d, we get the group Q/Z of rational
numbers on a circle, which is Pontryagin dual to Ẑ.

The formalism leads to a partial order, where smaller groups are embedded into
larger groups. These embeddings will be used later to define embeddings of smaller
quantum systems into larger ones.

10.6 The Profinite Group Z p as Inverse Limit

We consider the set of the groups {Z(pe)}. The exponents e belong to N which is a
chain with the usual order. We regard these groups, as additive topological groups
with the discrete topology (i.e. all their subsets are open sets). We use Greek letters
αpn , for the elements of Z(pn).

For k ≤ n we define the continuous homomorphisms [5–7]:

ϕkn : Z(pk) ← Z(pn), (10.43)

where

ϕkn(αpn ) = αpk ; αpn = αpk (mod pk). (10.44)

These homomorphisms are compatible:

k ≤ n ≤ r → ϕkn ◦ ϕnr = ϕkr

ϕkk = 1 (10.45)

The {Z(p
), ϕk
} is an inverse system with inverse limit the Zp:

lim←− Z(p
) = Zp. (10.46)
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The elements of the inverse limit of this inverse system are the sequences

ap = (αp, αp2 , ...) (10.47)

where the αpn obey Eq. (10.44). Addition and multiplication, are componentwise.
We have seen earlier the following representation of p-adic integers:

ap = a0 + a1 p + a2 p
2 + ... (10.48)

The correspondence between the two representations is

αp = a0
αp2 = a0 + a1 p

αp3 = a0 + a1 p + a2 p
2

..... (10.49)

These relations define projections ξk from Zp to Z(pk), which are truncations given
by

ap → ξk(ap) = αpk =
k−1∑

ν=0

aν p
ν . (10.50)

The projections are compatible with the homomorphisms ϕkn . It is easily seen that

k ≤ n → ϕkn ◦ ξn = ξk (10.51)

Remark 10.2 In the language of inverse limits, the character χp(cp), is the sequence

χp(cp) = (ωp(γp), ωp2(γp2), ...); γpk ∈ Z(pk)

cp = (γp, γp2 , ...) ∈ Zp

n ≥ k → ωpn (γpn ) = ωpk (γpk ). (10.52)

10.6.1 Z p as a Compact and Totally Disconnected
Topological Group

As a profinite groupZp is a Hausdorff, compact and totally disconnected topological
group [5–7]. A fundamental system of neighbourhoods of 0 for Zp is a

Zp � pZp � p2Zp � ..., (10.53)
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where ≺ indicates subset. This topology is the same as the topology endowed by the
p-adic metric in Eq. (10.8).

10.7 Q p/Z p as Direct Limit

Above we discussed the inverse limit of the groups {Z(pn)}, and we now discuss
the direct limit of their Pontryagin dual groups, which are also {Z(pn)} (they are
self-dual). As in the previous section, we use Greek letters αpk for the elements of
Z(pk).

For k ≤ n we define the homomorphisms [5–7]:

Φkn : Z(pk) → Z(pn), (10.54)

where

Φkn(αpk ) = αpn ; αpn = pn−kαpk (10.55)

The Z(pk) is a subgroup of Z(pn), and for a given element in Z(pk) the homo-
morphism defines the corresponding element in Z(pn). These homomorphisms are
compatible:

k ≤ n ≤ r → Φnr ◦ Φkn = Φkr

Φnn = 1. (10.56)

The {Z(pn),Φkn} is a direct system with direct limit

lim−→ Z(p
) ∼= Qp/Zp
∼= C(p∞). (10.57)

There exist homomorphisms Ξn from Z(pn) to Qp/Zp

Ξn(αpn ) = p−nαpn , (10.58)

which are compatible in the sense that

k ≤ n → Ξn ◦ Φkn = Ξk . (10.59)

The direct limit is the disjoint union of all Z(pn), modulo an equivalence relation
∼, which identifies αpk ∈ Z(pk) with αpk pn−k ∈ Z(pn):

lim−→ Z(p
) =
⊔

n

Z(pn)/ ∼∼= Qp/Zp
∼= C(p∞). (10.60)
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As a topological groupQp/Zp is discrete (because it is Pontryagin dual to the compact
group Zp).

Remark 10.3 If instead of the Z(pk), Qp/Zp, we work with the C(pk), C(p∞)

which are isomorphic to them, then the homomorphism Φkn from C(pk) to C(pn)
becomes

Φkn[ωpk (αpk )] = ωpn (αpn ); ωpn (αpn ) = ωpk (αpk ), (10.61)

and the homomorphism Ξn from C(pn) to C(p∞), becomes

Ξn[ωpn (αpn )] = ωpn (αpn ). (10.62)

In this language

C(p∞) =
⊔

n

C(pn)/ ∼, (10.63)

where the equivalence relation∼, identifiesωpk (α)withωpn (β), when they are equal.

10.8 A Complete Chain of Pontryagin Dual Pairs of Groups

We consider the set N(G,G̃)
S (p)

N
(G,G̃)
S (p) = {(Z(p),C(p)), (Z(p2),C(p2)), ..., (Zp,Qp/Zp)}

∼= NS(p) (10.64)

which is isomorphic toNS(p) in Eq. (2.6).We use the superfix (G, G̃) in the notation
to indicate Pontryagin dual pairs of groups. The total order divisibility in NS(p),

induces a total order in N(G,G̃)
S (p), and makes it a complete chain of Pontryagin dual

pairs of groups. For the second groups in the pairs, this order is ‘subgroup’:

C(p) ≺ C(p2) ≺ ... ≺ C(p∞) ∼= Qp/Zp. (10.65)

This endows an order for the first groups in the pairs

Z(p) ≺ Z(p2) ≺ ... ≺ Zp, (10.66)

as discussed in a general context, in Sect. 2.3.
The (Zp,Qp/Zp) is the supremum of this chain. We added it, so that the chain is

complete. In this sense the (Zp,Qp/Zp) are the ‘universe’ for all the (Z(pn),C(pn))
with all pn ∈ NS(p). The inverse anddirect limitsmade rigorous this intuitive concept

http://dx.doi.org/10.1007/978-3-319-59495-8_2
http://dx.doi.org/10.1007/978-3-319-59495-8_2
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of ‘universe’. We do need both inverse and direct limit, because they lead to groups
which are Pontryagin dual to each other. Later, these pairs of groups will be used for
quantum systems with positions in the first group of the pair, and momenta in the
second group of the pair.

10.9 The Profinite Group ̂Z as Inverse Limit

We consider the additive topological groups {Z(n)} with the discrete topology. Here
n belongs to N which is a directed partially ordered set, with divisibility as a partial
order. We use the Greek letter αk for elements of Z(k).

If k is a divisor of n (k ≺ n) we define the continuous homomorphisms:

ψkn : Z(k) ← Z(n); k ≺ n, (10.67)

where

ψkn(αn) = αk; αn = αk(mod k); k ≺ n. (10.68)

These homomorphisms are compatible:

k ≺ n ≺ r → ψkn ◦ ψnr = ψkr

ψkk = 1. (10.69)

The {Z(n), ψkn} is an inverse system and we call Ẑ its inverse limit

lim←− Z(
) = Ẑ. (10.70)

Its elements can be represented as sequences

a = (α1, α2, ...); αn = αk(mod k); k ≺ n, (10.71)

and addition and multiplication are performed componentwise. We next show that
this representation of these elements, is equivalent to the representation inEq. (10.22).

The Chinese remainder theorem shows that a number is defined uniquely by its
remainders (with respect to coprime integers). Since αn = αk(mod k) for k ≺ n, it
follows that the elements with indices which are powers of primes, define uniquely
the sequence (the rest of the elements are not needed). We then write the sequence
(αp, αp2 , ...) as a single p-adic integer ap (see Eq. (10.47)). We do this for all primes,
and we get the representation in Eq. (10.22).

There exist projections πn from Ẑ to Z(n), as follows. If

n = pe11 ...perr , (10.72)
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then the a = (a2, a3, a5, ...) ∈ Ẑ is mapped into

πn(a) = ξe1(ap1)...ξer (apr ). (10.73)

The projections (truncations) in Eq. (10.50) are used here. These projections are
compatible with the ψnr :

n ≺ r → ψnr ◦ πr = πn (10.74)

Remark 10.4 In the language of inverse limits, the character χ(c), is the sequence

χ(c) = (ω1(γ1), ω2(γ2), ...); γk ∈ Z(k)

c = (γ1, γ2, ...) ∈ Ẑ

k ≺ n → ωn(γn) = ωk(γk). (10.75)

Only the elementswith indiceswhich are powers of primes are need to defineuniquely
these sequences. This follows from the Chinese remainder theorem. Consequently,
we rewrite χ(c), as the sequence

χ(c) = (χ2(c2), χ3(c3), χ5(c5), ...); c = (c2, c3, ...)

c ∈ Ẑ; cp ∈ Zp. (10.76)

10.9.1 ̂Z as a Compact and Totally Disconnected
Topological Group

As a profinite group, Ẑ is Hausdorff, compact and totally disconnected topological
group [5–7]. The

nẐ ∼=
∏

p∈Π

pepZp; n =
∏

p∈Π

pep ∈ N, (10.77)

are a fundamental system of neighbourhoods of 0. If n is a divisor of m then mẐ is
a subset of nẐ:

n ≺ m → nẐ � mẐ; n,m ∈ N, (10.78)

The nẐ ∼= ∏
p∈Π pepZp is a product of an infinite number of topological groups,

and it has the product (Tychonoff) topology. If Vp is an open sets in Zp, then the
open sets in Ẑ are

∏
Vp where Vp = Zp for most p. This is indeed the case, because

most of the ep are zero. We have explained earlier, that ‘most’ means ‘all except a
finite number’.
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10.10 Q/Z as Direct Limit

Above we discussed the inverse limit of the groups {Z(n)}, and we now discuss the
direct limit of their Pontryagin dual groups, which are isomorphic to {Z(n)}. As
above, we use the Greek letter αn for elements of Z(n). If k is a divisor of n (k ≺ n)
we define the homomorphisms:

Ψkn : Z(k) → Z(n); k ≺ n, (10.79)

where

Ψkn(αk) = αn; αn = n

k
αk . (10.80)

The Z(k) is a subgroup of Z(n), and for a given element in Z(k) the homomorphism
defines the corresponding element in Z(n). These homomorphisms are compatible

k ≺ n ≺ r → Ψnr ◦ Ψkn = Ψkr

Ψkk = 1. (10.81)

The {Z(k), Ψk
} is a direct system with direct limit

lim−→ Z(k) = Q/Z. (10.82)

We next define homomorphisms Πn from Z(n) to Q/Z, where

Πn(αn) = αn

n
= (a2, a3, a5, ...). (10.83)

In Eq. (10.27) we have explained how to represent the rational number αn/n as
(a2, a3, a5, ...), and we gave Example 10.4. The Πn are compatible in the sense that

n ≺ r → Πr ◦ Ψnr = Πn. (10.84)

As a topological group Q/Z is discrete (because it is Pontryagin dual to the
compact group Ẑ).
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10.11 A Directed-Complete Partial Order of Pontryagin
Dual Pairs of Groups

We consider the set N(G,G̃)
S

N
(G,G̃)
S = {(Z(n),C(n)) | n ∈ NS} ∼= NS (10.85)

which is isomorphic to NS . We use the superfix (G, G̃) in the notation to indicate
Pontryagin dual pairs of groups. We have defined earlier (in Sect. 10.4.2) the groups
Z(n),C(n) for all supernatural numbers n.

The partial order divisibility in NS , induces a partial order in N
(G,G̃)
S . For the

second groups in the pairs, this order is ‘subgroup’. The corresponding order for
the first elements of the pairs involves quotients of the annihilators, as discussed in
Sect. 2.3.

N
(G,G̃)
S with this order, is a directed-complete partial order of Pontryagin dual pairs

of groups. The (Ẑ,Q/Z) is the supremum in this directed-complete partial order.

References

1. Weil, A. (1973). Basic number theory. Berlin: Springer.
2. Koblitz, N. (1984). p-adic numbers, p-adic analysis, and zeta functions. New York: Springer.
3. Gouvea, F. Q. (1993). p-adic numbers. Berlin: Springer.
4. Robert, A. M. (2000). A course in p-adic analysis. Berlin: Springer.
5. Ribes, L., & Zalesskii, P. (2000). Profinite groups. Berlin: Springer.
6. Wilson, J. (1998). Profinite groups. Oxford: Clarendon.
7. Klopsch, B., Nikolov, N., & Voll, C. (2011). Lectures on profinite topics in group theory. Cam-

bridge: Cambridge University Press.
8. Bourbaki, N. (1970). Algebra I. New York: Springer.

http://dx.doi.org/10.1007/978-3-319-59495-8_2


Chapter 11
A Quantum System with Positions
in the Profinite Group Z p

Abstract Quantum systems with positions in Zp and momenta in Qp/Zp, are dis-
cussed. The Schwartz-Bruhat space of wavefunctions in these systems, is presented.
The Heisenberg-Weyl group as a locally compact and totally disconnected topologi-
cal group, is discussed.Wigner andWeyl functions in this context, are also discussed.

In a mathematical context, there is a lot of work on functional analysis on p-adic
numbers[1–6], and on wavelets with p-adic numbers [7–12]. There is also a lot of
work on various problems in mathematical physics with p-adic numbers [13–32].
Work on condensed matter with p-adic numbers is discussed in [33–36], on particle
physics and string theory in [37–41], and on path-integrals in [22, 42]. The use of
p-adic numbers in classical computation is discussed in [43].

In this chapter we discuss the quantum systemΣ[Zp, (Qp/Zp)], with positions in
the profinite groupZp, and momenta in its Pontryagin dual groupQp/Zp. Intuitively
Σ[Zp, (Qp/Zp)] is the systemΣ[Z(pe)], with e = ∞. All finite systemsΣ[Z(pe)],
are subsystems of Σ[Zp, (Qp/Zp)].

The set of the systemsΣ[Z(pe)]where e ∈ N, with the order subsystem, is a chain.
This chain is not complete, but when we add the ‘top element’ Σ[Zp, (Qp/Zp)], it
becomes complete.

This chapter belongs to the general area of p-adic physics, but we approach this
area from a novel angle. We use inverse and direct limits and profinite groups, to
provide a rigorous approach to study of the systems Σ[Z(pe)], with very large e.

11.1 Locally Constant Functions with Compact Support

Wedefine the concepts of locally constant functions (at small distances) and functions
with compact support (at large distances). They reduce the integrals into finite sums,
and ensure convergence.

© Springer International Publishing AG 2017
A. Vourdas, Finite and Profinite Quantum Systems, Quantum Science
and Technology, DOI 10.1007/978-3-319-59495-8_11
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Definition 11.1 A complex function f p(ap) with ap ∈ Qp, is locally constant with
degree n, if f p(ap + bp) = f p(ap) for all |bp|p ≤ p−n . Such a function is effectively
defined on Qp/pnZp. We denote this as

LC[ f p(ap)] = n. (11.1)

Definition 11.2 A complex function f p(ap) with ap ∈ Qp, has compact support
with degree k, if f p(ap) = 0 for all |ap|p > pk . Such a function is effectively defined
on p−k

Zp. We denote this as

CS[ f p(ap)] = k. (11.2)

Notation 11.1 We use the notation Ap(k, n) for the set of functions

Ap(k, n) = { f p(ap) | CS[ f p(ap)] ≤ k and LC[ f p(ap)] ≤ n}. (11.3)

We also use the notation

Ap(k, ∗) =
⋃

n

Ap(k, n); Ap(∗, n) =
⋃

k

Ap(k, n); Ap =
⋃

k,n

Ap(k, n). (11.4)

The star in Ap(k, ∗) indicates that n can take any finite value, and similarly for
Ap(∗, n).

Clearly Ap(k1, n1) ⊆ Ap(k2, n2) if k1 ≤ k2 and n1 ≤ n2.

Remark 11.1 • All functions f p(ap) with ap ∈ Qp/Zp have LC[ f p(ap)] = 0, and
therefore they belong to Ap(∗, 0). These functions obey the relation f p(ap) =
f p(ap + 1).

• All functions f p(a)with ap ∈ Zp haveCS[ f p(ap)] = 0, and therefore they belong
to Ap(0, ∗).

• A function with LC[ f p(ap)] = n and CS[ f p(ap)] = k, is effectively defined on
p−k

Zp/pnZp
∼= Z(pn+k), and it can be represented as a pn+k-dimensional vector.

11.2 Integrals of Complex Functions on Q p

Integrals of complex functions overQp use theHaarmeasure,with the normalization:

∫

Zp

dap = 1. (11.5)

The integral over Qp, of a function f p(ap) ∈ Ap(k, n), is given by
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∫

Qp

f p(ap)dap = p−n
∑

f p(a−k p
−k + ... + an−1 p

n−1). (11.6)

The sum is over all a−k, ..., an−1. It is a finite sum with pn+k terms, and therefore
it converges. The fact that LC[ f p(ap)] = n, ensures that if we truncate the sum at
n + m ≥ n, we get the same result:

p−(n+m)
∑

f p(a−k p
−k + ... + an+m−1 p

n+m−1)

= p−n
∑

f p(a−k p
−k + ... + an−1 p

n−1). (11.7)

The fact that CS[ f p(ap)] = k, ensures that if we truncate the sum at k + m > k, we
get the same result :

p−n
∑

f p(a−(k+m) p
−(k+m) + ... + an+m−1 p

n−1)

= p−n
∑

f p(a−k p
−k + ... + an−1 p

n−1). (11.8)

The following proposition is helpful if we want to change variables.

Proposition 11.1 Let f p(ap) where ap ∈ Qp, be a complex function in Ap(k, n).
Also let Fp(ap) = f p(λap), where |λ|p = ps. Then:

(1) The function Fp(ap) belongs to Ap(k − s, n + s).
(2)

∫

Qp

f p(ap)dap = ps
∫

Qp

Fp(ap)dap (11.9)

If we call a′
p = λap, then we can express this as

da′
p = |λ|pdap. (11.10)

If λ, p are coprime then da′
p = dap. If λ = p, then d(pap) = p−1dap.

Proof (1) The function f p(ap) has LC[ f p(ap)] = n, and therefore

Fp(ap + bp) = f p(λap + λbp) = f p(λap) if |λbp|p ≤ p−n . (11.11)

This gives |bp|p ≤ p−n−s , and therefore the function Fp(ap) has LC[Fp(ap)] =
n + s.
The function f p(ap) has CS[ f p(ap)] = k, and therefore

Fp(ap) = f p(λap) = 0 if |λap|p > pk . (11.12)

This gives |ap|p > pk−s . Therefore the function Fp(ap) has LC[Fp(ap)] =
k − s.
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(2) The integral for the function f p(ap) ∈ Ap(k, n), has the prefactor is p−n in
Eq.(11.6). The integral for the function Fp(ap) ∈ Ap(k − s, n + s), has the pref-
actor is p−n−s , and it needs to be ‘corrected’ with multiplication by ps . It is seen
that the ps in Eq.(11.9) (or the |λ|p in Eq.(11.10)), compensate the change in the
degrees of local constancy and compact support in the function Fp(ap), which
affects the prefactor in Eq.(11.6).
If λ, p are coprime then |λ|p = 1.

Example 11.1 For p = 3, we consider the following function in A3(0, 2):

f p(0 + a2 p
2 + a3 p

3 + · · · ) = 1 − i

f p(1 + a2 p
2 + a3 p

3 + · · · ) = 2

f p(2 + a2 p
2 + a3 p

3 + · · · ) = 2 + i

f p(0 + p + a2 p
2 + a3 p

3 + · · · ) = −1

f p(1 + p + a2 p
2 + a3 p

3 + · · · ) = 0

f p(2 + p + a2 p
2 + a3 p

3 + · · · ) = 1 − i

f p(0 + 2p + a2 p
2 + a3 p

3 + · · · ) = 1 − i

f p(1 + 2p + a2 p
2 + a3 p

3 + · · · ) = 2

f p(2 + 2p + a2 p
2 + a3 p

3 + · · · ) = 2 + i (11.13)

Also for a−k 
= 0 with k > 0, we get

f p(a−k p
−k + a−k+1 p

−k+1 + · · · ) = 0. (11.14)

In this case
∫

Qp

f p(ap)dap = 1

9
(10 − i). (11.15)

11.3 Integrals of Complex Functions on Q p/Z p and Weil
Transforms

Let gp(pp) be a complex function of pp ∈ Qp/Zp, with CS[gp(pp)] = k. We have
explained earlier that such a function belongs to Ap(k, 0). Its integral over Qp/Zp
is

∫

Qp/Zp

gp(pp)dpp =
∑

gp
(
p−k p

−k + p−k+1 p
−k+1 + ... + p−1 p

−1
)

. (11.16)

The counting measure is used here.
The pp are cosets and we represented them with the element that has zero integer

part. If we represent them with elements that have non-zero integer part, we get the
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same result. Indeed, let cp = pp + bp ∈ Qp, where bp ∈ Zp. The function gp(pp)

assigns a single complex value to each coset pp ∈ Qp/Zp, and this implies that
gp(pp + bp) = gp(pp). We rewrite the above integral as an integral over Qp, as

∫

Qp

dcpgp(cp) =
∫

Qp/Zp

dpp

∫

Zp

dbp gp(pp + bp)

=
∫

Qp/Zp

dpp gp(pp)

∫

Zp

dbp =
∫

Qp/Zp

dpp gp(pp). (11.17)

The counting measure for integration over Qp/Zp ensures that this relation holds.
More generally let gp(pp) be a complex function of pp ∈ Qp/p−s

Zp, with
CS[gp(pp)] = k. Such a function belongs to Ap(k,−s), and its integral over
Qp/p−s

Zp, is

∫

Qp/p−sZp
gp(pp)dpp

= ps
∑

gp
(
p−k p

−k + p−k+1 p
−k+1 + ... + p−s−1 p

−s−1
)

=
∑

gp
(
p−k p

−k + p−k+1 p
−k+1 + ... + p−s−1 p

−s−1 + ... + p−1 p
−1

)
(11.18)

Here the function gp does not depend on p−s, ..., p−1 and this gives the prefactor
ps in the second expression.

Proposition 11.2 Change of the variable pp into p′
p = λpp, is performed with the

relation

|λ|p
∫

Qp/|λ|pZp

gp(λpp)dpp =
∫

Qp/Zp

gp(p
′
p)dp

′
p. (11.19)

Therefore

dp′
p = |λ|pdpp. (11.20)

If λ, p are coprime then |λ|p = 1. If λ = p, then d(ppp) = p−1dpp.

Proof Wefirst point out that if pp ∈ Qp/|λ|pZp, then p′
p = λpp ∈ Qp/Zp. Therefore

the domain of integration changes.
Equation (11.19) follows from Eq.(11.18). The |λ|p ‘corrects’ the prefactor, as

already discussed in the proof of Proposition 11.1.
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Example 11.2 For p = 2, we consider the following function in A2(2, 0), which is
described with 4 complex values:

gp(p
−2 + a0 + a1 p + ...) = 1 − i

gp(p
−2 + p−1 + a0 + a1 p + ...) = 2

gp(p
−1 + a0 + a1 p + ...) = 2 − i

gp(a0 + a1 p + ...) = −1 (11.21)

Also for a−k 
= 0 with k > 2, we get

gp(a−k p
−k + a−k+1 p

−k+1 + ...) = 0. (11.22)

In this example

∫

Qp/Zp

gp(pp)dpp = 4 − 2i. (11.23)

11.3.1 Weil Transforms

Given a function Fp(cp) with cp ∈ Qp, which is locally constant and has com-
pact support, we express cp as cp = pp + bp, where pp ∈ Qp/Zp and bp ∈ Zp. The
Weil transform [44], maps the function Fp(cp) in Qp, into the following function in
Qp/Zp:

f (pp) =
∫

Zp

Fp(pp + bp)dbp. (11.24)

We note that for any ep ∈ Zp, we get f (pp) = f (pp + ep). Then

∫

Qp/Zp

f (pp)dpp =
∫

Qp

Fp(cp)dcp. (11.25)

Example 11.3 For p = 2, we consider the following function onQp, which belongs
to A2(1, 2):

Fp(p
−1 + 1 + p + a2 p

2 + a3 p
3 + · · · ) = 1

Fp(0p
−1 + 1 + p + a2 p

2 + a3 p
3 + · · · ) = 2 − i

Fp(p
−1 + 0 + p + a2 p

2 + a3 p
3 + · · · ) = 3
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Fp(p
−1 + 1 + 0p + a2 p

2 + a3 p
3 + · · · ) = 1 − i

Fp(0p
−1 + 0 + p + a2 p

2 + a3 p
3 + · · · ) = 1 + i

Fp(0p
−1 + 1 + 0p + a2 p

2 + a3 p
3 + · · · ) = i

Fp(p
−1 + 0 + 0p + a2 p

2 + a3 p
3 + · · · ) = −i

Fp(0p
−1 + 0 + 0p + a2 p

2 + a3 p
3+) = 0 (11.26)

Also for a−k 
= 0 with k > 1, we get

Fp(a−k p
−k + a−k+1 p

−k+1 + ...) = 0. (11.27)

The Weil transform of this function is the following function on Qp/Zp, which
belongs to A2(1, 0):

f p(p
−1) =

∫

Zp

Fp(p
−1 + bp)dbp = 1

4
[Fp(p

−1 + 1 + p)

+ Fp(p
−1 + 0 + p) + Fp(p

−1 + 1 + 0p) + Fp(p
−1 + 0 + 0p)]

= 1

4
[5 − 2i], (11.28)

and

f p(0) =
∫

Zp

Fp(p
−1 + bp)dbp = 1

4
[Fp(0p

−1 + 1 + p)

+ Fp(0p
−1 + 0 + p) + Fp(0p

−1 + 1 + 0p) + Fp(0p
−1 + 0 + 0p)]

= 1

4
[3 + i]. (11.29)

In this case
∫

Qp/Zp

f (pp)dap =
∫

Qp

Fp(cp)dcp = 1

4
[8 − i]. (11.30)

11.3.2 Delta Functions

Delta function in the present context, is a function δp(xp) where xp ∈ Zp, such that

∫

Zp

dxp f p(xp)δp(xp − ap) = f p(ap). (11.31)

It is a generalized function. It does not belong toAp because it is not locally constant.
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We also introduce the following function Δp(pp) where pp ∈ Qp/Zp:

Δp(0) = 1

Δp(pp) = 0 if pp 
= 0. (11.32)

Then
∫

Qp/Zp

dppFp(pp)Δp(pp − ap) = Fp(ap). (11.33)

The following relations are useful later:

∫

Zp

dxpχp(xppp) = Δp(pp)

∫

Qp/Zp

dppχp(xppp) = δp(xp). (11.34)

11.4 The Quantum System Σ[Z p, (Q p/Z p)]

We define the Schwartz-Bruhat spaceB[Zp, (Qp/Zp)], which is the space of com-
plex wavefunctions for the quantum system Σ[Zp, (Qp/Zp)]. The definition [4–6]
aims to ensure convergence of the scalar products of the wavefunctions. Below we
usually use fraktur letters for elements of Qp/Zp.

Definition 11.3 The Schwartz-Bruhat spaceB[Zp, (Qp/Zp)] consists of functions
f p(xp) ∈ Ap(0, ∗) where xp ∈ Zp, or equivalently of functions Fp(pp) ∈ Ap(∗, 0)
where pp ∈ Qp/Zp. The scalar product is given by

( f, g) =
∫

Zp

dxp f p(xp)gp(xp); (F,G) =
∫

Qp/Zp

dpp Fp(pp)Gp(pp). (11.35)

The Fourier transform in this space, is defined as follows:

Definition 11.4 The Fourier transform of a function f p(xp) ∈ B[Zp, (Qp/Zp)]
where xp ∈ Zp (such a function belongs to Ap(0, ∗)), is the function

(Fp f p)(pp) = f̃ p(pp) =
∫

Zp

dxp f p(xp)χp(−xppp), (11.36)

which is defined on Qp/Zp, and belongs to the set Ap(∗, 0).
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Proposition 11.3 (1) The inverseFourier transformof a complex function f̃ p(pp) ∈
B[Zp, (Qp/Zp)], where pp ∈ Qp/Zp (such a function belongs toAp(∗, 0)), is

(F−1
p f̃ p)(xp) = f p(xp) =

∫

Qp/Zp

dpp f̃ p(pp)χp(xppp). (11.37)

It is a complex function on Zp, which belong to the set Ap(0, ∗).
(2)

LC[ f̃ p(pp)] = CS[ f p(xp)]; CS[ f̃ p(pp)] = LC[ f p(xp)]. (11.38)

Therefore if f p(xp) ∈ Ap(k, n), then its Fourier transform f̃ p(pp) ∈ Ap(n, k).
(3)

F4
p = 1. (11.39)

(4) Parceval’s theorem holds:

∫

Zp

dxp f p(xp)gp(xp) =
∫

Qp/Zp

dpp f̃ p(pp)g̃p(pp) (11.40)

Proof (1) We prove that Eqs.(11.36),(11.37) are compatible using Eq.(11.34).
(2) If the function f p(xp) has LC[ f p(xp)] = n, then for all |αp|p ≤ p−n we get

f p(xp + ap) − f p(xp) = 0 and we rewrite this as

∫

Qp/Zp

dpp χp(xppp) f̃ p(pp)[1 − χp(αppp)] = 0. (11.41)

It is seen that the Fourier transform of f̃ p(pp)[1 − χp(αppp)] is zero. Con-
sequently, f̃ p(pp)[1 − χp(αppp)] = 0. But for |αp|p ≤ p−n and |pp| > pn the
1 − χp(αppp) 
= 0 and therefore f̃ p(pp) = 0. This proves thatCS[ f̃ p(pp)] = n.
In a similar way we prove the other relation.

(3) The proof of this is based on Eq.(11.34).
(4) The proof of this is based on Eq.(11.34).

Remark 11.2 Equation (11.34) can be interpreted as follows:

• the Fourier transform of the function f p(xp) = 1 on Zp, is the function Δp(pp)

on Qp/Zp.
• the Fourier transform of the function f̃ p(pp) = 1 onQp/Zp, is the function δp(xp)
on Zp.
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11.5 The Heisenberg-Weyl Group
HW [(Q p/Z p),Z p, (Q p/Z p)]

The phase space of the system Σ[Zp, (Qp/Zp)] is Zp × (Qp/Zp), and we define
displacement operators and the Heisenberg-Weyl group [27].

Definition 11.5 The displacement operators Dp(ap, bp) where bp ∈ Zp and ap ∈
Qp/Zp, are defined by one of the following ways, which are equivalent to each other:

(1) They act on the wavefunctions f p(xp) ∈ Ap(0, ∗) where xp ∈ Zp, as follows:

[Dp(ap, bp) f p](xp) = χp
(−apbp + 2apxp

)
f p(xp − bp). (11.42)

(2) They act on the wavefunctions Fp(pp) ∈ A (∗, 0), where pp ∈ Qp/Zp as fol-
lows:

[Dp(ap, bp)Fp](pp) = χp
(
apbp − bppp

)
Fp(pp − 2ap). (11.43)

The equivalence of the definitions, is easily proved with a Fourier transform.

Proposition 11.4 The displacement operators Dp(ap, bp)χp(cp) forma representa-
tion of the Heisenberg-Weyl group HW [(Qp/Zp),Zp, (Qp/Zp)] (the notation indi-
cates the sets in whch the variables ap, bp, cp belong).

Proof Using the definition in Eq.(11.42), we prove the multiplication rule

Dp(ap, bp)Dp(a
′
p, b

′
p)

= Dp(ap + a′
p, bp + b′

p)χp(apb
′
p − a′

pbp). (11.44)

Taking into account the Definition 4.2, we conclude that the Dp(ap, bp)χp(cp) form
a representation of the Heisenberg-Weyl group.

11.5.1 HW [(Q p/Z p),Z p, (Q p/Z p)] as a Locally Compact
and Totally Disconnected Topological Group

We define the following subgroups of HW (Qp/Zp,Zp,Qp/Zp):

HW 1(Qp/Zp) = {Dp(ap, 0) | ap ∈ Qp/Zp} ∼= Qp/Zp

HW 2(p
e
Zp) = {Dp(0, bp) | bp ∈ peZp} ∼= peZp

HW 3(Qp/Zp) = {χp(cp) | cp ∈ Qp/Zp} ∼= Qp/Zp. (11.45)

http://dx.doi.org/10.1007/978-3-319-59495-8_4
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If e1 ≤ e2 then HW 2(pe2Zp) ≺ HW 2(pe1Zp). The set

Np = {HW [(Qp/Zp),Zp, (Qp/Zp)]} ∪ {HW 2(p
e
Zp) | e ∈ Z

+
0 } (11.46)

with the order subgroup, is a chain.
If A, B are subsets of a group G and g ∈ G, we use the notation:

gA = {ga|a ∈ A}; gAg−1 = {gag−1|a ∈ A}
AB =

⋃

a∈A

aB; A−1 = {a−1|a ∈ A}. (11.47)

Proposition 11.5 We regard the set Np in Eq.(11.46), as a fundamental system
of open neighborhoods of the identity of HW [(Qp/Zp),Zp, (Qp/Zp)]. Then the
HW [(Qp/Zp),Zp, (Qp/Zp)] becomes a topological group, which is totally discon-
nected and locally compact.

Proof We prove that the elements ofNp, satisfy the following properties of a funda-
mental system of open neighborhoods of the identity (e.g.Sect. III.1.2 in [45]). These
properties ensure compatibility between the group structure and the topology.

• Given any U ∈ Np there exists V ∈ Np such that VV ≺ U . This holds because
for U = HW 2(pnZp), all the V = HW 2(pkZp) with k ≥ n satisfy this.

• Given any U ∈ Np there exists V ∈ Np such that V−1 ≺ U . This holds because
for U = HW 2(pnZp) all the V−1 = V = HW 2(pkZp) with k ≥ n satisfy this.

• Given any element D(a, b)χp(c) of HW [(Qp/Zp),Zp, (Qp/Zp)] and any U ∈
Np, there exists V ∈ Np such that

V ≺ [
D(a, b)χp(c)

]
U

[
D(−a,−b)χp(−c)

]
. (11.48)

This holds because for U = HW 2(pnZp), we get

D(a, b)χp(c) D(0, b′) D(−a,−b)χp(−c) = D(0, b′)χp(ab
′); (11.49)

where b′ ∈ pnZp. Any subgroup V = HW 2(pkZp) with k ≥ max(n,−ord(a))
satisfies Eq.(11.48).

Therefore HW [(Qp/Zp),Zp, (Qp/Zp)] is a topological group.
Wenext show that it is totally disconnected and locally compact. HW 1(Qp/Zp) ∼=

Qp/Zp is a discrete locally compact topological group. HW 2(Zp) ∼= Zp is a profi-
nite group, i.e. a totally disconnected compact topological group. Since both of
these groups are totally disconnected and locally compact, it follows that the
HW 1(Qp/Zp) × HW 2(Zp) with the product topology, is a totally disconnected
and locally compact topological group.
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HW 3(Qp/Zp) is a normal subgroup of HW (Qp/Zp,Zp,Qp/Zp). We consider
the quotient group

HW (Qp/Zp,Zp,Qp/Zp)/HW 3(Qp/Zp)

∼= HW 1(Qp/Zp) × HW 2(Zp). (11.50)

Both the HW 1(Qp/Zp) × HW 2(Zp) and HW 3(Qp/Zp) are totally disconnected
and locally compact topological groups. Consequently, HW (Qp/Zp,Zp,Qp/Zp)

is a totally disconnected and locally compact topological group.

Remark 11.3 For completeness we define another representation of the Heisenberg-
Weyl group, although it is not relevant for Physics. This is the profinite Heisenberg-
Weyl group HW (Zp,Zp,Zp), and is different from the HW [(Qp/Zp),Zp,

(Qp/Zp)] (which is not profinite).
The HW (Zp,Zp,Zp) is defined as the inverse limit of the finite Heisenberg-Weyl

groups HW [Z(pe),Z(pe),Z(pe)]. For k ≤ n we define the homomorphisms

ϕ̃kn : HW [Z(pk),Z(pk),Z(pk)] ← HW [Z(pn),Z(pn),Z(pn)], (11.51)

where

ϕ̃kn[D(αpn , βpn )ωpn (γpn )] = D(αpk , βpk )ωpk (γpk )

αpk = ϕkn(αpn ); βpk = ϕkn(βpn ); γpk = ϕkn(γpn ). (11.52)

The map ϕkn has been defined in Eq.(10.43). The ϕ̃kn are compatible, and the
{HW [Z(pn),Z(pn),Z(pn)], ϕ̃kn} is an inverse system, whose inverse limit we
denote as HW (Zp,Zp,Zp). The elements of this group areDp(ap, bp)χp(cp)where

Dp(ap, bp) = (D(αp, βp), D(αp2 , βp2), ...)

χp(cp) = (ωp(γp), ωp2(γp2), ...); ap, bp, cp ∈ Zp

ap = (αp, αp2 , ...); bp = (βp, βp2 , ...); cp = (γp, γp2 , ...). (11.53)

We stress that the Dp(ap, bp) where ap, bp ∈ Zp, is very different from the
Dp(ap, bp) where ap ∈ Qp/Zp and bp ∈ Zp (see also Remark 10.2).

Multiplication of these elements is componentwise, and obeys the rule in the
Definition 4.2. Therefore we have a representation of the Heisenberg-Weyl group.
But the Pontryagin dual group to Zp does not appear here. Consequently, the
HW (Zp,Zp,Zp) cannot be associated with displacements of dual quantum vari-
ables, and it is not relevant to quantum mechanics. Pontryagin duality of the groups
of positions and momenta is an essential feature of quantum mechanics.

http://dx.doi.org/10.1007/978-3-319-59495-8_10
http://dx.doi.org/10.1007/978-3-319-59495-8_10
http://dx.doi.org/10.1007/978-3-319-59495-8_4
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11.6 Wigner and Weyl Functions

In this section we discuss Wigner and Weyl functions in the present context[27, 32].
We point out from the outset, that there are differences between the two cases p = 2
and p 
= 2. Some of the integrals have domain of integration Qp/|2|pZp, and also
the prefactor |2|p. This is related to change of variables using Eq.(11.19), and it is
analogous to our comment in the context of finite quantum systems earlier, that there
are technical differences in the two cases of even or odd dimension. We recall that

|2|p = 1 if p 
= 2

|2|2 = 1

2
. (11.54)

We consider an operator θ(xp, yp) where xp, yp ∈ Zp, and let

θ̃ (pp, p
′
p) =

∫

Zp

dxp

∫

Zp

dypθ(xp, yp)χp(−xppp + ypp
′
p), (11.55)

where pp, p
′
p ∈ Qp/Zp. θ acts on a function f p(xp), and its Fourier transform f̃ p(pp),

as follows:

(θ f p)(xp) =
∫

Zp

dypθ(xp, yp) f p(yp)

(θ f̃ p)(pp) =
∫

Qp/Zp

dp′
p θ̃ (pp, p

′
p) f̃ p(p

′
p) (11.56)

The trace of θ is given by

trθ =
∫

Zp

dxpθ(xp, xp) =
∫

Qp/Zp

dpp θ̃ (pp, pp) (11.57)

Definition 11.6 The parity operator with respect to the point (ap, bp) in the phase
space (Qp/Zp) × Zp, is

Pp(ap, bp) = [Dp(ap, bp)]† F2
p Dp(ap, bp)

= [Dp(2ap, 2bp)]† F2
p = F2

p Dp(2ap, 2bp) (11.58)

In particular the parity operator with respect to the point (0, 0) is Pp(0, 0) = F2
p.

Proposition 11.6 (1) The parity operator acts on wavefunctions in
B[Zp, (Qp/Zp)], as follows:

Pp(ap, bp) f p(xp) = χp(−4apbp − 4apxp) f p(−xp − 2bp)

Pp(ap, bp) f̃ p(pp) = χp(4apbp + 2ppbp) f̃ p(−pp − 4ap). (11.59)
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(2)

[Pp(ap, bp)]2 = 1; Pp

(
ap + 1

4
, bp

)
= Pp(ap, bp). (11.60)

Proof (1) This is proved using Eqs.(11.42), (11.43).
(2) Using Eq.(11.59) we easily prove that [Pp(ap, bp)]2 = 1. Also using the second

of Eqs.(11.59), we prove that Pp
(
ap + 1

4 , bp
) = Pp(ap, bp).

Remark 11.4 For p 
= 2, the 1
4 ∈ Zp, and for p = 2, the 1

4 ∈ 2−2
Zp. For any

cp ∈ Zp, we get Pp(ap + cp, bp) = Pp(ap, bp). Therefore the Pp(ap + 1
4 , bp) =

Pp(ap, bp) is a new result, only for p = 2.

Definition 11.7 The Weyl function of an operator θ , is defined as:

W̃ (ap, bp; θ) = tr[Dp(−ap,−bp)θ ]; ap ∈ Qp/Zp; bp ∈ Zp. (11.61)

The Wigner function of an operator θ , is defined as:

W (ap, bp; θ) = tr[θ Pp(ap, bp)]; ap ∈ Qp/Zp; bp ∈ Zp. (11.62)

Proposition 11.7 (1) The Weyl function is given by

W̃ (ap, bp; θ) =
∫

Qp/Zp

dpp χp
(
apbp + ppbp

)
θ̃ (pp + 2ap, pp) (11.63)

(2) The Wigner function is given by

W (ap, bp; θ) =
∫

Qp/Zp

dpp χp(−4apbp − 2ppbp)θ̃(pp, −pp − 4ap). (11.64)

Proof (1) We act with Dp(−ap,−bp) on the kernel θ̃ (pp, p
′
p) of the operator θ and

we get

[Dp(−ap, −bp)θ̃](pp, p′
p) = χp

(
apbp + ppbp

)
θ̃ (pp + 2ap, p

′
p) (11.65)

Therefore its trace, which is the Weyl function, is

W̃ (ap, bp; θ) = tr[Dp(−ap, −bp)θ ]
=

∫

Qp/Zp

dpp χp
(
apbp + ppbp

)
θ̃ (pp + 2ap, pp) (11.66)

(2) We act with Pp(ap, bp) on the kernel θ̃ (pp, p
′
p) of the operator θ and we get

[Pp(ap, bp)θ̃](pp, p′
p) = χp

(
4apbp + 2ppbp

)
θ̃ (−pp − 4ap, p

′
p) (11.67)
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Therefore its trace, which is the Wigner function, is

W (ap, bp; θ) =
∫

Qp/Zp

dpp

∫

Qp/Zp

dp′
p χp

(
4apbp + 2ppbp

)

× θ̃ (−pp − 4a, p′
p)Δp(pp + p′

p + 4ap)

=
∫

Qp/Zp

dpp θ̃ (pp,−pp − 4ap)χp(−4apbp − 2ppbp). (11.68)

Proposition 11.8 The parity operators are related to the displacement operators
through a Fourier transform:

Pp(ap, bp) =
∫

Qp/Zp

da′
p

∫

Zp

db′
p Dp(a

′
p, b

′
p)χp(2a

′
pbp − 2apb

′
p). (11.69)

Also theWigner function is related to theWeyl function through a Fourier transform:

W (ap, bp; θ) =
∫

Qp/Zp

da′
p

∫

Zp

db′
p W̃ (−a′

p,−b′
p)χp(2a

′
pbp − 2apb

′
p). (11.70)

Proof We act with the right hand side of Eq.(11.69) on an arbitrary function Fp(pp),
and we get

∫

Qp/Zp

da′
p χp(2a

′
pbp)Fp(pp − 2a′

p)

∫

Zp

db′
p χp[b′

p(a
′
p − pp − 2ap)]

=
∫

Qp/Zp

da′
p χp(2a

′
pbp)Fp(pp − 2a′

p)Δp(a
′
p − pp − 2ap)

= χp(4bpap + 2bppp) Fp(−pp − 4ap) = Pp(a, b)Fp(pp). (11.71)

From this we prove Eq.(11.70), using the definitions for the Wigner and Weyl func-
tions.

Proposition 11.9 Let θ be a trace class operator acting on functions in B[Zp,

(Qp/Zp)]. Then
(1)

|2|p
∫

Qp/|2|pZp

dap

∫

Zp

dbp Dp(ap, bp) θ [Dp(ap, bp)]† = 1trθ. (11.72)

(2) θ can be expanded in terms of displacement operators, with the Weyl function
as coefficients:

θ = |2|p
∫

Qp/|2|pZp

dap

∫

Zp

dbp Dp(ap, bp)W̃ (ap, bp; θ). (11.73)
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Proof (1) We act with Dp(ap, bp) θ [Dp(ap, bp)]† on a function Fp(pp) ∈ B[Zp,

(Qp/Zp)] and we get

[
Dp(ap, bp) θ [Dp(ap, bp)]†Fp

]
(pp)

=
∫

Qp/Zp

dp′
p χp(2apbp − ppbp + p′

pbp)

×θ(pp − 2ap, p
′
p) Fp(p

′
p + 2ap). (11.74)

The scalar product of thiswith an arbitrary functionGp(pp) ∈ B[Zp, (Qp/Zp)],
gives

|2|p
∫

Qp/|2|pZp

dap

∫

Zp

dbp
(
Gp, Dp(ap, bp) θ [Dp(ap, bp)]†Fp

)

= |2|p
∫

Qp/|2|pZp

dap

∫

Zp

dbp

∫

Qp/Zp

dpp

∫

Qp/Zp

dp′
p [Gp(pp)]∗

×χp(2apbp − ppbp + p′
pbp)θ(pp − 2ap, p

′
p) Fp(p

′
p + 2ap)

= |2|p
∫

Qp/|2|pZp

dap

∫

Qp/Zp

dpp

∫

Qp/Zp

dp′
p [Gp(pp)]∗

×Δp(2ap − pp + p′
p)θ(pp − 2ap, p

′
p) Fp(p

′
p + 2ap) (11.75)

We now change the variable 2ap into a′
p, taking into account Eq.(11.19). We

get:

∫

Qp/Zp
dpp [Gp(pp)]∗ Fp(pp)

∫

Qp/Zp
dp′

p θ(p′
p,p

′
p) = (Gp, Fp)tr(θ). (11.76)

This proves the proposition.
(2) The operator in Eq.(11.73) acts on an arbitrary function Fp(pp) ∈ B[Zp,

(Qp/Zp)], as follows (use Eq.(11.63)):

|2|p
∫

Qp/|2|pZp

dap

∫

Zp

dbp

∫

Qp/Zp

dpp

∫

Qp/Zp

dp′
p χp

(
apbp + ppbp

)

×θ̃ (pp + 2ap, pp)χp
(
apbp − p′

pbp
)
Fp(p

′
p − 2ap)

= |2|p
∫

Qp/|2|pZp

dap

∫

Qp/Zp

dpp

∫

Qp/Zp

dp′
p θ̃ (pp + 2ap, pp)

×Δp(2ap + pp − p′
p)Fp(p

′
p − 2ap) (11.77)

We now change the variable 2ap into a′
p, taking into account Eq.(11.19). We get

∫

Qp/Zp

dpp

∫

Qp/Zp

dp′
p θ̃ (p′

p, pp)Fp(pp) (11.78)

This proves the proposition.
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Proposition 11.10 Let θ be a trace class operator acting on functions in the
Schwartz-Bruhat space B[Zp, (Qp/Zp)]. Then
(1)

|2|3p
∫

Qp/|4|pZp

dap

∫

|2|pZp

dbp Pp(ap, bp) θ Pp(ap, bp) = 1trθ. (11.79)

(2) θ can be expanded in terms of parity operators, with the Wigner function as
coefficients:

θ = |2|3p
∫

Qp/|4|pZp

dap

∫

|2|pZp

dbp Pp(ap, bp)W (ap, bp; θ). (11.80)

Proof (1) We substitute ap with 2ap and bp with 2bp in Eq.(11.72), and change
accordingly the domains of integration. We get

|2|3p
∫

Qp/|4|pZp

dap

∫

|2|pZp

dbp Dp(2ap, 2bp) θ [Dp(2ap, 2bp)]†

= 1trθ. (11.81)

Then we multiply each side with F2
p on the left and with (F2

p)
† on the right, and

we prove the statement.
(2) We substitute Eq.(11.64) on the right hand side of Eq.(11.80), and act on an

arbitrary function Fp(pp), in order to prove that this is the operator θ acting on
Fp(pp):

(|2|p)3
∫

Qp/|4|pZp

dap

∫

|2|pZp

dbp

∫

Qp/Zp

dp′
p θ̃ (p′

p,−p′
p − 4ap)

×χp(−4apbp − 2p′
pbp)χ(4apbp + 2ppbp)Fp(−pp − 4ap) (11.82)

Integration over 2bp gives,

|4|p
∫

Qp/|4|pZp

dap

∫

Qp/Zp

dp′
p θ̃ (p′

p,−p′
p − 4ap)

×Δp(pp − p′
p)Fp(−pp − 4ap)

= |4|p
∫

Qp/|4|pZp

dap θ̃ (pp,−pp − 4ap)Fp(−pp − 4ap) (11.83)

Now we change the variable−pp − 4ap into qp, taking into account Eq.(11.19).
We prove that the right hand side of Eq.(11.80), is equal to the operator θ .
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11.7 The Complete Chain of Subsystems of Σ[Z p,

(Q p/Z p)]

In sect. 10.8 we studied the complete chainN(G,G̃)
S (p)which contains pairs of groups

(Z(pk),C(pk)) which are Pontryagin dual to each other. To each of these pairs
corresponds a quantum system, as follows:

(Z(pk),C(pk)) → Σ[Z(pk)]; k ∈ N

(Zp, (Qp/Zp)) → Σ[Zp, (Qp/Zp)] (11.84)

We denote as NQ
S (p), the set of these quantum systems (the superfix Q indicates

quantum systems). It is a complete chain

Σ[Z(p)] ≺ Σ[Z(p2)] ≺ ... ≺ Σ[Zp, (Qp/Zp)], (11.85)

with the order subsystem [32]. NQ
S (p) is order isomorphic to N

(G,G̃)
S (p) and also to

NS(p):

N
Q
S (p) ∼= N

(G,G̃)
S (p) ∼= NS(p). (11.86)

Belowwe give some technical details related to the fact thatΣ[Z(pk)] is a subsystem
ofΣ[Zp, (Qp/Zp)]. We define a subspaceB[Z(pk)] ofB[Zp, (Qp/Zp)], and show
that it is isomorphic to the space H [Z(pk)], which describes the system Σ[Z(pk)].
Definition 11.8 The subspace B[Z(pk)] of B[Zp, (Qp/Zp)] is defined by one of
the following ways, which are equivalent to each other:

(1) It contains functions f p(xp) ∈ A (0, k), where xp ∈ Zp. These functions can be
regarded as functions f (m) where m ∈ Zp/pkZp

∼= Z(pk). The scalar product
of Eq.(11.35) reduces to

( f, g) = 1

pn
∑

m∈Z(pk )

[ f (m)]∗g(m). (11.87)

(2) It contains functions Fp(pp) ∈ A (k, 0), where pp ∈ Qp/Zp. These functions
can be regarded as functions F(n) where n ∈ p−k

Zp/Zp
∼= Z(pk). In this case

the scalar product of Eq.(11.35) reduces to

(F,G) =
∑

n∈Z(pk )

[F(n)]∗G(n). (11.88)

http://dx.doi.org/10.1007/978-3-319-59495-8_10
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In the subspace B[Z(pk)], the Fourier transform of Eq.(11.36), reduces to
the finite Fourier transform used in the space H [Z(pk)] for the quantum system
Σ[Z(pn)]:

F(n) = 1

pn
∑

m∈Z(pn)

f (m)ωpn (−mn); m, n ∈ Z(pn). (11.89)

Therefore the subspaceB[Z(pk)] is isomorphic to the spaceH [Z(pk)], that describes
the quantum system Σ[Z(pn)].

The systems Σ[Z(pe)] are subsystems of Σ[Zp, (Qp/Zp)]. The chain of all
Σ[Z(pe)]with e ∈ N is not complete. By adding the ‘top element’Σ[Zp, (Qp/Zp)]
(which describes regorously the case e = ∞), we make it complete.
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Chapter 12
A Quantum System with Positions
in the Profinite Group ̂Z

Abstract Quantum systemswith positions in Ẑ andmomenta inQ/Z, are discussed.
The Schwartz-Bruhat space of wavefunctions in these systems, is presented. The
Heisenberg- Weyl group as a locally compact and totally disconnected topological
group, is discussed. Wigner and Weyl functions in this context, are also discussed.

In this chapter we discuss the quantum system Σ[̂Z, (Q/Z)], with positions in
the profinite group̂Z and momenta in its Pontryagin dual groupQ/Z. This system is
factorized in terms of the systems Σ[Zp, (Qp/Zp)] studied in the previous chapter.
This factorization is a generalization of the factorization in Sect. 4.9 for the finite
case.

Intuitively, Σ[̂Z, (Q/Z)] is the system Σ[Z(d)] with d = Υ . All finite quantum
systemsΣ[Z(d)] are subsystems ofΣ[̂Z, (Q/Z)]. Also all systemsΣ[Zp, (Qp/Zp)]
with all prime values p, are subsystems of Σ[̂Z, (Q/Z)].

The set of the systems Σ[Z(d)] where d ∈ N, with the order subsystem, is a
directed partial order. It is not directed-complete partial order, but when we add the
Σ[̂Z, (Q/Z)] (and also some other systems like the Σ[Zp, (Qp/Zp)] with all prime
values p), it becomes a directed-complete partial order.

Like the previous chapter, this one also belongs to the general area of p-adic
physics. As we explained there, we approach this area from a novel angle, that
involves inverse and direct limits and profinite groups, to provide a rigorous approach
to study of the systems Σ[Z(d)], with very large d.

Some of the material in this section is based on Refs. [1, 2], by the author. Other
general references are [3–13].

12.1 The System Σ[̂Z, (Q/Z)]
We first discuss the convergence of integrals related to the system Σ[̂Z, (Q/Z)].
This discussion motivates our definition of the Schwartz-Bruhat space for the system
Σ[̂Z, (Q/Z)], later.
© Springer International Publishing AG 2017
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The integral of a function

f (x) =
∏

p∈Π

f p(xp); x ∈ ̂Z; f p(xp) ∈ Ap(0, ∗); xp ∈ Zp, (12.1)

over ̂Z, is given by the product

∫

̂Z

f (x)dx =
∏

p∈Π

∫

Zp

f p(xp)dxp. (12.2)

Each of the ‘factor integrals’ in the product converges because f p(xp) ∈ Ap(0, ∗).
But the product will converge to a non-zero number, only in the case that most of the
integrals in the product are equal 1. As we explained earlier, the term ‘most’ means,
all except a finite number. For this reason, in the definition of the Schwartz-Bruhat
space below, we require that most of the factor functions in the product of Eq. (12.1)
are f p(xp) = 1.

Similarly, the integral of a function

F(p) =
∏

p∈Π

Fp(pp); p ∈ Q/Z; Fp(pp) ∈ A (∗, 0); pp ∈ Qp/Zp, (12.3)

over Q/Z, is given by the product

∫

Q/Z

F(p)dp =
∏

p∈Π

∫

Qp/Zp

Fp(pp)dpp. (12.4)

Each of the factor integrals in the product converges because Fp(pp) ∈ Ap(∗, 0).
But the product will converge to a non-zero number, only in the case that most of the
integrals in the product are equal 1. For this reason, in the definition of the Schwartz-
Bruhat space below, we require that most of the factor functions in the product of
Eq. (12.3) are Fp(pp) = Δp(pp) (defined in Eq. (11.32)), so that the corresponding
integrals are equal to 1.

With these comments inmind,we define the Schwartz-Bruhat space for the system
Σ[̂Z, (Q/Z)] as follows:
Definition 12.1 The Schwartz-Bruhat space B[̂Z, (Q/Z)] [6, 9, 10] is defined by
one of the following two ways which are related through a Fourier transform, and
are equivalent to each other:

(1) It consists of finite linear combinations of complex functions as in Eq. (12.1),
where for most prime values p, the f p(xp) = 1. The scalar product is given by

( f, g) =
∫

̂Z

[ f (x)]∗g(x)dx . (12.5)

This integral is defined by a product, analogous to Eq. (12.2).

http://dx.doi.org/10.1007/978-3-319-59495-8_11
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(2) It consists of finite linear combinations of complex functions as in Eq. (12.3),
where for most prime values p, the Fp(pp) = Δp(pp). The scalar product is
given by

(F,G) =
∫

Q/Z

[F(p)]∗G(p)dp. (12.6)

This integral is defined by a product, analogous to Eq. (12.4).

We note that the requirement in the first definition that most f p(xp) = 1, is related
through a Fourier transform, to the requirement in the second definition that most
Fp(pp) = Δp(pp).

The Schwartz-Bruhat space B[̂Z, (Q/Z)], is a subspace of the tensor product of
the Schwartz-Bruhat spaces B[Zp, (Qp/Zp)]. This is because in B[̂Z, (Q/Z)], we
have the extra requirement that in the products of Eq. (12.1) most of the f p(xp) = 1,
and also in the products of Eq. (12.3) most of the Fp(pp) = Δp(pp). The restricted
tensor product [9, 10], defined below, is precisely the tensor product with this restric-
tion imposed on it.

Definition 12.2 The restricted tensor product of the spacesB[Zp, (Qp/Zp)] is the
space of finite linear combinations of complex functions as in Eq. (12.1), with the
restriction that most of the factor functions in the product are f p(xp) = 1. Equiv-
alently, it is the space of finite linear combinations of complex functions as in
Eq. (12.3), with the restriction that most of the factor functions in the product are
Fp(pp) = Δp(pp). The notation for the restricted tensor product is the usual tensor
product notation with a prime:

′
⊗

p∈Π

B[Zp, (Qp/Zp)]. (12.7)

It is clear that the Schwartz-Bruhat space B[̂Z, (Q/Z)] is isomorphic to the
restricted tensor product of the spaces B[Zp, (Qp/Zp)]:

B[̂Z, (Q/Z)] ∼=
′

⊗

p∈Π

B[Zp, (Qp/Zp)]. (12.8)

12.2 Fourier Transforms

The Fourier transform inB[̂Z, (Q/Z)], is given by

[F f ](p) = ˜f (p) =
∫

̂Z

dx χ(−xp) f (x); p ∈ Q/Z. (12.9)

The inverse Fourier transform is

[F−1
˜f ](x) =

∫

Q/Z

dpχ(xp) f (p); x ∈ ̂Z. (12.10)
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The Fourier transform is related to the Fourier transforms in the factor systems, as
follows:

F =
⊗

p∈Π

Fp. (12.11)

The usual properties of Fourier transforms, hold here also. For example,

F4 = 1; ( f, g) = ( ˜f , g̃). (12.12)

Delta functions in the present context are given by

δ(x) =
∏

p∈Π

δp(xp); Δ(p) =
∏

p∈Π

Δp(pp). (12.13)

Δ(p) can also be defined as

Δ(p) = 1 if p = 0

Δ(p) = 0 if p �= 0; p ∈ Q/Z. (12.14)

We note that the zero in Q/Z is the coset with all the integers.
Then

∫

̂Z

dx f (x)δ(x − a) = f (a);
∫

Q/Z

dp F(p)Δ(p − a) = F(a) (12.15)

Also the Fourier transform of the function f (x) = 1 is Δ(p), and the Fourier trans-
form of the function F(p) is the function δ(x):

∫

̂Z

dx χ(xp) = Δ(p);
∫

Q/Z

dp χ(xp) = δ(x). (12.16)

12.2.1 Change of Variables

From Eqs. (11.10), (11.20), it follows that a change in the variables x ′ = λx or p′ =
λp, is performed as follows:

d(λx) =
∏

p∈Π

d(λxp) =
∏

p∈Π

|λ|p dxp = 1

|λ|∞ dx; x ∈ ̂Z;

d(λp) =
∏

p∈Π

d(λpp) =
∏

p∈Π

|λ|p dpp = 1

|λ|∞ dp; p ∈ Q/Z. (12.17)

http://dx.doi.org/10.1007/978-3-319-59495-8_11
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We have used here Ostrowski’s theorem (in Eq. (10.11)).
Using Eq. (11.19) with λ = 2 and all primes, we find that:

1

2

∫

Q/2−1Z

da f (2a) =
∫

Q/Z

d(2a) f (2a) =
∫

Q/Z

da′ f (a′) (12.18)

Here the a takes values in Q/2−1
Z, and therefore the 2a takes values in Q/Z.

12.3 The Heisenberg-Weyl Group HW [(Q/Z),̂Z, (Q/Z)]

The phase space of the system Σ[̂Z, (Q/Z)] iŝZ × (Q/Z), and we define displace-
ment operators and the Heisenberg-Weyl group.

Definition 12.3 The displacement operators D(a, b) map the functions f (x) and
F(p) inB[̂Z, (Q/Z)], into the following functions in B[̂Z, (Q/Z)]:

[D(a, b) f ](x) = χ (−ab + 2ax) f (x − b)

[D(a, b)F](p) = χ (ab − pb) F(p − 2a)

a, p ∈ Q/Z; b, x ∈ ̂Z. (12.19)

We have explained earlier that in the a = (a2, ..., ap, ...) ∈ Q/Z most of the ap

are equal to zero. The same is true for p. This is important in proving that the
[D(a, b) f ](x) and [D(a, b)F](p) belong to the space B[̂Z, (Q/Z)].
Definition 12.4 Let {Gi |i ∈ I } be a set of locally compact groups. We denote as gi
the elements of Gi . Also let Hi be a compact subgroup of Gi (for all i ∈ I ). The
restricted direct product of the groups Gi with respect to their compact subgroups
Hi , is the [9, 10]

′
∏

i

Gi = {(g1, g2, ...) | gi ∈ Hi for most indices i ∈ I }. (12.20)

The restricted direct product of groups, is a subgroup of the direct product of groups
(because there is a restriction imposed on it).

Proposition 12.1 (1) The displacement operators D(a, b)χ(c) form a representa-
tion of the Heisenberg-Weyl group HW [(Q/Z),̂Z, (Q/Z)] (the notation indi-
cates the sets in which the variables a, b, c belong).

(2) TheHeisenberg-Weyl group HW [(Q/Z),̂Z, (Q/Z)] is the restricted direct prod-
uct of the groups HW [(Qp/Zp),Zp, (Qp/Zp)] with respect to their compact
subgroups HW 2(Zp) ∼= Zp (defined in Eq. (11.45)):

http://dx.doi.org/10.1007/978-3-319-59495-8_10
http://dx.doi.org/10.1007/978-3-319-59495-8_11
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HW [(Q/Z),̂Z, (Q/Z)] =
′

∏

p∈Π

HW [(Qp/Zp),Zp, (Qp/Zp)] (12.21)

Proof (1) Using the definition in Eq. (12.19), we prove the multiplication rule

D(a, b)D(a′, b′) = D(a + a′, b + b′)χ(ab′ − a′b) (12.22)

Comparison with the Definition 4.2, shows that we have a representation of the
Heisenberg-Weyl group.

(2) We use the notation a = (a2, ..., ap, ...) ∈ Q/Z, wheremost ap are equal to zero.
We also use a similar notation for the other variables in Q/Z.
We then consider Eq. (11.42) with all p ∈ Π , and multiply all these equations.
In this way we prove that

D(a, b) =
∏

p∈Π

Dp(ap, bp). (12.23)

Since most ap are equal to zero, it follows that most Dp(ap, bp) = Dp(0, bp)

belong to the compact group HW 2(Zp) ∼= Zp.
We also prove that

χ (c + ab − pb) =
∏

p∈Π

χp
(

cp + apbp − ppbp
)

. (12.24)

Here most of the factors are equal to 1. Combining the above two points proves
this part of the proposition.

12.3.1 HW [(Q/Z),̂Z, (Q/Z)] as a Locally Compact and
Totally Disconnected Topological Group

We define the following subgroups of HW [(Q/Z),̂Z, (Q/Z)]:

HW 1(Q/Z) = {D(a, 0) | a ∈ Q/Z} ∼= Q/Z

HW 2(n̂Z) = {D(0, b) | b ∈ n̂Z} ∼= n̂Z

HW 3(Q/Z) = {χ(c) | c ∈ Q/Z} ∼= Q/Z. (12.25)

If n1 is a divisor of n2, then HW 2(n2̂Z) ≺ HW 2(n1̂Z). The set

N = {HW [(Q/Z),̂Z, (Q/Z)]} ∪ {HW 2(n̂Z) | n ∈ N} (12.26)

with the order subgroup, is a partially ordered set.

http://dx.doi.org/10.1007/978-3-319-59495-8_4
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Proposition 12.2 We regard the set N in Eq. (12.26), as a fundamental system of
open neighborhoods of the identity of the group HW [(Q/Z),̂Z, (Q/Z)]. Then the
HW [(Q/Z),̂Z, (Q/Z)] becomes a topological group, which is totally disconnected
and locally compact.

Proof The proof is similar to the proof of Proposition 11.5.

Remark 12.1 In analogy with Remark 11.3, we define another representation of the
Heisenberg-Weyl group, although it is not relevant for Physics. This is the profinite
Heisenberg-Weyl group HW (̂Z,̂Z,̂Z), and is different from the HW [(Q/Z),̂Z,

(Q/Z)] (which is not profinite).
The HW (̂Z,̂Z,̂Z) is defined as the inverse limit of the finite Heisenberg-Weyl

groups HW [Z(d),Z(d),Z(d)]. If k is a divisor of n (k ≺ n), we define the homo-
morphisms

˜ψkn : HW [Z(k),Z(k),Z(k)] ← HW [Z(n),Z(n),Z(n)], (12.27)

where

˜ψkn[D(αn, βn)ωn(γn)] = D(αk, βk)ωk(γk)

αk = ψkn(αn); βk = ψkn(βn); γk = ψkn(γn) (12.28)

The map ψkn has been defined in Eq. (10.67). The ˜ψkn are compatible, and the
{HW [Z(pn),Z(pn),Z(pn)], ˜ψkn} is an inverse system, whose inverse limit we
denote as HW (Zp,Zp,Zp).

The elements of this group are D(a, b)χ(c), where

D(a, b) = (D(α2, β2), D(α3, β3), ...)

χ(c) = (ω2(γ2), ω3(γ3), ...)

a = (α2, α3, ...); b = (β2, β3, ...); c = (γ2, γ3, ...)

a, b, c ∈ ̂Z; αk, βk, γk ∈ Z(k) (12.29)

The a, b, c are elements ̂Z written in the representation of Eq. (10.71) (see also
Remark 10.4). Only the elements with indices which are powers of primes are need to
define uniquely these sequences. This follows from the Chinese remainder theorem.
Consequently

D(a, b) = (D2(a2, b2),D3(a3, b3), ...)

χ(c) = (χ2(c2), χ3(c3), χ5(c5), ...); c = (c2, c3, ...)

a, b, c ∈ ̂Z; ap, bp, cp ∈ Zp. (12.30)

The Dp(ap, bp) have been defined in Eq. (11.53). We stress that the D(a, b) where
a, b ∈ ̂Z, are very different from the D(a, b) where a ∈ Q/Z, and b ∈ ̂Z.

http://dx.doi.org/10.1007/978-3-319-59495-8_11
http://dx.doi.org/10.1007/978-3-319-59495-8_11
http://dx.doi.org/10.1007/978-3-319-59495-8_10
http://dx.doi.org/10.1007/978-3-319-59495-8_10
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The Pontryagin dual group to ̂Z does not appear in HW (̂Z,̂Z,̂Z). Therefore it
cannot be associated with displacements of dual quantum variables. It is a represen-
tation of the Heisenberg-Weyl group, which is not relevant to quantum mechanics.

12.4 Wigner and Weyl Functions

Many of the results in this section are analogous to those in Sect. 11.6, and we present
them without proof [1, 2]. Our notation and presentation aims to make clear this
analogy. However, there is a difference in cases where we have to change variables
in integrals, because we get different constants.

We consider an operator θ(x, y) where x, y ∈ ̂Z, and let

˜θ(p, p′) =
∫

̂Z

dxp

∫

̂Z

dyθ(x, y)χ(−xp + yp′); p, p′ ∈ Q/Z. (12.31)

θ acts on a function f (x), and its Fourier transform ˜f (p), as:

(θ f )(x) =
∫

̂Z

dyθ(x, y) f (y)

(θ ˜f )(p) =
∫

Q/Z

dp′
˜θ(p, p′) ˜f (p′) (12.32)

The trace of θ is given by

trθ =
∫

̂Z

dxθ(x, x) =
∫

Q/Z

dp˜θ(p, p). (12.33)

Definition 12.5 The parity operator with respect to the point (a, b) in the phase
space (Q/Z) × ̂Z, is

P(a, b) = [D(a, b)]† F2 D(a, b) = [D(2a, 2b)]† F2 = F2 D(2a, 2b). (12.34)

Proposition 12.3 (1) The parity operator acts on wavefunctions in B[̂Z, (Q/Z)],
as follows:

P(a, b) f (xp) = χ(−4ab − 4ax) f (−x − 2b)

P(a, b) ˜f (p) = χ(4ab + 2pb) ˜f (−p − 4a). (12.35)

(2)

[P(a, b)]2 = 1; P

(

a + 1

4
, b

)

= P(a, b). (12.36)

http://dx.doi.org/10.1007/978-3-319-59495-8_11
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Proof The proof is analogous to the proof of Proposition 11.6.

Definition 12.6 The Weyl function ˜W (a, b; θ) and the Wigner function W (a, b; θ)

of an operator θ , are given by:

˜W (a, b; θ) = tr[D(−a,−b)θ ]; a ∈ Q/Z; b ∈ ̂Z

W (a, b; θ) = tr[θ P(a, b)]. (12.37)

Proposition 12.4 (1) The Weyl function is given by

˜W (a, b; θ) =
∫

Q/Z

dp χ (ab + pb)˜θ(p + 2a, p) (12.38)

(2) The Wigner function is given by

W (a, b; θ) =
∫

Q/Z

dp χ(−4ab − 2pb)˜θ(p,−p − 4a). (12.39)

Proof The proof is analogous to the proof of Proposition 11.7.

Proposition 12.5 The parity operators are related to the displacement operators
through a Fourier transform:

P(a, b) =
∫

Q/Z

da′
∫

̂Z

db′ D(a′, b′)χ(2a′b − 2ab′). (12.40)

Also theWigner function is related to theWeyl function through a Fourier transform:

W (a, b; θ) =
∫

Q/Z

da′
∫

Z

db′
˜W (−a′,−b′)χ(2a′b − 2ab′). (12.41)

Proof The proof is analogous to the proof of Proposition 11.8.

Proposition 12.6 Let θ bea trace class operator actingon functions inB[̂Z, (Q/Z)].
Then

(1)

1

2

∫

Q/2−1Z

da
∫

̂Z

db D(a, b) θ [D(a, b)]† = 1trθ. (12.42)

(2) θ can be expanded in terms of displacement operators, with the Weyl function
as coefficients:

θ = 1

2

∫

Q/2−1Z

da
∫

̂Z

db D(a, b) ˜W (a, b; θ). (12.43)

http://dx.doi.org/10.1007/978-3-319-59495-8_11
http://dx.doi.org/10.1007/978-3-319-59495-8_11
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Proof (1) We act with D(a, b) θ [D(a, b)]† on a function F(p) ∈ B[̂Z, (Q/Z)] and
we get

[

D(a, b) θ [D(a, b)]†F]

(p) =
∫

Q/Z

dp′ χ(2ab − pb + p′b)

× θ(p − 2a, p′) F(p′ + 2a). (12.44)

The scalar product of this with an arbitrary functionG(p) ∈ B[̂Z, (Q/Z)], gives
∫

Q/2−1Z

da
∫

Z

db
(

G, D(a, b) θ [D(a, b)]†F)

=
∫

Q/2−1Z

da
∫

Z

db
∫

Q/Z

dp
∫

Q/Z

dp′ [G(p)]∗

×χ(2ab − pb + p′b)θ(p − 2a, p′) F(p′ + 2a)

=
∫

Q/2−1Z

da
∫

Q/Z

dp
∫

Q/Z

dp′ [G(p)]∗

×Δ(2a − p + p′)θ(p − 2a, p′) F(p′ + 2a) (12.45)

We now change the variable 2a into a′, using Eq. (12.18). We get:

∫

Q/Z

dp [G(p)]∗ F(p)

∫

Q/Z

dp′ θ(p′, p′) = (G, F)tr(θ). (12.46)

This proves the proposition.
(2) The operator in Eq. (12.43) acts on an arbitrary function F(p) ∈ B[̂Z, (Q/Z)],

as follows (use Eq. (11.63)):

∫

Q/2−1Z

da
∫

̂Z

db
∫

Q/Z

dpp

∫

Qp/Zp

dp′ χ (ab + pb)

×˜θ(p + 2a, p)χ
(

ab − p′b
)

F(p′ − 2a)

=
∫

Q/2−1Z

da
∫

Q/Z

dp
∫

Q/Z

dp′
˜θ(p + 2a, p)

×Δ(2a + p − p′)F(p′ − 2a) (12.47)

We now change the variable 2a into a′, using Eq. (12.18): We get

∫

Q/Z

dp
∫

Q/Z

dp′
˜θ(p′, p)F(p) (12.48)

This proves the proposition.
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Proposition 12.7 Let θ be a trace class operator acting on functions in the Schwartz-
Bruhat space B[̂Z, (Q/Z)]. Then
(1)

1

8

∫

Q/2−2Z

da
∫

2−1̂Z

db P(a, b) θ P(a, b) = 1trθ. (12.49)

(2) θ can be expanded in terms of parity operators, with the Wigner function as
coefficients:

θ = 1

8

∫

Q/Z

da
∫

2−1̂Z

db P(a, b)W (a, b; θ). (12.50)

Proof (1) We substitute a with 2a and b with 2b in Eq. (12.42), and change accord-
ingly the domains of integration. We also take into account Eq. (12.17). We
get

1

8

∫

Q/2−2Z

da
∫

2−1Zp

db D(2a, 2b) θ [D(2a, 2b)]† = 1trθ. (12.51)

Then we multiply each side with F2 on the left and with [F2]† on the right, and
we prove the statement.

(2) We substitute Eq. (12.39) on the right hand side of Eq. (12.50), and act on an
arbitrary function F(p):

1

8

∫

Q/Z

da
∫

2−1̂Z

db
∫

Q/Z

dp′
˜θ(p′,−p′ − 4a)

×χ(−4ab − 2p′b)χ(4ab + 2pb)F(−p − 4a) (12.52)

Integration over 2b gives,

1

4

∫

Q/Z

da
∫

Q/Z

dp′
˜θ(p′,−p′ − 4a)

×Δp(pp − p′
p)F(−p − 4a)

= 1

4

∫

Q/Z

dap ˜θ(p,−p − 4a)F(−p − 4a) (12.53)

Now we change the variable −p − 4a into q, using Eq. (12.17). We get the
operator θ acting on the function F(p). This completes the proof.
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Table 12.1 Somefinite and profinite quantum systems.All them are subsystemof theΣ[̂Z, (Q/Z)].
S1, S2 are finite or infinite subsets of the set of prime numbers Π , such that S1 ∩ S2 = ∅.
Σ[Z(d)]
Σ[Zp, (Qp/Zp)]
Σ[Z(E ),C(E )]
Σ

[

∏

p∈S1 Z(pep ) × ∏

p∈S2 Zp,
∑

p∈S1 Z(pep ) ⊕ ∑

p∈S2 Qp/Zp

]

Σ[̂Z, (Q/Z)]

12.5 The Directed-Complete Partial Order of Subsystems
Of Σ[̂Z, (Q/Z)]

In Sect. 10.11 we studied the directed-complete partial order N(G,˜G)
S which contains

pairs of groups G = Z(pk) and ˜G = C(pk)which are Pontryagin dual to each other.
To each of these pairs corresponds a quantum system Σ(G, ˜G). The set NQ

S of these
quantum systems (the superfix Q indicates quantum systems), is a directed-complete
partial order, with supremum the Σ[̂Z, (Q/Z)]. Some examples of systems in N

Q
S

are shown in Table12.1 (which is based on Table10.1).
The set of finite quantum systemsΣ[Z(d)]with the order subsystem, is a directed

partial order. which is not complete. By adding to it, systems like those in Table12.1,
we get the set NQ

S which is a directed-complete partial order [2].

12.6 Other Topics

An extension of the system studied in this section, is a quantum systemwith positions
inQ. In this case the Pontryagin dual group isAQ/Q, whereAQ is the group of adeles
[14]. So the momenta take values in AQ/Q. We have studied this in the context of
harmonic analysis in [15]. None of these groups is profinite, and therefore this work
is outside the remit of this monograph.

Below are some open questions related to profinite quantum systems:

• The study of mutually unbiased bases for profinite quantum systems.
• The Birkhoff-von Neumann lattice of subspaces, obeys the modularity property
in the case of finite-dimensional Hilbert spaces, and violates it in the case of
infinite-dimensional Hilbert spaces. Profinite groups are infinite, but inherit many
properties from the finite groups. It is interesting to study whether modularity is
valid in the lattice of subspaces of the Schwartz-Bruhat space of profinite quantum
systems.
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