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Abstract. Attribute based encryption is a very useful primitive for scal-
able access control on the ciphertexts and has found broad applications,
such as secure cloud storage etc. When this primitive is used by mobile
phones, the computation cost is too heavy. So Hohenberger and Waters
introduced the concept of Online/offline attribute based encryption and
give a such concrete construction. In this paper, we give an improved
construction based on their proposal. Compared with their proposal, our
proposal needs 5 pairings instead of 2|I| + 1 pairings, which is much
more efficient than the original scheme. Furthermore, we generalize this
technique to speed up the computation of multi-modular exponentiation,
and thus also get an interesting result.

1 Introduction

Attribute based encryption is a cryptographic primitive for flexible controlling
on decryption ability for the ciphertexts, such as secure cloud storage [5–8]. How-
ever, most of the attribute based encryption use the bilinear pairing, which is a
heavy computation task. Thus if we use mobile phone to implement this primi-
tive, the mobile phone will run out the energy in a very short time. Thus we need
some advanced techniques to help the mobile phones to implement the task of
attribute based encryption and decryption. Usually there are two ways for doing
this: the first one is outsourcing the decryption of attribute based encryption
to the cloud, which has received great attention these years, and many wonder-
ful results have been achieved, such as [1–4,9]; the second one is to implement
the encryption in the online/offline way, that is, when the mobile phone is in
charging, it can implement the offline part of the encryption, which is a heavy
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task, when the mobile phone is working without charging, it can implement
the online part of encryption, which is a more easy part for encryption. Which
can be implement in several seconds. These two ideas are very useful for widely
application of attribute based encryption for our life.

In this paper, we concentrate on the second technique, online/offline attribute
based encryption. We find that the HK proposal can even be improved again,
we can reduce the number of bilinear pairings from linear with the attributes to
constant ones, thus can further enlarge the time the mobile phone can live when
doing such encryption.

We first review of HW’s online/offline scheme and then we propose an
improved one based on it. Then we generalize our technique to speed up the
computation of multi-modular exponentiation, taking the vector commitments
as an example, which is also an interesting work. Finally we give the conclusion.

2 Review of HW’s Online/Offline ABE Scheme

Here we first review the concept and scheme of online/offline ABE. In PKC’14
[10], Hohenberger and Waters proposed an online/offline ABE scheme based on
the unbounded KP-ABE scheme of Rouselakis and Waters [11].

1. Setup(λ,U). The setup algorithm takes as input a security parameter and a
universe U of attributes. To cover the most general case, we let U = {0, 1}∗.
It then chooses a bilinear group G of prime order p, generators g, h, u, w ∈ G.
In addition, it chooses random exponents α ∈ Zp. The authority sets MSK =
(α, PK) as the master secret key. It publishes the public parameters as:

PK = (G, p, g, h, u, w, e(g, g)α)

We assume that the universe of attributes can be encoded as elements in Zp.
2. Extract(MSK, (M,ρ)). The extract algorithm takes as input the master secret

key MSK and an LSSS access structure (M,ρ). Let M be an l × n matrix.
The function ρ associates rows of M to attributes. The algorithm initially
chooses random values y2, · · · , yn ∈ Zp. It then computes l shares of the
master secret key as (λ1, λ2, · · · , λl) := M · (α, y2, · · · , yn)T (where T denotes
the transpose). It then picks l random exponents t1, t2, · · · , tl ∈ Zp. For i = 1
to l, it computes

Ki,0 := gλiwti ,Ki,1 := (uρ(i)h)−ti ,Ki,2 = gti

and the private key is SK = ((M,ρ), {Ki,0,Ki,1,Ki,2}i∈[1,l]).
3. Offline.Encrypt(PK)). The offline encryption algorithm takes in the public

parameters only. Here we describe the basic system which assumes a max-
imum bound of P attributes will be associated with any ciphertext. The
algorithm first picks a random s ∈ Zp and computes

key = e(g, g)αs, C0 = gs
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Next for j = 1 to P , it chooses random rj , xj ∈ Zp and computes

Cj,1 = grj , Cj,2 = (uxjh)rjw−s

One can view this as encrypting for a random attribute xj , where this will
be corrected in the online phase. We remark that the work done in the offline
phase is roughly equivalent to the work of the regular encryption algorithm
in [11].
The intermediate ciphertext is IT = (Key,C0, {rj , xj , Cj,1, Cj,2}j∈[1,P ]).

4. Online.Encrypt(PK)). The online encryption KEM algorithm takes as input
the public parameters, an intermediate ciphertext IT , and a set of attributes
S = (A1, A2, · · · , Ak≤P ). For j = 1 to k, it computes Cj,3 := (rj(Aj −
xj)) mod p. Intuitively, this will correct to the proper attributes. It sets the
ciphertext as:

CT = (S,C0, {Cj,1, Cj,2, Cj,3}j∈[1,k])

The encapsulated key is key. The dominant cost is one multiplication in Zp

per attribute in S.
5. Decrypt(SK,CT ). The decryption algorithm in the KEM setting recov-

ers the encapsulated key. It takes as input a ciphertext CT =
(S,C0, {Cj,1, Cj,2, Cj,3}j∈[1,k]) for attribute set S and a private key SK =
((M,ρ), {Ki,0,Ki,1,Ki,2}i∈[1,l] for access structure (M,ρ). If S does not sat-
isfy this access structure, then the algorithm issues an error message. Other-
wise, it sets I := {i : ρ(i) ∈ S} and computes constants ωi ∈ Zp such that
Σi∈Iωi · Mi = (1, 0, · · · , 0), where Mi is the i-th row of the matrix M . Then
it then recovers the encapsulated key by calculating key :=

Πi∈I(e(C0,Ki,0)e(Cj,1,Ki,1)e(Cj,2 · uCj,3 ,Ki,2))ωi = e(g, g)αs

where j is the index of the attribute ρ(i) in S(it depends on i). This does not
increase the number of pairing operations over [[11], Appendix C], although
it adds |I| exponentiations.

Correctness. If the attribute set S of the ciphertext is authorized, we have that
Σi∈Iωiλi = α. Therefore, Key =:

Πi∈I(e(C0, Ki,0)e(Cj,1, Ki,1)e(Cj,2 · uCj,3 , Ki,2))
ωi

= Πi∈I(e(g
s, gλiωti)e(grj , (uρ(i)h)−ti)e((uxjh)rjω−s · urj(ρ(i)−xj), gti))ωi

= Πi∈I(e(g
s, gλiωti)e(grj , (uρ(i)h)−ti)e((uxjh)rjω−s · urj(ρ(i)−xj), gti))ωi

= Πi∈I(e(g, g)e(g, ω)stie(g, u)−rjtiρ(i)e(g, h)−rjtie(g, u)ρ(i)rjtie(g, h)rjtie(g, ω)−sti)ωi

= Πi∈Ie(g, g)sωiλi = e(g, g)sα

2.1 Our Improved Online/Offline ABE Scheme

1. Setup(λ,U). The setup algorithm takes as input a security parameter and a
universe U of attributes. To cover the most general case, we let U = {0, 1}∗.
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It then chooses a bilinear group G of prime order p, generators g, h, u, w ∈ G.
In addition, it chooses random exponents α ∈ Zp. The authority sets MSK =
(α, PK) as the master secret key. It publishes the public parameters as:

PK = (G, p, g, h, u, w, e(g, g)α)

We assume that the universe of attributes can be encoded as elements in Zp.
2. Extract(MSK, (M,ρ)). The extract algorithm takes as input the master secret

key MSK and an LSSS access structure (M,ρ). Let M be an l × n matrix.
The function ρ associates rows of M to attributes. The algorithm initially
chooses random values y2, · · · , yn ∈ Zp. It then computes l shares of the
master secret key as (λ1, λ2, · · · , λl) := M · (α, y2, · · · , yn)T (where T denotes
the transpose). It then picks l random exponents t1, t2, · · · , tl ∈ Zp and also
a random exponent T1 ∈ Zp. It first computes K0 = gT1 , and for i = 1 to l,
it computes

Ki,0 := gλiwti ,Ki,1 := (uρ(i)h)−ti ,Ki,2 = (ti − T1) mod p

and the private key is SK = ((M,ρ),K0, {Ki,0,Ki,1,Ki,2}i∈[1,l]).
3. Offline.Encrypt(PK)). The offline encryption algorithm takes in the public

parameters only. Here we describe the basic system which assumes a max-
imum bound of P attributes will be associated with any ciphertext. The
algorithm first picks a random s ∈ Zp and computes

key = e(g, g)αs, C0 = gs

Next it first selects a random T2 and computes C1 = gT2 , and for j = 1 to P ,
it chooses random rj , xj ∈ Zp and computes

Cj,1 = (rj − T2) mod p,Cj,2 = (uxjh)rjw−s

One can view this as encrypting for a random attribute xj , where this will
be corrected in the online phase. We remark that the work done in the offline
phase is roughly equivalent to the work of the regular encryption algorithm
in [11].
The intermediate ciphertext is IT = (Key,C0, C1, {rj , xj , Cj,1, Cj,2}j∈[1,P ]).

4. Online.Encrypt(PK)). The online encryption KEM algorithm takes as input
the public parameters, an intermediate ciphertext IT , and a set of attributes
S = (A1, A2, · · · , Ak≤P ). For j = 1 to k, it computes Cj,3 := (rj(Aj −
xj)) mod p. Intuitively, this will correct to the proper attributes. It sets the
ciphertext as:

CT = (S,C0, C1, {Cj,1, Cj,2, Cj,3}j∈[1,k])

The encapsulated key is key. The dominant cost is one multiplication in Zp

per attribute in S.
5. Decrypt(SK,CT ). The decryption algorithm in the KEM setting recov-

ers the encapsulated key. It takes as input a ciphertext CT =
(S,C0, C1, {Cj,1, Cj,2, Cj,3}j∈[1,k]) for attribute set S and a private key
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SK = ((M,ρ),K0, {Ki,0,Ki,1,Ki,2}i∈[1,l] for access structure (M,ρ). If S
does not satisfy this access structure, then the algorithm issues an error mes-
sage. Otherwise, it sets I := {i : ρ(i) ∈ S} and computes constants ωi ∈ Zp

such that Σi∈Iωi · Mi = (1, 0, · · · , 0), where Mi is the i-th row of the matrix
M . Then it then recovers the encapsulated key by calculating key :=

Πi∈I(e(C0,Ki,0)e(C1 · gCj,1 ,Ki,1)e(Cj,2 · uCj,3 ,K0 · gKi,2))ωi = e(g, g)αs

where j is the index of the attribute ρ(i) in S(it depends on i).

Correctness. If the attribute set S of the ciphertext is authorized, we have that
Σi∈Iωiλi = α. Therefore, Key =:

Πi∈I(e(C0, Ki,0)e(C1 · gCj,1 , Ki,1)e(Cj,2 · uCj,3 , K0 · gKi,2))ωi

= Πi∈I(e(C0, Ki,0)e(g
rj , Ki,1)e(Cj,2 · uCj,3 , gti))ωi

= Πi∈I(e(g
s, gλiωti)e(grj , (uρ(i)h)−ti)e((uxjh)rjω−s · urj(ρ(i)−xj), gti))ωi

= Πi∈I(e(g
s, gλiωti)e(grj , (uρ(i)h)−ti)e((uxjh)rjω−s · urj(ρ(i)−xj), gti))ωi

= Πi∈I(e(g, g)e(g, ω)stie(g, u)−rjtiρ(i)e(g, h)−rjtie(g, u)ρ(i)rjtie(g, h)rjtie(g, ω)−sti)ωi

= Πi∈Ie(g, g)sωiλi = e(g, g)sα

But note here

Πi∈I(e(C0,Ki,0)e(C1 · gCj,1 ,Ki,1)e(Cj,2 · uCj,3 ,K0 · gKi,2))ωi

= e(C0,Πi∈IK
ωi
i,0)e(C1,Πi∈IK

ωi
i,1)e(g,Πi∈IK

ωiCj,1
i,1 )e(Πi∈I(Cj,2 · uCj,3)ωi ,K0)

e(Πi∈I(Cj,2 · uCj,3)ωiKi,2 , g)

which needs 5 pairings instead of 2|I| + 1 pairings for the original scheme, and
the original scheme needs 2|I| modular exponentiation while this scheme needs
5|I| + 2 modular exponentiation, which is still more efficient than the original
scheme.

3 Generalization

Here we generalize the above technique to the setting for modular exponentia-
tion, which is a very usual operation in cryptographic primitives. We illustrate
the new technique for speeding up multi-modular exponentiation via an improve-
ment to [12]. First we review the CF vector commitment scheme.

3.1 CF’s Vector Commitments

1. VC.KeyGen(1k, q). Let G,GT be two bilinear groups of prime order p equipped
with a bilinear map e : G × G → GT . Let g ∈ G be a random generator.
Randomly choose z1, · · · , zq ← Zp. For all i = 1, · · · , q set hi = gzi . For all
i, j = 1, · · · , q, i �= j set hi,j = gzizj . Set pp = (g, {hi}i∈[q], {hi,j}i,j∈[q],i �=j).
The message space is M = Zp.
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2. VC.Compp(m1, · · · ,mq). Compute C = hm1
1 hm2

2 · · · hmq
q and output C and the

auxiliary information aux = (m1, · · · ,mq)
3. VC.Openpp(mi, i, aux). Compute

Λi =
q∏

j=1,j �=i

h
mj

i,j = (
q∏

j=1,j �=i

h
mj

j )zi

4. VC.Verpp(C,mi, i, Λi). If the following equations hold,

e(C/hmi
i , hi) = e(Λi, g)

then outputs 1, otherwise output 0.
5. VC.Updatepp(C,m,m′, i). Compute the updated commitment C ′ = C ·hmi−m

i .
Finally output C ′ and U = (m,m′, i).

6. VC.ProofUpdatepp(C,Λj ,m
′, U). A client who owns a proof Λj , that is valid

w.r.t. to C for some message at position j, can use the update information
U = (m,m′, i) to compute the updated commitment C ′ and produce a new
proof Λ′

j which will be valid w.r.t C ′. We distinguish two cases:
a. i �= j. Compute the updated commitment C ′ = C · hm′−m

i while the
updated proof is Λ′

j = Λj(hm′−m
i )zj = Λjh

m′−m
j,i

b. i = j. Compute the updated commitment as C ′ = C · hm′−m
i while the

updated proof remains the same as Λi.

3.2 Our Improved Algorithm

1. VC.KeyGen(1k, q). Let G,GT be two bilinear groups of prime order p equipped
with a bilinear map e : G×G → GT . Let g ∈ G be a random generator. Ran-
domly choose z1, · · · , zq ← Zp. For all i = 1, · · · , q set hi = gzi . Furthermore,
choose a random t ∈ Zp, computes T = gt, r1 = z1 − t mod p, r2 = z2 − t mod
p, · · · , rq = zq − t mod p. Note here hi = gt ·gri = gt+zi−t = gzi . For all i, j =
1, · · · , q, i �= j set hi,j = gzizj . Set pp = (g, T, r1, r2, · · · , rq, {hi,j}i,j∈[q],i �=j).
The message space is M = Zp.

2. VC.Compp(m1, · · · ,mq). Compute

C = hm1
1 hm2

2 · · · hmq
q = (Tgr1)m1 · · · Tgrq )mq )

= T (m1+m2+···+mq)gr1m1+r2m2+···+rqmq

and output C and the auxiliary information aux = (m1, · · · ,mq). Note here
the committer needs only compute two modular exponentiations instead of q
modular exponentiations.

3. VC.Openpp(mi, i, aux). Compute

Λi =
q∏

j=1,j �=i

h
mj

i,j = (
q∏

j=1,j �=i

h
mj

j )zi



Improved Online/Offline Attribute Based Encryption and More 609

4. VC.Verpp(C,mi, i, Λi). If the following equations hold,

e(C/hmi
i , hi) = e(Λi, g)

then outputs 1, otherwise output 0.
5. VC.Updatepp(C,m,m′, i). Compute the updated commitment C ′ = C ·hmi−m

i .
Finally output C ′ and U = (m,m′, i).

6. VC.ProofUpdatepp(C,Λj ,m
′, U). A client who owns a proof Λj , that is valid

w.r.t. to C for some message at position j, can use the update information
U = (m,m′, i) to compute the updated commitment C ′ and produce a new
proof Λ′

j which will be valid w.r.t C ′. We distinguish two cases:
a. i �= j. Compute the updated commitment C ′ = C · hm′−m

i while the
updated proof is Λ′

j = Λj(hm′−m
i )zj = Λjh

m′−m
j,i

b. i = j. Compute the updated commitment as C ′ = C · hm′−m
i while the

updated proof remains the same as Λi.

4 Conclusion

In this paper, we consider the issue of implementing of online/offline of ABE
for mobile devices with energy efficiency. We give an improvement to the HW’s
proposal. And we also generalize our technique to the setting of multi modular-
exponentiation. However, we also note our results are very basic, there are many
work need to do in the future, such as proving the security of the proposals in
the formal model, and extending this technique to other settings.
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