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Abstract Binary data classification is an integral part in cyber-security, as most of
the response variables follow a binary nature. The accuracy of data classification
depends on various aspects. Though the data classification technique has a major
impact on classification accuracy, the nature of the data also matters lot. One of
the main concerns that can hinder the classification accuracy is the availability of
noise. Therefore, both choosing the appropriate data classification technique and
the identification of noise in the data are equally important. The aim of this study
is bidirectional. At first, we aim to study the influence of noise on the accurate data
classification. Secondly, we strive to improve the classification accuracy by handling
the noise. To this end, we compare several classification techniques and propose a
novel noise removal algorithm. Our study is based on the collected data about online
credit-card transactions. According to the empirical outcomes, we find that the noise
hinders the classification accuracy significantly. In addition, the results indicate
that the accuracy of data classification depends on the quality of the data and the
used classification technique. Out of the selected classification techniques, Random
Forest performs better than its counterparts. Furthermore, experimental evidence
suggests that the classification accuracy of noised data can be improved by the
appropriate selection of the sizes of training and testing data samples. Our proposed
simple noise-removal algorithm shows higher performance and the percentage of
noise removal significantly depends on the selected bin size.

1 Introduction

Quality of the data takes an upmost importance in data analytics, irrespective of the
type of application. In data classification, high quality data are further important as
the accuracy of the classification correlates with the quality of data.

Real-world datasets can contain noise, which is one of the reasons that makes
the quality of data low [16, 38]. Shahi et al. [39] consider outliers and noise as the
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uncertainty of data. Handling data that are mixed with noise brings a hard time for
the analysis. Some organizations allocate millions of dollars per year on detecting
errors with data [32]. When the noise is mixed with cyber-security related data, one
needs to give a serious attention to handle them due to the sensitive nature of the
data.

The attention for cyber-security and protective measures grew faster with the
expansion of cyberattacks. Stealing intellectual and financial resources are the main
reasons behind the deliberate breaching of computer systems. When the mobile
commerce expanded revolutionary, a series of thefts started to creep up in which
majority of them are related to credit-cards transactions. In a study, Hwang et al.
[19] states that approximately 60% of the American adults avoid doing business
online due their concern about misuse of the personal information. Riem [33] reports
a precarious incident of shutting down a credit-card site of a British bank called,
Halifax due to the exposure of consumers’ details. In this regard, measurements to
minimize credit-card related frauds are in great demand at present than ever before.

Noise hinders the classification [35, 46, 49] by decreasing the performance
accuracy, in terms of time in constructing the classifier, and in the size of the
classifier. Thist is why the identification of noise is an integral part in data
classification. Noise can be introduced in many ways into online transactions of
credit card data. Besides the conventional ways that introduce noise, research
indicates that magnetic card chips can be vulnerable at times and can introduce
noise to the transaction. Therefore, identification and isolation of noise from the
data before analyzing is very important.

Apart from the noise, the shape of the attributes’ distributions can make an
impact on the quality of data classification. It is a fact that most of the natural-
continuous random variables adhere some sort of Gaussian distribution. When the
data show a departure from the normality, it is considered as skewed. Osborne [31]
points out that mistake in data entry, missing data values, presence of outliers, and
nature of the variable itself are some of the reasons for the skewness of the data.
Furthermore, Osborne [31] makes use of several data transformation techniques
such as square root, natural log, and inverse transformation to convert the non-
normal data into normal. There is a strong association between the existence of
noise and the skewness of the distribution. It is apparent that skewness of data
directly influence outliers. Hence, there should be an important connection between
the nature of the skewness of data and the classification accuracy.

Even if someone removes the noise and the skewness of the data, it would not
completely reach the maximum data accuracy level in the classification. Selection
of the correct classification technique based on the available data, and the use of
appropriate sample sizes for training and test data are two of options one can
consider for improvement of classification. Though there are several literature
findings about the identification of appropriate classification technique, only a
handful of findings exists in connection with the selection of suitable sample ratios.
Even within the available findings, none of them are related to both cyber-security
related data that are mixed with noise. In this chapter we have two broad aims. At
first, we study the impact of noise in effective data classification. Secondly, we aim
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to improve the classification of noisy data. To this end, we consider how skewness,
appropriate ratios of the samples, and the classification technique impact on the
classification. This study brings the novelty in two ways. According to the author’s
knowledge, it is rare to find a study aiming to investigate the relationship between
above selected features and the classification accuracy. Furthermore, we propose
a novel, simple and most importantly an effective noise detection algorithm to
improve the classification accuracy. The rest of the chapter is organized as follows:
Next Sect. 2 discusses the related work, and Sect. 3 provides the background to
classification techniques. In Sect. 4, the dataset is described. The Sect. 5 aims to
discuss the issue of attribute noise on classification accuracy. Section 6 investigates
how skewness of the data influences the classification accuracy. Section 7 attempts
to improve the classification accuracy of the data, which is mixed with noise. This
is achieved by using the noise removal and the selection of appropriate sample sizes
for the training and testing samples. Then Sect. 8 discusses the results of the study
and Sect. 9 concludes the chapter.

2 Related Work

Use of SVM in data classification is not novel and has mixture of opinions regarding
the accuracy of it. Sahin and Duman [36] incorporated the knowledge of decision
trees and SVM in credit card fraud analysis. Though they found the model based
on decision trees outperformed SVM, the difference of performances between both
methods became less with the increment of the size of the training datasets. In
another study, Wei and Yuan [45] used an optimized SVM model to detect online
fraudulent credit card and found their proposed non-linear SVM model performed
better than the others. Colas and Brazdil [8] and Fabrice and Villa [13] compared
SVM with K-nearest neighbor (kNN) and naive Bayes in text classification. Though
they expected that SVM would outperform its counterparts, authors couldn’t find
SVM as the clear winner. In addition, they pointed out that the performance of kNN
continues to improve with the use of suitable preprocessing technique. Scholkopf
and Smola [37] and Mennatallah et al. [28] utilized SVM in anomaly detection. In
addition to SVM based techniques, other alternative techniques can be found in the
literature.

Abu-Nimeh et al. [1] compared six classifiers on phishing data. In their study,
authors used Logistic Regression, Classification and Regression Trees, Bayesian
Additive Regression Trees, Support Vector Machines, Random Forests, and Neural
Networks. According to the outcomes, authors claimed that the performance of
Logistic Regression was better than the rest.

As the previous research findings indicate, the nature of the data is imperative
for the accuracy of classification. Bragging and boosting are considered as popular
classifying trees and random forest was proposed by adding an extra layer to
bragging [25]. Díaz-Uriarte and Andres [12] incorporated random forest in gene
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classification and stated that this technique showed an excellent performance in
classification even with the presence of noise in data. Miranda et al. [29] compared
three noise elimination algorithms for Bioinformatics datasets and Machine Learn-
ing classifiers. In another study, Jayavelu and Bar [20] used Fourier series approach
to construct a noise removal algorithm. An effective two-phased algorithm for noise-
detection is proposed by Zhu et al. [50]. A novel noise-detection algorithm, which
is based on fast search-and-find density peaks is proposed in [48]. The authors
clustered the original data before removing the outliers. Another outlier detection
algorithm on uncertain data is proposed by Wang et al. [44]. This algorithm is based
on the Dynamic Programming Approach (DPA). Cao et al. [6] and Kathiresan and
Vasanthi [22] conducted their research about handling noise in credit card data.
Lee et al. [24] explored the patterns of credit card transactions in order to classify
fraudulent transactions.

When the quality of the data is considered, the shape of the distribution of data
is very important as the majority of data analysis techniques assume the symmetric
nature of the distribution. Akbani et al. [2] suggested that SVMs do not perform
too badly with moderately skewed data, compared to the other available machine
learning algorithms. Further studies [27, 34, 40, 41] can be seen in the literature. In
addition to the nature of the dataset, the ratio of trainee and test data can impact on
the quality of classification. Guyon [14] proposed an algorithm regarding the sizes
of training and validation datasets, but the author stated that this framework is not
perfect due to the use of simplifying assumptions. Beleites et al. [3] studied about
the above issue using learning curves for small sample size situations.

3 Background on Classification Techniques
and Measurement Indicators

The aim of this section is to describe the theoretical foundation that is used in
this study. First of all, the section starts describing the four types of classification
techniques that are used in this study. Secondly, quantitative measurements that are
used to compare the four classification techniques are discussed.

3.1 Classification Techniques

Here we consider four types of popular classification techniques, namely Support
Vector Machines (SVM), Principal Component Analysis (PCA), Robust Principal
Component Analysis (RPCA), and Random Forest. These techniques attempt to
categorize the class membership based on the attributes of the given dataset by
capturing the hidden patterns of the existing dataset. Ultimately they predict the
group membership of novel data.
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3.1.1 Support Vector Machines (SVM)

SVM is considered as one of the most popular classification techniques [7], which
was introduced by Vapnik [43]. This is based on statistical learning theory and it
attempts to separate two types of data (Class A and Class B) using a hyper-plane by
maximizing the boundary of the separation, as shown in the Fig. 1.

Consider the n-tuple training dataset, S.

S D f.x1; y1/ ; .x2; y2/ ; : : : :; .xi; yi/ ; : : : :; .xn; yn/g : (1)

Here the set of feature vector space is M-dimensional and the class variable is
2-demesioinal. i.e., xi 2 RM and yi 2 f�1, C1g. As mentioned before, the ultimate
aim of the SVM is to find the optimal hyper-plane that split the dataset into two
categories.

If the feature space is completely linearly separable, then the optimal separating
hyper-plane can be found by solving the following Linear Programming (LP)
problem:

Min jjwjj2

s:t:yi ..xi:w/ C b/ � 1;

i D 1; 2; : : : ; n (2)

Unfortunately not all the datasets can be linearly separable. Therefore, SVM uses
a mapping called the Kernel. The purpose of the Kernel, ˆ is to project the linearly
inseparable feature space into a higher dimension so that it can be linearly separated
in the higher space. This feature space transformation is taken place according to
the following.

w:ˆ.x/ C b D 0 (3)

Fig. 1 Support vector
machine

Class B

Class A M
argin
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where w represents the weight vector, which is normal to the hyperplane. Following
are the most popular existing kernel functions that have been extensively studied in
the literature.

• Linear Kernel, ˆ
�
xi; xj

�
D xT

i xj

• Polynomial Kernel, ˆ
�
xi; xj

�
D

�
�xT

i xj C 1
�d

; for � > 0
• Radial Kernel, ˆ(xi, xj) D exp(�”jjxi � xjjj

2) , for � > 0
• Sigmoid Kernel, ˆ

�
xi; xj

�
D Tanh

�
˛xT

i xj C r
�
.

3.1.2 Principal Component Analysis

PCA is an unsupervised and data compression technique used to extract relevant
information from a complexed data. The main purpose of PCA is to use in dimension
reduction and feature selection [11, 30] by preserving the majority of the charac-
teristics of the initial data, which has been used in various fields. PCA attempts
to transform correlated variables into a set of linearly uncorrelated variables in
an optimal way. These new set of variables, which is low in dimension is called
principal components. This is accomplished via a series of vector transformations
as explained in the following algorithm.

Step 1: Begin with the starting variable (the set of features), X D (X1, X2, : : : ., Xn )
0

Step 2: Rotation of the above variables into a new set of variables called,
Y D (Y1, Y2, : : : ., Yn )

0

so that Yi
0

s are uncorrelated and var(Y1) � var(Y2) � : : :

var(Yn)�.
Step 3: Yi and Yi C 1 that are constructed so that ˛0

i D
�
˛1j; ˛2j; : : : :; ˛pj

�
, Yi D

˛0
iX and

P
˛2

i D 1.

3.1.3 Robust Principal Component Analysis (RPCA)

PCA is considered as not robust enough to work with data when outliers are present.
Halouska and Powers [15] investigated the impact of PCA on noise data related to
Nuclear Magnetic Resonance (NMR). They concluded that a very small oscillation
in the noise of the NMR spectrum can cause a large variation of PCA, which
results in the form of irrelevant clustering. Robust Principal Component Analysis,
a modified version of popular PCA method attempts to recover the low-rank matrix
from the corrupted measurements. Though there are numerous versions of RPCA,
Hubert et al. [18] proposed a method that can be described briefly as follows.

• At first, use singular value decomposition is used to deduce the data space.
• Next, for each data point a measurement of outlyingness is calculated. Out of all

the n data points (suppose there are m smallest measurements), the covariance
matrix, †m is calculated. In addition, k number of principal components are
chosen to retain.
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• Finally, a subspace spanned by largest k number of eigenvalues corresponding
to the k number of eigenvalues of the covariance matrix, †m. Then all the data
are projected onto the above sub space and the robust principal components are
computed based on the location of the projected data points.

3.1.4 Random Forest

Random Forest is considered as one of the most popular and widely applied machine
learning algorithms in data classification. Though the main use of Random Forest
is for classification, it can be used as a useful regression model. Random Forest
technique is an ensemble learning technique, proposed by Breiman [4]. Ensemble
methods are considered as learning algorithms that builds a series of classifiers to
classify a novel data point. This technique has found an answer to the overfitting
problem available in individual decision trees (Fig. 2).

The entire classification process of Random Forest is achieved in a series of steps
as described below.

• Suppose the number of training dataset contains N cases. A sub set from the
above N is taken at random with replacement. These will be used as the training
set to grow the tree.

• Assume there are M number of input variables. Then a number m, which is lower
than M is selected and m number of variables from the collection of M is selected
randomly. After that the best split of the selected m variables is selected to split
the node. Throughout this process, m is kept as a constant.

• Without pruning, each tree is grown to the largest extent. The prediction of a new
data point is by aggregating predictions.

Fig. 2 Random forest
All Data

Subset SubsetSubset

Tree Tree Tree
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Table 1 True positive and false positive

Label Meaning

TP-true positive Positive items that are correctly classified as positives
TN-true negatives Negative items that are correctly identified as negatives
FP-false positives Negative items that are wrongly classified as positives
FN-false negatives Positive items that are wrongly classified as negatives

3.2 Performance Indicators

As a means of quantifying the clarity of classification, following quantitative
measurements are discussed. For this purpose, we consider several frequently used
performance indicators, namely precision, specificity, sensitivity (recall), and F-
Measure.

We adhere the following naming convention that is used to summarize the
standard confusion matrix used in data classification (Table 1).

Let’s assume P to be the total number of positive instances and N be the total
number of negative instances. Then the performance indicators ca be defined as
follows.

Sensitivity D
FP

P

Specificity D
FP

N

Precision D
TP

FP C TP
I (4)

where P represents total number of positive (Class A), instances while N represents
the total number of class B instances.

F � Measure D 2

�
Precision�Sensitivity

Precision C Sensitivity

�

4 Dataset

In this study we utilize a dataset about online transactions using credit cards.
This secondary dataset has been modified from the initial dataset, which contains
credit cards’ transactions by European credit cards holders within two days in
September 2013. This dataset includes 29 features including time, amount, and the
time duration of the transaction in seconds. Though it is interesting to know all the
included attribute names in the dataset, due to the confidentiality issues the data do
not disclose all the background information.
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The response variable indicates whether there was an involvement of a fraud
with the credit card transaction or not. Therefore, the feature (Class) takes value 1
to represent an occurrence of a fraud in the credit card transaction, while 0 represents
the opposite. Due to the highly unbalanced nature of the dataset, the initial dataset
was modified to prepare dataset of 1980 instances comprising of a nearly balanced
dataset (997 fraud instances and 983 non-fraud instances).

Copyright©: This dataset is made available under the Open Database License
(http://opendatacommons.org/licenses/odbl/1.0/). The Open Database License
(ODbL) is license agreement intended to allow users to freely share, modify,
and use this Dataset while maintaining this freedom for others, provided that the
original source and author(s) are credited.

5 Examining the Impact of Attribute Noise,
and the Classification Technique on Classification
Accuracy

5.1 The Noise

Data can be classified as attributes and class labels [49]. When noise is considered,
it may either relate to independent variable (attribute) or to the dependent variable
(class). Hence, if the noise exists in the data it can be classified as either attribute
noise or class noise [23, 26, 42, 47, 49]. According to the literature findings,
class noise brings more adverse effects than the attribute noise for classification.
Despite the fact that class noise creates more damages than the attribute noise, it
is believed that the latter is more complicate to handle. Therefore, we focus on
studying attribute noise and the impact of it on data classification.

5.2 Attribute Noise, Classification Technique,
and Classification Accuracy

Impact of attribute noise, and the classification technique on classification accuracy
is tested in several phases. Four previously stated (Sect. 3.1) classification tech-
niques were selected for this. As the first approach, credit card data was classified
using the conventional SVM. In the second approach, PCA was used for data
reduction before applying SVM. Third technique is exactly similar to the second, in
which replacement of PCA by RPCA was the only difference. In the final technique,
Random Forest is directly applied on the dataset similar to the first approach. After
the application of each technique, sensitivity and the F-measure were calculated for
the comparison.

http://opendatacommons.org/licenses/odbl/1.0
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Table 2 Average F-measure,
classification methods, and
noise

Method 5% 10% 15% 20%

SVM 0.48 0.92 0.96 1.82
PCA 1.56 0.33 0.62 1.20
RPCA 1.08 0.59 0.14 0.40
RForest 0.04 0.03 0.07 0.07

In the next phase random noise was introduced to the dataset in 5%, 10%, 15%,
and 20% levels and F-measure was measured accordingly. Using the F-measures
in each case, the percent change of F-measure was calculated. Table 2 summarizes
this findings. In the implementation of algorithm, training and testing samples were
generated according to the 70:30 ratio and performance indicators were calculated
based on 100 randomly selected samples.

6 Skewness of the Data and Classification Accuracy

6.1 Skewness

Skewness provides a measure about the symmetry of the distribution. This mea-
surement can be either positive or negative, in either case, skewness makes the
symmetric distribution asymmetric. Transformation of skewed data into symmetric
is often seen in data analysis. Though there is no strict set of guidelines regarding the
type of transformation to use, following are some of the popular transformations. As
Howell [17] suggested, if data are positively skewed sqrt(X) is used. If the skewness
is moderate, then the log(X) can be used. Brown [5] stated the identification of
skewness based on the Joanes and Gill [21] and Cramer [10] formulas as described
below.

Consider a sample of n data points, x1 , x2 , : : : , xn. Then the method of moment
coefficient of skewness is computed according the Eq. (5).

g D
m3

m
3
2

2

I where m3 D

P �
x �

�
x
�3

n
; m2 D

P �
x �

�
x
�2

n
(5)

Using the above g, the sample skewness (G) is calculated according to the Eq. (6).

G D g

p
n .n � 1/

.n � 2/
(6)

Finally, the declaration of the skewness of the data is decided based on the value
of Zg. Here,
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Zg D
G

SES
I where SES; Standard Error of Skewness

SES D

s
6n .n � 1/

.n � 2/ .n C 1/ .n C 3/

Therefore, we can classify the data as a negatively skewed if Zg < � 2. If ÍZgÍ < 2,
then the distribution is either symmetric, negatively skewed or positively skewed.
Finally if ÍZgÍ > 2, we can classify that the distribution is positively skewed.

6.2 Impact of Skewness on Classification

With the idea of quantifying the impact of skewness on classification accuracy, we
generate data samples with noise levels 5%, 10%, 15%, and 20%. Each attribute in
each sample is tested for the skewness as explained in Sect. 6.1. If the skewness is
present, it is removed using an appropriate transformation. SVM, PCA, RPCA and
RForest methods are applied afterwards. At the end, percent change of sensitivity
and percent change of F-measure are calculated and these results can be seen in
Table 3. In addition, Figs. 3 and 4 displays the observed quantitative measures
graphically.

Table 3 Noise level, classification method, and the change of measures

Noise level Method % Change of sensitivity % Change F-measure

5% SVM 4.24 1.71
PCA 1.20 0.44
RPCA 0.20 0.32
R FOREST 0.06 0.06

10% SVM 1.68 1.32
PCA 1.00 0.20
RPCA 1.36 0.90
R FOREST 0.08 0.08

15% SVM 2.33 0.73
PCA 0.14 0.55
RPCA 2.40 0.87
R FOREST 0.11 0.11

20% SVM 2.23 0.50
PCA 0.78 0.27
RPCA 0.47 0.84
R FOREST 0.05 0.05
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Fig. 3 Impact of skewness on F-measure

Fig. 4 Impact of skewness on sensitivity

7 Improving the Classification Accuracy When Noise
Is Present

Improving the classification accuracy can be achieved in many ways. Appropriate
model selection, purity of the data, and the use of efficient algorithms are some of the
ways. Though much attention has not given, selection of appropriate sample sizes
(training and testing samples) plays a major role in classification accuracy. With the
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Table 4 Pseudo code of the algorithm for noise removal

Input : Data file with noise
Output: New data file after removing noise

1. For i=1 to (# of attributes)
2. For j=1 to (# observations)
3. For k=1 to (# bins)
4. bin the ith attribute with selected bin 

sizes of 5, 10,15,25, and 50)
5. Calculate the mean and standard 

deviation of kth bin
6. Convert each data points on bin k

and attribute i into their
corresponding Z-scores 

7. End k
8. End j
9. End i

10. Summarizing the z-scores of each instance to   
a number and test for outliers using the 
method in section 5.1

11. Eliminate Outliers

presence of noise of the data, noise removal algorithm may be critically important
for the classification accuracy. In this section, we aim to improve the classification
accuracy by proposing a novel, but simple noise removal algorithm. This algorithm
is tested using the credit card data and compare with one of the standard outlier
detection method, based on the Cook’s [9] distance.

7.1 A Simple Noise Removal Algorithm

As can be seen in the algorithm, the algorithm is executed in several steps. At first,
the data in each attribute is binned according the selected bin sizes (5, 10, 15, 25,
and 50). In the next step, data in each bin is converted into their corresponding
sample z-scores by treating the entire bin as the sample. This process continues
until the algorithm covers the entire dataset by taking each attribute at a time.
After completing the z-score calculation for each attribute, standard outlier detection
algorithm, as explained in Sect. 6.1 is applied. In the last step, outliers are removed
from the dataset. The pseudo code of this proposed algorithm is displayed in Table 4.

This algorithm is implemented under each classification method on data with
5%, 10%, 15%, and 20% noise levels. Performance indicators are recorded before
and after the implementation of the algorithm. Obtained results are shown in
Figs. 5 and 6.

The effectiveness of this algorithm is compared with the Cook’s distance
approach. Logistic regression is fitted on the above data and Cook’s distance is
calculated on each data point. Then the data points are declared as unusual if
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Fig. 5 Change (%) of F-measure, Bin Size, and Classification Method for Noise Level of 5%

Fig. 6 Change (%) of F-measure, bin size, and classificationmethod for noise level of 15%

the Cook’s distance is more than the ratio of 4/ (total number of instances in the
dataset). This is implemented for all the datasets of 5%, 10%, 15%, and 20% noise
levels.

7.2 Impact of the Sample Size Ratio of Training and Testing
on Classification Accuracy

It is evident that the classification accuracy would be biased if a large portion of
data is selected to train the model by leaving very small portion to test the model.
This may inflate standard deviations of the performance indicators. Therefore,
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identification of appropriate balance between the two sample sizes is very crucial.
Therefore, it would be beneficial to understand how these ratio of samples impact
the classification accuracy, when the data are mixed with noise.

We study this using nine sample ratios of training-test datasets. 90:10, 80:20,
70:30, 60:40, 50:50, 4:60, 30:70, 20:80, and 10:90 are the selected sample ratios.
For each case, we consider datasets with 5%, 10%, 15%, and 20% noise levels.
After simulating 100 instances, the average and the standard deviations of each
measurement indicator were calculated at each noise levels. In addition, standard
deviation and the mean values of F-measure are calculated.

7.2.1 Coefficient of Variation (CV)

When comparing two statistics, with different distributions for their standard
deviations and means, the ratio between standard deviation (� ) and the mean (�)
values is considered as a better measurement. This measurement is considered as
the Coefficient of Variation (CV), which can be calculated according to the Eq. 8.
CV quantifies the dispersion of the statistics compared to its mean value.

CV D 100� �

�
(8)

After calculating above measurements, Figs. 7 and 8 display the fings.

Fig. 7 Training: test ratio, noise levels and standard deviation of the F-measure



216 R. Indika P. Wickramasinghe

Fig. 8 Training: test ratio, noise levels and standard deviation of the F-measure

8 Results

Table 2 shows the average F-measure for each classification method at each noise
levels. Smaller values are indicating robustness of the model to the noise. According
to the Table 2 and outcomes of the Analysis of Variance (ANOVA), it is obvious
that there is a significant difference in the values of RForest method, compared to
the other counterparts [F(3, 9) D 4.064 , p D 0.0442]. This means, Random Forest
method outperforms the rest of the alternatives across all the levels of noises.
Though SVM works better when there is less noise, with the increment of noise
RPCA works better than SVM.

Table 3 summarizes how skewness of the data influences the classification
accuracy, in the presence of noise. Even in this case, Random Forest method
shows the smallest change in both sensitivity and the F-measure. This indicates
that Random Forest method handles skewness of the data well. SVM shows that
it is not a robust classification technique for skewed data in comparison to the
other counterparts. Most importantly, the performance of SVM gets better with the
increment of noise levels. Out of PCA and RPCA, the latter performs better than
the former. This suggests that PCA is a better classification technique for noisy and
skewed data. This behavior is clearly explained by the Figs. 3 and 4.

Figures 5 and 6 display the relationship among the bin size, classification
technique, noise level and the classification accuracy. At 5% noise level, the highest
change of F-measure across all bin levels is recorded by SVM. Clearly, this is signif-
icantly different than other methods. This indicates that classification accuracy can
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be significantly enhanced using the proposed algorithm, with SVM in particularly.
As the Fig. 6 and other results indicate, PCA also performs better with this algorithm
for higher levels of noise. All the methods, except the Random Forest show
significant improvement of F-measures. This indicates that classification accuracy
can be improved by implementing this noise removal algorithm. Furthermore, there
exists a clear connection between the bin size and the classification accuracy. When
the bin size is either 10 or 20, the highest performance can be achieved across all
the classification techniques and all noise levels. ANOVA was conducted to evaluate
the performance of capturing the noise using our proposed method. According to the
findings there is a significant effect of bin size on the percentage of noise capturing at
the p < 0.05 level for the five bin sizes [F(4, 12) D 232.18, p D 0]. When comparing
effectiveness of the proposed algorithm and the Cook’s distance method, there is
significant evidence to claim that the proposed method captures higher percentage
of noise than the alternative at p < 0.05, [F(1, 6) D 35.01, p D 0.001]. Finally, when
studying the relationship between ratio of sizes for training-test datasets and the
classification accuracy, Figs. 7 and 8 provide interesting findings. When the ratio
is small, there is a higher variability of the performance indicator (F-measure)
compared to its average. When the sample ratio is increased, the coefficient of
variation decreases irrespective of the noise level. All the above stated outcomes
were based on 100 iterations in each of the appropriate situation.

9 Conclusion and Future Work

In this empirical study we investigated the impact of attribute noise in the data on
the classification accuracy. At first, we studied the influence of attribute noise on the
classification accuracy. Secondly, we tried to enhance the power of data classifica-
tion in the presence of noise. Hence, we collected a dataset about online transactions
using credit-card, which is related to cyber-security. With this dataset, we classify
whether a transaction has been involved a fraud or not. According to our findings,
it is clear that classification accuracy is hindered by the presence of noise in the
data. Furthermore, Random Forest method outperforms the other three classification
techniques even in the presence of noise. SVM seems better than other two in the
absence of Random Forest, but when the level of noise increases, RPCA performs
better than the SVM. When testing the influence of skewness on data classification,
we found that there is a direct impact from skewness on the classification accuracy.
This influence affects differently on each technique. Among the selected techniques,
Random Forest is robust even when data are skewed. Though SVM looks vulnerable
to classify skewed data, when the noise level of the data is higher, SVM performs
better. Further analysis shows that PCA can classify data well when the data are
noisy and skewed. As a means of improving the classicization accuracy for noisy
data, we proposed a simple noise removal algorithm. According to the obtained
results, our algorithm significantly improve the classification accuracy. This was
compared with the Cook’s distance approach. According to the obtained results,
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our proposed algorithm shows better performances compared to the Cooks’ distance
approach. Further analysis indicates that there is a strong relationship between the
selected bin size and the classification accuracy. Though this influence does not
impact all the classification techniques uniformly, bin sizes 10 and 20 record higher
performances than other bin sizes. At last, we studied about the appropriate ratio of
sample sizes for both training and test datasets. According to the outcomes of this
study, there is a strong connection between the ratio of datasets and the classification
accuracy. When selecting appropriate sample sizes, one needs to pay attention
about this ratios. As the results indicate, if the ratio is too small the variability
of the performance indicator inflates. In cyber-security related data, enhancing the
performance even in small amount will be advantageous. Though we have improved
the classification accuracy significantly, this obtained outcomes motivate further
research work to explore inclusion of novel classification techniques. In addition,
future work will be conducted to see the influence other factors on the accuracy of
data classification. This current study was conducted for the balanced data, therefore
it would be interesting to extend this study for unbalanced data as well. Furthermore,
an extension of the noise removal algorithm to address class noise will be beneficial
too.
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