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Abstract. Machine vision requires detectors to obtain the characteristics and the
nature of the object in the image. The Canny edge detection method is the most
recognisable technique that combines a low-pass Gaussian filter to reduce noise
and oppression instead of the maximum threshold and hysteresis for localisation
advantages. One of the problems encountered in the Canny approach is in the
selection of a threshold value. Using a single fixed threshold value for the
maximum gradient is not the optimal choice. Therefore, the Canny approach uses
two threshold values, a high threshold and a low threshold to reduce the number
of false positive pixels, representing the contours in the image significantly.
However, using two fixed threshold values is also not the best option because of
the high variation in the image. Although adaptive thresholds have been intro-
duced, they are only used for specific types of images. In this paper, we introduce
a method that computes the threshold values from the foreground and back-
ground image pixels from global and local image analysis. According to this
method, an image is divided into several blocks using multiple resolution levels.
After that, a modification sampling approach is used on global and local regions
to get the optimal thresholds by selecting the highest between the class variance
values. Experiments have been done on four different types of dataset images
which are Berkeley, DRIVE, Persian and CASIA V2 datasets. The results show
that the proposed method outperforms the Canny method and other adaptive
methods.

Keywords: Edge detection � Threshold value � Multiple resolutions � Global
and local approaches

1 Introduction

In the area of machine vision applications, the details of edges obtained from each
image play an important role in the analysis of image information. Thus, the study of
effective image information has become one of the major areas of research among
experts. Edge detection is a method in which the change occurs at the pixel in the
image. Among the more commonly used detection methods used are the Sobel, Prewitt,
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Laplace, Log and Canny methods. Even though each of these methods has their
advantages in controlling a simpler and less computational algorithm, there are also
certain deficiencies in their applications. For the Sobel and Prewitt methods, these
apply convolution to solve each pixel dot by using first order differential, however, if
the convolution kernel is not properly selected, whether it is too large or too small, the
edges are coarsened or a lot of false edges are generated. The Laplace method detects
image edges by solving the second-order differential partial zero-value points, so it
influences the accuracy of edge detection by detecting the most noise points in the
image. The Log method uses a Gaussian filter for data smoothing, then the Laplace
non-directional operation will be applied, and uses zero crossing points on the image
edge point. However, this method has been seen to wrongly detect edges that involve a
bit change of grey scale in the local area [1]. There is a conventional analysis, the
Canny operator, that whilst on the basis of theory and practice is concluded to be the
most optimal method, often does not bring optimal results. First, in the Canny method
the images are smoothed with a Gaussian filter. By using this filter the high frequency
signals that make the edge pixels present may also be smoothed. This operation causes
loss of edge information while suppressing the noise. Next, the high and low threshold
values that have been set manually require thorough prior research and repeated
experiments may be required to set the proper threshold. However, in practice, the high
and low threshold values will change because the scenes and lighting changes are
different for each image. Conventional operators lack the ability of adjustment in many
cases, therefore, they cannot get satisfactory detection results [1, 2].

The Otsu method introduced by [3] is generally used in order to make the con-
ventional Canny method adaptively find the high and low thresholds [4–8]. Much
research has been done in the modification of the Canny method by using the Otsu
method in specific areas such as in logo edge detection [4], classifying Penaeid prawns
species [6], segmentation of field leaf image [7] and edge detection in the Berkeley
dataset [9]. Fixed partitioning is used in order to thoroughly analyse the image globally
and locally. By using fixed partitioning, the local spatial value of an image will be
obtained. When using fixed partitioning on the image, the image is divided into several
equal parts and for each part of the local histogram will be calculated. One of the main
advantages of using this method is that it provides an additional input to the histogram
in order to obtain the spatial distribution of image content [10]. A comprehensive
approach to producing edges for the different types of image data have been used in this
proposed method.

In this paper, we propose an algorithm for finding edge images from various types of
images by using an adaptive threshold approach based on local value after fixed par-
titioning in five different levels of the image. The high threshold value is obtained by
using the Otsu method [3] and the low threshold value is obtained by halving the high
threshold value. The most accurate edge image obtained will be measured. The
experiment shows that the proposed method gives the most accurate edge image
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compared to the Canny method and previous experiments. Datasets from Berkeley [11],
DRIVE [12] and Persian [13] have been used since the ground truth images are provided
as well as to validate data from CASIA V2.

2 An Adaptive Threshold Based on Multiple Resolution
Levels for Canny Edge Detection

As each image is retrieved, it is transformed into grey level images. The image is then
partitioned into different levels. Canny edge detection will be used to detect the edge
with assistance from the Otsu method but some modification is applied in order to get
the best high threshold (Ht) value and low threshold (Lt) value. Here, by using multiple
resolutions of images, consideration variance values on global for L1 and local spatial
value in L2 until L5 are carried out.

Let L be an m � m partitioning image and each represented image partition in level
Lm where m ¼ 1; 2; . . .; 5. In each level, partition Lmj will contribute to give local Ht

and Lt values where j ¼ 1; 2; . . .;m2 (see Fig. 1).
For non-partitioned and global analysed images L1, Ht and Lt will be obtained

directly [2, 9]

Ht ¼ Otsu Method 3½ � and Lt ¼ 1
2
Ht ð1Þ

The proposed approach uses this concept to fix the partitioning in each Lm image as
carried out in [9]. Here, modifications are in determining the spatial Ht and Lt values in
every local partition. At each stage of the resulting minimum value of Ht will be
selected.

Ht ¼ 1
n
� arg minðHt 2 LmjÞ ð2Þ

Fig. 1. Fixed partitioning on images
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Then, the corresponding Lt for each Lmj is

Lt ¼ 1
2
Ht for eachHt 2 Lmj ð3Þ

Next, the minimum value of Lt

Lt ¼ 1
n
� arg minðLt 2 LmjÞ ð4Þ

where n ¼ 1; 2; 3; . . .; 10:
Furthermore, the value Ht and Lt that give the accurate edge image are selected.

3 Experiment and Results

In this study datasets from Berkeley [11], DRIVE [12] and Persian [13] which provide
the ground truth images been used. In addition, the iris data from CASIA V2 have also
been used. Even though the DRIVE and Persian databases provide the ground truth
images, in this experiment some modification has been made because the ground truth
images provided in the dataset are for binary image analysis. So, in order to compare
with the result from this experiment, edge images from the binary image provided have
been produced.

Here, the measurement is Figure of Merit (FOM) provided by Pratt [14], which is:

FOM ¼ 1
maxðN1;NTÞ

XNT

i¼1

1
1þ ad2i

ð5Þ

Fig. 2. Graph of FOM results obtained from one image on each levels for each dataset used
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where N1 and NT refer to the number of ideal and the actual edge points, while, di is the
pixel Euclidean distance of the ith edge detected, and a is a scaling constant selected to
be a ¼ 1

9 and is used for penalising the displaced edges. Larger FOM values (values are
between 0 and 1) indicate better performance in the resultant images.

Here only n ¼ 1; 2; 3; . . .; 10 are considered because from the result of FOM on one
of each dataset used shown in Fig. 2 that the most accurate edge image is contained in
between that range which is the highest FOM value (marked by the arrow). By using
this method 41 values of Ht and 41 values of Lt will be produced. After that, the edge
image obtained is compared with the image obtained from the traditional Canny
method and the other adaptive method by [9].

Table 1 shows the FOM values from the Berkeley, DRIVE and Persian datasets.
The FOM results from the adaptive method by [9] are not all higher than those from the
Canny method. There are certain images that give FOM results lower than the Canny
method such as in all four DRIVE images and the Persian02 image. Furthermore, by
using the proposed method, the results show that the FOM values are higher than
values from the Canny method and the adaptive method by [9] work.

In terms of the image, the results show that the Canny method contained more
unwanted edges and that the adaptive method by [9] contained fewer edges which give
incomplete edge results. However, the proposed method shows the complete edge
image result (see Figs. 3, 4, 5 and 6).

Table 1. FOM result

Dataset Image name Canny method Previous work [9] Proposed method

Berkeley 3063 0.114826391 0.57928501 0.732126934
1081 0.202131408 0.264354686 0.280490343
15011 0.368456435 0.591429586 0.60238512
69022 0.093525779 0.097134907 0.09937996

DRIVE 01 0.436656121 0.171562719 0.509957179
02 0.476224682 0.208014615 0.494040329
03 0.440519606 0.127161871 0.505317158
04 0.375322843 0.095522811 0.481910657

Persian Persian01 0.105157325 0.401223025 0.460553155
Persian02 0.374200346 0.336821574 0.411806966
Persian03 0.265604113 0.31143291 0.34705153
Persian04 0.298983837 0.341581966 0.383589992
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Fig. 3. Edge image obtained from image 3063 Berkeley dataset. (a) Original image, (b) Ground
truth image, (c) Canny method, (d) adaptive method by [9] and (e) Proposed method.

(a)                                            (b)       

(c)                                          (d)                                               (e)

Fig. 4. Edge image obtained from image 01 DRIVE dataset. (a) Original image, (b) Ground
truth image, (c) Canny method, (d) adaptive method by [9] and (e) Proposed method.
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4 Conclusion

This paper proposes a modified Canny edge detection method by applying
self-adaptive threshold values selected with the aid of the Otsu method. Furthermore,
the calculations have been carried out on images globally and locally using fixed
partitioning and at multiple resolution levels. In order to get the optimal threshold
value, a sampling approach has been used by calculating the minimum between class
variance values from each block.

The results show that from the four type different image datasets used, the proposed
method outperforms the Canny method and previous work in terms of FOM values and

(a) (b)

(c)                                         (d)                                               (e)

Fig. 5. Edge image obtained from image Persian01 Persian dataset. (a) Original image,
(b) Ground truth image, (c) Canny method, (d) adaptive method by [9] and (e) Proposed method.

(a)

(b)                                     (c)                                     (d)

Fig. 6. Edge image obtained from CASIA V2. (a) Original image, (b) Canny method,
(c) adaptive method by [9] and (d) Proposed method.
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the edge image results obtained. The result of the image shows the accurate edge image
because it contains the edge image from the foreground and has ignored the edge image
from the background.
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