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9th International KES Conference On
Intelligent Decision Technologies
(KES-IDT 2017), Proceedings, Part II

Preface

This volume contains the proceedings (Part II) of the 9th International KES
Conference on Intelligent Decision Technologies (KES-IDT 2017), which will be
held in Algarve, Portugal, on June 21–23, 2017.

The KES-IDT is a well-established international annual conference organized by
KES International. The KES-IDT conference is a sub-series of the KES Conference
series.

The KES-IDT is an interdisciplinary conference and provides excellent oppor-
tunities for the presentation of interesting new research results and discussion about
them, leading to knowledge transfer and generation of new ideas.

This edition, KES-IDT 2017, attracted a number of researchers and practitioners
from all over the world. The KES-IDT 2017 Program Committee received papers for
the main track and 11 special sessions. Each paper has been reviewed by 2–3
members of the International Program Committee and International Reviewer Board.
Following a review process, only the highest quality submissions were accepted for
inclusion in the conference. The 63 best papers have been selected for oral presen-
tation and publication in the two volumes of the KES-IDT 2017 proceedings.

We are very satisfied with the quality of the program and would like to thank the
authors for choosing KES-IDT as the forum for presentation of their work. Also, we
gratefully acknowledge the hard work of the KES-IDT international Program
Committee members and of the additional reviewers for taking the time to review
the submitted papers and selecting the best among them for presentation at the
conference and inclusion in its proceedings.

We hope and intend that KES-IDT 2017 significantly contributes to the fulfill-
ment of the academic excellence and leads to even greater successes of KES-IDT
events in the future.

June 2017 Ireneusz Czarnowski
Robert J. Howlett
Lakhmi C. Jain
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A Development of Classification Model
for Smartphone Addiction Recognition System

Based on Smartphone Usage Data

Worawat Lawanont(B) and Masahiro Inoue

Graduate School of Enginiering and Science,
Shibaura Intitute of Technology, Saitama, Japan

nb16501@shibaura-it.ac.jp, inouem@sic.shibaura-it.ac.jp

Abstract. The rapid growth of smartphone in recent years has resulted
in many syndromes. Most of these syndromes are caused by excessive
use of smartphone. In addition, people who tends to use smartphone
excessively are also likely to have smartphone addiction. In this paper, we
presented the system architecture for e-Health system. Not only we used
the architecture for our smartphone addiction recognition system, but we
also pointed out important benefits of the system architecture, which also
can be adopted by other system. Later on, we presented a development of
the classification model for recognizing likelihood of having smartphone
addiction. We trained the classification model based on data retrieved
from subjects’ smartphone. The result showed that the best model can
correctly classify the instance up to 78%.

Keywords: Smartphone addiction · Activity recognition · Data min-
ing · e-Health system · Smartphone application

1 Introduction

Smartphone device has been increasing rapidly. A report [11] suggested that
from a total population in South Korea, 88% of them own a smartphone and
most developed countries remain above 50%. This information has proven that
smartphone has become a part of people’s modern lifestyle. Thus, consequences
of excessive use of smartphone should be concerned.

In 2014, a medical research [7] presented the weight feel by cervical spine in
each angle range of reading position, where reading position is also refer to the
position when using smartphone. The work has shown that the more the head
tilts forward, the more the weight feel by cervical spine will increase. This results
in severe next pain, blurred vision, and headache.

Other well-known symptoms are, Computer Vision Syndrome (CVS) [2], pain
in the wrist [14], and smartphone thumb (cellphone thumb) [8]. For example,
CVS occurs from a low blink rate. The symptoms of CVS are dry eyes and
headache. However, all this syndromes, including Text Neck, are results of exces-
sive smartphone usage. Thus, people with smartphone addiction are likely to
have one or more of these syndromes.
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 73, DOI 10.1007/978-3-319-59424-8 1
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In this paper, we present a development of classification model for smart-
phone addiction recognition system. The development includes the design of the
system architecture and training of the classification model. For the experiment,
we demonstrate the training processes of the classification model and how it is
possible to use data from users’ smartphone to predict whether they are likely
to have smartphone addiction or not.

2 Related Works

In the past decades, there are many works that proposed solutions to overcome
issues in healthcare system by using technologies. In this section, we outlined
some of the important works that related to our proposal.

In 2014, Yang et al. [15] developed an intelligent medicine box. The purposes
of the system were to monitor the patient behavior and to provide them with
various of services, such as, reminder for taking medicines and a remote commu-
nication with a physician. The system showed a good example on using multiple
Internet of Things (IoT) devices in one system. However, it did not contain or
outline the uses of data mining in the work.

In term of smartphone addiction, several works have proposed statistical
models what link the smartphone addiction to mental problems. In 2014, a work
[1] shows a statistical model that presented the evidence that the use of smart-
phone for certain purposes and certain kind of smartphone addiction symptoms
have significant impact on social capital building. Another work in 2015 [4]
showed another perspective, and pointed out that social stress also has a positive
influences on addictive smartphone behavior. However, in 2016, a research paper
[12] presented a test on relation ship between smartphone addiction, stress level,
and academic performance. The work showed a positive relationship between
the smartphone addiction and stress level, but a negative relation ship between
smartphone addiction and academic performance.

In term of a recognition system, Sano and Picard [13] presented a work to
recognize stress by using wearable sensors and mobile phones. The work showed
a possibility in recognizing mental issues by evaluating the model with perceived
stress scale (PSS) [3]. The results showed that the system is capable of recog-
nizing high or low perceived stress level with the highest accuracy of 75%.

For smartphone addiction, in 2014, Lee et al. presented a Smartphone Addic-
tion Management System and Verification (SAMS) [10] to show the statistical
analysis on the relationship between the application used on smartphone and
possible smartphone addiction. The result of the SAMS showed a strong correla-
tion between smartphone addiction and daily use count. Thus, we also considered
this as one of the main attributes in our experiment.

3 Methodology

In this section, we discuss the techniques used in development of the classifica-
tion model for smartphone addiction recognition system, which includes system
architecture, and the smartphone application.
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3.1 System Architecture

In recent years, there has been many development of e-health system to overcome
technical limitations. Most of these developments started using IoT devices and
data mining technique to provide a better system.

As in 2013, European Telecommunications Standards Institute (ETSI) has
proposed a architecture that can be used by developers in building a service
application [6]. As a result, a group of researchers has proposed a Next Gener-
ation e-Health Framework [5]. The framework adopted the concept from ETSI
framework and extended the it further to match e-Health application require-
ments. From those proposed works, we have taken the idea and improved the
design to better match the requirements of our system.

Figure 1 shows the design of the proposed system architecture. We took the
idea of dividing data mining tasks into layers from a prior work [16] and separated
the system into four main parts.

Body area network consists of sensor devices, which sense and transmit all
raw sensor data to a body gateway. The Body gateway device must be capable
of preprocessing raw data and send them over the Internet to the cloud services.
By doing preprocessing at the body gateway, it also increases the abstraction
level of the data. Thus, easier for personnel operating the cloud service to handle
the data.

Mechanisms are the definition of how each part operates. In security mecha-
nism, the architecture needs to specify how it handles the security issues of the
system. For example, how the system will encrypt the data, which security pro-
tocol will it use to communicate between body area network and cloud services,
and how will the system handle the privacy of users. On the other hand, sensor
network mechanism specifies the protocol used between sensor devices and body
gateway. This is different from the communication between the body gateway
and cloud services, which is done over Internet, as there are more options to
choose from. The chosen network protocol should consider the requirements of
the system as well as sensor devices’ capabilities.

Cloud services consists of several possible services. The cloud service should
provide resource and services for data processing tasks, as most of e-health appli-
cations and systems have implemented with intelligence system, such as activity
recognition. Thus, it is not suitable to perform those task in the body area net-
work. Moreover, this will separate the tasks of data scientists and medical experts
from handling the technical issues in body area network. Other services that the
cloud service could provide are e-Health services, which are various services that
need interaction between patient and medical personnel, and management ser-
vice, which ease up the task of managing the whole system for administrators.

On the other hand, data processing does not concern the hardware nor the
component of the system. However, data processing outlined four main tasks of
data mining in e-health system and where it should be done. Raw data sensing
(also known as data collection) and context management should be done at body
area network level. While knowledge extraction (e.g., classification or clustering)
and visualization and interaction should be done on the cloud services.
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Fig. 1. Overview of the proposed system architecture for healthcare system

3.2 Smartphone Addiction Scale

Smartphone Addiction Scale (SAS) [9] is a self-diagnostic scale, which consists
of 33 questions and each question is weighted equally on a 6-point scale. The
SAS provides a score range between 0 to 188 where higher score indicates more
serious smartphone addiction. As in this work, we used SAS as an evaluation
tool. We recorded the SAS scores of all subjects and used the mean value of a
total score as a separation point.

3.3 Application Overview

For the development of smartphone addiction recognition system, we developed
an application to collect the data from the subjects. Figure 2 shows the 3 main
application interfaces. The application consists of three main parts as follows.

The registration part is an interface for user to input important information,
including, name, e-mail, date of birth, and gender. All information are kept in
the cloud database, and it was not used publicly.

The purpose of the survey part is to collect the SAS score from subjects. After
the application calculates the total SAS score, it sends them to cloud service to
store them in database.

In monitoring part, the application handles all monitoring through Android
service. The service allows the application to collect necessary data from the
smartphone periodically without interfering users. The service runs for a total
of 7 days and will stop itself after it finishes monitoring. The data collected are
number of phone unlock, average phone usage time per phone unlock, maximum
phone usage time per phone unlock, minimum phone usage time per phone
unlock, total phone usage time, and total walking step count.
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Fig. 2. Three main page of the developed application

4 Experiment

We conducted an experiment to prove that it is possible to predict the likelihood
of having smartphone addiction by using data from smartphone sensor and logs.
There were a total of 8 subjects participated in the experiment.

4.1 Experimental Design

We separated the experiment into three main stages. Figure 3 shows the overview
of the experiment design. The first stage is to explain the detail and purpose of
this work to the subject as well as allowing them to decide whether they want
to participate in the experiment or not. If the subject chooses to participate in
the experiment the application will be installed on the subject’s smartphone.
Then, the subject register their account to the system. In stage 2, all subject
complete the SAS pre-survey, this survey score will be used later for evaluation.
The detail of SAS is discussed later in this section. All pre-survey scores are
stored in the cloud database. After the subject completes the survey, they can
start the monitoring. The monitoring operates as a background service. Thus,
it is possible for the subject to close the application and use their smartphone
normally. In stage 3, after all subjects have completed the monitoring, which
was lasted for 7 days, we retrieved all data and analyzed them. The attribute
combinations and evaluation of each classification model is discussed later in this
section.

4.2 Data Collection and Data Preprocessing

We developed the application on an Android 5.0 (API level 21) platforms. The
application is responsible for three main features as mentioned earlier in Sect. 3.2.
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Fig. 3. Overview of the experiment design

The application collects the data periodically and preprocesses them before send-
ing them to the cloud service. The application started the monitoring process
and stopped itself after it reaches 7 days mark.

The application collected all the attributes mentioned earlier in the Sect. 3.3.
Then, the application performs preprocessing by calculating the following values
periodically:

1. Average Smartphone Usage per Unlock
2. Maximum Smartphone Usage per Unlock
3. Minimum Smartphone Usage per Unlock
4. Total Smartphone Usage Time
5. Amount of Walking Steps
6. Time Period (6.00–12.00, 12.00–18.00, 18.00–24.00PM, 24.00–6.00)
7. Phone Unlock Count

We set the application to update one instance of data to the cloud server
every 30 min. Please note that, we set the period to 30 min in order to make sure
that this data set can be used with any application or classification training,
which require the period to be 30 min or longer, as well.
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4.3 Modeling

The data retrieved from the cloud server is used in the training. We combine 2
instances into 1 instance. Therefore, an instance used in the modeling process
is an instance with monitoring period of 60 min. All data were randomly sorted
to avoid any biased in the training. The training set and test set were separated
from all data with 70:30 ratio.

For performing supervised learning tasks, we labeled each instance as either
‘High’ or ‘Low’ for classification. However, as each subject has instance which was
updated to the cloud during their inactive time. Thus, we labeled the instance
where ‘Total Smartphone Usage Time’ equal to 0 as ‘Inactive’. The lowest SAS
for the experiment was 86 while the highest was 124 and the average score of all
subjects was 110. Data instance from subject with score equal to or lower than
110 were labeled as ‘Low’ while the data instance from subject with score higher
than 110 were labeled as ‘High’.

In order to train the best performing classification model, we took all 7
attributes and calculated all possible combinations with at least two attributes.
As a result we have a total of 120 attribute combinations. We used each combi-
nation as a training attributes with 4 classification algorithms, which are Naive
Bayes, K-Nearest Neighbor (K-NN) (K = 5), Decision Tree (J48), and Support
Vector Machine (SVM). We performed the training process using the same train-
ing set with 10-fold cross validation technique. Then, we tested the trained model
on the same set, which we prepared earlier.

4.4 Experiment Result

The 20 most accurate results of all attribute combinations are discussed in this
section. Table 1 shows the accuracy of each attribute combination. Please note
that the number in attribute column represents the attribute according to the
attribute list mentioned in Sect. 4.3.

The result shows that the combination of attributes 1, 3, 4, 5, 6, 7 and 2, 3,
4, 5, 6, 7 have the most accurate results when trained with Decision Tree (J48)
algorithm, which the accuracy were equal at 78.74%. The two combinations also
equal the accuracy at 68.11% with Naive Bayes algorithm. The accuracy with
K-NN (K = 5) were 70.08% and 70.07% respectively and 61.42% and 61.45%
respectively with SVM algorithm.

The least accurate attribute combination of this top 20 list was the com-
bination of attributes 1, 2, 3, 4, 6. The accuracy was 65.76%, 70.47%, 73.62%
and 58.27% with Naive Bayes, K-NN (K = 5), Decision Tree (J48), and SVM
respectively.

From the algorithm perspective, Decision Tree (J48) has out performed all
other algorithms in every attribute combinations. The most accurate combina-
tion with Decision Tree (J48) was 78.74% while the least accurate was 73.62%.
For Naive Bayes, the most accurate was 68.50% and the least accurate was
65.76%. The most accurate for K-NN (K = 5) was 73.62% and the least accurate
was 68.50%. For SVM, the performance was fairly poor as the most accurate
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combination was only 61.81% and the least accurate combination was 55.59%.
The average accuracy of Naive Bayes, K-NN (K = 5), Decision Tree (J48), and
SVM are 67.62%, 70.91%, 75.15%, and 58.80% respectively.

Table 1. Results of classifier evaluation on the test set

Attributes Algorithm accuracy (%)

Naive Bayes K-NN (K = 5) Decision Tree (J48) SVM

1, 3, 4, 5, 6, 7 68.11 70.08 78.74 61.42

2, 3, 4, 5, 6, 7 68.11 70.07 78.74 61.45

1, 2, 3, 5, 6, 7 68.11 69.69 78.34 61.42

2, 3, 5, 6, 7 68.11 69.29 78.30 60.23

3, 4, 5, 6, 7 68.11 68.50 78.29 61.02

1, 2, 3, 4, 5, 6, 7 68.11 70.47 76.77 61.41

1, 3, 5, 6, 7 66.93 68.50 76.38 61.42

1, 2, 4, 5, 7 68.11 72.44 75.98 59.94

1, 4, 5, 6, 7 67.72 69.69 75.98 59.06

1, 2, 3, 6, 7 67.72 70.87 75.59 61.42

1, 2, 4, 6, 7 68.50 69.29 75.59 59.84

1, 2, 5, 6, 7 67.71 70.87 75.59 61.4

1, 2, 3, 4, 5, 7 67.71 73.62 75.20 61.02

1, 2, 3, 4, 6, 7 68.5 71.26 75.20 61.81

1, 3, 4, 5, 7 68.11 73.62 75.20 61.02

1, 3, 4, 6, 7 67.72 70.87 75.20 55.60

2, 3, 4, 6, 7 68.5 72.05 75.2 55.59

2, 3, 4, 5, 7 68.5 73.23 75.19 61.02

1, 2, 4, 5, 6, 7 68.11 71.26 74.41 59.45

1, 2, 3, 4, 6 65.76 70.47 73.62 58.27

Table 2 showed the confusion matrix of the best performing attribute com-
bination. From the result, the model correctly classified 37% of all instances in
‘High’ class or 70% of all ‘High’ instances. For instance in ‘Low’ class, the model
correctly classified 16.54% of all instance or 76.36% of all ‘Low’ instances. The
model correctly classified all instances in ‘Inactive’ class.

4.5 Discussion

The experiment has shown a satisfying results, and the best performing model
has the accuracy of 78.74%. However, the results have also pointed out the room
for improvements. In this experiment, we considered a total of 7 attributes. More
attributes from other sensors could improve the accuracy of the model. Moreover,
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Table 2. Confusion matrix of the best attribute combination

High Low Inactive

High 37.00% 16.14% 0%

Low 5.12% 16.54% 0%

Inactive 0% 0% 25.20%

as another possible way to improve the result is to implement the application
with artificial intelligence algorithm. By doing so, it is possible for the application
to learn and study the smartphone usage behavior of each individual user and
compare them with others. Nonetheless, the mentioned possibilities is out of the
scope of this paper.

The limitation concerned in this experiment was that the size of the sub-
ject was small, and further experiment with larger subject group will provide a
classification model that can handle more diverse usage characteristic. Nonethe-
less, the result of this experiment showed a positive side of using data from
smartphone to recognize likelihood of having smartphone addiction.

5 Conclusion

In this paper, we showed the importance of recognizing smartphone addiction
and how it could prevent users from suffering other syndromes related to smart-
phone usage. We presented the system architecture which is possible to imple-
ment in developing other e-health system. The architecture consists of four main
parts which are clearly separate from each other. The abstraction level of the
architecture made it easier for personnel from different fields to coordinate with
each other.

Moreover, we presented a development of a classification model based on
the data collected from the subjects smartphone. The result of the development
was accurate up to 78.74% in recognizing whether their smartphone are Inactive
or they have High or Low smartphone addiction likelihood. The results showed
good opportunities for improvement and implementation in the smartphone.

Finally, despite the results are preliminary with the limited number of par-
ticipants in the experiment. We have shown that the data from the smartphone
can be used to recognize likelihood of smartphone addiction. In the future, by
increasing the subject size and integrating multiple device into the system could
provide us with a more accurate classification model. We will also attempt to
work on a more robust and dynamic system in which the interaction between
the system and users should be personalized to prevent smartphone addiction.

Acknowledgments. This work was supported by JSPS KAKENHI Grant number
15K00929.
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Abstract. Based on the properties of Template Matching and Radon
Transform, a new Multi-Shape Invariant Radon Transform (MSIRT) is
proposed in this paper. Unlike Radon Transform, integrating projections
across lines, the MSIRT uses arbitrary given curves, which are derived
from primitives contours. MSIRT leads to peaks once similar shapes are
met in the projected image. For seek of genericity and invariance with
respect to geometric transformations, we consider different primitives
derived from MPEG7 dataset. Each object undergoes a series of pre-
processing steps, segmentation and contour extraction, for generating the
corresponding primitive. For each query object, the MSIRT is applied with
respect to the different primitives and a vote approach will be used for
object recognition. Validation of the proposed approach is done on the
MPEG7 dataset, giving an accuracy of 94%. Comparison with some known
approaches demonstrates the effectiveness of the proposed approach in
detecting complex objects, even under geometric transformations.

Keywords: MSI Radon Transform · Primitives · Complex objects ·
Template matching · Vote

1 Introduction

Complex-shaped object detection is still an open problem in computer vision.
Several works from the literature focus on the detection of objects with common
geometric forms (line, square, circle) or parametric forms such as parabolas and
hyperbolas. Only few approaches deals with detecting complex objects. However,
most of them fail under geometric transformations.

In this paper, we introduce a new formalism for the generalisation of the
Radon Transform to detect objects with complex shapes. By building a set of
variable primitives, we made our approach invariant to geometric transforma-
tions. The remainder of this paper is organized as follows: Related works are
described in Sect. 2. The proposed MSI Radon Transform is presented in Sect. 3.
Experimental validation on MPEG 7 database and comparison results are given
is Sect. 4. Finally, conclusions and perspectives are drawn in Sect. 5.

c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 73, DOI 10.1007/978-3-319-59424-8 2
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2 Related Works

2.1 Template Matching Approaches

Template matching finds out appearance similarities between some template
primitives and objects in the image. It ends at potentially locating template
shapes in the image. Based on a template illustrating the most relevant traits of
appearance of a focused pattern, a matching rate is computed to estimate the
occurrence of the considered pattern in a set of images. It is a computational
approach that has to deal with possible change in position, scale and rotation
or any transformation in the image. The choice of the templates depends on the
context and the constraints. To detect the similarity between a template image
and a query image with equal dimensions, the cross-correlation approach can
be adequate. This approach consists in summing the pairwise multiplications of
corresponding pixel values of the images. However, one drawback of the cross
correlation is that it cannot handle the change of brightness. Normalized cross-
correlation (NCC) [1] is then introduced to improve the original approach. It
subtracts the mean image brightness from each pixel value. NCC was adopted
to recognize similar forms with a high precision but it is still sensitive to any
change of scale or rotation.

2.2 Radon Transform

The Radon Transform (RT) is one of the oldest approach. In the literature,
several variants of Radon Transforms have been developed [2,3]. Let f be a
function defined on the Euclidean space. Each pixel has a (x, y) coordinate in a
two dimensional cartesian system. So, the Radon Transform can be defined by:

R(x′, θ) =
∫ ∞

−∞

∫ ∞

−∞
f (x, y) δ (x′ − x cos (θ) − y sin (θ)) dxdy (1)

Where δ is the Kronecker delta function that converts the two-dimensional inte-
gral to a line integral along the axis x cos(θ)+ y sin(θ) = x′ and θ is the angle of
orientation. Radon Transform offers a multitude of properties useful in resolving
pattern recognition problems. The most relevant ones in the object recognition
are:

– Symmetry:

R(x′, θ) = R(−x′, θ ± Π) (2)

– Periodicity:

R(x′, θ) = R(x′, θ + 2kΠ) (3)

where k is integer.
– Translation: a translation of f of w̄ = (x, y) implies a translation of � =

x0 cos(θ) + y0 sin(θ)

R(x′, θ) = R(x′ − x0 cos(θ) − y0 sin(θ), θ) (4)
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– Rotation: A rotation of the image by an angle θ0 implies a shift of the Radon
Transform in θ.

R(x′, θ) = R(x′, θ + θ0) (5)

– Scaling: a zoom of α �= 0 in f involves a change of scale in Radon Transform:

R(x′, θ) =
1
α

× R(α ∗ x′, θ) (6)

Radon Transform can be useful in pattern recognition. The projection of
a pattern with RT is done without loss of information because only the non-
null pixels are projected in the Radon matrix in order to retains the relevant
information. The RT is also robust against noise. In fact, it can detect some
scattered pixels without lack of accuracy. The relevant information detected as
straight lines appears as a peak in the Radon space. Indeed, RT performs well
in the detection of lines. Rojbani [4] propose an approach for object recognition
called the GR-signature (GR). It is essentially based on the Radon Transform
and the Gradient to measure the rectangularity of the form. This transform
is robust to noise and it is discriminant even under deformation. It allows to
estimate the shape of the object based on its characteristics.

S. Tabbone et al. [5,6] proposed an hybrid approach called the Histogram of
the Transformed Radon (HTR). By statistically analysing the Radon Transform,
this approach can detect lines. In other way, it offers a 2D histogram represent-
ing the length of the shape given at each direction. The HTR is invariant to
translation and rotation but it still very sensitive to any noise or occlusion and
detect exclusively lines.

The previous transforms are essentially concerned with straight lines in
images. Recently, some works have focused on more complex shapes such as the
Polynomial Discrete Radon Transform (PDRT) [7]. The PDRT offers the advan-
tage of projecting a polynomial shape equation in all directions of an image to
find it. The sum of pixels of the detected shape will be stored as a peak in the
Radon space. In fact, this approach is limited to polynomial curves. The Gen-
eralized Radon Transform (GRT) [8] was also defined to project a 2D function
over parametrized curves and provides a general solution for some complex forms
and it is useful to detect parameterized shapes in an image. However, the GRT
suffers from the absence of the multi directional criteria depriving the shape to
be detected in different orientations.

To deal with this limitation, Elouedi et al. proposed the Generalized Multi-
Directional Radon Transform (GMDRT) [9]. It allows to recognize multiple com-
plex geometric curves presented as parametric equation such as circles, rectangles
and parabolas in all directions. The GMDRT detects curves with any orientation
of the initial shape. Even if the GMDRT offers a significant amelioration in the
detection of geometric curves, it remains unable to detect any complex forms
since there is no available parametric explicit description for these curves.

The application of various Radon Transform approaches has shown its effi-
ciency in detecting straight lines and geometric forms with rectilinear shape.
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An extension of the Radon Transform based on a parametric equation is used to
identify the curve of different forms belonging to the same family. It improves the
characteristics of the Radon Transform as a shape descriptor. However, appli-
cation of Radon Transform was often considering specific forms as parabolas,
polynomials, etc. The goal of the proposed approach called the Multi-Shape
Invariant Radon Transform (MSI Radon Transform) here is to detect complex
objects without need of a predefined parametric modeling. This is made possible
by applying the MSI Radon Transform of the searched object on a number of
primitives to detect its presence.

3 The MSI Radon Transform

3.1 General Brief Description

The MSI Radon Transform is a novel approach joining both features: Radon
Transform and Template Matching. On the one hand, Radon Transform gener-
icity inherited from considering variable primitives, and on the other hand accu-
racy of the Template Matching. The result of the application of MSI Radon
Transform is some peaks in Radon space, in case of presence of specific shapes in
the image. For seek of invariance, we consider in building the primitives different
positions and sizes of the objects, we apply geometric transformations (scaling
and rotation) to the different images in the dataset. In this way, MSI Radon
Transform is made efficient under scaling and rotation. In a next step, similarity
between images is computed from Radon space, the obtained peaks are analyzed
for affecting each object to its correct class. All these steps are drawn in Fig. 1.

Fig. 1. The MSI Radon Transform based object detection steps

3.2 MSI Radon Transform Formalism

An MPEG7 dataset is used in validation. Let ϕ be an input initial primitive
without any hypothesis made on its shape or size. Each image from the initial



Complex Object Recognition Based on MSI Radon Transform 17

dataset is noted Ii and represents a two dimensional matrix which have under-
gone geometric transformations and deformations.

Fig. 2. Primitive generation steps

Primitive Generation. As shown in Fig. 2, for each Image Ii in the dataset,
we apply a series of preprocessing steps including edge detection, scale change s
and orientation θ, for sweeping them.

– Edge Detection: In order to reduce the computation complexity and to focus
on the object shape, a contour extraction process is applied. The image is
converted into a perceptual space HSV and the Split and Merge technique is
applied. This process eliminates the shadow and keeps only the object relevant
information. The Canny edge detector operator is then applied. Once the edge
is extracted, a binary image is generated.

– Scale Change and Rotation: We apply a scaling of the image by a factor s
ranging from s0 = 0.5 to smax = 2. For each scaled image of the k images of
the dataset, we apply rotations by θ ranging from θ0 = 0◦ to θmax = 180◦.
Let ns be the number of the scaling factors (ns = 16) and nθ the number of
the rotations applied for each scale (nθ = 181). The resultant images Is,θ from
these iterations constitute a bigger dataset of k × ns × nθ primitives.

Figure 3 illustrates some primitives generated from a bird image from the
dataset MPEG7. Is,θ is the result of the preprocessing steps and is given by
Eq. (7).

Is,θ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Is,θ(−L, 0) Is,θ(−L, j) ... Is,θ(−L, n − 1)
. . ... .
. . ... .
. . ... .

Is,θ(0, 0) Is,θ(0, j) ... Is,θ(0, n − 1)
. . ... .
. . ... .
. . ... .

Is,θ(L, 0) Is,θ(L, j) ... Is,θ(L, n − 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7)
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Fig. 3. Some primitives of a bird image from the dataset (a) original primitive (b)
processed primitive rotated by θ = 0◦, scaled by s= 0.5 (c) processed primitive rotated
by θ = 90◦, scaled by s = 0.5 (d) processed primitive rotated by θ = 180◦, scaled by
s = 0.9.

MSI Radon Transform. The MSI Radon Transform is given by:

yθ(n) =
m=M∑

m=−M

Rm,θ × Is,θ(n + m) (8)

yθ(n) is the resultant column of the matrix yθ where Is,θ the matrix of the
primitive corresponding to an angle θ and the scale s starting on the column n is
projected over ϕ. Is,θ(n+m) is a fixed column of Is,θ. Rm,θ are (2L+1)×(2L+1)
selection matrices introduced by Beylkin where are stored elements of Is,θ(n+m)
involved in the projection yθ(n) [12]. Each row j, −L < j < L in Rm,θ store
the pixels from Is,θ(n,m) belonging to ϕ starting at the position (j, n). The
construction of the Rm,θ consists in presenting the shape of ϕ in a k position
with −L < k < L. yθ(n) is then the column resulting in the projection of ϕ
starting in an initial coordinate (j, n) over the matrix of the primitive Is,θ. Each
component yθ(j, n) of this column is the sum of the pixels centered on the shape
and started in the coordinate (j, n). M represents the number of columns Is,θ

involved in the computation of yθ(n).

Peak Detection. Values of Radon peaks yθ(n) are stored. They are arranged
in a decreasing order for the further vote step.

Vote. Once the highest peaks are collected for each primitive, a vote is then
used. The object class is then taken as the major class in the first primitives.
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4 Experimental Results

In this section, an experimental set-up is provided in order to evaluate the per-
formances of the MSI Radon Transform in complex form object detection. A
comparison is done with the MPEG7 dataset.

4.1 MSI Radon Transform Performance Evaluation

To evaluate the MSI Radon Transform, a sequence of steps are undertaken and
interact as a complex pattern recognition process. Below a brief description of
the dataset is presented.

MPEG7 Datasets. The MPEG-7 standard Core Experiment CE-Shape-1
Part B [10,11]: Similarity based Retrieval dataset is available for the research
community and is composed of 1400 images. In this dataset, 70 classes of dif-
ferent shapes are included with 20 images for each class. These images contain
objects with complex forms. Figure 4 illustrates some images in this dataset.

Fig. 4. MPEG7 dataset.

Metric of Evaluation. The detection accuracy is used as a metric of evalua-
tion. It is computed with the following equation:

R =
TP

TP + FN
(9)

where TP is the total of the relevant images retrieved associated correctly to
its original class and FN is the total of the objects affected to the wrong class.
Each object of the dataset is compared to all the other objects of the other
classes. The TPR also called sensitivity is the ratio of the true detected objects
belonging to a specific class. The area under the curve is also used as a metric of
evaluation. It is a common evaluation metric for binary classification problems
used in order to evaluate a classifier. The area under the curve will be close to
1 in the case of a good classifier.
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Comparison Result. To evaluate the performance of the MSI Radon Trans-
form in the recognition of complex shape object, this approach is tested in the
MPEG7 objects dataset. Moreover, comparison with other existing approaches
is also achieved here in order to situate the proposed approach. For each app-
roach, the recognition rate of a set of object forms in the dataset is estimated.
All the previous approaches are implemented and represent each object by a
shape descriptor specific to the approach used and is classified accordingly. The
obtained accuracy rate is used as a metric of evaluation. Comparison Results as
illustration, the sensitivity of some classes using several approaches is summa-
rized in Table 1.

Table 1. Sensitivity and accuracy for some objects from the MPEG7 database.

Apple Circle Fork Symbol Hammer Fish Glass Bottle Device Results

GR [4] 0.15 0.1 0.1 0.4 0.2 0.95 0.2 0.45 0.35 0.33

RT [2] 0.9 0.95 0.55 0.95 0.65 0.7 0.7 1 0.8 0.78

GMDRT [9] 0.9 1 0.15 0.25 0.8 0.85 0.75 0.85 0.7 0.72

NCC [1] 0.95 1 0.8 0.9 0.95 1 0.75 1 0.75 0.91

MSIRT 0.95 0.95 0.9 0.9 0.95 0.9 0.95 0.9 0.85 0.94

The analysis of Table 1 reveals that the MSI Radon Transform approach and
the NCC present the best detection rates (94% and 91% respectively) with a
slight advantage for the MSI Radon Transform. These results concern all the
forms evaluated and confirm the consistency of the proposed approach to dis-
tinguish any object with an acceptable recognition rate. The analysis by family
of primitives for the nine classes described in Table 1 shows a stability of the
results for each object class for this approach. For the other approaches (GR,
RT, GMDRT), the results vary considerably from one primitive to another. This
is the case of GMDRT which gives an acceptable rate for some primitives but is
very limited in the recognition in other ones. Moreover, the MSI Radon Trans-
form approach has a great ability to recognize irregular shapes. This is the case
of the object fork where most approaches have provided a very low rate in its
recognition while the MSI Radon Transform recognizes it at a rate of 90%.
Although the results provided by the NCC are fairly close to MSI Radon Trans-
form, it faces problems of scaling and orientation change. Indeed, the results are
significantly affected by rotation and scale variations.

Comparative results given in Table 2 confirm that MSI Radon Transform
approach remains stable against rotation and scale variation. The NCC perfor-
mances are very low illustrating the sensitivity of this approach with respect
to changes in these two parameters. However, MSI Radon Transform has some
limitations that can be inherited from the contour detection approach and in
case of bad contour detector, performance results can be tremendously affected.
This latter is affected by the change of rotation and scale and can constitute
a kind of limitation. This is the case of the object bottle for example that has
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Table 2. Comparative study illustrating the performance of the proposed MSI Radon
Transform and NCC in detecting primitives of the dataset with scale and rotation
change.

Apple Circle Fork Symbol Hammer Fish Glass Bottle Device Results

NCC [1] 0.85 0 0.8 0 0.1 0 0 0.05 0 0.18

MSIRT 0.95 0.95 0.9 0.9 0.95 0.9 0.95 0.9 0.85 0.94

the lowest rate of 85% caused by the lost of some information in the contour
detection. To illustrate the performance of the classifier in the MSI Radon Trans-
form approach, the Receive Operating Characteristic (ROC) is used. We get the
curve after sweeping the threshold separating between inter-class and intra-class
distributions.

Fig. 5. Receive Operating Characteristic curve of the proposed approach.

Figure 5 illustrate an area under the curve (AUC) of 0.94. It denotes the
ability of the approach to separate between objects.

5 Conclusion

A novel approach for the detection of objects has been proposed. It is a kind of
Radon Transform. This transform focuses on the detection of complex shapes
objects under geometric transformations changes. A dataset of primitives is
obtained by applying preprocessing steps of edge detection, scale and orientation
changes on the initial images (here the MPEG7 dataset). The MSI Radon Trans-
form is applied for each query image in order to detect the presence of an initial
input object in the dataset. A matrix of peaks in the Radon space revealing a
possible presence of a primitive is set and a final vote allows to decide about
the right object class. Experiments have been carried out. An area under the
curve of 0.94 is obtained. Comparison results show also that the proposed app-
roach outperformed existing ones, by presenting more accuracy and robustness
to geometric transformations.
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Abstract. In the paper a resampling approach for unbalanced datasets
classification is proposed. The method suitably combines undersampling
and oversampling by means of genetic algorithms according to a set of
criteria and determines the optimal unbalance rate. The method has
been tested on industrial and literature datasets. The achieved results
put into evidence a sensible increase of the rare patterns detection rate
and an improvement of the classification performance.

1 Introduction

Many real world problems in different fields have to cope with the classification
of unbalanced datasets. These tasks are characterized by the development of
classifiers for the detection of particular rare patterns. In the context of binary
classification problems, unbalanced datasets are characterized by the marked
preponderance of samples belonging to the frequent class (CF ) with respect to
the rare class (CR). The correct identification of these patterns is fundamental
in the context of the handled problems. For instance, in the industrial field
machine faults detection [3] and product quality assessment [1] belong to this
category, since both malfunctions and defects are far less frequent than normal
situations but their correct and reliable identification would allow money saving
and higher quality products delivered to customers. Further examples of this
situation can be found in the medical field, as far as the rare disease concerns
[2], in finance, for the identification of fraudulent credit card transactions, and in
bioinformatics [4]. Another common point of these problems lies in the fact that
the misclassification of frequent patterns (the so-called false alarms) is strongly
preferable than the missed detection of rare ones.

The classification of unbalanced dataset is extremely complex due to a mul-
titude of interacting factors. The main cause of the lower performance on this
task of standard classifiers, such as those based on Artificial Neural Networks
(ANN), Decision Trees (DT) and Support Vector Machines (SVM), is the basic
assumption of even distribution of the training samples among classes. The goal
of most machine learning algorithms is the achievement of an optimal overall per-
formance, that is satisfactory in the case of balanced classes but, in the case of
unbalanced datasets, the classifiers results to be biased toward the majority class
and, as a consequence, the minority class is misclassified [5]. The complexity of
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 73, DOI 10.1007/978-3-319-59424-8 3
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the classification task reduces the predictive capabilities of classifiers as well. In
effect, apart from cases where there is a clear spatial distinction among patterns
belonging CR and CF , in the case of complex problems characterized by highly
overlapping classes and complex boundaries, the mission of the learner becomes
hard and standard classifier tend to solve conflicts in favour of majority class
[6]. Other factors that contribute to complicate the task include the unbalance
degree (the more unbalanced the dataset the more difficult is the detection of CR

samples) [6], and the poor quality (presence of noise and outliers) of data.
In this paper a method for the preprocessing of unbalanced datasets to be

used for the training of classifiers (the so-called resampling) is proposed. This
method is based on the optimal combination of the selection of a set of CF

samples to be removed from the original dataset and the generation of a set
of synthetic CR samples to be added by means of Genetic Algorithms (GA).
The paper is organised as follows: Sect. 2 introduces the approaches designed for
dealing with class imbalance. Section 3 describes the proposed method, whose
performance are assessed in Sect. 4 through a set of tests involving unbalanced
dataset coming from literature and industrial applications. Finally, in Sect. 5
conclusions are drawn and future perspectives of the proposed approach are
discussed.

2 Classification of Unbalanced Datasets

Classifiers designed to cope with unbalanced datasets usually aim at the correct
detection of rare patterns that are of interest for the specific applications. Two
main classes of approaches can be distinguished: internal and external methods.
Internal methods are the techniques based on the development or the modi-
fication of algorithms for the purpose of coping with unbalanced datasets. Since
unbalance biases the classifiers toward CF , these approaches directly promote
the correct detection of CR patterns despite the generation of an acceptable rate
of false positives. A widely used family of internal methods is the so-called Cost-
Sensitive Learning (CSL), which attributes a higher weight to the misclassifica-
tion of rare patterns than the one of frequent samples. CSL is suitable for those
problems where both class distribution and misclassification costs are unbalanced
and can be easily coupled to most standard classifiers such as ANNs and DT. In
[10] a CSL approach is used for the tuning of the output of an ANN devoted to
the identification of machine faults. Different ANN-based methods are combined
in [9] where the LASCUS method exploits a CSL approach within a fuzzy infer-
ence system to assign the clusters determined through a Self-Organizing Map
to the CR and CF classes. An asymmetric cost matrix is used in [14] for the
training of a DT for the choice of the split attribute of the nodes of the tree.
Many existing algorithms have been adapted in order to successfully face unbal-
anced datasets. In [8] for instance an One-Class-Learning approach involving a
modified version of SVM, the v-SVM, was proposed. Boosting belongs to the
family of ensemble methods that combine the output of multiple weak learners,
progressively added to the ensemble, to determine the overall output. In this
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framework the AdaCost method [7] adds at each step a new weak learner that
is trained by using only those samples of the training dataset that are not cor-
rectly classified paying particular attention to those belonging to CR so as to
improve their detection at each step. Internal methods are, by their nature, often
designed for facing particular problems and they generally achieve good results
on the specific task they are developed for. However, their specificity limits their
portability.

The external methods modify the training dataset by means of the resam-
pling operation that changes the number of CR and CF samples in order to
reduce the unbalance rate and allow the use of a standard classifier. In most
of cases datasets are not totally rebalanced but rather the unbalance rate is
decreased to a pre-determined ratio whose value varies for the different prob-
lems and data distributions without a rationale for its determination. The main
advantage of external methods lies in their portability. They operate only on
the training dataset and do not need any modification from the algorithms side,
thus they can be combined with any type of classifier. There are basically two
ways to reduce a dataset unbalance ratio: under-sampling operates by removing
CF samples from the dataset whilst over-sampling increases the number of CR

samples in the dataset. None of these two opposite techniques is prevalent and
no optimal general purpose re-sampling strategy can be outlined [15]. Both for
over and under sampling, the straightforward approach of randomly selecting the
samples to be removed (undersampling) or replicated (oversampling) may lead
to success in some cases but it is prone to significant counter effects. Random
undersampling can exclude samples with high informative content, with a nega-
tive effect on the performance for the whole classifier. Random oversampling that
casually replicates CR samples can lead to the formation of compact clusters of
minority samples that reduces, instead of expanding, the area of the input space
associated to CR and gives rise to over-fitting problems. In order to overcome
these risks, several sophisticated approaches for the selection of the samples to
remove or add to the training dataset have been developed. These approaches
pursue the identification of the samples whose removal or addition maximizes
the benefits in terms of the classifier performance. Examples of focused under-
sampling techniques can be found in [11], where the selection is performed on
the basis of noise in the data and their distance to class boundaries in order to
reduce the dimension of domain areas associated to CF patterns. In [12] data
are undersampled by removing majority samples from compact homogeneous
clusters of CF samples in order to reduce redundancy. Focused over-sampling is
proposed in [13], where the positive samples located in proximity of the bound-
ary regions between minority and majority classes are replicated in order to
spread the regions that the classifier associates to the CR and to limit eventual
classification conflicts.

In the framework of over-sampling approaches, advanced techniques are not
limited to the replication of existing CR samples that do not add information:
SMOTE (Synthetic Minority Oversampling TEchnique) [16] is a well-known
method that synthetically creates samples belonging to CR and places them
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where they probably could be (i.e. along the lines connecting two existing minor-
ity samples). The creation of synthetic samples avoids the overfitting problem
but the risk SMOTE assumes is the generation of misleading information due to
the positioning of synthetic samples that could be placed close to existing CF

samples. This criticality is overcome in [17], where the procedure of generation of
synthetic samples, inspired by SMOTE, takes into consideration both the exist-
ing samples belonging to CR and CF . In [18] the Smart Undersampling (SU)
algorithms was proposed, which combines focused undersampling to the optimal
determination of the training dataset unbalance ratio by selecting the samples
to be removed on the basis of a set of criteria by means of the use of GA. The
resampling method proposed in the present work associates the ideas behind
the SU approach to a focused oversampling approach based on the creation of
synthetic CR samples.

3 Optimal GA-Based Resampling

The novel Optimal GA-based Resampling (OGAR) method combines focused
undersampling and oversampling to the aim of overcoming the limitations
described in Sect. 2 and maximizing the performance of classifier.

In terms of undersampling, the basic idea of OGAR is to remove from the
training dataset only those CF samples that prevent the correct characteriza-
tion of minority class. As far as oversampling concerns, OGAR purpose is the
addition of the most suitable subset of samples among a wide set of candidates
synthetically generated by means of SMOTE. For the choice of the samples
to be removed or added to the dataset multiple criteria related to classifiers
performance are taken into consideration and managed within an optimization
framework performed by means of GAs. GAs are used to determine the opti-
mal resampling rate associated to each criterion (both for oversampling and
undersampling). The OGAR algorithm is described in the following paragraphs.
Without compromising the validity of the method all the variables of the dataset
are normalized into the range [0; 1] and the original dataset DS is partitioned
keeping the original unbalance rate into a training DTR (50%), validation DV D

(25%) and a test DTS (25%) datasets that are exploited as usual.
The first step consists in the creation of a set CSM of candidate CR samples

by means of the SMOTE algorithm. The cardinality of CSM is determined so as
to fully balance the classes. Once CSM is created, all CSM and CF samples are
evaluated according to different criteria that rate them with a score s ∈ [0, 1]
that quantifies the detrimental and beneficial effect on classifier performance for
CF and CSM samples respectively. In the case of CSM samples, for instance, the
higher s the better, whilst for CF samples the higher s the more detrimental the
sample. The criteria calculated for each samples x ∈ CF are the following:

1. Distance to Closest Rare sample (UDCR) computed as:

UDCR(x) = 1 − min
p∈CR

‖x − p‖ (1)
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where CR represents the set of frequent patterns within the training dataset
and the ‖‖ operator represents the Euclidean distance. This value is higher
(i.e. closer to 1) for those frequent patterns that are closest to rare ones thus
their removal is advantageous.

2. Distance to Closest Frequent sample (UDFR) calculated as

UDFR(x) = min
p∈CF

‖x − p‖ (2)

that is higher for those x close to other frequent samples. The removal of this
latter samples reduces unbalance rate without loosing informative content.

3. Average Distance to Rare samples (UADR) calculated as:

UADR(x) = 1 − average
p∈CF

(‖x − p‖) (3)

that is closer to 1 for those frequent samples whose neighbourhood includes
a high number of rare samples.

The criteria calculated for each samples x ∈ CSM are the following:

1. Distance to Closest Frequent sample (ODFR) calculated as

ODFR(x) = min
p∈CF

‖x − p‖ (4)

that is higher for SMOTE-created samples far from existing frequent samples
and thus do not generate conflicts with them (the major limit of SMOTE).

1. Average Distance to Frequent samples (OADF) calculated as:

OADF (x) = average
p∈CF

(‖x − p‖) (5)

that is higher for SMOTE-created samples whose neighbourhood includes a
low number of frequent samples. Also in this case these latter samples are
less prone to conflicts generations.

Once these ratings are calculated they are sorted in a decreasing order by
creating 3 rankings for CF samples and 2 for CSM samples. The samples on
top of the CF rankings should be removed, while those ones on top of the CSM

ranking should be added. OGAR determines through GAs the optimal under-
sampling percentages RUDCR, RUDFR and RUADR associated to the rankings
related to UDCR, UDFR and UADR, respectively, and the optimal oversam-
pling percentages RODFR, ROADF associated to ODFR and OAFR rankings
respectively. The undersampling percentages are used to pick from the top of
the rankings the suitable amount of samples to be removed from the training
dataset whilst the oversampling percentages are used to select in an analogous
manner the synthetically generated samples to be actually added to the dataset.

The optimal resampling rates associated to each ranking are determined
through a GAs-based optimization in order to maximize the benefits of the clas-
sifier in terms of performance. The GA candidate solutions are coded as 5 ele-
ments vectors ([RUDCR, RUDFR, RUADR, RODFR, ROADF ]) where each element
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is associated to the resampling percentage related to the 5 involved rankings and
varies in the range [0%, 100%]. GA candidate solutions are randomly initialised
and evolved through the generations by means of a single point-type crossover
and a mutation operator that varies in a range [−5%,+5%] one random element
within selected chromosomes. Selection operator is based on the roulette wheel
technique, while the terminal condition is satisfied when an arbitrary number of
generations of GAs has been completed or a stall condition is reached. Given a
candidate solution, GAs minimize a fitness function as follows:

1. The candidate solution is used to build the resampled training dataset ̂DTR;
2. A DT classifier is trained by means of the C4.5 algorithm by exploiting ̂DTR;
3. The performance of the trained classifier is evaluated on both the not-

resampled training dataset DTR and the validation dataset DV D according
to the following expression proposed in [10]:

E = 1 − γTPR − FPR

ACC + μFPR
(6)

where TPR represents the True Positive Rate, FPR the False Positive Rate,
ACC the overall accuracy while γ and μ are two empirical parameters. The
calculated value E varies in the range [0, 1] and is close to 0 for well performing
classifiers. Equation (6) is used for the calculation of the performance ETR

on DTR and EV D on DV D

4. The final fitness for the candidate is calculated as

Fitness = ETR + |ETR − EV D| (7)

where the |ETR − EV D| term is added to take into account the effect of
overfitting.

The result of the GA-based optimization are the optimal oversampling and
undersampling rates associated to the employed rankings. These rates are used
to resample the original training dataset DTR and generate ̂DTR that is used
for the final classifier training.

4 Test of the Method

The proposed approach has been tested on unbalanced datasets both related to
industrial applications and taken from the UCI repository [19]. All the related
applications are focused on the detection of rare patterns since they represent
situations of interests. The datasets have different characteristics - summarized
in Table 1.

The Occlusion dataset concerns the detection of clogs of nozzles during the
continuous casting process in the steel-making industry. The detection of occlu-
sions (1.2% of observations) can avoid product quality problems and machinery
damages and is thus fundamental. The generation of false positives within this
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Table 1. Main characteristics of the original datasets used in the tests.

Source Dataset Unb. rate Samples Vars

UCI rep. CARDATA 3.8% 1728 6

NURSERY 2.5% 1296 8

SATELLITE 9.7% 6435 36

Industrial OCCLUSION 1.2% 3756 6

MSQ-1 24% 1915 11

MSQ-2 0.3% 21784 9

classification problem is tolerable. The two Metal Sheet Quality (MSQ1, MSQ2)
datasets refer to the automatic grading of metal sheets quality on the basis of the
information provided by a set of sensors that inspect sheets surface. The main
classification problem is to assess whether a metal sheet complies with quality
standards. Since it is fundamental not to put into market defective products,
the correct identification of non-complying sheets (the rare patterns) is aimed.

The results achieved by OGAR are compared to those obtained when no
resampling is performed and to those of other resampling approaches: random
oversampling and undersampling, SMOTE and SU. The classifier used within all
the approaches is a DT for whose the C4.5 algorithm training was used. In the
case of the methods that do not automatically reach an optimal unbalance rate
the algorithms have been run testing different rates varying from 5% up to 50%
and the best results have been considered. As far as the OGAR and SU settings
are concerned, the GAs population cardinality is set to 100 whilst a terminal
condition based on a maximum of 50 generations is adopted. The results obtained
by all the involved methods on the test datasets are summarized in Table 2 in
terms of ACC, TPR, FPR. In addition the optimal unbalance rate reached by SU
and OGAR is reported and, in the case of the methods that do not automatically
set it, the one for which the method performed best among all the tested rates.
In Table 3 more information on the datasets resampled by means of the OGAR
method and that led to the results depicted in Table 2 is provided.

The results put into evidence the validity of the proposed approach which
creates a dataset that sensibly increases the classification performance. When
no resampling is used the performance of the classifiers are poor: for all the
datasets, the classifier is able to achieve an overall satisfactory rate of correct
classifications but TPR is far lower with respect to other methods. When facing
the literature datasets OGAR outperforms the other resampling techniques: it
improves the TPR without sensibly increasing (or even decreasing) FPR. In the
case of SATELLITE dataset OGAR gets a FPR 3% higher than SU (the best
performer in terms of TPR) but is able to improve of 8% the TPR with respect to
the best performing method. The OGAR behaviour on the industrial dataset is
similar: it improves classification performance of all the tested datasets achiev-
ing higher TPR while keeping the FPR comparable or better than the other
methods. It is worth to mention the case of MSQ-2 dataset which is strongly
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Table 2. Results achieved by DT tested on datasets resampled by means of the pro-
posed techniques. In the case of multiple tests characterized by different unbalance
rates the best performing achievement is reported.

Database Method Unb. rate ACC TPR FPR

CARDATA No Resampling - 98% 79% 1%

Rand. Unders. 8% 98% 92% 2%

SU 8% 98% 99% 2%

Rand. Overs. 10% 99% 91% 1%

SMOTE 25% 99% 81% 1%

OGAR 24% 99% 100% 1%

NURSERY No Resampling - 99% 83% 1%

Rand. Unders. 10% 97% 97% 3%

SU 4% 97% 99% 3%

Rand. Overs. 25% 99% 93% 1%

SMOTE 10% 99% 84% 0

OGAR 56% 98% 100% 2%

SATELLITE No Resampling - 91% 55% 5%

Rand. Unders. 50% 82% 80% 18%

SU 14% 87% 77% 12%

Rand. Overs. 25% 91% 54% 5%

SMOTE 45% 90% 62% 7%

OGAR 40% 85% 88% 15%

OCCLUSION No Resampling - 98% 5% 2%

Rand. Unders. 20% 90% 52% 10%

SU 8% 88% 67% 11%

Rand. Overs. 10% 99% 11% 1%

SMOTE 25% 96% 0% 4%

OGAR 36% 89% 73% 11%

MSQ-1 No Resampling - 86% 65% 7%

Rand. Unders. 30% 83% 68% 12%

SU 26% 84% 73% 13%

Rand. Overs. 25% 85% 67% 9%

SMOTE 50% 84% 67% 11%

OGAR 36% 86% 76% 10%

MSQ-2 No Resampling - 99% 0% 0%

Rand. Unders. 2% 99% 4% 1%

SU 6% 90% 46% 10%

Rand. Overs. 20% 99% 13% 1%

SMOTE 5% 99% 10% 1%

OGAR 53% 90% 65% 9%



Resampling for the Classification of Unbalanced Datasets 31

Table 3. Details on the resampled dataset achieved by the OGAR method. The original
total (Orig. #TR) and rare (Orig. #CR) number of samples are reported together with
the number of removed samples (Rem.) and added (Add.) minority class samples.

Database Orig. #TR Orig. #CR Rem. Add.

CARDATA 865 33 298 140

NURSERY 6480 164 3567 3389

SATELLITE 3218 313 1096 907

OCCLUSION 1879 24 1126 385

MSQ-1 958 231 27 166

MSQ-2 5031 47 2611 2589

unbalanced, nevertheless OGAR is able to rise the TPR to 65%. Through all the
tested datasets SU emerges as the best competitor of OGAR as it is able achieve
high TPR and, more in general, its classification performance in the unbalanced
dataset philosophy is satisfactory. The analysis of Table 3 shows that OGAR
often strongly modifies the dataset unbalance rate either removing many CF

samples or adding a number of CR samples: this behaviour is fruitful since in
the tested problems drastically improves performance. The optimal unbalance
rate reached by OGAR is generally higher than the one reached by SU due to
the OGAR capability of adding minority samples to the dataset. The achieved
performance compared to SMOTE puts into evidence that the intrinsic manage-
ment of synthetic samples location pursued by OGAR is extremely fruitful.

5 Conclusions and Future Work

A method for the resampling of unbalanced datasets was proposed, which com-
bines undersampling and oversampling finding in an automatical manner the
optimal removal and addition rates of samples in order to maximize the classi-
fier performance in accordance to the unbalanced dataset context. A GA opti-
mization step determines simultaneously, according to a set of key-performance-
indicators, the optimal undersampling and oversampling rates. The tests per-
formed on literature and industrial unbalanced datasets put into evidence the
superior performance of the proposed method with respect to other resampling
approaches: it is in fact able to increase the rate of detected rare patterns with-
out affecting the FPR and the overall accuracy. In the future more criteria will
be involved in the GA-optimization process and a deeper connection among
oversampling and undersampling will be investigated.
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Abstract. In authorship attribution domain single classifiers are often
employed in research as elements of decision system. On the other hand,
there is intuitive prediction that the use of multiple classifier with fusion
of their outcomes may improve the quality of the investigated system.
Additionally, discretization can be applied for input data which can be
beneficial for the classification accuracy. The paper presents performance
analysis of some multiple classifiers basing on the majority voting rule.
Ensembles were composed from eight single well known classifiers. Influ-
ence of different discretization methods on the quality of the analyzed
systems was also investigated.

Keywords: Multiple classifier · Ensemble classifier · Majority voting ·
Discretization · Authorship attribution

1 Introduction

One of the typical approaches to classification tasks involves application of
selected inducer and executing supervised learning process. In many cases it
allows to obtain a good decision system. Some solutions in data mining domain
proposed use of a set of classifiers with fusion of their outputs. It is obvious that
some classifiers perform better than others in certain subspaces of the problem
domain. In other words, for complex problems different subsystems of the deci-
sion system can find best solution. Analysis of this in the context of authorship
attribution constituted the main objective for the presented work.

On the other hand, analysis of the influence of discretization on overall effi-
ciency of the decision systems, was executed in authorship attribution belonging
to the stylometric domain [1]. Generally speaking discretization is the process
which allows to convert data in continuous form into discrete space. It can be
employed when subsequent elements of a decision system cannot operate on con-
tinuous numbers. Applying discretization for data can bring other advantages
like improvement of performance of the decision system. It happens because
discretization changes the nature of data, the way of expressing knowledge con-
tained in analyzed data, and decreases its volume.

Another problem related to discretization of input data sets must be consid-
ered, namely the way of discretization of test datasets. It has been shown [2] that
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 73, DOI 10.1007/978-3-319-59424-8 4
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employment of specially prepared test datasets is more reliable for evaluation of
decision systems, such as presented in the paper. In [4] three approaches were
proposed and investigated: “independent”, “test on learn”, and “glued”. In the
first method learning and test datasets are discretized independently, given the
same parameters. For “test on learn” approach test sets are discretized basing
on the information calculated for training data. In the “glued” approach learn-
ing and test data is concatenated for the discretization process and then split in
order to obtain again training and test sets.

The paper presents research results of combined influence of application of
multiple classifiers and discretization on the efficiency of the decision system.
Different approaches to test sets discretization were taken into consideration.
To the best of author’s knowledge no other published research addressed this
subject for authorship attribution domain.

The paper is organized as follows. Section 2 gives the theoretical background
and an overview of methods employed in the research. Section 3 presents the
experimental setup, datasets used, and techniques employed. The results and
their discussion are given in Sect. 4. Section 5 provides conclusions.

2 Theoretical Background

The following paragraphs present background of the presented research including
multiple classifier systems, discretization, and employed inducers.

2.1 Multiple Classifier

Multiple classifier is considered as a set of classifiers with their results fused in
some way to obtain better decisions. There is a lot of names concerning that
methodology, such as ensemble methods, classifier fusion, aggregation, decision
combination, hybrid methods, cooperative agents [11].

The reason to use more than one classifier to improve the classification accu-
racy seems to be intuitively correct. Yet the question arises, how to properly
select classifiers for a specific task. In [10] authors mentioned that accuracy and
diversity of the individual members of an ensemble of classifiers constitute neces-
sary and sufficient conditions to obtain better results. The classifier is considered
as accurate when its error rate is better than random guessing for new input.
The diversity of two classifiers can be defined as ability to make different errors
for new data. The short example explains this issue [6]. Lets assume a multiple
classifier composed of three classifiers {c1, c2, c3}. If they are similar, i.e. not
diverse, then for a new hypothesis h if c1(h) is wrong, also c2(h) and c3(h) are
wrong. When the diversity condition is satisfied, if c1(h) is wrong, c2(h) and
c3(h) may be correct, which means that employment of majority vote rule can
deliver better results.

According to [6] there are three reasons why ensemble of classifiers might
perform better: statistical, computational, and representational. The statisti-
cal reason is based on the idea of averaging outputs of individual classifiers
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in an ensemble. For example it is possible to train a set of classifiers with re-
substitution error equal to 0. So their performance is similar taking training data
into consideration. On the other hand, they may behave differently for new data.
Therefore fusion of outputs of classifiers belonging to the ensemble seems to be
a better solution than selecting only one classifier.

The computational reason is related to the problem of local optima, which
is vital for many classifiers. Running the optimum search from different starting
points in multiple classifier may provide better results, than the individual ones.

The representational reason concerns the properties of classifiers in respect
to the problem to be solved. For example single linear classifiers may not be
suitable for solving some stated problem, while the ensemble of linear classifiers
can approximate the decision area. Of course it is possible to employ a single,
but more complex classifier, such as neural network, to solve the same problem.
However, it is likely that computational cost will be higher [14].

Depending on the types of classifiers output different methods of fusing their
results can be applied. According to [20] three general output levels can be listed:

– the abstract level – classifier produces only the class label; there is no infor-
mation about certainty of the predicted classes,

– the rank level – the outputs are ranked in the queue; order is determined by
the plausibility of each output,

– the measurement level – classifiers produce outputs, where for each class there
is provided information about support for the hypothesis, that input vector
belongs to that class.

There are two general architectures of multiple classifiers [18]:

– homogeneous classifier - the same algorithm is applied for diversified data:
bagging, boosting, multiple partitioned data, multi-class specialized systems;

– heterogeneous classifiers - different learning algorithms utilize the same data:
voting, rule-fixed aggregation, stacked generalization or meta-learning

In the presented research the voting algorithm was investigated. Let us
assume that Ω = {ω1, . . . ωc} is a set of c class labels, and classifiers outputs
are described by vectors [di,1(x), . . . , di,c(x)]T ∈ {0, 1}c, i = 1, . . . , L, where L
is the number of classifiers in the ensemble and x is the input. di,j(x) = 1 if
individual classifier Di labels input x with ωj , otherwise it is set to 0. If the
following formula is satisfied for k ∈ Ω,

L∑

i=1

di,k(x) =
c

max
j=1

L∑

i=1

di,j(x) (1)

it means that multiple classifier declares ensemble result for class ωk. Formally
Eq. (1) describes the plurality vote often called also majority vote.

To examine properties of such classifier let us assume that for each classifier
p describes the probability of correct answer for a given input x ∈ �n, and the
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number of classifiers L is odd. Their outputs are assumed to be independent,
which means that the joint probability can be described as:

P (Di1 = Si1 , . . . , DiK = SiK ) = P (Di1 = si1) × · · · × P (DiK = siK ) (2)

for any subset of classifiers A ⊆ D, A = {Di1 , . . . , DiK} where sij is the label
output of classifier Di,j . The accuracy of the multiple classifier is as follows [14]:

Pmaj =
L∑

m=�L/2�+1

(
L

m

)
pm(1 − p)L−m (3)

The analysis of behavior of Pmaj in relation to p leads to the following con-
clusions:

– if p > 0.5 then Pmaj −→ 1 when L −→ ∞
– if p < 0.5 then Pmaj −→ 0 when L −→ ∞
– if p = 0.5 then Pmaj = 0.5 for any L

So if classifiers in the ensemble have p > 0.5, improvement of quality of the
multiple classifier can be expected, comparing to the results of single inducers.

2.2 Discretization

In many research areas input data is given as numerical values, which is obvious
because the nature of real world is also continuous. Yet many algorithms and
methods used in data mining can not operate at all for real valued features, or
perform better for discrete data. In such cases discretization can be used as a
way of converting continuous data into nominal representation. Such processing
can improve the overall quality of a decision system.

There are many discretization algorithms. One way of categorization splits
these methods into supervised and unsupervised. Supervised algorithms such as
Fayyad and Irani’s MDL [7] or Kononenko MDL [13], take into consideration
information about class of each instance in the data set. Because the nature
of data is analyzed in some way, they can deliver better, more accurate results.
Unsupervised methods perform discretization process basing only on given para-
meters and values of attributes in all instances. Class information is omitted.

The most popular unsupervised methods are equal width and equal frequency
binning. These two are simple algorithms which determine minimum and max-
imum values of any given attribute, and then search for cut points in order to
obtains bins of the equal width or bins filled with the same number of instances
in case of equal frequency binning. There is also a modification of equal width
method, available in WEKA [9], which performs a kind of bin number optimiza-
tion using the leave-one-out estimation of estimated entropy.

Evaluation of analyzed decision systems was performed using test datasets.
The previous research in that area proved that it is the most reliable method
of assessing the quality of the system [2]. When discretization of input data
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is taken into account a new problem arises, how to discretize test datasets.
Some earlier research in that area allowed to formulate three approaches to that
problem: “independent” – Id – where learning and test data are discretized
separately, given the same parameters; “test on learn” – ToLd – where test data
is discretized using cut points calculated for training data, and “glued” – Gd –
where test and learn datasets are concatenated, discretized and finally separated
to obtain training and test datasets again. Deeper discussion of these methods,
their advantages and disadvantages can be found in [4].

2.3 Classifiers Used in Research

Construction of voting multiple classifier requires selection of different classifiers.
As aforementioned, it is a good idea to choose a diversified set of inducers, tak-
ing into consideration their way of data processing and performed algorithm. On
the other hand, candidates should have satisfactory performance for individual
tasks. Basing on such criteria the following list of classifiers was created: Naive
Bayes (NB), Bayesian networks (BNet), C4.5, PART, Random Forest (RF),
k-Nearest Neighbors (k-NN), Multilayer Perceptron (MLP), Radial Basis Func-
tion (RBF) network, all implemented in WEKA.

3 Experimental Setup

The following steps were performed in the experiments:

– input data preparation including splitting of data into learning and test sets,
– discretization of input sets applying all chosen methods,
– training of each of selected classifiers,
– evaluation of individual and multiple classifiers

Selection of attributes is the big research area and many different methods
can be applied [15–17]. Also the principal components analysis (PCA) must be
mentioned as useful technique in authorship attribution [5,8,12,19]. However, it
was not investigated because the feature extraction was not in the main focus of
the research. Basing on the preliminary experiments the set of function words
containing two-letter words taken from the list of the most frequently used words
in English has been created. The personal pronouns have been excluded. The
input datasets were prepared basing on the works of male and female English
authors. Texts were grouped into pairs in respect to gender, frequencies of occur-
rence of selected descriptors were calculated for each part, and datasets contain-
ing instances belonging to one of two classes representing authors were built.
Similar volume of texts of each author and their splitting into the same number
of parts guarantee that obtained datasets contain balanced classes. Finally sets
were divided into learning and test datasets basing on the disjunctive works of
authors.

During research all discretization methods described in Sect. 2 were utilized
using Id, Gd, and ToLd approaches to discretization of test datasets. Finally, dis-
crete descriptors of bins were converted to their ordinal numbers, and attributes
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type of data was declared as numeric. It allowed to avoid problems related to
inequality of numbers of bins in learning and test datasets, which can occur for
the Id approach. Analysis and investigation of this problem was conducted in [3].

Multiple classifiers were built basing on the individual classifiers presented
in Sect. 2 using the majority vote rule. The general idea was to create three-
member ensembles from classifiers of different nature. In this way the following
multiple classifiers were constructed and tested (abbreviations as presented in
Sect. 2): NB MLP C4.5, BNet RBF PART, NB MLP k-NN, MLP RBF k-NN,
NB MLP RF. As can be noticed each ensemble contains at least one neural
classifier and some combinations of Bayesian, decision tree and k-Nearest Neigh-
bors classifiers. Observations of preliminary results of experiments, performed
for aforementioned setups, indicated that some other combinations also could
be interesting, so the following ensembles were created: BNet C4.5 PART and
NB k-NN RF.

4 Results and Discussion

Experiments were executed separately for male and female authors datasets, but
all results are presented as average of outcomes. In further discussion whenever
experiment or result is mentioned it is considered as a pair of experiments or
averaged result for male and female authors. For MLP and RBF classifiers the
multistarting criterion was applied and the best result from 20 rounds of network
training and evaluation was taken for further analysis. For k-NN there were
experiments for k = 1, . . . , 9 neighbors and also the best result was taken.

Preliminary set of experiments was performed for nondiscretized data to
obtain reference points for discussion. The evaluation results of individual and
multiple classifiers are presented in Fig. 1 as raw data bars. As evaluation quality
measure there was taken the percentage of correctly classified instances.

The next experiments were performed for discretized data, with three dif-
ferent approaches to discretization of test datasets. Supervised methods do not
require any parameters so for each experiment the single result was obtained.
Figure 1 presents outcomes for supervised discretization algorithms.

Unsupervised methods need additional parameters like the required numbers
of bins. In the research the values of these parameters varied from 2 to 10. Such
range was defined basing on the earlier experiments [1]. In such case for each
experiment the set of 9 values was delivered as result. In order to show these
results clearly the boxplot diagrams were chosen. Figure 2 presents all results
with respect to discretization methods and the way of test sets discretization.

Diagrams presenting the results for “independent” way of test sets discretiza-
tion were omitted because of extremely poor results for supervised methods,
comparing to the reference ones. The possible reason lies in the nature of data.
Independent discretization of learning and test sets leads to calculation of so
different cut points in both sets that coherency between them is lost. It is very
interesting observation which warns against uncritical use of Id method. Also
results presented in Fig. 1b show poorer performance for discretized data compar-
ing to the raw data. Even though some relations between individual and multiple
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classifiers can be observed there, it is better to perform such observations for Gd
method presented in Fig. 1a.

The main research task was an analysis of performance of multiple classifiers.
The analysis can base on observations of single classifiers quality (Fig. 1a). It is
easy to notice that MLP classifier is the best one. Others perform slightly poorer,
but almost all work better for discretized data than for nondiscretized. Taking
the multiple classifiers into consideration, one general observation is obvious:
none of them is better than MLP. It is interesting that all ensembles containing
MLP (NB MLP C4.5, NB MLP k-NN, MLP RBF k-NN, NB MLP RF) cannot
perform better than a single MLP classifier. On the contrary, fusion with other
classifiers decreases the overall quality. The probable explanation of this fact is
that MLP, as a very good classifier, utilized exhaustively all information included
in the learning data, and other worse classifiers in the ensemble decrease the over-
all quality. The similar conclusion can be stated for BNet RBF PART ensemble
where for discretized data PART classifier is the best one. On the other hand,
ensemble B k-NN RF performs better than each individual classifier for data
discretized using Kononenko MDL.
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Fig. 1. Performance of individual and multiple classifiers for nondiscretized data and
for supervised Fayyad and Irani and Kononenko discretization. Test sets discretized
using methods: (a) “glued” (Gd), (b) “test on learn” (TLd).
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Fig. 2. Performance of classifiers for unsupervised discretization methods: (a) equal
width – ToLd, (b) optimized equal width – ToLd, (c) equal frequency – ToLd, (d) equal
width – Gd, (e) optimized equal width – Gd, f) equal frequency – Gd

The results for unsupervised discretization are shown in Fig. 2, in which dia-
grams for the “independent” discretization were also omitted.

The general observations are similar to those formulated for previous results –
the performance of MLP classifier exceeds all other individual and multiple
solutions. But some positive comments can be made also for multiple classifier
containing simpler components. For example BNet C4.5 PART or NB k-NN RF
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perform better than their members individually. They are relatively simple and
do not perform well comparing to the winners of the ranking. In such situation
multiple classifier can improve the overall quality of the decision system.

It is worth to mention, that the discussion is based on analysis of boxplots’
medians. Observation of results allows to expect that deeper analysis of outcomes
in relation to parameters of discretization process may deliver better results.

5 Conclusions

The paper presents results of research on application of multiple classifiers in
authorship attribution domain for discretized data. Eight single classifiers, Naive
Bayes, Bayesian network, C4.5, Random Forest, PART, k-NN, multilayer per-
ceptron, and radial basis function network, were selected and composed into
some ensemble classifiers. Experiments were performed for different discretiza-
tion methods, and three approaches to discretization of test datasets were addi-
tionally taken into consideration.

The general conclusion is that, if ensemble contains a well performing clas-
sifier which explores deeply the input data space, it is difficult to obtain better
results using multiple classifier performing the majority voting fusion. When
classifiers in the ensemble are of average quality, the improvement is possible.

An important observation concerns the discretization of test datasets using
“independent” approach. As it was noticed during the research, such way of
discretization can deliver unexpectable results. It is strongly visible for super-
vised discretization where algorithm decides the number and positions of the cut
points. Test datasets processed in such way may lose their relation to the original
data. A system which performed well for nondiscretized data, completely lost its
quality for the discretized input.

To summarize, the experiments show that application of multiple classifier
under conditions presented in the paper can be beneficial, especially when the
ensemble is composed of simple classifiers. In such situations short learning time
or extensive use of resources can be the advantage. On the other hand, employ-
ment of a powerful classifier like multilayer perceptron can solve the problem
using a single decision unit.
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Simul. Syst. Sci. Technol. 16(1), 2.1–2.10 (2015)

6. Dietterich, T.G.: Ensemble methods in machine learning. In: Proceedings of the
1st International Workshop on Multiple Classifier Systems, MCS 2000, pp. 1–15.
Springer-Verlag, London (2000)

7. Fayyad, U.M., Irani, K.B.: Multi-interval discretization of continuousvalued
attributes for classification learning. In: 13th International Joint Conference on
Articial Intelligence, vol. 2, pp. 1022–1027. Morgan Kaufmann Publishers (1993)

8. Gianfelici, F., Turchetti, C., Crippa, P.: A non-probabilistic recognizer of stochastic
signals based on KLT. Sig. Process. 89(4), 422–437 (2009)

9. Hall, M., Frank, E., Holmes, G., Pfahringer, B., Reutemann, P., Witten, I.H.: The
weka data mining software: an update. SIGKDD Explor. 11(1), 10–18 (2009)

10. Hansen, L.K., Salamon, P.: Neural network ensembles. IEEE Trans. Pattern Anal.
Mach. Intell. 12(10), 993–1001 (1990)

11. Ho, T.K.: Multiple classifier combination: lessons and next steps. In: Kandel, A.,
Bunke, H. (eds.) Hybrid Methods in Pattern Recognition, pp. 171–198. World
Scientific, Singapore (2011)
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Abstract. The application of speaker recognition technologies on
domotic systems, cars, or mobile devices such as tablets, smartphones and
smartwatches faces with the problem of ambient noise. This paper studies
the robustness of a speaker identification system when the speech signal is
corrupted by the environmental noise. In the everyday scenarios the noise
sources are highly time-varying and potentially unknown. Therefore the
noise robustness must be investigated in the absence of information about
the noise. To this end the performance of speaker identification using short
sequences of speech frames was evaluated using a database with simulated
noisy speech data. This database is derived from the TIMIT database by
rerecording the data in the presence of various noise types, and is used to
test the model for speaker identification with a focus on the varieties of
noise. Additionally, in order to optimize the recognition performance, in
the training stage the white noise has been added as a first step towards
the generation of multicondition training data to model speech corrupted
by noise with unknown temporal-spectral characteristics. The experimen-
tal results demonstrated the validity of the proposed algorithm for speaker
identification using short portions of speech also in realistic conditions
when the ambient noise is not negligible.

Keywords: Cepstral analysis · Classification · Digitized voice samples ·
Discrete Karhunen-Loéve transform (DKLT) · Expectation Maximiza-
tion (EM) algorithm · Feature extraction · Gaussian Mixture Model
(GMM) · Short sequences · Robust speaker identification · Noisy condi-
tions · Speech · Speech frames · TIMIT · Noise · Environmental noise

1 Introduction

The voice is the most natural signal to produce and the simplest to acquire using
technologies on handheld devices or the Internet [1,18] for recognizing, identi-
fying or verifying individuals [19,25,27]. Basically there are two fundamental
modes of operations: identification and verification.

In identification systems, the issue is to detect which speaker from a given set
the unknown speech is derived from, while in verification systems the speech of
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 73, DOI 10.1007/978-3-319-59424-8 5
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the unknown person is compared against both the claimed identity and against
all other speakers (the imposter or background model) [9,10,14,16,17]. As a
result, in speaker identification the classification is based on a set of S models
(one for each speaker), while, in speaker verification, two models (one for the
hypothesized speaker and one for the background model), have to be derived
during training.

Some recent interesting applications are vehicle access control, telephone
services for transaction authorization, personalized domotic control, speaker
diarization, personalized smart training [5,6,8].

Due to the mobile nature of Internet related systems, this work investigates
the problem of speaker identification in noisy conditions, assuming that speech
signals are corrupted by environmental noise. Because the noise sources are inher-
ently highly time-varying and potentially unknown, the noise robustness in the
absence of information about the noise is a key requirement [21,23]. In particular
the performance of a speaker identification framework presented in [3,4] for the
clean speech, has been further investigated here by adding several environmental
noises to the clean speakers’ utterances in the testing stage. More in detail, the
algorithm was tested using the TIMIT database with simulated noisy speech
data. The TIMIT database has been redeveloped by synthetically adding the
data in the presence of various noise types, used to test the model for speaker
identification with a focus on the varieties of noise.

This paper is also aimed towards the implementation of a new model for real-
world applications. This include the generation of multicondition training data
to model noisy speech, the combination of different training data to optimize
the recognition performance, and the reduction of the model’s complexity.

This paper addresses the problem of speaker identification with short
sequences of speech frames, that is with utterance duration of less than 1 s, for
real-world applications. In particular, as this is a very severe test for speaker
identification, we want to investigate for feature representations of voice sam-
ple that guarantees the best performance in terms of classification accuracy for
noisy speech. It is well known that, among linear transforms which can be used
for feature extraction and dimensionality reduction, the best linear feature extrac-
tor is the Karhunen-Loève transform (KLT) expansion [15,28,29]. In addition, as
robust speaker recognition remains an important problem in speaker identification
[20,22,26,30,31], in a recent paper [24] it has been shown that Principal Compo-
nent Analysis (PCA) transformation minimizes the effect of noise and improves
the speaker identification rate as compared to the conventional Mel-frequency
cepstral coefficient (MFCC) features. In particular here we exploit some conver-
gence properties of the truncated version of the discrete Karhunen-Loève trans-
form (DKLT) [2,11], that guarantee good performance in terms of speaker classi-
fication accuracy [3,4] extending its applicability also in noisy conditions.

This paper is organized as follows. Section 2 describes the speaker identifica-
tion framework. Section 3 reports the experimental results of the classifier on the
database signals and comments the performance. Finally, conclusions are drawn
in Sect. 4.
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2 Identification Method

In this section we briefly summarize the mathematical formulation of the overall
short-sequence speaker identification framework.

2.1 Single Frame Identification

Let us refer to a frame y = [y1 · · · yN ], representing the power spectrum of speech
signal, extracted from the time domain waveform of the utterance under con-
sideration, through a pre-processing algorithm including pre-emphasis, framing
and log-spectrum. The duration of frames is 25 ms and each frame is generated
every 10 ms: as a result consecutive frames overlap by 15 ms.

For Bayesian speaker identification, a group of S speakers is represented
by the probability density functions (pdf’s) ps(y) = p(y | θs), s = 1, 2, · · · , S
where θs are the parameters to be estimated during training. The objective of
classification is to find the speaker model θs that has the maximum a posteriori
probability for a given frame y:

ŝ(y) = argmax
1≤s≤S

{pr(θs | y)} = argmax
1≤s≤S

{
p(y | θs)pr(θs)

p(y)

}
. (1)

Considering pr(θs) = 1/S (equally likely speakers) and p(y) being the same for
all speakers models, the Bayesian classification is equivalent to

ŝ(y) = argmax
1≤s≤S

{p(y | θs)} . (2)

Adopting the Gaussian Mixture Model (GMM) for the single speaker, the
pdf is a weighted sum of F components densities and given by the equation

p(y | θs) =
F∑

i=1

α(s),i
(2π)−N/2√|C(s),i|

exp
{
−1

2
(y − μ(s),i)T C−1

(s),i(y − μ(s),i)
}

(3)

where α(s),i, i = 1, . . . , F are the mixing weights, and μ(s),i and C(s),i are the
mean and covariance matrix values, respectively, of the s-th mixture. As a result

θs = {α(s),1, μ(s),1,C(s),1, . . . , α(s),F , μ(s),F ,C(s),F } (4)

is the set of parameters needed to specify the s-th Gaussian mixture.
Finally the maximum likelihood (ML) estimate of θs,

θ̂s,ML = argmax
θs

{log p(W | θs} , (5)

where W represents the training data, has been obtained using an optimized
version of the Expectation Maximization (EM) algorithm [12].
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2.2 Multiframe Frame Identification

In order to face the problem of dimensionality [7], to reduce y to a vector kT of
lower dimension, the DKLT of y, defined as k = ΦT y, where Φ is the solution of
the eigenvector matrix equation Ryy = E

{
yyT

}
= ΦΛΦT has been used in its

truncated version to M < N orthonormal basis functions, because among the
linear transforms is the one that ensures the minimum mean square error.

The accuracy of speaker identification can be considerably improved using a
sequence of frames instead of a single frame alone. To this end let us refer to a
sequence of frames defined as Y = {y(1), . . . , y(V )} where y(v) represents the v-th
frame. Applying (2) to the truncated DKLT of y, we can determine the class
each frame y(v) belongs to. Thus the S sets Zs =

{
y(v) | y(v) belongs to class s

}
,

s = 1, . . . S, are univocally determined.
Given Y , we define the score for each class s as rs(Y ) = card{Zs}, where the

cardinality operator card{·} extracts the number of elements belonging to Zs.
Finally the multi-frame speaker identification is based on:

ŝ(Y ) = argmax
1≤s≤S

{rs(Y )} . (6)

3 Experimental Results

To get a better understanding of the performance achieved with the proposed
approach, several experiments were conducted on increasing population sizes,
and considering the English language.

To this end the evaluations were carried out using the widely available TIMIT
speech corpus [13]. The TIMIT corpus is a collection of phonetically balanced
sentences, 10 sentence utterances from 630 speakers across 8 dialect regions in
the USA. From this corpus the first 100 speakers of the test set (64 male and 36
female) spanning the dialect of New England (Dialect 1), Northern (Dialect 2),
North Midland (Dialect 3), South Midland (Dialect 4), and Southern (Dialect 5)
regions, have been chosen.

Table 1 reports the consistency of the database used for this TIMIT-based
experimental evaluation in terms of dialect and sex of the speakers.

Table 1. Consistency of the database used for the TIMIT-based experimental
evaluation.

Total speakers Dialect 1 Dialect 2 Dialect 3 Dialect 4 Dialect 5

M F M F M F M F M F M F

64 36 7 4 18 8 23 3 16 16 0 5

For each speaker, the 10 sentences have an average length of 3.10 s (mini-
mum length: 1.09 s, maximum length: 7.57 s) at a sample frequency of 16 kHz
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(16-bit samples). These sentences have been split into overlapping frames of
25 ms (400 samples), with a frame shift of 10 ms (160 samples) thus obtaining
from each sentence an average number of about 480 voiced frames (ranging from
a minimum value of 169 to a maximum of 1170). Finally, from each speaker, an
average number of 4807 voiced speech frames have been extracted.

Then the full database so obtained was divided in two datasets containing
for each speaker 80% of speech frames for training (model evaluation) and 20%
for testing (performance evaluation).

Table 2. Identifier overall sensitivity with M = 20 DKLT components and using
TIMIT corpus in different noisy conditions and SNRs.

Noise condition SNR [dB] Speech sequence length

1 frame 100 frames 350 frames

Clean speech 21.01% 80.63% 97.24%

White 15 6.84% 35.12% 58.99%

Cell phone ringing 20 19.32% 79.43% 96.77%

15 17.90% 75.93% 95.39%

10 15.91% 70.02% 94.47%

Jet engine 20 19.17% 77.57% 97.24%

15 17.68% 72.98% 96.31%

10 15.19% 67.61% 93.09%

Office 20 15.52% 69.37% 93.09%

15 12.35% 59.19% 89.55%

10 9.07% 43.33% 76.12%

Pop song female 20 17.99% 77.79% 95.85%

15 15.24% 72.32% 94.47%

10 11.60% 59.96% 87.56%

Rain 20 18.38% 75.49% 94.93%

15 16.30% 68.60% 92.17%

10 13.28% 51.75% 73.73%

Restaurant 20 12.43% 56.35% 87.10%

15 9.10% 42.23% 68.66%

10 6.54% 28.56% 51.15%

Street 20 19.46% 77.90% 97.24%

15 18.38% 74.95% 95.85%

10 17.07% 70.68% 91.71%

Train ride 20 19.59% 78.67% 97.70%

15 18.67% 78.23% 96.77%

10 17.17% 72.32% 93.55%
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Fig. 1. Classifier performance as a function of sequence length, with M = 20 DKLT
components and using TIMIT corpus in eight different noisy conditions: (a) cellular
phone ringing noise, (b) jet engine noise, (c) office noise, (d) pop song female noise,
(e) rain noise, (f) restaurant noise, (g) street noise, (h) train ride noise, and various
SNRs (SNR = 20, 15, 10 dB).
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Fig. 2. Classifier performance as a function of sequence length, with M = 20 DKLT
components and using TIMIT corpus in presence of (a) white noise (WN) and (b)
restaurant noise (ReN) for the noiseless (solid line) and noised (dashed line) model
(SNR = 15 dB).

Table 2 shows the micro-averaged overall sensitivity obtained on the described
dataset, synthetically adding to the testing speech frames different type of arti-
ficial (white noise) and natural environmental noises, for three selected segment
durations (single frame, 100 frames, and 350 frames). As can be seen, results are
very consistent with all the tested natural noises.
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To gain a better understanding on how segment duration affects recognition
performance, Fig. 1 reports the framework performance in terms of the overall
sensitivity for different sequence lengths ranging from 1 (25 ms) to 350 (3.5 s) con-
secutive overlapping frames. M = 20 DKLT components have been considered
and the TIMIT corpus in different noisy conditions has been used in the testing
stage. More in detail, the following eight environmental noises have been taken
into consideration: cellular phone ringing noise (CPN), jet engine noise (JEN),
office noise (OfN), pop song female noise (PSN), rain noise (RaN), restaurant
noise (ReN), street noise (StN), and train ride noise (TRN), with varying SNRs
of 10, 15, and 20 dB. For reference, the speaker identification performance for
the clean speech (CS) case is also reported.

Figure 2 shows the same evaluation for the white noise (WN) and the restau-
rant noise (ReN) cases whose performance was worst. Here we tried another
modeling system adding a variety of white noises with varying SNRs to the train
frames (SNR = 10, 12, 14, 16, 18, 20 dB) in the modeling phase, which helped
increase resilience to noise. The results are seen in the WN15+N trace, where
the test was done by adding white noise to get a 15 dB SNR, and in the ReN15+N
trace, where the test was done by adding restaurant noise to get a 15 dB SNR. For
comparison, the WN15 and the ReN15 traces show the same results obtained
with the non-noise-augmented model. For sequences of 1 s (3.5 s) the overall
sensitivity increased from 35.12% to 57.33% (from 58.99% to 85.25%) for the
white noise case and from 42.23% to 44.31% (from 68.66% to 85.25%) for the
restaurant noise case.

4 Conclusions and Future Work

This paper investigates the robustness against the environmental noise of a
speaker identification system for short sequences of speech frames based on trun-
cated DKLT. The performance of the algorithm was evaluated using in the test-
ing phase, a database synthesized from the TIMIT speech corpus by rerecording
the speech signal with the addition of different noise types (cellular phone ring-
ing, jet engine, office, pop song female, rain, restaurant, street, train ride noise).
The experimental results demonstrated the validity of the proposed algorithm
for speaker identification using short portions of speech also in realistic condi-
tions when the ambient noise is not negligible. More in detail for sequences of
1 s (3.5 s) overall sensitivities ranging from 28.56% to 79.43% (from 51.15%
to 97.70%) have been obtained in different environmental noisy conditions with
SNR of 10, 15 and 20 dB. Additionally in order to optimize the recognition
performance a white noise at different levels of energy has been added to the
speech frames used in the training stage as a first step towards the generation of
multicondition training data to model speech corrupted by noise with unknown
temporal-spectral characteristics. Finally, future efforts will be invested in build-
ing a realistic noise model that definitively could improve the performance of the
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identifier as the preliminary results reported for the white noise model have been
demonstrated.
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Simul. Syst. Sci. Technol. 16(1), 2.1–2.10 (2015)

12. Figueiredo, M.A.F., Jain, A.K.: Unsupervised learning of finite mixture models.
IEEE Trans. Pattern Anal. Mach. Intell. 24(3), 381–396 (2002)

http://dx.doi.org/10.1109/TCYB.2016.2603146
http://dx.doi.org/10.1109/TCYB.2016.2603146


52 G. Biagetti et al.

13. Garofolo, J.S., Lamel, L.F., Fisher, W.M., Fiscus, J.G., Pallett, D.S.: DARPA
TIMIT acoustic-phonetic continous speech corpus CD-ROM. NIST speech disc
1-1.1. NASA STI/Recon Technical report N 93, 27403 (1993)

14. Gianfelici, F., Biagetti, G., Crippa, P., Turchetti, C.: AM-FM decomposition of
speech signals: an asymptotically exact approach based on the iterated Hilbert
transform. In: IEEE/SP 13th Workshop on Statistical Signal Processing 2005, pp.
333–338, July 2005

15. Gianfelici, F., Turchetti, C., Crippa, P.: A non-probabilistic recognizer of stochastic
signals based on KLT. Sig. Process. 89(4), 422–437 (2009)

16. Gish, H., Schmidt, M.: Text-independent speaker identification. IEEE Sig. Process.
Mag. 11(4), 18–32 (1994)

17. Jain, A., Duin, R.P.W., Mao, J.: Statistical pattern recognition: a review. IEEE
Trans. Pattern Anal. Mach. Intell. 22(1), 4–37 (2000)

18. Jain, A., Ross, A., Prabhakar, S.: An introduction to biometric recognition. IEEE
Trans. Circ. Syst. Video Technol. 14(1), 4–20 (2004)

19. Kinnunen, T., Li, H.: An overview of text-independent speaker recognition: From
features to supervectors. Speech Commun. 52(1), 12–40 (2010)

20. Maina, C., Walsh, J.: Joint speech enhancement and speaker identification using
approximate Bayesian inference. IEEE Trans. Audio Speech Lang. Process. 19(6),
1517–1529 (2011)

21. McLaughlin, N., Ming, J., Crookes, D.: Speaker recognition in noisy conditions
with limited training data. In: 2011 19th European Signal Processing Conference,
pp. 1294–1298, August 2011

22. McLaughlin, N., Ming, J., Crookes, D.: Robust multimodal person identification
with limited training data. IEEE Trans. Hum. Mach. Syst. 43(2), 214–224 (2013)

23. Ming, J., Hazen, T.J., Glass, J.R., Reynolds, D.A.: Robust speaker recognition
in noisy conditions. IEEE Trans. Audio Speech Lang. Process. 15(5), 1711–1723
(2007)

24. Patra, S., Acharya, S.: Dimension reduction of feature vectors using WPCA for
robust speaker identification system. In: 2011 International Conference on Recent
Trends in Information Technology (ICRTIT), pp. 28–32, June 2011

25. Reynolds, D.: An overview of automatic speaker recognition technology. In:
2002 IEEE International Conference on Acoustics, Speech, and Signal Processing
(ICASSP), vol. 4, pp. IV–4072–IV–4075, May 2002

26. Sadjadi, S., Hansen, J.: Blind spectral weighting for robust speaker identification
under reverberation mismatch. IEEE/ACM Trans. Audio Speech Lang. Process.
22(5), 937–945 (2014)

27. Togneri, R., Pullella, D.: An overview of speaker identification: Accuracy and
robustness issues. IEEE Circ. Syst. Mag. 11(2), 23–61 (2011)

28. Turchetti, C., Biagetti, G., Gianfelici, F., Crippa, P.: Nonlinear system identifica-
tion: an effective framework based on the Karhunen Loève transform. IEEE Trans.
Signal Process. 57(2), 536–550 (2009)

29. Turchetti, C., Crippa, P., Pirani, M., Biagetti, G.: Representation of nonlinear
random transformations by non-Gaussian stochastic neural networks. IEEE Trans.
Neural Netw. 19(6), 1033–1060 (2008)

30. Zhao, X., Shao, Y., Wang, D.: CASA-based robust speaker identification. IEEE
Trans. Audio Speech Lang. Process. 20(5), 1608–1616 (2012)

31. Zhao, X., Wang, Y., Wang, D.: Robust speaker identification in noisy and reverber-
ant conditions. IEEE/ACM Trans. Audio Speech Lang. Process. 22(4), 836–845
(2014)



Human Activity Recognition
Using Accelerometer and

Photoplethysmographic Signals

Giorgio Biagetti, Paolo Crippa(B), Laura Falaschetti, Simone Orcioni,
and Claudio Turchetti

DII – Dipartimento di Ingegneria dell’Informazione,
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Abstract. This paper presents an efficient technique for real-time recog-
nition of human activities by using accelerometer and photoplethysmog-
raphy (PPG) data. It is based on singular value decomposition (SVD)
and truncated Karhunen-Loève transform (KLT) for feature extraction
and reduction, and Bayesian classification for class recognition. Due to
the nature of signals, and being the algorithm independent from the ori-
entation of the inertial sensor, this technique is particularly suitable for
implementation in smartwatches in order to both recognize the exercise
being performed and improve the motion artifact (MA) removal from
PPG signal for accurate heart rate (HR) estimation. In order to demon-
strate the validity of this methodology, it has been successfully applied
to a database of accelerometer and PPG data derived from four dynamic
activities.
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tion Maximization (EM) · Karhunen-Loève Transform (KLT) · Feature
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1 Introduction

Human activity recognition using wearable sensors, i.e. sensors that are posi-
tioned directly or indirectly on the human body, is one of the most interesting
topics in the healthcare, ambient assisted living, sport and fitness research areas.

These sensors, which can be embedded into clothes, shoes, belts, sunglasses,
smartwatches and smartphones, or positioned directly on the body generate sig-
nals (accelerometric, photoplethysmography (PPG) [2,5,23], electrocardiography
(ECG) [3,14], surface electromyography (sEMG) [9], ...) that can be used to collect
information such as body position and movement, heart rate (HR), muscle fatigue
of the user performing activities [2,4,11]. In particular, exercise routines and repe-
titions can be counted in order to track a workout routine as well as determine the
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 73, DOI 10.1007/978-3-319-59424-8 6
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energy expenditure of individual movements. Indeed, mobile fitness coaching has
involved topics ranging from quality of performing such sports actions to detection
of the specific sports activity [7].

On the one hand, among wearable sensors, accelerometers are probably the
most frequently used for activity monitoring. In particular, they are effective in
monitoring actions that involve repetitive body motions, such as walking, running,
cycling, climbing stairs [8,13,18,20,21]. Because smartphones and smartwatches
have become very popular, their accelerometer sensors can be used for providing
accurate and reliable information on peoples activities and behaviors, thus ensur-
ing a safe and sound living environment [1,15,17]. There are several techniques
based on signal processing and neural networks for representing nonlinear trans-
formations derived from stochastic systems such as the human body [22].

On the other hand, PPG is a well-known noninvasive method for monitoring
the HR that shines light into the body and measures the amount of light that
is reflected back to measure the blood flow. Unlike the ECG and the sEMG
monitoring that need sticky metal electrodes across the body skin in order to
monitor electrical activity from heart and muscles [6,10], PPG monitoring can
be performed at peripheral sites on the body and needs a simpler body contact.
As a result, PPG sensors are more and more used in wearable devices (smart-
watches), as the preferred modality for HR monitoring in everyday activities by
non-specialist users. However accurate estimation of PPG signal recorded from
subject wrist, when the subject is performing various physical exercises, is often
a challenging problem as the raw PPG signal is severely corrupted by motion
artifacts (MAs). These are principally due to the relative movement between the
PPG light source/detector and the wrist skin of the subject during motion. In
order to reduce the MAs, a number of signal processing techniques based on data
derived from the smartphone built-in triaxial accelerometer have been proven to
be very useful [5,23].

This paper proposes an efficient technique for real-time recognition of human
activities, by using data gathered from accelerometer and PPG sensors. The
proposed technique is based on singular value decomposition (SVD) and trun-
cated Karhunen-Loève transform (KLT) for feature extraction and reduction,
and Bayesian classification for class recognition. The algorithm is independent
of the orientation of the accelerometer sensor making it particularly suitable for
implementation in wearable devices such as smartphones where the orientation
of the sensors can be unknown or their placement could be not always correct.
The algorithm could be used to both recognize the exercise being performed and
improve the tracking of the PPG signal for accurate HR estimation. In order to
demonstrate the validity of this technique, it has been successfully applied to a
database of accelerometer and PPG data derived from four dynamic activities.

The paper is organized as follows. Section 2 provides a brief overview of the
human activity recognition algorithm. Section 3 presents the experimental results
carried out on a public domain data set in order to show the effectiveness of the
proposed technique. Finally, the conclusions of this work are drawn in Sect. 4.
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2 Recognition Algorithm

In this section both the model generation and the recognition algorithm will be
presented. They exploit a Bayesian classifier based on a Gaussian mixture model
(GMM) [16] of the probability density functions of the dimensionality-reduced
feature vectors. The feature vectors themselves are built from the normalized
singular value spectrums of both the accelerometer and the PPG Hankel data
matrices. A schematic diagram of the activity detection algorithm is shown in
Fig. 1.

Feature Extraction

Windowing + Hankel

x y z
Accelerometer Data PPG Data

SVD

Singular Value Spectrum
Normalization

Bayesian Classifier

Fig. 1. Flow chart of the proposed framework for human activity classification (x, y,
z are the 3-axial accelerometer signals).

In order to recognize the activity being performed at a given time instant t,
the incoming signals are first windowed into relatively short windows (8 s in our
sample application) wherein the activity can reasonably be considered invariant.
From these slices of signals, a compact set of features ξt is extracted as detailed
next.

Let x, y, z be the accelerometer signals and p the PPG signal, sliced into
windows N + L − 1 samples long, indicated as pt = [p(t) . . . p(t + N − 1)]T .
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Then let Pt = [p(1)t . . . p
(L)
t ], with p

(i)
t = pt+i−1, be the Hankel matrix derived

from the PPG signal. Analogously, let Xt = [x(1)
t . . . x

(L)
t ], Yt = [y(1)

t . . . y
(L)
t ],

and Zt = [z(1)t . . . z
(L)
t ] be the Hankel data matrices for the three accelerometer

signals, where x
(i)
t , y

(i)
t , z

(i)
t , i = 1, . . . , L, represent the observations achieved

from a three-axes accelerometer, each shifted in time by i samples, just as p
(i)
t .

As in [8], the accelerometer signals are grouped together to avoid depen-
dence on sensor orientation, but the PPG data is left on its own as it is not
commensurable with acceleration. So, the matrices

HA
t = [Xt Yt Zt] ∈ R

N×3L HP
t = [Pt] ∈ R

N×L (1)

can be represented by their singular value decomposition (SVD) as

HA
t = SA

t ΛA
t RAT

t =
N∑

i=1

λA
i sAi rAT

i , (2)

where, if N < 3L, SA
t =

[
sA1 . . . sAN

]
, RA

t =
[
rA1 . . . rAN

]
, with sAi , rAi being the

corresponding left and right singular vectors, and λA
i are the singular values in

decreasing order λA
1 ≥ λA

2 ≥ . . . ≥ λA
N . Similarly, from the PPG signal p, we

compute the SVD of its Hankel matrix as

HP
t = SP

t ΛP
t RPT

t =
N∑

i=1

λP
i sPi rPT

i , (3)

where λP
i are the singular values in decreasing order λP

1 ≥ λP
2 ≥ . . . ≥ λP

N .
The chosen feature vector is defined as

ξt =
[

ΛA
t /||ΛA

t ||
w ΛP

t /||ΛP
t ||

]
∈ R

2N (4)

where || · || represents the norm of a vector and w is a weighting factor to be
determined. Since the dimension 2N is usually too high to directly model a GMM
on it, it is reduced by means of a truncated Karhunen-Loève transformation to
a vector ktM of lower dimension by a linear application Ψ such that ktM = Ψ ξt

where ξt ∈ R
2N , ktM ∈ R

M , Ψ ∈ R
M×2N , and M � 2N .

Let us refer to a frame ktM [n], n = 0, . . . , M − 1, containing compacted
features extracted from both the accelerometer and PPG signals. For Bayesian
classification, a group of Γ activities is represented by the probability density
functions (pdfs) pγ(ktM ) = p(ktM | θγ), γ = 1, 2, · · · , Γ , where θγ are the
parameters to be estimated during training.

The objective of classification is to find the activity γ̂ which has the maximum
a posteriori probability for a given frame ktM , i.e.

γ̂(ktM ) = argmax
1≤γ≤Γ

{
p(ktM | θγ)p(θγ)

p(ktM )

}
= argmax

1≤γ≤Γ
{p(ktM | θγ)}, (5)

assuming equally likely activities (i.e. p(θγ) = 1/Γ ) and noting that p(ktM ) is
the same for all activity models.
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The statistical model we adopted for p(ktM | θγ) of the γ-th exercise is the
GMM [19] given by the equation

p(ktM | θγ) =
F∑

i=1

αi N (ktM | μi,Ci) (6)

where αi, i = 1, . . . , F are the mixing weights, and N (ktM | μi,Ci) represents
the density of a Gaussian distribution with mean μi and covariance matrix Ci,
and θγ is the set of parameters defined as θγ = {α1, μ1,C1, . . . , αF , μF ,CF }.

To obtain an estimate of the mixture parameters we used a variant of the
expectation maximization (EM) algorithm [16], which integrates both model
estimation and component selection, i.e. the ability of choosing the best number
of mixture components F according to a predefined minimization criterion, in a
single framework.

3 Experimental Results

PPG recordings were collected from 8 subjects, for approximately 5 min each,
as they undertook a range of different physical activities on a treadmill and
on an exercise bike. The activities performed by each person are detailed in
Table 1. All of the signals (including a simultaneous ECG for gold standard
heart rate) belong to the Physionet database in https://physionet.org/works/
WristPPGduringexercise/ [12]. We follow the original Authors’ naming of the
subjects, i.e., s1, . . . , s6, s8, s9, and we splitted the available signals between
a training set and a testing set, so as to include exactly two signals for each
activity type in the training, as detailed in the same table.

Table 1. Distribution of the activities performed by the various subjects. The database
was also split in a training set (*), comprising subjects s1, s2, s4, and s8 (8 signals
in total), and a testing set (+), comprising subjects s3, s5, s6, and s9 (10 signals
in total, all of the remaining).

Activities s1 s2 s3 s4 s5 s6 s8 s9

High resistance bike (H) ∗ ∗ +

Low resistance bike (L) ∗ ∗ + + +

Run (R) + ∗ + + ∗
Walk (W) ∗ + + ∗ +

The available data was sampled at 256 Hz, and it was sliced in overlapping
windows of 2048 samples (8 s long), each window being shifted by 512 samples
(2 s). These windows were used to build four N ×L Hankel matrices, one for each
acceleration direction and one for the PPG signal, with N = 400 and L = 1649.
The acceleration-derived matrices are then fed together to the SVD, to remove

https://physionet.org/works/WristPPGduringexercise/
https://physionet.org/works/WristPPGduringexercise/
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sensor orientation effects, and the PPG-derived matrix is fed to an independent
SVD block. The resulting normalized singular values are concatenated, with a
weight w applied to the PPG-derived values, and are used as the feature vectors
for the classifier, after KLT-based dimensionality reduction to M = 10 principal
components.

As an example, the average of these feature vectors, within each activity, is
shown in Fig. 2. It is apparent that different types of motion (bike, run, walk)
produce differing distribution of the singular values, making recognition of the
class of activity quite easy. Unfortunately, there is almost no way to differentiate
the resistance level on the bike.
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Fig. 2. Per-class average of a portion (extracted from the accelerometer data) of the
feature vectors.

This is confirmed by a recognition experiment, whose results are reported
in Table 2. Here the test was performed disregarding the PPG signal (i.e., by
setting w = 0), and the first two classes are often confused. The PPG signal can
help differentiate between these two cases, that differs only in the effort and not
in the type of motion.

Unfortunately, as can be seen in Table 3, which reports the results of an
experiment made disregarding the accelerometer signal, PPG alone is not a good
candidate to recognize the physical activity. To see if it can help in discriminating
the effort it must be combined with the accelerometer signal.

In order to appropriately combine the information coming from the
accelerometer and from the PPG for identification purposes, a 4-fold cross-
validation was performed on the training set, leaving out one of the subjects
at a time and averaging the overall recognition accuracy on the three remaining
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Table 2. Confusion matrix obtained using only the accelerometer data as the feature
vector. The resulting overall accuracy is 65.7%.

Input Recognized

H L R W

H 127 9 0 1

L 220 170 16 9

R 8 30 408 1

W 95 63 32 220

Table 3. Confusion matrix obtained using only the PPG data as the feature vector.
The resulting overall accuracy is 44.7%.

Input Recognized

H L R W

H 20 117 0 0

L 5 140 172 98

R 0 0 157 290

W 0 0 97 313

Table 4. Confusion matrix obtained using both the PPG and the accelerometer data
as the feature vector, with the PPG features being optimally scaled with w = 0.155.
The resulting overall accuracy is 78.0%.

Input Recognized

H L R W

H 120 17 0 0

L 65 232 49 69

R 0 0 435 12

W 0 9 89 312

Table 5. Summary of the performance obtained using both the PPG and the
accelerometer data as the feature vector, with the PPG features being optimally scaled
with w = 0.155.

Activities Sensitivity [%] Precision [%] F1-score [%]

H 87.59 64.86 74.53

L 55.90 89.92 68.95

R 97.32 75.92 85.29

W 76.10 79.39 77.71
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Fig. 3. Projections of the training set over the first four eigenvectors.

subjects, while varying the weight w used to combine the two signals. The opti-
mum value was found to be w = 0.155. The results of this experiment are shown
in Table 4, and it clearly improved the overall accuracy from 65.7% to 78.0%.
For a better view of the performance, a few indices are also reported in Table 5.

Finally, Fig. 3 shows projections of the feature vectors over the first few eigen-
vectors. As can be seen, on the strongest projections the first two classes (bike)
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have a significant overlap, but they can be separated by higher-order projection
thanks to the introduction of the PPG signal.

4 Conclusion

In this paper we extended the results presented in [8] to also take into account
PPG data, besides acceleration data, to help in human activity identification. In
fact, there are sometimes different activities that can usefully be differentiated
but that involves essentially the same movements, differing only in the amount
of effort exerted, like pedaling on a bike at different resistance levels. These
activities are difficult to identify with acceleration alone, as the results here
presented show. By adding information from a PPG sensor, recognition accuracy
can be considerably improved provided the two types of signals are appropriately
combined. To this end, a cross-validation approach was employed, resulting in
an improvement from an initial 65.7% to 78.0% overall accuracy on experiments
conducted on a publicly-available data set.
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Abstract. Digital transformation can be observed in business as well as in
broader society, but we are far from having identified and defined all the issues
and implications of this ongoing transformation and how it impacts on a tradi‐
tional company. In an attempt to better understand this phenomenon and the
changing role of IT that it brings with it, this article presents the field of energy
efficiency as an example of the strategic implementation in the context of digital
transformation.

In the first section, the Digital Economy trend will be presented in order to
better understand to what extent this trend could be a key to the future of traditional
industries on the macro level. The paper goes into more detail in the second section
with the definition of digital transformation. Its dimensions will be addressed in
order to better understand the inherent strategic impacts. Coming to the micro
level of the plant in a manufacturing company then, the specific case of energy
efficiency will be analyzed, which is supported by a patented process innovation
based on digital technologies such as self-learning algorithms and hence on an
increasing role of IT in the production area.

Finally, in order to encourage researchers and practitioners to advance in the
field, future areas of interest are identified and further application fields are
proposed as a conclusion to this article.

Keywords: Digital transformation · Digital economy · IT function · Industrie 4.0 ·
Energy efficiency · Smart factory

1 Introduction: Digital Economy – Is It the Key for the Future
in Automated Industry?

As of today, the use of technology as a means of dramatically improving the performance
or scope of business of digital processing is of major interest for any type of organization.
This is in line with a study conducted among 400 companies by Cap Gemini Consulting
in collaboration with MIT showing that the digitally most advanced companies are 26%
more profitable compared with others [1]. With information technologies being such a
powerful tool for companies, adapting to this new economy is essential. Even though
the Digital Economy1 is rapidly growing, its economic potential is still widely under‐
estimated [2].

1 The term Digital Economy was introduced in [6].
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1.1 What Defines the Digital Economy?

Since the development of the internet in the twentieth century, an evolution in the
economy is taking place or in other words: a new economy is born, the Digital Economy
[3]. But what is this economy about? Simply said, it is an economy that is based on
digital technologies. In fact these technologies, e.g. the internet, mobile devices, big
data, analytics, 3D printing, social media or cloud computing, are changing the way of
doing business and thereby also influencing the relationship between companies and
their customers [4, 5].

The Digital Economy is part of a global change in which companies as well as the
whole of society are becoming more collaborative, more open and thus having a greater
reach (Fig. 1).

Fig. 1. The digital economy ecosystem

In consequence, the economic players have to deal with a highly complex ecosystem
that is becoming more and more informational and immaterial and is also omnipresent
in every aspect of daily life.

Given such omnipresence, for any company the Digital Economy inevitably forms
an important aspect in business evolution.

1.2 The Digital Transformation as a Consequence of the Digital Economy

Today, society as such is facing a digital transformation. But this transformation is also
an important topic for industry, and it represents a genuine challenge for traditional
manufacturing companies in particular. As a consequence, a continuous emergence and
growth of political actions is inherent to this new area. For example, on April 14th, 2015,
the French President launched the project “Industrie du future,” which is playing a very
important role in the transformation of the economic model in the digital domain, equiv‐
alent to the German “Industrie 4.0” concept. Both initiatives are forming the basis for a
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Franco-German cooperation, as was seen at the French-German conference on the
Digital Economy that took place on October 27th, 2015, at the Elysée Palace in Paris2.

1.3 Research Goal

However, as digital transformation gains importance, there is still a lack of research into
the management of information systems, as Yoo et al. remark in their publication
“Digital technology’s transformative impact on industrial-age products has remained
surprisingly unnoticed in the Information System (IS) literature” [2].

One of the challenges for research still is to understand how traditional industry is
influenced by this digital transformation. This is what it will be dealt with in this paper,
with a special focus in the production area.

The aim of this paper is to investigate the following research questions:

• How to understand digital transformation and how does it take place in a traditional
OEM industry?

• Based on a use case study – the energy efficiency use case – how the use and imple‐
mentation of new technology is revolutionizing our industry and how the IT role is
impacted?

• Can production facilities be automated and optimized online for energy efficiency?
• How can a generally valid method be developed (i.e. automated optimization)?

The following section contextualizes the concept of digital transformation, the
concept of Industrie 4.0, its challenges in the production area as well as the vision for
the specific case of energy efficiency. Further, a case study in the area of energy efficiency
focusing on an implementation in a plant environment will be provided, in order to
evaluate the strategic impact of such an industry revolution. A conclusion and an outlook
on future work complete the article.

2 Digital Transformation

2.1 Definition and Dimension

Since the commercial introduction of the internet through the World Wide Web in the
middle of the 1990s, we can observe a fast and global transformation of our society. Our
private and business lives have been modified, as has the way we communicate. The
most recent OECD publication on the Digital Economy reported that 80% of adults in
OECD countries are internet users and 77% of OECD companies are present in the
internet through a website or social media activities [7].

This technical revolution brought by the internet is just at the beginning and every
day new innovations strengthening this transformation can be observed. But what is the
digital transformation?

2 http://www.elysee.fr/communiques-de-presse/article/conference-numerique-franco-alle‐
mande/.
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As of today, there is no standard definition of the digital transformation. In the liter‐
ature and in practice, the phenomenon so far is approached very differently, leading to
a multitude of definitions (see Table 1) and showing that digitalization is not considered
on an abstract level, but is rather approached on a case-by-case basis. While finding an
abstract definition remains an academic challenge, with this article we aim to add a new
perspective to what has been thought so far about digital transformation by analyzing
on the basis of a case study how digitalization can and will change classical approaches
to plant energy efficiency.

Table 1. Diverse definitions of digital transformation

Definition Reference
It as “an organizational change through the use of digital technologies to materially
improve performance”

[8]

“The digital transformation can be understood as the changes that the digital
technology causes or influences in all aspects of human life”

[9]

Digitization – i.e. the transformation of continuous variables into zeros and onesa [10, 11]
Digital transformation is a “global megatrend that is fundamentally changing
existing value chains across industries and public sectors”

[12]

“Digital transformation is a new development in the use of digital artifacts, systems
and symbols within and around organisations”

[13]

aOwn translation from german: “Digitalisierung – also die Transformation kontinuierlicher Größen in Nullen und Einsen”

2.2 Dimensions

In the literature, it can be observed that different dimensions of the digital transformation
have been proposed and defined in order to provide a better understanding of digitali‐
zation. In this regard, in a special issue of MIS Quarterly from 2013 building on an
analysis of five expert papers in the field of digitalization, [4, 14], four dimensions of a
company’s digital business strategy were highlighted as key attributes for digitalization:

• Its scope, which needs to extend beyond the traditional boundaries of the firm;
• Its scale, with the emergence of platforms that create important network effects in a

context of data abundance;
• Its speed, whether to launch products or services, to take decisions, etc.;
• The source of value creation and capture (data, networks, digital architecture).

Bounfour [13] explains that when taking into account the scope dimension, there is a
need to develop new approaches to ecosystems. In terms of scale, the power of digital
markets lies in platforms that compete to leverage the key resource of the intangible
economy: data. In this context, speed plays a critical role for success. Acceleration calls for
the development of a new form of capital: the capital of digital systems is defined as the
cumulative knowledge of the design of IT artifacts, which should be distinguished from,
for example, discrete strategies used to enlarge the cumulative stock of knowledge [13]. It
will be seen in the empirical study under the section “Energy revolution meets digital
transformation – an example of use”, how the scope, scale and speed in the specific case
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of energy efficiency could be impacted. But before turning to the possible impacts, an
analysis will be made to identify the enabler of such a transformation in the organization.

2.3 ICT as Enabler

On the basis of a systemic view of the topic of digital transformation, the introduction
of the internet in the twentieth century and the development of ICT (information and
communication technology) can be considered as the key drivers of digitalization. [15]
highlighted data, processes, structures, systems, software and IT infrastructures as key
subjects in the digital world. How can we support the shift that technologies are bringing?
In answering this question, [4] introduces the term “digital business strategy,” being
defined as follows: “Digital business strategy is different from traditional IT strategy
in the sense that it is much more than a cross-functional strategy, and it transcends
traditional functional areas (such as marketing, procurement, logistics, operations, or
others) and various IT-enabled business processes (such as order management,
customer service, and others). Therefore, digital business strategy can be viewed as
being inherently transfunctional. All of the functional and process strategies are encom‐
passed under the umbrella of digital business strategy with digital resources serving as
the connective tissue.”

In fact, it can be observed in practice that companies are undergoing a paradigm shift
from “IT following the business” to “IT as an enabler for new digital business,” which
is why closer collaboration between the IT department and other departments is a
cornerstone for the success of a digital transformation.

2.4 Challenges

Based on the result of the international Information Systems Dynamics (ISD) Research
Program sponsored by CIGREF and large international companies [16], the three
following propositions were made to describe potential challenges in the context of
digital transformation:

1. Digital induces tensions between regulation and freedom, and between privacy and
the freedom to do business. Copyright, in particular, is endangered by the develop‐
ment of open-source and open-access practices.

2. Digital is a generative machine that produces spontaneous, unexpected innovations,
often contributed by external developers.

3. Network abundance multiplies the tensions involved in organizing the enterprise
(fly-by-wire vs. decision support; security vs. privacy; ownership vs. profitability;
public goods vs. private goods) [13].

We can thus understand that digitalization is a very complex phenomenon that
combines both technological and organizational challenges.

To better understand the challenges that the digital area brings in the manufacturing
industry and more specifically in our plants, let’s understand first the fourth industrial
revolution then the challenge of energy efficiency to finally come to our vision and
challenge in the area where energy efficiency meets digital transformation.
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3 Industrie 4.0

3.1 Definition

Given that historically the industrial sector has undergone several industrial revolutions
in Germany, the governmental initiative on the digital transformation in production is
called Industrie 4.0 (Industry 4.0). For the German government, Industrie 4.0 is a stra‐
tegic initiative to support the fourth industrial revolution and was adopted in 2011 as
part of the “High-Tech Strategy 2020 Action Plan” [17, 18].

The fourth industrial revolution, from a historical perspective, builds on the
following evolutional background:

• The starting point was the first industrial revolution (which lasted for almost 100
years), characterized by the use of mechanical production facilities with the support
of water and steam power;

• This was followed by the second industrial revolution (which lasted for 60 years),
characterized by the use of division of labor and mass production with the support
of electrification (use of electrical energy);

• The subsequent third industrial revolution (which lasted 50 years) can be character‐
ized by the use of advanced electronics and information technologies, resulting in
the automation of production processes [18, 19].

The ongoing fourth revolution is characterized by the introduction and deployment of
internet technology and is based on the use of cyber physical systems (CPSs) [18, 19],
which form the merging element between the physical domain and the digital or virtual
domain. New possibilities such as the Internet of Things and Services match with the
production and manufacturing skills and form the basis of this latest revolution. The
already existing plants with their production machines as well as new planned plants will
be transformed into smart factories. Such smart factories consist of several CPSs, like
smart products, smart logistics or smart buildings [18] (Fig. 2).

Internet of Things

Smart Mobility Smart Logistics

Smart Factory
CPS

Smart Product

Smart
Buildings

Smart Grids

Fig. 2. Industry 4.0 and smart factories as part of the internet of things and services, based on [18]
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Fig. 3. AREUS demonstration cell. System setup with four KUKA KR210 2700 prime robots
with four different subordinated technologies: handling, riveting, gluing and spot welding [20].

Smart grids are an important element of the described smart factory within the
Industrie 4.0 initiative. Energy supply systems in the future will have to be more flexible
and intelligent. In this regard, new energy supply technologies in the factory automation
layer also have to be developed. The approach of the EU research project AREUS
(Automation and Robotics for European Sustainable Manufacturing) describes such a
new “smart automation grid” [20].

In the field of energy-flexible production systems, a lot of results were published as
part of a German research project called “FOREnergy – Energy flexibility in produc‐
tion” [21].

Both energy flexibility and intelligent grids are main topics in research and the key
for modern production systems in the context of Industrie 4.0. One benefit that such
consideration brings is a much better and more efficient solution to achieve sustainable
production.

Another key factor for the successful realization of Industrie 4.0 is the integrated
digital process chain during the engineering phase. Before a production line exists in
reality, a digital model has to be engineered. The challenge for the future is to use this
data to build a so-called digital twin of such an engineered production line for a virtual
runtime environment, where the runtime can be supplied by input data from real manu‐
facturing in near real time. The digital or cyber physical twin in this context refers to a
Primary IT Trend3 that is central to our research into bringing together ICT, manufac‐
turing production with its robots, and the challenge of energy efficiency.

3 You can find a definition of the Cyber Physical Twins and other Primary IT Trends in [22].
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3.2 Smart Automation and Digital Engineering - Enabling Technologies
for Energy Efficiency

Energy efficiency represents a necessary and logical consequence of the basic idea of
Industrie 4.0. In the future, there will be intelligent smart automation grids and integrated
digital process chains. Both parts are essential for generating a benefit in terms of finan‐
cial savings as well as in terms of sustainability.

Up to now, process energy efficiency has been considered in the context of digital
planning only peripherally. If the targets of the European Union are to be reached by
2020 (20% energy reduction), energy (efficiency) considerations have to be part of the
digital production planning [23]. Table 2 shows an excerpt of the parts and systems of
the digital process chain during the planning and engineering of a production unit.

Table 2. Excerpt of the digital process chain for production cell planning [26]

Application area Robots Technology Cell
Subject Off-line robot

programming
Process models Virtual

commissioning
Energy simulation Possible Not possible Not possible
Maturity Prototype None Concept

Prototype software tools are already available for the area of off-line robot program‐
ming (OLP) to simulate the energy consumption of the robot based on an individual
trajectory. Meike [24] and Paryanto et al. [25] describe how the energy consumption of
industrial robots (IRs) can be simulated as a function of a given trajectory. Further
activities are taking place to accommodate the topic of energy simulation in the standard
for robot simulation [24]. [26] describes how the complete energy simulation of an entire
production cell can be integrated into the virtual commissioning tool chain.

The described process top-down from digital transformation to smart grid, integrated
digital process chain and finally energy efficiency shows the challenge of how the tradi‐
tional OEM industry is being revolutionized by the use and implementation of new
technology.

For a better understanding of how digitalization through programming and the cloud
helps to increase performance in the area of energy efficiency, let us have a look at an
example.

The digitalization example described in the next section of our paper is based on
practical experiences and the implementation of energy consumption simulation and
optimization in the digital process chain.

4 Energy Revolution Meets Digital Transformation – An Example
of Use

Today, all robots in body-in-white manufacturing run with a motion speed of 100%. But
in fact the robots work together in teams; they interact. That means that not all robots
have to work at full motion speed, because they have to wait for each other. These waiting
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times provide the opportunity to slow down non-cycle-time-critical robots. The result
of slower motion is a reduction in energy consumption.

This paper looks especially at the cooperation of robots and the opportunity to save
energy during this process, through the use and implementation of digital technologies
(self-learning algorithms, cloud, CPS, software, etc.). Experiments have shown that a
reduction in robot velocity can decrease energy consumption considerably. The decrease
in energy consumption takes place until 40% of the velocity of a robot movement is
reached. Below 40%, the effect reverts and leads to an increase in energy consump‐
tion [26].

Simulations with the OLP system Process Simulate (Siemens) also demonstrate this
effect (see Fig. 4). The system setup for the simulation was a demonstration cell with
four KUKA KR210 2700 prime robots with four different subordinated technologies:
handling, riveting, gluing and spot welding (see Fig. 3). The graph shows the average
of different trajectories with different tools.
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Fig. 4. Comparison of energy consumption, peakpower reduction and cycletime extension
regarding to override adaption

The energy consumption reduction (ordinate) as a function of override decrease
(abscissa) can be determined until a value of 40%. These are the same dimensions as
described by [27]. For the cycle time increase and the peak power reduction, the simu‐
lated values are also feasible. An override reduction causes a cycle time increase and a
peak power reduction.

Another investigation determines the differences between the velocity, acceleration
and override adaption (see Fig. 5). The override and velocity adaption have nearly the
same effect on energy reduction. A saving of up to 20% is possible (value of 40% override
or velocity). A further decrease in the parameters causes a contrary effect: The energy
consumption increases. The acceleration adaption also shows the impact on energy
reduction, but the effect is not as large as for override and velocity. In practice, adjusting
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the override is a very useful self-learning method that can be implemented as an algo‐
rithm in the PLC (programmable logic controller) code of a production cell.

-60
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-20
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40

020406080100

velocity acceleration override

%

%

Fig. 5. Energy reduction as a function of velocity, acceleration and override adaption

As described above, the occurrence of waiting times of robots in multi-cooperative
robot cells is ubiquitous; slowing down the speed of robots will result in shortened
waiting times and reduced energy consumption. To realize this approach, the two criteria
“unchanged cycle time” and “costs” are to be considered, with “costs” meaning that the
implementation costs of a method must not exceed the savings that originate from lower
energy consumption. As a first step, this paper therefore investigates an approach in a
self-learning PLC program that drives a dynamic velocity adjustment.

The first question that has to be answered is where in the robot program creation
process a method can be realized for dynamic velocity adjustment. After that, it can be
clarified how the method is implemented. For the first step, an overview of the robot
creation program process is obtained. As it has to be a dynamic automatic method, which
has to adapt to changes on the production side, the method cannot be implemented during
the offline programming, the virtual commissioning, or manually during the operation
of a robot cell in the PLC program.

For this reason, only digital add-ons like a self-learning algorithm as a function in
the PLC program or an entirely new system with a self-learning algorithm communi‐
cating with the PLC program and the robot controller remain. Hence, based on current

Track cycle and
robot times

Identify critical
path

Hand over
velocities

Detect
dependencies

Calculate
velocities

Fig. 6. General logic of an iterative method for dynamic velocity adjustment
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experience with a dynamic velocity adjustment function in a PLC program, a general
logic can be designed. It consists of five function blocks and is visualized in Fig. 6.

Function block one is responsible for tracking robot and cycle times. The next block
identifies the critical path. After that a new block, which is not implemented in the PLC
program yet, detects the dependencies among the robots. This block should be respon‐
sible for blocking the velocity value of a specific robot program if a change would lead
to an extension of the cycle time. Following that, the modified velocities can be calcu‐
lated. In a last step, the velocities are handed over to the PLC. It is important that this
method is iterative, meaning that it always tracks the new cycle and robot times and
starts the dynamic velocity adjustment from the beginning. This ensures that the velocity
values are updated consistently. This has the advantage that if a modification needs to
be made in the robot programs, the velocities are computed again and the cycle time
stays almost the same.

The application and validation of the method was executed on a demonstration cell,
which was set up at the Daimler plant in Sindelfingen as part of the EU research project
AREUS. The demonstration cell consists of three sequences. Sequence 1 starts with
picking up the workpieces and moving to the gluing station. In sequence 2, the workpiece
is placed on the clamping fixture and a second robot executes the rivet operation. The
third sequence comprises the stamping and the final placing of the workpiece.

In Fig. 7, the overall cycle time is marked in sequence 2. That is the situation after
normal programming of the robots with 100% override. As a constraint, the overall cycle
may not be modified. The algorithm is therefore only allowed to adapt the velocities of
robots in sequences 1 and 3.

Sequence 1

Sequence 3

Sequence 2

Pick Glue

Rivet

Stamp

Place

Place

Pick

Cycle time [s]

Cycle time
sequence 1

Robot 1

Robot 2

Robot 3

Overall 
cycle time

Cycle time
sequence 3

Fig. 7. Temporal production sequence before dynamic velocity scaling

After application of the dynamic velocity adjustment method, the velocities of the
robots in sequences 1 and 3 decreases and the cycle time thus increases. The cycle graph
has now changed (see Fig. 8). All sequences are harmonized and fully adapted, and the
overall cycle time has not been modified.
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Fig. 8. Production sequence after dynamic velocity scaling

To achieve adaption and harmonization of more than one production cell, for
example of an entire production line, in the future we will have to use new opportunities
such as the cloud and big data in the factory layer. Such new systems can collect all the
recorded data from all intelligent sensors and actors of a production system.

The automatic adaption of velocities should be executed in a big data system, where
all motion parameters of the system are saved to a global cloud. The algorithms of the
velocity calculation are executed in this additional system. To close this control loop,
the adapted velocities have to be played back. The big challenge of this new system is
the interface setup. Production-related systems (especially industrial bus systems) have
to be interconnected with an IT system for cloud computing (see Fig. 9).
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Fig. 9. Cloud system approach for calculating and setting up dynamic velocity in an automated
production cell

The main advantage of such a superordinate system is that it is possible to optimize
in terms of energy efficiency not just a single production cell but also a complete
production line consisting of different cells (see Fig. 10). The harmonization of produc‐
tion speed is not only executed within a single cell. This can be very useful for adjusting
line override as a function of the fluctuating number of cars to be produced (for example
night shift with a smaller number of units).
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Fig. 10. Intelligent connection between production cells and cloud applications

A patent application on this innovative energy efficiency process is pending. The
application describes not only the adjustment of override but also the direct setting of
velocities and accelerations in the robot program. A further interesting approach for this
configuration is to set energy modes of robots and other electric consumers by using an
intelligent superordinate system. In practice, a robot can be operated in five energy
modes (for example “normal”, “stand-by,” etc.). The control of these energy modes for
all production cells can be executed by the described system. Another possible use of
the system is the intelligent and dynamic scheduling of production processes to save
energy [28].

5 Changing Role of IT Function

Through the example of energy efficiency in production plants of a classical industry4

like the car manufacturing industry, some lessons are learned. In fact, this use case is
one example among many that are happening in the digitalization context. We can see
in Fig. 11 that the impacting trends for the digital transformation are linked to a major
change in the IT role inside the company. In fact, the IT is the indispensable enabler for
digital transformation. We see that we are undergoing a paradigm change from “IT
following the business” to “IT being the strategic partner for business.” This is impacting
the work with the business departments and requires a more transversal integration,
agility and in some cases a swarm organization.

Through the use of IT technologies as a disruptive driver for business (like in our
use case cloud technology, big data, digital process chain and smart automation), new
skills requiring considerable IT know-how are needed in the production area.

These changes are also dramatically impacting the role of the Chief Information
Officer (CIO), who is more and more involved in strategic decisions being made in the

4 Also called “latecomer industries” by Kohli and Johnson in R. Kohli, S. Johnson, Digital
Transformation in Latecomer Industries: CIO and CEO Leadership Lessons from Encana Oil
& Gas (USA) Inc., MISQ Executive Vol. 10 No. 4, December 2011.
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different business units. The IT and business departments are thus becoming more and
more intertwined, forming new business models this way.

Moreover, agility as a methodology originally stemming from software development
is being used more and more in all business units to speed up the processes. Building
on the success of the two-speed IT approach, which seems to have become a role model
for other business units as well, IT and business collaboration and co-creation are
strengthened by using a mix of classical and agile project management.

6 Conclusion and Perspectives

This paper attempted to provide a better understanding of the phenomenon of digital
transformation taking place in traditional manufacturing companies.

The paper aims to contribute to both research and practice.
In terms of research, the paper is intended to fit in the growing knowledge base on

key digital trends (like the Digital Economy) and key digital technologies (like CPS, big
data and analytics, the cloud, smart automation or the digital process chain). It tries to
give some answers to the key organizational shift appearing in the context of this digi‐
tization. On the basis of the observation that Bharadwaj et al. made in the MISQ Special
Issue of 2013 [4], it can be ascertained that taking into account every defined dimension
(scope, scale, speed and source) helps to improve performance factors.

Fig. 11. Summary of the digital transformation in the case of energy efficiency, figure adapted
and issue of [29] and inspired by [4].
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On the other hand, practicing entities like traditional manufacturing companies may
benefit from this research by gaining an overview of the potentials offered by an inno‐
vative combination of IT and business.

More specifically, this paper shows in the empirical study part that a dynamic auto‐
matic velocity adjustment in the PLC program does work and that it reduces the waiting
time of robots, ultimately leading to energy savings in the robot cell. The present status
of the PLC function further shows that the research in this particular field still is at an
early stage. The missing dependencies among the robots further need to be taken into
account in the calculation of robot speeds in order to avoid increases in cycle time. Future
studies have to prove if an approach in a PLC program is feasible and if this PLC
approach has chances of success. If not, a completely new system has to be developed
to perform a dynamic velocity adjustment in a robot cell, such as that it has to interact
with the PLC and KRC controller in order to evaluate the generated values and conduct
a dynamic velocity adjustment with them. Such a method can, for example, help car
manufacturers like Daimler AG to reach achieve the governmental energy-saving
targets.

Further, this paper aims to show the tremendous impact that digital transformation
is having on the producing industry. As [25] explains, the integration of software in
manufactured products at a radical pace challenges a company’s established processes.
It could be interesting for researchers and practitioners to better understand this new
challenge by further analyzing similar case studies.

Understanding the new key capabilities needed by companies will be one of the key
elements for success in the digital era, beginning with new skills for business leaders
and a new role for the CIO [30], thus promoting closer collaboration between both of
them.

Such a transformation has to be seen in more detail and brings new fields of research
to light, such as the question of how to handle and how to create new business assets
from data in the companies’ digitalization context.

The winners in the Digital Economy will be those companies that are able to operate
under new assumptions and that are willing to explore new approaches. In other words:
“the global competitive battle will not be won in the real world alone, but also in the
digital one” [31].
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Abstract. Digitization of societies changes the way we live, work, learn,
communicate, and collaborate. In the age of digital transformation IT environ-
ments with a large number of rather small structures like Internet of Things (IoT),
Microservices, or mobility systems are emerging to support flexible and agile
digitized products and services. Adaptable ecosystems with service-oriented
enterprise architectures are the foundation for self-optimizing, resilient run-time
environments and distributed information systems. The resulting business dis-
ruptions affect almost all new information processes and systems in the context of
digitization. Our aim are more flexible and agile transformations of both business
and information technology domains with more flexible enterprise information
systems through adaptation and evolution of digital enterprise architectures. The
present research paper investigates mechanisms for decision-controlled digiti-
zation architectures for Internet of Things and Microservices by evolving
enterprise architecture reference models and state of the art elements for archi-
tectural engineering for micro-granular systems.

Keywords: Digitization architecture � Architectural evolution � Internet of
Things � Microservices � Decision analytics and management

1 Introduction

Smart connected products and services expand physical components from their tradi-
tional core by adding information and connectivity services using the Internet. Digitized
products and services amplify the basic value and capabilities and offer exponentially
expanding opportunities [1]. Digitization enables human beings and autonomous
objects to collaborate beyond their local context using digital technologies [2].
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Information, data, and knowledge become more important as fundamental concepts of
our everyday activities [2]. The exchange of information enables more far-reaching and
better decisions of human beings, and intelligent objects. Social networks, smart
devices, and intelligent cars are part of a wave of digital economy with digital products,
services, and processes driving an information-driven vision [1, 2].

The Internet of Things (IoT) [3–5] connects a large number of physical devices to
each other using wireless data communication and interaction based on the Internet as a
global communication environment. Additionally, we have to consider some chal-
lenging aspects of the overall architecture [6, 7] from base technologies: cyber-physical
systems, social networks, big data with analytics, services, and cloud computing.
Typical examples for the next wave of digitization are smart enterprise networks, smart
cars, smart industries, and smart portable devices.

The fast moving process of digitization [2] demands flexibility to adapt to rapidly
changing business requirements and newly emerging business opportunities. To be able
to handle the increased velocity and pressure, a lot of software developing companies
have switched to integrate Microservice Architectures (MSA) [8]. Applications built
this way consist of several fine-grained services that are independently scalable and
deployable. Using Microservice Architectures, organizations can increase agility and
flexibility for business and IT systems, which fits better with small-sized integrated
systems and is vital in the age of digital transformation.

Digitization [2] requires the appropriate alignment of business models and digital
technologies for new digital strategies and solutions, as same as for their digital
transformation. Unfortunately, the current state of art and practice of enterprise
architecture lacks an integral understanding and decision management when integrating
a huge amount of micro-granular systems and services, like Microservices and Internet
of Things, in the context of digital transformation and evolution of architectures. Our
goal is to extend previous approaches of quite static enterprise architecture to fit for
flexible and adaptive digitization of new products and services. This goal shall be
achieved by introducing suitable mechanisms for collaborative architectural engi-
neering and integration of micro-granular architectures.

Our current research in progress paper investigates the research questions, which
are answered by following main sections applying a design science methodology [9]:

RQ1: How should the digital architecture be holistically tailored to integrate a
huge amount of Internet of Things and Microservices architectures, researching the
hypotheses that these micro-granular structures can be integrated into a consistent
view into a digital enterprise architecture?
RQ2: How can we architect a huge amount of the Internet of Things and
Microservices to support the digitization of products and processes?
RQ3: What are architectural implications for a decision-controlled composition of
micro-granular elements, like Internet of Things and Microservices?

The following Sect. 2 explains the setting of a digital enterprise architecture and
links it with specific architectural integration mechanisms for micro-granular systems
and services. Section 3 focusses on architecting the Internet of Things for supporting
the digital transformation. Section 4 presents an architectural approach to integrating
micro-granular systems and services architectures using Microservices. In Sect. 5 we
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are investigating concepts and mechanisms for analyzing and decision management of
multi-perspective digital architectures with a huge amount of micro-granular systems
and services. Finally, we summarize in Sect. 6 our research findings and limitations,
and our ongoing and next work in academia and practice.

2 Digitization Architecture

Today, Enterprise Architecture Management [10, 11] defines a quite large set of dif-
ferent views and perspectives with frameworks, standards, tools, and practical exper-
tise. An architecture management approach for digital enterprises should support
digitization of products and services and should be both holistic [2, 14] and easily
adaptable [6]. It should also support digital transformation using new business models
and technologies that are based on a large number of micro-structured digitization
systems with their own micro-granular architectures like IoT, mobility devices, or with
Microservices.

In this paper, we are extending our previous service-oriented enterprise architecture
reference model for the context of digital transformations with Microservices and
Internet of Things with decision making [15], which are supported by interactive
functions of an EA cockpit [16]. Enterprise Services Architecture Reference Cube
(ESARC) [14] is our improved architectural reference model for an extended view on
evolved micro-granular enterprise architectures (Fig. 1).

The new ESARC for digital products and services is more specific than existing
architectural standards of EAM [12, 13] and uses eight integral architectural domains to
provide a holistic classification model. While it is applicable for concrete architectural
instantiations to support digital transformations, it still abstracts from a concrete
business scenario or technologies. The Open Group Architecture Framework [12]
provides the basic blueprint and structure for our extended service-oriented enterprise
architecture domains.

Fig. 1. Enterprise Services Architecture Reference Cube [6, 14]
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Our research extends an existing metamodel-based model extraction and integration
approach from [14] for digital enterprise architecture viewpoints, models, standards,
frameworks and tools. The approach supports the adaptable integration of micro-granular
architecture. Currently, we are working on the idea of continuously integrating small
architectural descriptions for relevant objects of a digital architecture. It is a huge chal-
lenge to continuously integrate numerous dynamically growing architectural descriptions
from different microstructures with micro-granular architecture into a consistent digital
architecture. To address this problem, we are currently formalizing small-decentralized
mini-metamodels, models, and data of architectural microstructures, like Microservices
and IoT into DEA-Mini-Models (Digital Enterprise Architecture Mini Model).

DEA-Mini-Models consists of partial DEA-Data, partial DEA-Models, and partial
EA-Metamodel. They are associated with Microservices and/or objects from the
Internet of Things. These structures are based on the Meta Object Facility
(MOF) standard [17] of the Object Management Group (OMG). The highest layer M3
represents abstract language concepts used in the lower M2 layer and is, therefore, the
meta-metamodel layer. The next layer M2 is the metamodel integration layer and
defines the language entities for M1 (e.g. models from UML, ArchiMate [13], or OWL
[18]). These models are a structured representation of the lowest layer M0 that is
formed by collected concrete data from real-world use cases.

By integrating DEA-Mini-Models micro-granular architectural cells (Fig. 2) for
each relevant IoT object or Microservice, the integrated overall architectural meta-
model becomes adaptable and can mostly be automatically synthesized by considering
the integration context from a growing number of previous similar integrations. In the
case of new integration patterns, we have to consider additional manual support.

A DEA-Mini-Model covers partial EA-IoT-Data, partial EA-IoT-Models, and partial
EA-IoT-Metamodels associated with main IoT objects like IoT-Resource, IoT-Device,
and IoT-Software-Component [3, 19]. The challenge of our current research is to federate
these DEA-Mini-Models to an integral and dynamically growing DEA model and
information base by promoting a mixed automatic and collaborative decision process
[15, 16]. We are currently extending model federation and transformation
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approaches [20, 21] by introducing semantic-supported architectural representations,
from partial and federated ontologies [18, 22] and associate mapping rules with special
inference mechanisms.

Fast changing technologies and markets usually drive the evolution of ecosystems.
Therefore, we have extracted the idea of digital ecosystems from [23] and linked this
with main strategic drivers for system development and their evolution. Adaptation
drives the survival of digital architectures, platforms and application ecosystems.

3 Internet of Things Architecture

The Internet of Things [19] connects a large number of physical devices to each other
using wireless data communication and interaction, based on the Internet as a global
communication environment. Real world objects are mapped into the virtual world.
The interaction with mobile systems, collaboration support systems, and systems and
services for big data and cloud environments is extended. Furthermore, the Internet of
Things is an important foundation of Industry 4.0 [24] and adaptable digital enterprise
architectures [14]. The Internet of Things, supports smart products as well as their
production enables enterprises to create customer-oriented products in a flexible
manner. Devices, as well as human and software agents, interact and transmit data to
perform specific tasks part of sophisticated business or technical processes [3, 4].

The Internet of Things embraces not only a things-oriented vision [5] but also an
Internet-oriented and a Semantic-oriented one. A cloud-centric vision for architectural
thinking of a ubiquitous sensing environment is provided by [25]. The typical setting
includes a cloud-based server architecture, which enables interaction and supports
remote data management and calculations. By these means, the Internet of Things
integrates software and services into digitized value chains.

A layered Reference Architecture for the Internet of Things is described in [19] and
(Fig. 3), where layers can be implemented using suitable technologies.
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The main question is, how the Internet of Things architecture fits in a context of a
service-based enterprise computing environment? A service-oriented integration
approach for the Internet of Things is referenced in [26]. The core issue is, how
millions of devices can be flexibly connected to establish useful advanced collabora-
tions within business processes. The service-oriented architecture abstracts the
heterogeneity of embedded systems, their hardware devices, software, data formats and
communication protocols.

From the inherent connection of a magnitude of devices, which are crossing the
Internet over firewalls and other obstacles, are resulting a set of generic requirements
[26]. Because of so many and dynamically growing numbers of devices we need an
architecture for scalability. Typically, we additionally need a high-availability approach
in a 24 � 7 timeframe, with deployment and auto-switching across cooperating data-
centers in the case of disasters and high scalable processing demands. The Internet of
Thing architecture has to support automatically managed updates and remotely managed
devices. Typically, often connected devices collect and analyze personal or security
relevant data. Therefore, it should be mandatory to support identity management, access
control and security management on different levels: from the connected devices
through the holistic controlled environment.

The contribution from [3] considers a role-specific development methodology and a
development framework for the Internet of Things. The development framework
specifies a set of modeling languages for a vocabulary language to be able to describe
domain-specific features of an IoT-application, besides an architecture language for
describing application-specific functionality and a deployment language for deploy-
ment features. Associated with programming language aspects are suitable automation
techniques for code generation, and linking, to reduce the effort for developing and
operating device-specific code. The metamodel for Internet of Things applications from
[3] specifies elements of an Internet of Things architectural reference model like IoT
resources of type: sensor, actuator, storage, and user interface. Base functionalities of
IoT resources are handled by components in a service-oriented way by using com-
putational services. Further Internet of Thing resources and their associated physical
devices are differentiated in the context of locations and regions.

4 Microservices Architecture

The Microservices approach is spreading quickly. Defined by James Lewis and Martin
Fowler, as in [8], it is a fine-grained, service-oriented architecture style combined with
several DevOps elements. A single application is created from a set of services. Each of
them is running in its own process. Microservices communicate using lightweight
mechanisms. Often, Microservices are combined with NoSQL databases from
on-premise and optional Cloud environments.

Microservices are built implement business capabilities and are independently
deployable, using an automated deployment pipeline. The centralized management
elements of these services are reduced to a minimum. Microservices are implemented
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using different programming languages. Different data storage technologies may be
used. As opposed to big monolithic applications, a single Microservice tries to rep-
resent a unit of functionality that is as small and coherent as possible. This unit of
functionality or business capability is often referred to as a bounded context, a term that
originates from Domain-Driven Design (DDD) [27].

Microservices need a strong DevOps culture [28] to handle the increased distri-
bution level and deployment frequency. Moreover, while the single Microservice may
be of reasonably low complexity, the overall complexity of the system has not been
reduced at all. Gary Olliffe [28] distinguishes between the inner architecture and the
outer architecture of Microservices (Fig. 4).

Using fine-grained independent services, the hindering complexity is shifted from
the inner architecture to the outer architecture. There, inter-service communication,
service discovery, or operational capabilities are handled. An important advantage of
the Microservices architectures is the possibility to apply a best-of-breed approach for
each bounded context [29]. Typical examples are: increased application resilience,
independent and efficient scalability and faster and easier deployment. Especially the
last advantage increases the agility of business and IT systems.

Microservices enable technological heterogeneity and thus reduce the possibility of
lock-ins by outdated technology. Unfortunately, classical enterprise architecture
approaches are not flexible enough for the kind of diversity and distribution present in a
Microservice Architecture.

Fig. 4. Microservices inner and outer architecture, based on [28]
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5 Decision Analytics

We are exploring in our current research, which extends the more fundamentally
approach of a decision dashboard for Enterprise Architecture [30, 31], how an
Architecture Management Cockpit [15, 16] can be leveraged and extended to a
Decision Support System (DSS) [31] for digital architecture management. An archi-
tectural cockpit in Fig. 5 implements a facility, which enables analytics and opti-
mizations using multi-perspective interrelated viewpoints on the system under
consideration. Each stakeholder taking part in a cockpit meeting can utilize a viewpoint
that displays the relevant information. Viewpoints, which are applied simultaneously,
are linked to each other in a such manner that the impact of a change performed in one
view can be visualized in other views as well.

Jugel et al. [15] present a collaborative approach for decision-making for archi-
tecture management. They identify decision making in such complex environment as a
knowledge-intensive process reflecting the balance between decentral and central
architectural decisions. Therefore, the collaborative approach presented is built based
on methods and techniques of adaptive case management (ACM), as defined in [32].

A decision-making step is based on case data consisting of an architectural model
and additional insights elicited in previous steps. Consequently, the insights gained
during each step contribute to the case file (CaseFile) of the decision-making case.
Derived values, like the values of KPIs are thereby not considered additional infor-
mation, but only a different way of representing and aggregating existing information.
If stakeholders based on the values of a KPI decide on affected architecture elements,
these decisions and considerations represent new information, which is added to the
case file. During decision-making, alternative designs can be identified [13].

The ISO Standard 42010 [33] describes how the architecture of a system can be
documented using architecture descriptions. The standard uses views, which are gov-
erned by viewpoints to address stakeholders’ concerns and their information demands.
Jugel et al. [15] introduce an annotation mechanism to add additional knowledge to an
architecture description represented by an architectural model. In addition, [15] refines
the viewpoint concept of [33] by dividing it into Atomic Viewpoint and Viewpoint
Composition to model coherent viewpoints that can be applied simultaneously in a
architecture cockpit with central and mobile environments to support stakeholders in
decision-making. Architectural Issues and Decisions, were already introduced in the
inspiring model of Plataniotis et al. [34]. As described in [34], architectural decisions
can be decomposed, translated and substituted into other decisions.

Fig. 5. Architecture Management Cockpit [15, 16]
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6 Conclusion

We have discussed in this paper the need for a managed bottom-up integration of a
huge amount of micro-granular systems and services, that is dynamically growing, like
the Internet of Things and Microservices. Following our three mentioned research
questions we have leveraged a new digital architecture approach to model a living
digital enterprise architecture, which is in line with adaptive models and digital
transformation mechanisms. We have investigated new architectural properties of
micro-granular systems and services, like of Internet of Things and Microservices as a
base for integrating them into our digital reference architecture. Strength of our
research results from our novel integration of micro-granular structures and systems,
while limits are still resulting from an ongoing validation of our research in practice.

We are currently working on an architectural cockpit for digital enterprise archi-
tectures and related engineering processes using extended decision support mecha-
nisms. Both mechanisms for adaptation and flexible integration of digital enterprise
architectures as well as decisional processes with rationales and explanations will be
subject of future research. Similarly, it may be of interest to support the manual inte-
gration decision by automated systems, e.g. via mathematical comparisons (similarity,
Euclidean distance), ontologies with semantic integration rules, or data analytics and
data mining.
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Abstract. The advance of information technology impacts Tourism more than
many other industries, due to the service character of its products. Most offerings
in tourism are immaterial in nature and challenging in coordination. Therefore,
the alignment of IT and strategy and digitization is of crucial importance to enter‐
prises in Tourism. To cope with the resulting challenges, methods for the manage‐
ment of enterprise architectures are necessary. Therefore, we scrutinize
approaches for managing enterprise architectures based on a literature research.
We found many areas for future research on the use of Enterprise Architecture in
Tourism.
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1 Introduction

Tourism is offers its products based on complex service-systems [1] with a multitude of
operand and operant resources [2]. This service-nature of the tourism industry makes it
particularly susceptible to technological changes in Information Technology (IT).
Therefore, it does not surprise that ICT has reshaped the value chain of the tourism
industry by enhancing the ability to produce competitive advantage [3]. No other
industry is so strongly impacted by the application of ICT (Information and Communi‐
cation Technology) [4].

Digitization [5] triggers disruptive changes in business processes, value chains, and
business models of Tourism. Tickets formerly printed on paper are now purely digital
links between an individual and a service. The electronic tickets in aviation are a prom‐
inent example. Value chains are extended and shortened [6]. New intermediaries
improve matching between offer and demand. Traditional intermediaries are excluded
by short-circuiting provider and consumer of services [6]. E.g. many hotels offer their
services directly to their customers. New business models arise, with platforms at their
core, that can fulfill customers’ demands without own resources [7]. In summary,
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digitization in tourism leads to low transaction costs, lower barriers and to the possibility
to obtain more information about tourists’ activities and transactions to build a stronger
relationship with them [8].

Digitization creates new opportunities but also new challenges arise in Tourism. For
instance, in the past, the consumer behavior and their preferences could be hardly
observed. Nowadays, many customers share information (e.g. in social networks) and
as a result [9], the data become available for the Tourism enterprises. However, this
newly available data have to collected and processed before being useful for improving
processes and decisions. For managing this new data sources appropriately, the design
and implementation of an proper IT architecture becomes a key challenge for companies
within the tourism sector.

In literature, the general advantages of IT-systems are investigated quite well.
IT-Systems are defined as computers and communication technologies used for the
acquisition, processing analysis, storage, retrieval, dissemination and application of
information [10, 11]. In particular, many authors emphasize the advantages of the appli‐
cation of IT-Systems in terms of the competitiveness, [3, 10–12] productivity and
performance of managing information as well as building closer relationship with the
stakeholders [11, 13].

Derived from this research, the use of IT-Systems to digitize processes in tourism,
e.g. travel, hospitality, and catering industries is advisable. IT-systems enable partner‐
ships for developing customer-centric strategies as well as the increase of profitability
[8]. However, there is only few research specific to tourism. Werthner et al. [14] high‐
lighted the benefits and opportunities that IT brings to each layer of the tourism
ecosystem composed of: (1) individual, (2) group/social, (3) corporate/enterprise, (4)
network/industry, and (5) government/policy. As Berne et al. [3] state that ICT increases
the vertical and horizontal relationship by enabling a large volume of information
exchange among sellers and buyers. Furthermore, geographical barriers are eliminated
quick and easily. This is especially advantageous in the Tourism sector, where suppliers
and consumers are typically widespread.

With regards to the importance of enterprise architecture management and modern
ICT in Tourism, we want to address the following research question: “What is the state
of the art of enterprise architecture management research in Tourism?”.

To investigate this question, we first implemented a systematic literature review.
Afterward, we analyzed and summarized our findings with regards to the research ques‐
tion. Finally, we concluded and described interesting possibilities for future research.

2 The Need for Enterprise Architecture Management in Tourism

A huge number of external factors impact enterprises in tourism. In this way tourism
companies are continuously challenged to extend their capabilities [15] and adapt their
Business Operating Model [16]. Enterprise Architectures (EA) as the architectural part
of IT Governance [17] provides a foundation for the conceptualization and planning of
initiatives.
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Enterprise Architecture covers the logic for business processes and the IT infra‐
structure model as well as reflecting the dimensions of standardization and integration
of the business operating model [16]. Enterprise Architecture Management (EAM) [18]
and Services Computing [19] are approaches of choice to align strategy, organize, build,
utilize, and distribute capabilities for the digital Enterprise Architecture [5, 20].

Enterprise Architecture requires changes in traditional cultures of enterprises and
the development of specific architectural capabilities and roles. Typically for EA is the
close interrelationship between an architectural framework [21], which defines a set of
aligned architectural viewpoints by a set of visual and procedural elements, an archi‐
tectural modeling language [22], and an architectural development process, like the
architecture development method ADM [21]. Important EAM frameworks and refer‐
ence models are [23, 24]: The Open Group Architecture Framework (TOGAF),
Zachman Framework, US Federal Enterprise Architecture Framework (FEAF), Enter‐
prise Services Architecture Reference Cube (ESARC).

Enterprise Architecture addresses issues typical for industries such as tourism, where
many stakeholders cooperate to provide services. Enterprise Architecture provides an
open path for stakeholder collaboration, joint analytics, and cooperative decision support
[25]. By describing the participating entities in tourism industry, Enterprise Architecture
Management provides leadership for business and IT with a powerful decision support
environment [26]. In fact, this ranges from strategy development and support for the
management to support the digital transformation of enterprises with digitized customer-
oriented products and services. As a result, Enterprise Architecture enables organiza‐
tions to adapt more flexibly, quickly, and effectively. EAM provides an important benefit
for enterprises and organizations [27].

An example for enterprise architectures is the “ESARC” (Enterprise Services Archi‐
tecture Reference Cube) [28] (Fig. 1). ESARC specializes existing architectural stand‐
ards of EAM – Enterprise Architecture Management [21, 22] and extends them for
service-oriented digital enterprise architectures. ESARC defines an integral classifica‐
tion model within eight architectural domains. These architectural domains cover
specific architectural viewpoint descriptions [29] in accordance with the orthogonal

Fig. 1. Enterprise Services Architecture Reference Cube [24, 30]
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dimensions of both architectural layers and architectural aspects [30]. ESARC abstracts
from a concrete business scenario or technologies: ESARC is an architectural frame‐
work, which is applicable for concrete architectural instantiations to support the digital
transformation of products and services. The different dimensions the ESARC contains
and describes are depicted in the following figure (Fig. 1):

3 Research Method and Data Collection

For investigating the state of the art of enterprise architecture management in Tourism,
we designed a systematic literature review [31]. Regarding this research approach, we
looked up for research papers in this area in scientific databases like SpringerLink, AISel,
ScienceDirect, IEEExplore. Therefore, we searched for keywords such as “EAM”,
“Enterprise Architecture Management”, “Enterprise Architecture”, “Tourism”, “Hospi‐
tality”, etc. The timeframe of our search was defined for the last 20 years regarding the
development of modern ICT systems in general and particularly in Tourism.

We carefully reviewed every single one of the collected papers. Following this, we
extracted only papers, which are in scope of our research question. Besides, we also
found interesting research about other topics like “Easy Access Market’s” or “efficiency
achievement measure” in our literature review. But, because of the sparse congruence
with the actual research question, we had to drop. Finally, we selected ten papers for
our final review. According to Fig. 2 research with regards to our topic was published
from the year of 2000 until now.

Fig. 2. Overview of the collected publications per year

In the following section, we analyse the collected publications.
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4 Results

The selected publications built the basement of our final review. Finally, we analyzed
the collected papers with regards to our research question. The following table shows
the results we finally got from our systematic literature review (Table 1).

Table 1. Results of the literature review

Reference Authors Year Short description of the aspects of EAM in
Tourism

[32] Abdi and Dominic 2010 Evaluation of an alignment of IT and Business
strategy related to a service-oriented
architecture (SOA) with a sample of IT
managers in hospitality

[33] Afsarmanesh and
Camarinha-Mato

2000 Define the requirements for enterprise inter-
operation in the tourism sector based on task
sharing and federated information management

[34] Engels et al. 2008 Development of a method for engineering of a
service-oriented architecture. A Tourism
sample case was used for illustration

[35] Franke et al. 2010 Survey of Trends of Enterprise Architecture
Management. Some participants of the study
are from the Tourism sector

[36] Hess et al. 2007 Approach for structuring application
landscapes. The application landscape of
Tourism enterprises was part of the empirical
observation/project experience

[37] Keller et al. 2016 Possibilities of data-centered platforms in
Tourism based on Big Data and Predictive
Analytics

[38] Ramasubu et al. 2014 Aspects of service and enterprise architectures
with one sample Tourism case “animal
reserve”

[39] Schuck 2010 Design of an enterprise architecture for a
national park case

[40] Vom Brocke et al. 2008 Tourism sample case for illustration of a
method for service-oriented process
controlling

[41] Weill and Ross 2005 A hospitality and travel group as a sample case
for aspects of IT Governance and related
aspects of IT architecture

First of all, there is obviously sparse research in the field of EAM in Tourism in
general. Franke et al. [35] show in their research about trends of enterprise architecture
management that experts from Tourism sector are interested in this topic because they
are participating in this study. Hess et al. [36] developed an approach for structuring
application landscapes of enterprises within different domains. Tourism enterprises were
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observed and consist of different applications in their enterprise architecture with, e.g.,
different business functions, business objects as well as channels.

Other papers use Tourism cases for the illustration of their EAM method or model.
For instance, vom Brocke et al. [40] provide insights into the use of service-oriented
process controlling illustrated by a Tourism example. The same was conducted by
Engels et al. [34]. Therefore, some research uses Tourism as an example case, but do
not focus on EAM in Tourism in a deep and fundamental way. In our systematic literature
review, we found only some papers national park protection by Schuck [39], which
focusing mainly on aspects of EAM in Tourism. Weill and Ross [41] showed different
aspects of IT Governance and related IT architectural consequences based on a Tourism
and Hospitality Group case. Abdi and Dominic [32] evaluated aspects of a service-
oriented architecture based on IT Business alignment with managers from the hospitality
sector.

In [37] different important requirements for data-centered platforms in Tourism are
defined. Enterprises in the Tourism sector consists of many different, heterogeneous
information systems for different business divisions. Old (transactional) information
systems should be adapted as well as integrated to a more analytical oriented infrastruc‐
ture. Furthermore, the authors show how Big Data can be used in different areas in
Tourism. This paper shows that a more flexible and analytical architecture is needed in
the future to process a high volume of structured and unstructured data. Furthermore,
more external data providers should be integrated into the architectural landscape. This
transformation to a more analytical architecture can support more business goals and
processes [37]. For instance, the provided information could help to deepen the under‐
standing of the customers about a local and seasonal or even typical event. This could
be the starting point for improved marketing activities with regards to new target groups
or even to increase the positive experience of the participants by focusing on favorable
aspects mentioned in the past. Another interesting aspect could be seen in the reorgan‐
ization of existing offers and services. Due to the available data and information the
menu of a restaurant could be readjusted in terms of vegan dishes or organic food, for
example.

In conclusion, enterprise architecture in the field of Tourism consists of many
different (heterogeneous) information systems (e.g. for marketing, financial and HR
planning.) within the enterprise as well as outside of them (e.g., supplier and customer
as well as governmental systems). The integration of processes, data, functions, and
organizational aspects [42] are more or less automatic. Data silos are inherent. Further‐
more, some research argues for flexible architectural paradigm like service-oriented
architectures (SOA). Architectural research with focus to a more analytical enterprise
landscape is in an early stage. The current enterprise architecture is designed to process
more or less only structured data. There is a need to align architectural components to
process semi- and unstructured data (e.g., from social media [37]).

In fact, there exists no big picture and structured research for the whole Tourism
sector. Some research papers only uses Tourism as an example case. However, there
might be more specific research in some special segments of Tourism. Regarding the
importance of ICT in Tourism and the opportunities of EAM in this sector, this topic
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should be more discovered in the future. Especially in a more common sense with
possible generalizability.

In the following, we provided a short abstract overview of the general architecture
of a Tourism enterprise (Fig. 3) based on the reviewed literature:

Fig. 3. Abstract overview of the general architecture of a Tourism enterprise based on previous
work

5 Conclusion and Future Directions

Enterprise architecture management is important to manage the complex information
systems infrastructure in Tourism needed to achieve Business and IT goals. Further‐
more, it is essential for coping with the challenges of the more and more technology
driven environment of the Tourism sector. Unfortunately, there is only sparse research
about EAM in Tourism from a general point of view. We contribute to the current
research literature by describing the state of the art of EAM research in Tourism.

Practically oriented users can be better informed about this important and chal‐
lenging topic in information systems as well as Tourism. Limitations of our research
can be found in the used methodology. We cannot address all possibilities of keywords
and databases. We only selected the most important ones according to general recom‐
mendations [31]. Few research on the use of Enterprise Architecture management in
Tourism shows that additional layers of abstraction fill the gap between these two areas.
Tourism is well-suited for digitization due to its service-centered character. The first
layer of abstraction could be the classification of Tourism models according to the model
introduced by Weill and Woerner [43]. They identified four strategic alternatives for
enterprises: omnichannel business, ecosystem driver, supplier and modular producer
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allowing to define the strategic alternatives in Tourism. A further layer could be digital
capabilities [44].

The need for a methodological enterprise architecture management becomes more
urging, as a change in the value creation mechanism of the tourism industry is about to
happen. In the past, many offers were designed like physical goods. Standardized serv‐
ices were “produced” in large quantities with only a few or no possibilities to adapt them
to individual customer wishes. Nowadays, a co-creation approach [2] is used increas‐
ingly. The preferences of the customer captured by digital means are used to tailor indi‐
vidual experiences. On a theoretical level, the change can be described as the move from
a goods-dominant to a service-dominant perspective [2]. To be more precise, this means
that the customer provides individual data and helps the supplier in term of value co-
creation to improve the offered service. It is enabled on a technological level by the wide
diffusion of the internet, the large use of social media and e-commerce.

Future research should follow this interesting research topic in Tourism and transfer
aspects and other research results from other industry sectors to Tourism. Case study
research as well as other empirical studies for evaluation different aspects of EAM in
Tourism could be a good opportunity for future research. Furthermore, discovering the
current offerings of consultant and IT services for the tourism sector could be a good
opportunity for future research. The development of a conceptional framework for EAM
in Tourism as well as the use of enterprise architecture principles and capability aspects
of EAM are also possible next research steps.
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Abstract. Option pricing models are at core of financial area, and it
includes various uncertain factors, such as the randomness and fuzziness.
This paper constructs an jump Levy process by combining option pricing
models with fuzzy theory, and it sets the drift, diffusion and trend terms
as fuzzy random variable. Then, we adopts a Monte Carlo algorithm for
numerical simulation, compares and analyses the variance gamma (VG)
option pricing model through a simulation experiment, and determines
the VG option pricing model and BS model pricing results. The results
indicate that VG option pricing with fuzzy settings is feasible.

Keywords: Fuzzy random variable · Levy process · European-style
option · Monte Carlo simulation

1 Introduction

In 1900, Louis Bachelier proposed a random model of stock price based on a
random walk, which was considered as a milestone in financial mathematics.
However, the stock price in the model was assumed to follow the arithmetic of
Brownian motion. Consequently, the underlying stock price may be negative and
inconsistent with the real market situation. In 1965, Paul Samuelson assumed
that stock prices obeyed geometric Brownian motion and developed the Euro-
pean call option pricing formula based on partial differential equations. Later, in
1973, F. Black and M. Scholes created the famous Black–Scholes (BS) European
call option pricing formula [1], which did not depend on the personal preferences
of investors and could obtain analytic solutions for risk parameters, leverage
effects, and so on; thus, it was a grand innovation in stock pricing theory. In the
same year, R. Merton expanded the BS model to many other types of financial
transactions as Black-Scholes-Merton (BSM) model.

The above theoretical models assume ideal conditions, while the real financial
trading market is not like that and includes various uncertain factors. On the
one hand, the rate of return of underlying assets is skewness and sharp peak and
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 73, DOI 10.1007/978-3-319-59424-8 10
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fat tail characteristics rather than a normal distribution, and this phenomenon
has been widely accepted. On the other hand, all parameters of the BSM model
are crisp value. However, due to the volatility of the financial market, these
parameters are fuzzy and cannot be represented with crisp constant value. As
for the non-normality of random variables, the Levy process can capture the
sharp peaks and fat tails of the underlying assets and is widely used in the
option pricing model. Fuzzy set theory is a powerful tool to address fuzziness
and complexity of the social environment.

The Levy process can effectively capture jump characteristics of underlying
assets, and the pricing model assumption in fuzzy settings is better close to
the actual situation. Therefore, some reseachers introduce the Levy process and
fuzzy set theory in the option pricing model. Xu et al. [6] using fuzzy set theory in
the jump-diffusion model, verified the effectiveness of the model through numer-
ical experiment. Romaniuk et al. [4] constructed the application of stochastic
analysis and fuzzy set theory based on the option pricing method, adopted the
Monte Carlo simulation method for numerical experiment. Zhang et al. [7] make
parameters such as the risk-free interest rate, drift rate and jump intensity as
fuzzy numbers, researched the double exponential jump-diffusion model pricing
formula of the European option in a fuzzy environment, and explained the feasi-
bility of the method. Nowark and Romaniuk [5] combined fuzzy set theory and
a geometric Levy process into the European option pricing model.

In conclusion, with the aim of complementing the existing research, this
paper considers fuzzy set theory and jump Levy process conditions based on the
variance gamma option pricing model.

The remainder of this paper is structured as follows: Sect. 2 describes the
option pricing formula for a VG process with fuzzy settings; Sect. 3 demon-
strates its application using European call options with a Monte Carlo simula-
tion method and analyses the sensitivity of the pricing model; Sect. 4 summarises
the findings. The framework is shown in Fig. 1.

2 Building Fuzzy Variance Gamma Option Pricing
Models with Levy Process

2.1 Pricing Model with the Jump Levy Process

In the probability space (Ω,F, P ), the adaptive process L = {Lt : t ≥ 0} is a
Levy process. If L0 = 0 and Lt has an independent stationary random increment,
then ΔLt = Lt+Δt − Lt, and t ≥ 0, which are independent and have the same
distribution. The characteristic function of the Levy process is as follow: Φxt

=
(u | Ft) = E{exp(iuxt)} = exp(φ(u)) where φ(u) is a characteristic exponent of
a characteristic function with the following structure:

φ(u) = iγu − 1
2σ2u2 +

∫ +∞

−∞
(eiux − 1 − iux1|x|≤1)v(dx) (1)

γ and σ are measures of drift terms and diffusion terms; v is a measure of
jump terms; (γ, σ, v) are called the three Levy terms, where v(dx) is the arrival
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Fig. 1. Conceptual framework

rate of a jump intensity within a unit of time, and v(R) is the sum of the
possibilities of all jump intensities.

A gamma process is a slave process of a VG process, with the following
density function:

fGamma(g) =
ba

Γ (g)
ga−1e−bg (2)

where Γ ( · ) is the gamma function, and g > 0, a > 0, and b > 0 are boundary
conditions. The characteristic function of the gamma distribution is expressed
as follows:

ΦGamma(u; a, b) = E(eiux) =
(

1 − iu

b

)−a

(3)

The density function of the VG process is as follows:

fxt
(x) =

∫ ∞

0

g
t
v −1e− g

v

v
t
v Γ

(
t
v

) ∗ 1
σ
√

2πg
exp

(
− (x − θg)2

2σ2g

)
dg (4)

The characteristic function of jump process is written as follows:

E(eiuXt) = ϕ(u;σ, v, θ) = (1 − iuvθ + 1
2σ2vu2)− 1

v (5)
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2.2 Risk Neutral Model

Equivalent martingale transformation mainly transforms assets in random
process Xt under measure P into random process X̂t under risk neutral mea-
sure Q. The requirements of equivalent martingale in a risk neutral environment
are written as follows:

EQ
t [ŜT |Ft] = Ŝt = St exp(−rt) (6)

The above formula is consistent with the characteristic function of a VG
process, ϕx(u) = E[exp(iux)]. The risk neutral return on assets X̂t for risk asset
yield sequence Xt under measure P is corrected to:

X̂t = r − ϕ(−i) + Xt (7)

E(X̂t) = r − E(ϕ(−i)) + E(Xt) = r (8)

When the characteristic function of the VG process is substituted with
r − ϕ(−i), the risk neutral drift rate of the VG process is written as follows:

u∗
V G = r +

ln
(
1 − vθ − σ2v

2

)
v

(9)

The pricing model of the underlying assets during the VG process is expressed
as follows:

St = S0 ∗ exp[u∗
V G ∗ t + XV G]

= S0 ∗ exp
[
rt +

ln
(
1 − vθ − σ2v

2

)
v

∗ t + XV G

]

= S0 ∗ exp
[
rt +

ln
(
1 − vθ − σ2v

2

)
v

∗ t + θ ∗ gt + σW (gt)
]

(10)

where gt ∼ gamma(a, b).
According to no-arbitrage pricing method, the European call option price is

mentioned as follows:

C(S(0);K, t) = e−rtE
[
max(S(t) − K, 0)

]
(11)

Under measure Q, according to desirable properties:

C(S0;K, t) = E
[
e−rtE

[
max(S(t) − K, 0) | gt = g

]]
(12)

Set c(g) = e−rtE[max(S(t) − K, 0) | gt = g]. Madan and Milne [2] proved:

c(g) = S0

(
1 − v(α + s)2

2

) t
v

∗ exp
(

(α + s)2g
2

)
∗ N

(
d√
g

+ (α + s)
√

g

)

− K exp(−rt)
(

1 − vα2

2

) t
v

exp
(

α2g

2

)
∗ N

(
d√
g

+ α
√

g

)
(13)
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where

s =
σ√

1 + ( θ
σ )

2 v
2

, c1 =
v(α + s)2

2
, c2 =

vα2

2
,

d =
1
s

[
ln

S0

K
+ rt +

t

v
ln

(
1 − c1
1 − c2

)]
.

Therefore, C(S0;K, t) = E[c(g)|gt = g]:

C(S0;K, t) =
∫ ∞

0

c(g)
g

t
v −1e− g

v

v
t
v Γ

(
t
v

) dg (14)

Set y = g/v, γ = t
v :

C(S0;K, t)

=
∫ ∞

0

S0(1 − c1)
γ
ec1y ∗ N

(
d/

√
v√

y
+ (α + s)

√
v
√

y

)

− Ke−rt(1 − c2)γec2y ∗ N

(
d/

√
v√

y
+ α

√
v
√

y

)
yγ−1e−y

Γ (γ)
dy (15)

Then,

Ψ(a, b, γ) =
∫ ∞

0

N

(
a√
u

+ b
√

u

)
uγ−1e−u

Γ (γ)
du

Hence,

C(S0;K, t)

= S0Ψ

(
d

√
1 − c1

v
, (α + s)

√
v

1 − c1
,
t

v

)

− K exp(−rt)Ψ
(

d

√
1 − c2

v
, (α + s)

√
v

1 − c2
,
t

v

)
(16)

2.3 Pricing Model of Fuzzy Random Variables Settings

Fuzzy random variable X̃ is a mapping of probability measure space (Ω,F, P )
to fuzzy number set F̃c. Mapping X̃ follows measurability conditions, i.e., ∀α ∈
[0, 1], X̃α(w) = [X̃L

α (w), X̃U
α (w)], and w ∈ Ω is a random interval. Therefore,

X̃L
α (w) and X̃U

α (w) are common random variables.
To establish the option pricing model with fuzzy settings, we would replace

the yield rate, volatility and jump arrival rate with the fuzzy yield rate, fuzzy
volatility and fuzzy jump arrival rate. The European call option pricing formula
is written as follows:
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C̃(S0;K, t)

= C̃(S0;K, t, θ̃, σ̃, ṽ)

= S0Ψ

(
d̃

√
1 − c̃1

ṽ
, (α + s̃)

√
ṽ

1 − c̃1
,
t

ṽ

)

− K exp(−rt)Ψ
(

d̃

√
1 − c̃2

ṽ
, (α + s̃)

√
ṽ

1 − c̃2
,
t

ṽ

)
(17)

where,

s̃ =
σ̃√

1 +
(

θ̃
σ̃

)2
ṽ
2

, c̃1 =
ṽ(α + s̃)2

2
, c̃2 =

ṽα2

2
,

d̃ =
1
s̃

[
ln

S0

K
+ rt +

t

ṽ
ln

(
1 − c̃1
1 − c̃2

)]
.

According to the extension principle, the membership function of
C̃(S0;K, t, θ̃, σ̃, ṽ) is written as follows:

uC̃t
(c) = sup

{(θ,σ,v):c=C(S0;K,t,θ,σ,v)}
min

{
uθ̃(θ), uσ̃(σ), uṽ(v)

}
(18)

For value C of fuzzy price C̃(S0;K, t, θ̃, σ̃, ṽ) at t, we need to know its mem-
bership degree λ. The membership function of C̃ can also be called uC̃t

(c) =
sup0≤λ≤1 λ · 1(C̃t)λ

(c) in which (C̃t)λ is the λ-level set of C̃t. The λ-level sets of

θ̃, σ̃ and ṽ are θ̃λ = [θ̃L
λ , θ̃U

λ ], σ̃λ = [σ̃L
λ , σ̃U

λ ] and ṽλ = [ṽL
λ , ṽU

λ ]. Therefore, the
λ-level set of C̃t is written as follows:

(C̃t)λ = [(C̃t)L
λ , (C̃t)U

λ ]

=
[

min
θ̃L

λ ≤θ≤θ̃U
λ ,σ̃L

λ ≤σ≤σ̃U
λ ,ṽL

λ ≤v≤ṽU
λ

C(S0;K, t, θ, σ, v),

max
θ̃L

λ ≤θ≤θ̃U
λ ,σ̃L

λ ≤σ≤σ̃U
λ ,ṽL

λ ≤v≤ṽU
λ

C(S0;K, t, θ, σ, v)
]

(19)

This paper selects the general defuzzification method given by Feller and
Majlender [3], and obtains a fuzzy expectation with upper and lower weights of
the λ-level set of C̃t with the following formula:

M(C̃) =
M(C̃)

L
+ M(C̃)

U

2

=

∫ 1

0
f(λ)C̃L

λ dλ +
∫ 1

0
f(λ)C̃U

λ dλ

2

=
∫ 1

0

f(λ)
2

(C̃L
λ + C̃U

λ )dλ (20)
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Fig. 2. Option price with different exercise price

3 Monte Carlo Numerical Simulation

3.1 European Option Pricing Under Different Exercise Price

We set the original values of the underlying assets and parameters of the model.
Assume that the original value of the underlying assets is S0 = 100, the annual
risk-free interest rate is r = 0.02, the exercise price at maturity is K = 95, and
T = 0.5. For the parameters of the BS model, the return volatility σ is 0.2. For the
parameters of the VG model in a certain environment, the drift term θ is 0.05, the
extension term σ is 0.2, and the jump term v is 1.5. For the parameters of the VG
model with fuzzy settings, the membership functions of fuzzy random variables
θ̃, σ̃ and ṽ are set as the most widely used trapezoidal function forms. Set
θ̃ = [0.035, 0.04, 0.05, 0.055], σ̃ = [0.14, 0.19, 0.25, 0.28], ṽ = [1.25, 1.5, 1.75, 2],
with a confidence level λ = 0.8. During Monte Carlo simulation, divide the time
interval into M pieces for N simulations, where M = 10, and N = 100000.

Under different exercise prices, the results of the BS model, VG model in a
certain environment and VG model with fuzzy settings are shown in Table 1 and
Fig. 2.

Table 2 analyses the sensitivity of the VG model to jump parameter v in cer-
tain and fuzzy environment. When the exercise price is K = 95 in the VG model
in a certain environment, with v gradually increasing from 1 to 4, the option
price drops from 11.361 to 6.437; for the VG model with fuzzy settings, with
the trapezoid membership parameter interval of v increasing, the fuzzy inter-
val of option gradually becomes narrower, and the fuzzy expectation gradually
decreases.
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Table 1. Option price with different exercise price

Sequence Exercise BS Certain VG Fuzzy Fuzzy
price model expectation interval

1 81 19.925 20.625 20.804 [20.561, 21.047]

2 82 19.139 19.800 19.650 [19.427, 19.873]

3 83 17.977 18.957 18.826 [18.583, 19.069]

4 84 17.325 18.006 18.393 [18.081, 18.704]

5 85 16.337 16.967 17.209 [16.921, 17.496]

6 86 15.532 16.109 16.172 [15.89, 16.454]

7 87 14.693 15.335 15.809 [15.449, 16.168]

8 88 13.713 14.480 14.035 [13.772, 14.298]

9 89 13.097 13.607 13.490 [13.173, 13.807]

10 90 12.165 12.728 12.883 [12.518, 13.247]

11 91 11.432 11.965 12.248 [11.839, 12.656]

12 92 10.656 11.179 11.505 [11.065, 11.944]

13 93 10.136 10.544 11.226 [10.697, 11.754]

14 94 8.973 9.709 9.945 [9.453, 10.437]

15 95 8.725 9.261 9.512 [8.95, 10.073]

16 96 8.036 8.333 8.748 [8.157, 9.338]

17 97 7.260 7.650 8.674 [7.967, 9.38]

18 98 6.913 7.181 7.825 [7.201, 8.449]

19 99 6.278 6.596 7.185 [6.616, 7.754]

20 100 5.702 5.962 6.381 [5.888, 6.873]

21 101 5.420 5.590 6.153 [5.562, 6.743]

22 102 4.776 4.848 5.316 [4.549, 6.083]

23 103 4.614 4.762 4.906 [4.449, 5.363]

24 104 4.202 4.593 4.792 [4.222, 5.362]

25 105 3.751 4.034 4.382 [3.607, 5.156]

26 106 3.262 3.688 4.287 [3.525, 5.049]

27 107 3.097 3.564 3.952 [2.973, 4.931]

28 108 2.723 3.479 3.818 [2.89, 4.746]

29 109 2.348 3.215 3.434 [2.392, 4.476]

30 110 2.289 2.891 3.161 [2.155, 4.166]



Building Fuzzy Variance Gamma Option Pricing Models 113

Table 2. Option prices with different jump intensities

Certain VG

model

Jump term v value 1.000 1.250 1.500 1.750 2.000 2.250 2.500

Option price 11.361 9.939 9.028 8.544 7.999 7.809 7.527

Jump term v interval 2.750 3.000 3.250 3.500 3.750 4.000

Option price 7.184 6.956 6.959 6.717 6.640 6.437

Fuzzy VG

model

Jump term v interval [1.2, 1.45, 1.7, 1.95] [1.25, 1.5, 1.75, 2] [1.3, 1.55, 1.8, 2.05]

Fuzzy expectation 9.999 9.986 9.976

Fuzzy interval [9.303, 10.694] [9.364, 10.608] [9.478, 10.474]

The membership function of the option price determined by the VG model
with fuzzy settings is shown in Fig. 3. Option pricing intervals of different con-
fidence levels λ are shown in Table 3. When λ = 0.9, the corresponding option
price is in a closed interval [9.44, 10.517]. According to Fig. 4, with an increase
in the confidence level λ, the fuzzy interval gradually becomes narrower, while
the fuzzy expectation basically remains the same.

Table 3. Option prices with different confidence levels λ

λ Fuzzy expectation Fuzzy interval

0.7 9.992 [9.284, 10.699]

0.75 9.989 [9.322, 10.656]

0.8 9.986 [9.364, 10.608]

0.85 9.979 [9.397, 10.56]

0.9 9.979 [9.44, 10.517]

0.95 9.976 [9.478, 10.474]

Fig. 3. Membership function of fuzzy option price
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Fig. 4. Option prices with different confidence levels λ

3.2 European Option Pricing Under a Change in Maturity Dates

Under different maturity dates, the pricing results of the VG model in a certain
environment and with fuzzy settings are shown in Table 4 and Fig. 5. According
to the table and figure, with an increase in maturity time T , the option price
increases.

Table 4. Option price with different Maturity time

Sequence Maturity BS Certain VG Fuzzy Fuzzy
time model expectation interval

1 0.1 6.436 6.894 6.915 [6.641, 7.188]

2 0.2 6.599 7.100 7.040 [6.761, 7.319]

3 0.3 7.223 7.894 7.704 [7.471, 7.936]

4 0.4 7.885 8.222 8.337 [8.005, 8.668]

5 0.5 8.454 9.039 9.077 [8.582, 9.572]

6 0.6 8.933 9.465 9.440 [9.004, 9.876]

7 0.7 9.383 9.925 10.102 [9.743, 10.461]

8 0.8 9.700 10.249 10.363 [9.964, 10.762]

9 0.9 10.173 11.066 11.074 [10.525, 11.623]

10 1 10.571 11.883 11.986 [11.428, 12.743]
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Fig. 5. The option price with different maturity time

4 Conclusions

This paper combines fuzzy set theory to construct an option pricing model with
jump Levy process. The model sets the drift term, diffusion term and jump term
as fuzzy random vectors, adopts the Monte Carlo simulation algorithm for sim-
ulation, then compares option pricing using the VG model, the BS model with
fuzzy settings and the VG model in a certain environment. The main conclu-
sions are below, (1) According to the Monte Carlo numerical simulation analysis
results, the option pricing model with the drift term, diffusion term and jump
term are assumed to be fuzzy random variables are feasible, and the results are
more reasonable. (2) The option prices determined by the VG model with fuzzy
settings are higher than those determined by the VG and BS models in a certain
environment. (3) VG models in certain and with fuzzy settings are sensitive to
changes in the jump parameters. The option price decreases when the value of
the jump parameter increases.
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Abstract. Stock price prediction over time is a problem of practical
concern in economics and of scientific interest in financial time series
forecasting. The matter also expands toward detecting the variables that
play an important role in its behaviour. The current study thus appoints
an ARIMA model with regressors to predict the daily return of ten com-
panies enlisted in the Romanian stock market on the base of nine exoge-
nous predictors. In order to additionally outline the most informative
attributes for the prediction, feature selection is also considered and per-
formed by means of genetic algorithms. The experimental results justify
the benefits of the model with the evolutionary selector.

Keywords: Stock price · Financial time series forecasting · ARIMA ·
Regressor · Feature selection · Genetic algorithms

1 Introduction

The fluctuation of the price for the stocks of a company over time may be also
influenced by the past behaviour of many exogenous variables, like the number
of transactions, the number of stocks, their price range or the daily exchange
rate. All these data recorded over time constitute a time series, whose modelling
should be able to provide good predictions of the subsequent course.

An Auto-Regressive Integrated Moving Average (ARIMA) model with regres-
sors is appointed within present work for the stock price time series forecasting
task related to ten companies enlisted in the Romanian stock market. Never-
theless, forecasting alone is not sufficient for delivering a real decision-making
support. The specialists are also interested in knowing those indicators that
had decisive influence on the prediction. More, these dominant features may be
different for each of the examined companies. The study continues with their
heuristic determination through genetic algorithms (GA).

The paper is organized as follows. Section 2 presents the real-world problem
of stock price prediction that is modelled by the ARIMA approach with evolu-
tionary selected regressors outlined in Sect. 3. Experiments are described in the
corresponding Sect. 4 and the conclusions with respect to the obtained results
are given in Sect. 5.

c© Springer International Publishing AG 2018
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2 Materials

The data examined in the paper had been collected from the Romanian stock
market - Bursa de Valori Bucuresti (BVB)1. Ten well-known companies enlisted
on the BVB have thus been selected for stock price forecasting. Their stock sym-
bols are BIO, BRD, BVB, EBS, EL, FP, SNP, TEL, TGN, TLV. Nine exogenous
predictors are also taken into account in the process: the number of transactions,
total number of stocks, total value of stocks, low price, average price, high price,
opening price, closing price and the Romanian Leu-EUR exchange rate. Their
values were recorded daily (obviously excluding the weekends) for 11 months of
year 2016, specifically from January 4th until December 5th. The chosen indica-
tors with their range of values are given in Table 1.

Table 1. Predictors and value ranges for the BVB stock price data set.

Variable Range

Number of transactions [1, 1946]

Total number of stocks [1, 158015692]

Total value of stocks [26.2, 36720940.64]

Low price [0.214, 307]

Average price [0.217, 308]

High price [0.22, 310]

Opening price [0.2155, 309]

Closing price [0.2155, 310]

Romanian Leu-EUR exchange rate [4.4444, 4.5396]

Following the argument of [1], the dependent variable is taken to be the daily
return (denoted by DR in (1)) that shows the direction (increase, maintenance
or decrease) of the stock closing price (denoted by CP ) at time t.

DRt =
CPt − CPt−1

CPt−1
(1)

It is its logarithmic formulation (2) that is further specifically considered, as
it has normal distribution [1].

yt = ln(1 + DRt) (2)

3 ARIMA Model with GA-Selected Regressors for Stock
Price Forecasting

The nine exogenous variables together with five lags of the dependent variable are
considered in the time series forecasting. An ARIMA model with regressors [10]
1 www.bvb.ro.

www.bvb.ro
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is constructed on their base. Subsequent feature selection is performed by a GA
[4] to determine the most influential predictors on the forecast.

3.1 ARIMA Model for Stock Price Prediction

ARIMA forecasting models can be interpreted in a regression-like fashion, as the
output is the expression of its weighted last p values (lags) and of the weighted
q prediction error values (lags of errors) (3) [10].

ŷt = μ + φ1yt−1 + ... + φpyt−p − θ1et−1 − ... − θqet−q, (3)

where μ is the constant, φk and θk are the AR and MA coefficients at lag k,
and yt−k and et−k = yt−k− ŷt−k the values of the dependent variable and of the
forecast error at lag k, respectively.

If exogenous variables are also available, the additional regressors can be also
integrated into the equation, which is now reformulated into (4) [10].

ŷt − φ1yt−1 − ... − φpyt−p = μ − θ1et−1 − ... − θqet−q+

+ β1(x1
t − φ1x

1
t−1 − ... − φpx

1
t−p) + ... + βn(xn

t − φ1x
n
t−1 − ... − φpx

n
t−p), (4)

where n is the number of exogenous variables, βi is every constant and xi
t−k

is indicator i at lag k.

3.2 Genetic Algorithm for Variable Selection

Evolutionary algorithms (EA) have been used before for optimization within
time series forecasting in several directions. Parametrization of the ARIMA
model was achieved by means of evolution strategies in [17]. The AR and MA
coefficients were evolved in [3]. An evolutionary selection of time lags in a fuzzy
inference system was performed in [9]. A population of evolutionary polynomials
to match a past concordant pattern with the current behaviour was appointed
by [8]. Evolutionary strategies and particle swarm optimization solved the fore-
casting formulation in [15], in opposition to the gradient alternative.

The GA used in the present paper does not interfere with the ARIMA model,
instead it aims at selecting the most important regressors with respect to a
smaller error on the forecast. The approach is then typical of the traditional EA
employment in feature selection for machine learning [13,14,18]. The length of
an individual corresponds to the number of regressors. The encoding is binary,
where a value of 1 signifies that the corresponding indicator is taken into account
and a value of 0 denotes that the attribute is being skipped. The fitness evalu-
ation is quantified by the prediction error of the ARIMA model encompassing
the variables selected by the measured individual. The GA common one-point
recombination and bit-flip mutation induce variation into the population.

4 Experimental Results

The current section is organized according to the recommendations in [2], which
assumes the creation of several subsections that encourage the provision of the
details needed to understand and also replicate the experiments.
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4.1 Pre-experimental Planning

The GA is considered for finding an optimal subset of regressors for the ARIMA
model and for improving the forecasting accuracy. While initially it was decided
to use solely the root mean squared error (RMSE) to measure the fitness of
the GA individuals, it was noticed that, when having changed the manner
of evaluation, the resulted chosen regressors did not always remain the same.
A different modeling of the fitness landscape helps through a better exploration
of the search space and improves the problem solving performance [11]. In this
sense, it was decided to use two versions of GAs with respect to their fitness
function: one that uses RMSE and one that computes the mean absolute error
(MAE). During pre-experimentation, it was observed that indeed some indica-
tors were validated by both fitness measures, while others were revealed as being
of high importance as well for different stock symbols.

4.2 Task

The aim is to forecast the daily return for each company. Moreover, by employing
the GA for selecting which regressors to be used, another equally important task
is to determine what are the decisive indicators for every company.

4.3 Experimental Setup

The total number of records for each company is 225. The first 70% are consid-
ered in the training set, while the rest represent the test part.

As mentioned in Subsect. 3.1, beside the 9 exogenous indicators, there are
5 lag attributes obtained from the daily return. This conducts to 14 indicators
in total, so the GA encoding will have 14 binary genes, each corresponding
to taking or not (1 or 0) into account the regressor for building the model.
A population size of 50 individuals is considered, the mutation probability is
taken as 0.3 and the iterative process stops after 50 steps. Each GA run is
repeated 30 times in order to have statistical significance for the results.

The training set is used for building the ARIMA model. The genes from
the GA individual that are equal to 1 decide the representative predictors that
are engaged in constructing the model. Next, for each involved predictor, future
values are estimated for the period of time corresponding to the dates from the
test set and these are used in the subsequent forecasting process. The ARIMA
models are found using the automatic model detection available in the R software
platform. Subsequently, the two options used for measuring the errors, RMSE
and MAE, are each considered in turn as fitness of the GA.

The RSME represents the sample standard deviation of the discrepancies
between the predicted outputs and the actual ones on the test set [7] and is
described in Eq. (5), with ŷ and y being the forecasted and the known value for
the outcome, respectively. The MAE also measures how close are the estimated
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values to the actual observations using (6) with the used symbols having the
same meaning as those in the previous equation.

RSME(ŷ) =

√
√
√
√

1
n

n∑

i=1

(ŷi − yi)2 (5)

MAE(ŷ) =
1
n

n∑

i=1

| ŷi − yi | (6)
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Fig. 1. Pearson correlation coefficient matrix that uses the daily return for every stock
symbol.

In each of the two GA variants, the same evolutionary parameters are utilized
and the best individual from the final population is reported. There are 30
repeated runs of the GA for each of the 10 stock symbols and there are two
fitness functions considered in turn. In conclusion, the entire experimental setup
contains 20 different runs of the GA (2 different fitness evaluations and 10 stock
symbols) and every one of them is repeated 30 times, which leads to a total
of 600 GA runs. The entire code lying at the base of the current research is
implemented in R, i.e. ARIMA time series forecasting [5,6], and the GA [16].

4.4 Results and Visualization

Figure 1 illustrates the Pearson correlation between the ŷt values for each pair
of stock symbols. Table 2 shows the RMSE and MAE results for the outcomes
forecasted by ARIMA when using the best predictor combinations of the GA.



122 R. Stoean et al.

Table 2. RMSE and MAE obtained from the ARIMA model with the best GA predic-
tor solution after 30 repeated runs. The standard deviation for the ŷt variable on the
test set is also added along with the interval of this dependant variable on the entire
data set.

Stock symbol RSME MAE StDev ŷt test set ŷt interval

BVB 9.27E−03 7.37E−03 9.27e−03 [−0.034, 0.056]

BIO 1.06E−02 8.02E−03 1.07e−02 [−0.088, 0.070]

BRD 1.07E−02 8.25E−03 1.079e−02 [−0.072, 0.052]

EBS 1.44E−02 1.05E−02 1.46e−02 [−0.107, 0.112]

EL 6.80E−03 4.67E−03 6.80e−03 [−0.053, 0.048]

FP 5.08E−03 3.44E−03 5.16e−03 [−0.040, 0.043]

SNP 1.22E−02 9.34E−03 1.22e−02 [−0.081, 0.058]

TEL 5.78E−03 4.08E−03 5.79e−03 [−0.073, 0.059]

TGN 8.38E−03 6.20E−03 8.56e−03 [−0.093, 0.045]

TLV 9.23E−03 7.28E−03 9.34e−03 [−0.301, 0.058]

Figure 2 considers each predictor in turn and shows what is its contribution
for the daily return prediction of each stock symbol when using the RMSE as the
GA fitness function. Lastly, Fig. 3 brings together the solutions as discovered by
each of the two fitness options in turn and the common attributes are highlighted.

4.5 Discussion

Figure 1 shows that there are no strong correlations between the daily returns of
the considered stock symbols. SNP is the least correlated with the others, BRD
appears to be the one that has the highest correlation degree. The general lack
of correlation represented an important factor that triggered the search for the
specific indicators that affect the results for each company in turn.

Usually small values for RMSE and MAE represent good results. However, in
order to reduce the overappreciation of the results in Table 2, a column with the
interval of the daily return outputs is included, as the computed error is related
to the length of these intervals. Nevertheless, the estimated white noise standard
deviation (i.e. RMSE) represents a lower bound of the standard deviation of the
forecast error [10] and, in order to consider the prediction acceptable, it should
be less than or equal to the standard deviation of the dependant variable in
the test data. In this respect the standard deviation is computed for each stock
symbol in turn and included in the same Table 2. The obtained RSME obeys
the inequality in all situations. In order to further validate the results, a linear
model without regressors is fit to the time series and the obtained results were
slightly worse than the ones in Table 2 both as regards RSME and MAE.

Figure 2 is generated from the results of the GA with RMSE as fitness. Each
of the 14 indicators is taken in turn. The number of times in which the GA chro-
mosome gene that corresponds to a regressor is found within the best candidate
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Fig. 2. Attributes involved in the daily return forecasting for each company in turn.
The results are obtained after 30 repeated runs of the GA using RMSE for measuring
the prediction error.

solution from the final population out of the 30 repeated runs is illustrated in the
plots. While some indicators prove to be crucial for the forecasting of the daily
return of certain stock symbols, like the number of transactions and lag.1 for
TLV, or the high price and lag.5 for SNP etc., certain regressors prove to have a
relatively low effect on the outcome forecast for any of the involved companies.
Examples for the latter case are represented by the opening and low prices. In
order to find the most important indicators with respect to their involvement in
the overall prediction of the daily return, the number of times each attribute is
chosen for all the stock symbols was summed up. Additionally, for each indica-
tor, the number of companies for which it was involved at least once was also
counted. The top 5 indicators were found to be the same in both cases, although
not in the same order (meaning that those that had high values for certain stock
symbols were also chosen as predictors for many companies): lag.5, high price,
lag.3, lag.1 and the leu-EUR exchange rate. From the viewpoint of a stock mar-
ket expert, the value of the stocks highly depends on the exchange rate. This
happens because the most active entities on the Romanian stock market are
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Fig. 3. The combination of indicators that are the most often associated in the best
solutions determined in the 30 repeated runs of the GA with RMSE as fitness on
the left plot and with MAE on the right, respectively. The number of times each such
association occurs out of the 30 runs is outlined for each company in turn. Additionally,
on the right plot, the attributes that are chosen for both types of fitness evaluation are
highlighted as common.

the external funds with speculative capital. As the daily values of the exchange
rates are relatively small, the market entrance of the external speculative capital
conducts to the decrease of the value of the EUR with respect to the Romanian
leu, because the latter are bought and invested into the market and the stock
values increase. On the contrary, when the stock injected capital is redrawn, the
sales affect the decrease of the stock values and the EUR appreciation over leu
goes up because the sums obtained in local currency are converted into EUR. In
short, the stock value increases with the appreciation of the leu and decreases
when the leu depreciates.

Figure 3 puts side by side the results obtained by the GA with both types of
fitness, RMSE on the left and MAE on the right. The plots illustrate for each
stock symbol in turn the combination of predictors that was most often met. Both
plots contain information about the number of times each such combination of
attributes was achieved by the GA out of the maximum possible 30. The number
of times varies from one stock symbol to another from a minimum number of
5 repeated configurations up to 30. It is important to notice that the number
of selected predictors for every stock symbol in turn is not high, of only up to
5–6, while the maximum possibility would have been to take all attributes into
consideration, that is 14.

For some companies, there are attributes that prove to be determinant, as
they are very often chosen by the GA for the daily return forecasting. For
instance, for EL and SNP there are 30 times (out of the total 30) when a certain
combination of (rather limited) indicators were repeatedly found by the GA, at
least in the RSME case. For EL the same single lag.3 indicator is found in all
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cases as being the only decisive regressor, while for SNP the high price proved
to be the common and most important attribute in both GA versions.

A small number of repeated configurations in Fig. 3 signifies that there is a
larger variety of attribute combinations that reach a good solution. A different
successful configuration than that plotted in Fig. 3 for the same stock symbol
can also contain a subset of the illustrated attributes. In order to clarify the
information, the left plot from Fig. 3 should be analyzed in conjunction with
Fig. 2, as the information in the former is included in the latter.

The right plot from Fig. 3 outlines the attributes that are validated as more
important (with highlighted border) for each company daily return. The valida-
tion comes from the second considered type of fitness evaluation, allowing thus
the GA to explore a slightly different fitness landscape. As noticed, although not
all sets of attributes are similarly found, a relatively high number of them are
common.

5 Conclusions and Future Work

A data set containing information about the number of transactions, total num-
ber of stocks, low, high, average, opening and closing prices of ten stock symbols
is collected for 11 months. The Romanian Leu-EUR exchange rate is also added
to the collected data as another exogenous attribute. In addition to these, the
daily return is computed for each day and every company in turn and up to 5
lags are considered. Next, a GA is employed to find the successful combination
of predictors that can be integrated in an ARIMA model that would forecast
the daily return. The best candidate solutions do not only provide an accept-
able forecasting, but especially reveal important information on the factors that
matter most in forecasting the daily return of each company.

The future research envisages the gathering of further data and also the inves-
tigation of other time series (possibly non-linear) models. Such models proved
efficient before for U.S. stocks [12] and are expected to reveal valuable insights
for the currently studied time series.

References

1. Arratia, A.: Computational finance. In: An Introductory Course with R, Atlantis
Studies in Computational Finance and Financial Engineering, vol. 1 (2014)

2. Bartz-Beielstein, T., Preuss, M.: The Future of Experimental Research, pp. 17–49.
Springer, Heidelberg (2010)

3. Cortez, P., Rocha, M., Neves, J.: Genetic and Evolutionary Algorithms for Time
Series Forecasting, pp. 393–402. Springer, Heidelberg (2001)

4. Eiben, A., Smith, J.: Introduction to Evolutionary Computing. Springer,
Heidelberg (2003)

5. Hyndman, R., Athanasopoulos, G.: Forecasting: Principles and Practice. OTexts,
Melbourne (2013). https://www.otexts.org/fpp. Accessed Jan 2017

6. Hyndman, R.J., Khandakar, Y.: Automatic time series forecasting: the forecast
package for R. J. Stat. Softw. 26(3), 1–22 (2008)

https://www.otexts.org/fpp


126 R. Stoean et al.

7. Hyndman, R.J., Koehler, A.B.: Another look at measures of forecast accuracy. Int.
J. Forecast. 22(4), 679–688 (2006)

8. Khadka, M.S., George, K.M., Park, N., Kim, J.B.: Application of Intervention
Analysis on Stock Market Forecasting, pp. 891–899. Springer, Heidelberg (2012)

9. Lukoseviciute, K., Ragulskis, M.: Evolutionary algorithms for the selection of time
lags for time series forecasting by fuzzy inference systems. Neurocomputing 73(10–
12), 2077–2088 (2010)

10. Nau, R.: Statistical forecasting: notes on regression and time series analysis.
https://people.duke.edu/∼rnau/411home.htm, Accessed Jan 2017

11. Popovici, E., De Jong, K.: Understanding cooperative co-evolutionary dynamics
via simple fitness landscapes. In: Proceedings of the 7th Annual Conference on
Genetic and Evolutionary Computation. pp. 507–514. ACM, NY (2005)

12. Qi, M.: Nonlinear predictability of stock returns using financial and economic vari-
ables. J. Bus. Econ. Stat. 17(4), 419–429 (1999)

13. Stoean, C.: In search of the optimal set of indicators when classifying histopatho-
logical images. In: 2016 18th International Symposium on Symbolic and Numeric
Algorithms for Scientific Computing (SYNASC), pp. 449–455, September 2016

14. Stoean, C., Stoean, R., Lupsor, M., Stefanescu, H., Badea, R.: Feature selection
for a cooperative coevolutionary classifier in liver fibrosis diagnosis. Comput. Biol.
Med. 41(4), 238–246 (2011)

15. Wang, B., Tai, N.L., Zhai, H.Q., Ye, J., Zhu, J.D., Qi, L.B.: A new ARMAX model
based on evolutionary algorithm and particle swarm optimization for short-term
load forecasting. Electr. Power Syst. Res. 78(10), 1679–1685 (2008)

16. Willighagen, E., Ballings, M.: Genalg: R Based Genetic Algorithm (2015)
17. Wurdinger, K.: Investigating an Evolutionary Strategy to Forecast Time Series.

Universiteit Leiden Opleiding Informatica (2009)
18. Xue, B., Zhang, M., Browne, W.N., Yao, X.: A survey on evolutionary computation

approaches to feature selection. IEEE Trans. Evol. Comput. 20(4), 606–626 (2016)

https://people.duke.edu/~rnau/411home.htm


Fuzzy ARTMAP with Binary Relevance
for Multi-label Classification

Lik Xun Yuan1, Shing Chiang Tan1(&), Pey Yun Goh1,
Chee Peng Lim2, and Junzo Watada3

1 Faculty of Information Science and Technology,
Multimedia University, Cyberjaya, Malaysia

lxyuan0420@gmail.com, {sctan,pygoh}@mmu.edu.my
2 Institute for Intelligent Systems Research and Innovation,

Deakin University, Burwood, Australia
chee.lim@deakin.edu.au

3 Department of Computer and Information Sciences,
Universiti Teknologi PETRONAS, Seri Iskandar, Malaysia

junzo.watada@utp.edu.my

Abstract. In this paper, we propose a modified supervised adaptive resonance
theory neural network, namely Fuzzy ARTMAP (FAM), to undertake
multi-label data classification tasks. FAM is integrated with the binary relevance
(BR) technique to form BR-FAM. The effectiveness of BR-FAM is evaluated
using two benchmark multi-label data classification problems. Its results are
compared with those other methods in the literature. The performance of
BR-FAM is encouraging, which indicate the potential of FAM-based models for
handling multi-label data classification tasks.

Keywords: Fuzzy ARTMAP � Binary relevance � Multi-label classification

1 Introduction

Multi-label data classification is different from the traditional single-label classification
problems. In the later, each data sample is assigned to a class from a set of predefined
class labels, while in the former, each data sample could be labeled with more than one
class [1]. The usefulness of multi-label data classification has been demonstrated in
several research areas. As an example, in semantic scene classification [2], a home
picture can be annotated with at least one conceptual class such as sofa, chair and tv
monitor simultaneously. Similarly, in semantic video categorization, a violent video [3]
can be annotated as rope and bind simultaneously. Other applications include social
video [4] and music [5] classification into emotions, as well as protein function pre-
diction [6].

Recently, multi-label data classification has attracted close attention by the
machine-learning community. Conventional machine learning models can be used for
classifying data samples with a single label. To perform multi-label data classification,
these machine-learning models need to be modified, e.g. customized k-nearest neigh-
bour (kNN) [7] and support vector machine (SVM) [8, 9] models.
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In this paper, a supervised artificial neural network based on the adaptive resonance
theory (ART) is proposed to classify data samples into multiple classes. Specifically, a
fuzzy adaptive resonance theory with mapping (Fuzzy ARTMAP or simply FAM [10])
is integrated with a binary relevance [11, 12] technique to form BR-FAM. The orga-
nization of this paper is as follows. In Sect. 2, the state-of-art of multi-label data
classification methods is described. In Sect. 3, the methods for designing BR-FAM are
explained. In Sect. 4, BR-FAM is evaluated using two benchmark multi-label data sets,
with the results compared and analyzed. A summary of this research work is presented
in Sect. 5.

2 Literature Review

In general, methods for learning multi-label data samples can be divided into two
groups, namely problem transformation and algorithm adaptation [12]. The methods
of problem transformation are applied to convert multi-label data samples into at least a
set of one single-label data samples, either with or without considering label ranking
subject to relevancy of a query of interest. On the other hand, the methods of algorithm
adaptation are extension from single-label classifiers, and they classify multi-label data
samples directly.

Four popular methods of problem transformation are binary relevance (BR) [11, 12],
label power-set (LP) [12], ranking by pairwise comparison (RPC) [13], and calibrated
label ranking (CLR) [14]. BR is a data transformation technique to decompose a
multi-label data set into several single-label binary data sets. The idea of BR is described
in detail in Sect. 3.1. BR and its variant [15] have been integrated with some base
classifiers, which include decision tree [15, 16], NaiveBayes [15], k-nearest neighbor [15]
and support vector machine [15]. LP converts each unique set of labels of a data sample
into a new single label. When a new data instance is provided, the classifier assigns it to a
class label that actually indicates a set of labels. The number of transformed labels in LP
depends on the total number of class labels in a data set and also the combination of these
class labels assigned to the data samples. RPC converts a multi-label data set into binary
data sets. Each data set is based on a pair of labels, and consists of data samples of either
class label but not both. Each binary data set, RPC is assigned to a classifier for training.
Given a new instance, all classifiers in RPC make predictions. The final output is deter-
mined by ranking the votes of each class label. CLR is an extended version of RPC. It
introduces an artificial label for multi-label ranking. The artificial label is a breaking point
between relevant and irrelevant labels.

On the other hand, the learning algorithms of several single-label classification
methods have been modified to perform multi-label classification. They are, for
instance, multi-label variants of k-nearest neighbor [7], decision tree [18], support
vector machine [19] and neural network [20, 21] models.
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3 Methods

BR-FAM is an extended version of the original FAM model. It is proposed to deal with
multi-label data classification tasks. The details of BR-FAM are as follows.

3.1 Binary Relevance (BR)

BR [11, 12] is one of the popular problem transformation techniques [12] dealing with
a multi-label data set. The core idea of BR is to divide a multi-label data set into two
groups: either relevant or irrelevant to a class label of interest. BR is algorithm inde-
pendent. It transforms a multi-label data set into at least one single label data set for a
classifier to perform supervised learning.

Assume L ¼ kj : j ¼ 1; � � � ; c� �
is a set of labels in a multi-label data set; D ¼

xi; Yið Þ; i ¼ 1; � � � ;mf g is a set of original multi-label data samples, where xi denotes a
feature vector, Yi�L represents the corresponding multi labels of the i-th sample. BR
processes the original data set D into c data sets with two classes Dkj , j ¼ 1; � � � ; c
where all data samples from D having kj are labeled positively, otherwise labeled
negatively.

3.2 Fuzzy ARTMAP (FAM)

FAM [10] consists of two fuzzy ART modules that are connected through a map field,
Fab. One of these two fuzzy ART modules is the input module that processes the input
vectors, whereas another is the output module that processes the output labels. Each
fuzzy ART model contains nodes interconnected in three layers: (i) a normalization
layer, F0, that normalizes an M-dimensional input vector a or an N-dimensional output
label b through a complement-coding process [10] to a 2 M- dimensional input vector
A or 2 N-dimensional output vector B (i.e., A = (a, 1 – a) or B = (b, 1 – b)); (ii) an
input layer that receives A (or B); (iii) a recognition layer that contains a group of
prototype nodes whereby each prototype node represents a cluster of information eli-
cited from training samples. The map field is an associative memory that links the
prototype nodes from the F2 layer of the input and output fuzzy modules during
training. FAM undergoes an incremental learning process wherein new prototype
nodes can be added to F2 to store new information.

Both the input and output modules perform the same information processing
operation. After the input vector a is complement-coded to A, it is forwarded to Fa

2 ,
where a choice function [10] is utilized to compute the activation of each prototype
node with respect to A, as follows:

Tj ¼
A ^ wa

j

��� ���
aþ wa

j

��� ��� ð1Þ
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where a is the choice parameter, which is set to a small positive value close to 0 [10];
wa
j denotes the connection weight of the j-th prototype node; ^ represents the fuzzy

AND operator that performs element-wise minimum of two vectors. The prototype
node with the highest activation, namely node J, is identified as the winning node.
A vigilance test is applied to compute the similarity between wa

J and A against a
vigilance parameter [10] qa 2 [0, 1].

A ^ wa
J

�� ��
Aj j � qa ð2Þ

If the vigilance test is not passed, a new cycle of search for the next winning
prototype node is undergone. This search process for a new winning prototype node is
only terminated once the winning node succeeds to pass in the vigilance test. Never-
theless, when none of the existing prototype nodes can satisfy the vigilance test, a new
prototype node is introduced in Fa

2 to encode A.
After each fuzzy ART module has identified a winning node, a map-field vigilance

test [10] is executed to evaluate prediction accuracy, as follows:

yb ^ wab
J

�� ��
ybj j � qab ð3Þ

where yb denotes the output vector; wab
J represents the connection weight of the win-

ning node from Fa
2 to Fab; and qab 2 [0, 1] represents the map-field vigilance

parameter.
If the map-field vigilance test fails, it indicates an incorrect prediction of the output

class. Consequently, a match-tracking process [10] is triggered, where qa is raised
slightly higher from its baseline setting of �qa as follows:

qa ¼
A ^ wa

J

�� ��
Aj j þ d ð4Þ

where d is set as a positive value close to 0. The adjustment of qa causes the vigilance
test in the input fuzzy module to fail. As such, a new search cycle in the input fuzzy
module is initiated again with the updated qa setting. The effort for searching a winning
node is continuously made until a correct prediction of the output class is made.

When the map-field vigilance test is satisfied, a learning process ensues where wa
J is

updated [10] as follows:

waðnewÞ
J ¼ ba A ^ waðoldÞ

J

� �
þ 1� bað ÞwaðoldÞ

J ð5Þ

where ba 2 [0, 1] denotes the learning parameter of the input fuzzy module. The output
fuzzy module undergoes the same operation for pattern matching and learning as in the
input fuzzy module from Eqs. (1)–(5) by replacing a with b.
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3.3 Fuzzy ARTMAP with Binary Relevance (BR-FAM)

BR-FAM is a modified version of FAM for tackling multi-label data classification
tasks. In BR-FAM, an L-label data set D (L ¼ kj : j ¼ 1; � � � ; c� �

) is converted to
c datasets. Each Dkj contains data samples with binary classes subject to a class kj of
interest. In this case, a total of c FAM models are created. Each FAM is trained
with Dkj . The outputs are the union prediction of kj made by all FAMs.

Two performance metrics are used to measure classification performance of
BR-FAM. They are from the harmonic mean of precision and recall, namely the
F measure [22]:

F1 ¼ 2 � tp
2 � tpþ fpþ fn

ð6Þ

where tp denotes the number of true positive correctly classified; fp denotes the number
of false positive; fn denotes the number of false negative. These two performance
metrics are micro-averaged and macro-averaged versions of F1, i.e., micro F1 (Bmicro)
and macro F1 (Bmacro) [23, 24]. For clarity, consider a binary classification task of Dk,

B tpk; fpk; tnk; fnkð Þ for k ¼ 1; � � � ; c ð7Þ

where fpk; fpk; tnk; fnk are respectively the number of true positive, false positive, true
negative and false negative after classifying samples from Dk, then

Bmicro ¼ B
Xc
k¼1

tpk;
Xc
k¼1

fpk;
Xc
k¼1

tnk;
Xc
k¼1

fnk

 !
ð8Þ

Bmacro ¼ 1
c

Xc
k¼1

B tpk; fpk; tnk; fnkð Þ ð9Þ

4 Evaluation

4.1 Benchmark Data

Two multi-label data sets that are available from Mulan [25] are used in the experiment
to evaluate the classification performance of BR-FAM. The scene data set comprises
numerical records of 2407 images that are labeled up to 6 concepts, for example, beach,
field, and mountain. The yeast data set contains numerical records of 2417 micro-array
expressions and phylogenetic profiles that are labeled with at least one of 14 functional
categories such as metabolism, energy. Table 1 lists the statistics of both data sets in
terms of number of instances, input features, and labels.
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4.2 Experimental Setup

We refer to the experimental setup as in [23] to execute BR-FAM for ten times with
different sequences of training data samples. Upon completion of a training session
with all training samples, the classification performance of BR-FAM is evaluated with
all test data samples. Each FAM is trained using �qa ¼ 0:5 and ba ¼ bb ¼ 1 within ten
epochs. The numbers of training and test samples from the two data sets are listed in
Table 1, which follows the original quantity of data samples in the training and test sets
in [25]. The classification results of BR-FAM are averaged.

4.3 Results and Analysis

The classification performance of BR-FAM is compared with C4.5 integrated with:
(i) different problem transformation methods [23], which include BR, LP, Calibrated
Label Ranking (CLR) [14] and two efficient versions of LP (i.e., Random k-Labelsets
of a disjoint version, namely RAkELd, and Random k-Labelsets of an overlapping
version, namely RAkELo); (ii) two modified methods for multi-label data classification,
which include a multi-label version of the backpropagation algorithm for perceptrons
(BPMLL) [20] and a multi-label version of k-nearest neighbor algorithm (MLkNN) [7].
Notably, except for BR-FAM, all the aforementioned classification methods used in
this benchmark study had been trained with 66% of the samples from the entire data set
and the rest as the test samples [23]. For clarity, BR-FAM has been trained using fewer
number of data samples, i.e., approximately 50% of scene and 62% of yeast data sets.
The rationale is to compare rigorously the classification performance between
BR-FAM and those of existing multi-label classification methods.

Tables 2 and 3 present the classification results in terms of micro F1 (based on
Bmicro) and macro F1 (based on Bmacro) among BR-FAM, the four versions of
multi-label C4.5 (with BR, LP, RAkELd, and RAkELo), CLR, MLkNN, and BPMLL.
From these results, BR-FAM achieves the highest rates of micro F1 and macro F1
when classifying the scene data set. The classification performances of BR-FAM are
moderate in yeast where its micro F1 is ranked at the sixth position and its macro F1 is
the second highest among the eight classifiers. Based on these results, BR-FAM
appears to be a moderate model for multi-label data classification. However, a further
analysis of the results of BR-FAM and a group of five multi-label classifiers developed
using different problem transformation methods (i.e., CLR and the four C4.5 versions
with BR, LP, RAkELd and RAkELo) in the yeast classification task is made. BR-FAM
could achieve micro F1 (i.e., 55.15%) that is within the performance range of these five
classifiers (53.04%–61.89%). On the other hand, BR-FAM is inferior to MLkNN and
BPMLL. These two multi-label classifiers have been developed by an algorithm

Table 1. Information of two multi-label data sets

Dataset Number of instances (#Training:
#Test)

Number of input
features

Number
of labels

Scene 2407 (1211:1196) 294 6
Yeast 2417 (1500:917) 103 14
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adaptation approach achieving micro F1 within between 63% and 64%. In other words,
the performance of BR-FAM in yeast is competitive with those classifiers developed
using the same approach, i.e., the problem transformation methods.

5 Summary

In this paper, the FAM model is integrate with a binary relevant technique to handle
multi-label data classification problems. The effectiveness of BR-FAM is evaluated
using two benchmark data sets. The empirical results show that BR-FAM is compa-
rable with other multi-label classifiers, especially those developed with problem
transformation approach.

As part of future work, additional experiment will be carried out to evaluate the
classification capability of BR-FAM using additional multi-label data sets available in
different application areas. We will also develop a multi-label FAM model using the
algorithm adaptation approach.

Table 3. The results of macro F1 (standard deviation is typed in round brackets)

Classifier Classification task
Scene Yeast

BR 63.41 (0.91) 38.29 (0.59)
LP 61.04 (1.16) 37.26 (1.09)
MLkNN 72.63 (1.37) 36.34 (0.79)
RAkELd 60.90 (0.88) 38.84 (0.50)
RAkELo 70.26 (1.64) 40.66 (0.77)
CLR 64.23 (0.89) 38.52 (0.96)
BPMLL 51.29 (5.26) 42.85 (1.02)
BR-FAM 78.58 (4.35) 41.46 (0.76)

Table 2. The results of micro F1 (standard deviation is typed in round brackets)

Classifier Classification task (%)
Scene Yeast

BR 62.36 (1.01) 57.67 (1.89)
LP 60.05 (1.14) 53.04 (1.03)
MLkNN 72.29 (1.08) 63.93 (1.06)
RAkELd 59.87 (0.82) 54.26 (0.58)
RAkELo 69.58 (1.53) 61.89 (0.74)
CLR 62.82 (0.92) 61.69 (1.29)
BPMLL 48.18 (5.19) 63.11 (1.47)
BR-FAM 77.43 (3.24) 55.15 (0.69)
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Abstract. Usually it is hard to classify the situation where uncertainty of
randomness and fuzziness exists simultaneously. This paper presents a rough set
approach applying fuzzy random variable and statistical t-test to text-mine a large
data repository of experts’ diagnoses provided by a Japanese power company.
The algorithms of rough set and statistical t-test are used to distinguish whether
a subset can be classified in the object set or not. The expected-value-approach
is also applied to calculate the fuzzy value with probability into a scalar value.

Keywords: Fuzzy statistical test · Rough set · Expected-value-approach ·
Randomness and fuzziness

1 Introduction

We often have problems in classifying data under hybrid uncertainty of both randomness
and fuzziness. For example, linguistic data always have these features. However, as the
meaning of each linguistic datum can be interpreted by a fuzzy set and the variability
of the individual meaning may be understood as a random event, the fuzzy random
variable is a concept which can be applied to such a situation. In this research linguistic
data are obtained randomly as a fuzzy random variable and after the fuzzy random
variables are defined, the expected-value-approach will be applied to calculate them into
some scalar values. Finally the subset, using its expectation values of random samples,
will be distinguished whether to be classified into the object set or not by applying the
method of rough set [1] and statistical t-test.

Japan consists of the nine power companies which provide electricity to Japan
industries and living people. The companies aggregate their past diagnoses as a text
repository. This research study was passed to obtain the latent structure of experts’
diagnoses in the past.
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McGil et al. [2] overviewed fuzzy random variables, recently. The concept of fuzzy
random variables was developed by Kwakernaak [3, 4]. Puri and Ralescu [5, 6] estab‐
lished the mathematical basis of fuzzy random variables. Other authors also discussed
fuzzy random variables, related works can be found in [7] and so on. In the fields of
applying statistical test with concepts of fuzzy theory, Pei-Chun Lin et al. [8, 9] also
defined a new function, weight function, which can be used to deal with continuous
fuzzy data. Comparing with these researches, the novelty of this research is, to propose
a rough set approach to the classification field based on both fuzzy random variable and
statistical test which is few researched in the similar field.

Other researches also performed a confidence-internal-based fuzzy random regres‐
sion models to characterize the real data (Junzo Watada et al.) [10–12]. In their research,
fuzzy random variables are introduced to address regression problems in presence of
such hybrid uncertain data, serving as an integral component of regression models.

The remainder of this paper is organized as follows. We give an overview of fuzzy
random variables in Sect. 2. The expected-value-approach, which can calculate the fuzzy
random variables into scalar values, will also be explained in Sect. 2. In Sect. 3, the
statistical t-test model which is built according to the rough sets theory will be explained
including its principles and features. In Sect. 4, a data analysis process applying above
methods will be explained. Finally, we will summarize this paper in conclusions.

2 Fuzzy Random Variables

2.1 Fuzzy Variable

In this section we recall some basic concepts on fuzzy variable and fuzzy random vari‐
able which make it easier to follow further discussions on the models. Assume that
(Γ, P(Γ), Pos) is a possibility space, where P(Γ) is the power set of Γ, X is fuzzy variable
defined on (Γ, P(Γ), Pos), with membership function 𝜇

x
, and r is a real number. As a well-

known fuzzy measure, possibility measure of a fuzzy event X ≤ r is defined as:

Pos{X ≤ r} = sup
t≤r

𝜇
x
(t) (1)

Lacking the self-duality, the possibility measure is not always the optimal approach
to characterizing the fuzziness or vagueness in decision making problems. As a simple
example, we consider an event X > 3 induced by a triangular fuzzy variable X = (1, 2,
10), through possibility, we can calculate the credibility level of X > 3 is 0.875. This
fact makes decision-makers confused. To overcome the above drawback, a self-dual set
function, named credibility measure, is formed as follows:

Cr{X ≤ r} = (1 + sup
t≤r

𝜇
x
(t) − sup

t>r

𝜇
x
(t)) (2)

In the above example, we can calculate by credibility, condense of X > 3 is 0.4345,
and the credibility level of X <= 3 based on credibility is 1 – 0.4345 = 0.5655 [11].
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2.2 Fuzzy Random Variables and the Expected-Value Approach

Given some universe Γ, let Pos is a possibility measure defined on the power set P(Γ)
of Γ. Let ℜ be the set of real numbers. A function Y:Γ → ℜ is said to be a fuzzy variable
defined on Γ [12]. The possibility distribution 𝜇

Y
 of Y is defined by

𝜇
Y
(t) = Pos{Y = t}. For fuzzy variable Y with possibility distribution 𝜇

Y
, the possibility,

necessity and credibility of event {Y ≤ r} are given, as follows:

Pos{Y ≤ r} = sup
t≤r

𝜇
Y
(t),

Nec

{
Y ≤ r} = 1 − sup

t>r

𝜇
Y
(t),

Cr

{
Y ≤ r} =

1
2
(1 + sup

t≤r

𝜇
Y
(t) − sup

t>r

𝜇
Y
(t)).

(3)

It should be noted that the credibility measure is an average of the possibility and
the necessity measure, i.e. Cr{⋅} = (Pos{⋅} + Nec{⋅})∕2, and it is a self-dual set function
for any set in P(Γ). The motivation behind the introduction of the credibility measure is
to develop a certain measure which is a sound aggregate of the two extreme cases such
as the possibility (expressing a level of overlap and being highly optimistic in this sense)
and necessity. Based on credibility measure, the expected value of a fuzzy variable is
presented as follows.

Definition 1 [13]: Let Y be a fuzzy variable. The expected value of Y is defined as:

E[Y] = ∫
∞

0
Cr{Y ≥ r}dr − ∫

0

−∞

Cr{Y ≤ r}dr (4)

provided that the two integrals are finite.

Example 1: Assume that Y = (c, al, ar) T is a triangular fuzzy variable whose possibility
distribution is

𝜇
Y
(x) =

⎧⎪⎪⎨⎪⎪⎩

x − al

c − al
, al ≤ x ≤ c

ar − x

ar − c
.c ≤ x ≤ ar

0, otherwise.

Making use of (2), we determine the expected value of Y to be

E[Y] =
al + 2c + ar

4
. (5)
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Next the definitions of fuzzy random variable and its expected value and variance
operators will be explained. For more theoretical results on fuzzy random variables, one
may refer to Gil et al. [1], Liu and Liu [14], and Wang and Watada [#10&8], [15].

Definition 2 [13]: Suppose that (Ω,Σ, Pr) is a probability space, F
v
 is a collection of

fuzzy variables defined a possibility space (Γ, P(T), Pos). A fuzzy random variable is a
mapping X: Ω → F

v
 such that for any Borel subset B of ℜ, Pos{X(𝜔)∈B} is a measurable

function of 𝜔.
Let X be fuzzy random variable on Ω. From the above definition, we can know for

each 𝜔∈ 𝛺, X(𝜔) is a fuzzy variable. Furthermore, a fuzzy random variable X is said to
be positive if for almost every 𝜔, fuzzy variable X(𝜔) is positive almost surely.

Definition 3 [14]: Let X be fuzzy random variable defined on a probability space
(Ω,Σ, Pr). The expected value of X is defined as:

E[𝜉] = ∫
𝛺

⎡⎢⎢⎣
∞

∫
0

Cr{𝜉(𝜔) ≥ r}dr −

0

∫
−∞

Cr{𝜉(𝜔) ≤ r}dr

⎤⎥⎥⎦
Pr(d𝜔). (6)

3 T-Testing Processing

3.1 Overview of the Student’s T-Test

The t-statistic was introduced in 1908 by William Sealy Gosset, a chemist working for
the Guinness brewery in Dublin, Ireland. The t-test is the most commonly used method
to evaluate the differences in means between two groups. The groups can be independent
(e.g., blood pressure of patients who were given a drug vs. a control group who received
a placebo) or dependent (e.g., blood pressure of patients “before” vs. “after” they
received a drug, see below). Theoretically, the t-test can be used even if the sample sizes
are very small (e.g., as small as 10; some researchers claim that even smaller n’s are
possible), as long as the variables are approximately normally distributed and the varia‐
tion of scores in the two groups is not reliably different.

3.2 T-Test Procedure

After we obtained the expected value of the fuzzy random variables through the math‐
ematical approach, a new algorithm applying statistical t-test is designed to identify the
inclusion efficiency of the upper approximation in rough set theory.

Suppose 30 subsets are included in the collectivity set and each subset has 50 sample
values. A discrimination ratio for the collectivity set also exists which means when the
classification result of each subset is larger than the discrimination ratio, the subset will
be included into the object set. The statistical t-test is applied to verify the result of each
subset in order to make out whether the result of samples accords with the result of the
whole subset.

In this study, one-side testing is applied and the testing equation is shown as follows:
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T =
x̄ − 𝜇0

S∗
n√
n

where x̄ is the average of each subset. 𝜇0 is the threshold set for each subset. S∗
n
 is the

modified sample variance of each subset, and n is the number of the subset values. The
significance level used in this study is 5%.

The sequence of the test is shown as follows:

1. Calculate the modified sample variance and the value T.

2. Comparing the value T and t
1−

n

2
(n − 1)

3. If the value T < t
1−
𝛼

2
(n − 1), then accept the result of sampling.

4. If the value T > = t
1−
𝛼

2
(n − 1), then reject the result of sampling.

According to Pei-Chun Lin et al. [8], we can calculate the test based on Kolmogorov-
Smirnov two sample test with continuous data. But in this case, we approximately apply
the fuzzy mean and fuzzy numbers to the above t-test based on t distribution.

4 Data Analysis Process

4.1 Data Description

The data studied in this paper came from a certain electrical power companies in Japan.
Totally 2416 samples were given and each sample has 12 attributes and one expenses
value which can be regarded as the decision attribute. The examples of attributes are
shown in Figs. 1 and 2.

Attribute 1: The value of the electronic circuit voltage of the power system
Attribute 2: The kind of the transformer of the power system
Attribute 3: The maker of the transformer of the power system.
Attribute 9: The detail of the operations conducted on the power system.

Fig. 1. Contents of attributes

A1=110: The value of the electronic circuit voltage of the power system is 110 KV.
A1=220: The value of the electronic circuit voltage of the power system is 220 KV.
A3=3: The maker of the transformer of the power system is company C.

A9=1: The detail of the operations conducted on the power system is “gas check.”

Fig. 2. Examples of attributes
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These data have to be referred to as raw data because some Japanese structure
appeared to be confusing. In order to get meaningful analyzed result from the raw data,
pre-processing analysis must be performed. Also when the data appears to contain
fuzziness and randomness, we will format it into a scalar value by applying the functions
below explained in Sect. 4. After pre-processing of the raw data, the attributes of each
sample (power system) are defined. According to these coordinated data, the analysis
result is conducted by using Eqs. (5) and (6).

4.2 Data Analysis Result

The rough set analysis is applied in this research. After improving the above coordinated
data into the rough set model, the diversified results of analysis are conducted (Table 1).

Table 1. The result of approximation

Class Object number Lower approximation Upper approximation Accuracy
1 649 632 658 0.8929
2 1248 1186 1327 0.8059
3 519 475 586 0.6883

Quality of classification 0.8893

Table 2. The result of core

Core Quality of classification
For all condition attributes 0.8893
For condition attributes in core 0.8356
Attributes in core CoreA3, CoreA4, CoreA7, CoreA9, CoreA10

Table 3. The result of reduction

Number Reduction Length
1 A1, A3, A4, A6, A7, A9, A12, A13 8
2 A1, A2, A3, A4, A6, A7, A8, A10 8
3 A1, A2, A3, A4, A8, A9, A10, A11, A12, A13 10
4 A1, A2, A3, A4, A8, A10, A11, A12 8
5 A1, A2, A3, A6, A7, A9, A11, A12, A13 9
6 A1, A3, A4, A6, A9, A11, A12, A13 8
7 A1, A2, A3, A4, A6, A7, A9, A10 8
8 A1, A3, A4, A5, A6, A7, A8, A9, A10 9
9 A1, A3, A4, A6, A7, A8, A12 7

10 A1, A3, A4, A6, A7, A9, A12 7
11 A1, A3, A4, A6, A9, A11, A12 7
12 A1, A3, A4, A6, A8, A11, A12 7
13 A1, A2, A3, A6, A7, A8, A11, A12 8
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Table 4. Examples of meaningful rules

Rule Rule content Rule accuracy
Rule1 (A7 = 4)&(A10 = 1)&(A11 = 1966) → (Dec = 1) 62.5%
Rule2 (A5 = 1965)&(A9 = 8) → (Dec = 1) 73.75%
Rule7 (A3 = 6000)&(A7 = 2)&(A9 = 9)&(A10 = 1) → (Dec = 3) 60.00%
Rule218 (A5 = 1956)&(A7 = 2) → (Dec = 3) 52.00%

(1) Approximations

From the above result we can get to know over half (1248) of the samples (the
expenses of power system) have been classified into class 2, that means over half of the
operation expenses are controlled from 0.002 million yen to 0.01 million yen as shown
in Table 5. And both the lower and upper approximations of Decision Class 2 are more
than the ones of others.

Table 5. Explanations about some meaningful rules

Rule Rule explanation
Rule1 If the method of protecting the power system from degradation is “the method of

diaphragm”, the kind of the power system is “present”, and the power system is
produced in 1966, then the expenses of operation of this power system is more
than 0.01 million yen

Rule2 If the power system is produced in 1965, and the operation conducted is”exterior
check”, then the expenses of operation of this power system is more than 0.01
million yen

Rule7 If the standard capacity of the power system is “6000KVA”, the method of
protecting the power system from degradation is “the method of aluminum”, the
detail of the operation conducted is “repair operation” and the kind of the power
system is “child”, then the expenses of operation of this power system is less than
0.002 million yen

Rule218 If the power system is produced in 1956 and the method of protecting the power
system from degradation is “the method of aluminum”, then the expenses of
operation of this power system is less than 0.002 million yen

According to this approximation result we can conclude that over half of the oper‐
ation expenses are controlled from 0.002 million yen to 0.01 million yen as mentioned
above. Besides, when any other unknown operation is taken, its expense is also most
likely to be inferred from 0.002 million yen to 0.01 million yen.

Besides, the above analysis result is also believable because the accuracies of the
three approximation results (0.8929, 0.8059, and 0.6883) are all more than 50%.

(2) Core

Next step of the analysis is to generate core of attributes in order to find out the most
meaningful feature appeared in the power systems. The result is shown in Table 2.
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As we can see from the above result, attributes A3, A4, A7, A9 and A10 belong to
the core of attributes. That means, in deciding the operation expenses of a power system,
the attribute A3 (The maker of the transformer of the power system), attribute A4 (The
standard capacity of the transformer of the power system), attribute A7 (The method to
protect the power system from degradation), attribute A9 (The detail of the operation
conducted on the power system) and A10 (The kind of the operation conducted on the
power system.) are important.

(3) Reduction

The concept of Reductions in Rough set helps us to find out the most discriminable
attributes of all features (Table 3).

From the above result we can find there are total 13 reductions at all. By using each
group of the reduction we can easily distinguish all the 2416 samples.

(4) Rule generation

One of the most important elements of Rough set data analysis is rule generation.
Totally 318 rules including 258 exact rules and 60 approximate rules are extracted by
applying the rule generation method of rough set analysis. From the rules we can know
the composition of the operation expenses. Some meaningful rules and their explana‐
tions are shown below (Table 4).

From the analysis result we can conclude that the Rough set approach with statistical
test to dealing with data with randomness and fuzziness is particularly useful when the
data are not convenient for traditional, ordinary statistical methods. The result obtained
by the Rough set approach is easy to understand by the analyst and allow to building
the justification or explanation for derived data analysis conclusions. In this case if an
operation conducted on the power system has one or more of twelve attributes described
above, the detail expenses of the operation can be soon inferred.

5 Conclusions

This research aims to solve the problem of classification when the object contains vague‐
ness, randomness and fuzziness. At first, we proposed a rough set approach because rough
set deals well with the vagueness. Secondly we apply the concepts of fuzzy random vari‐
able as well as the method of expected-value-approach to handle the problem of random‐
ness and fuzziness. In data analysis process we demonstrate one situation briefly. Suppose
that we want to clarify the difference between the meaning of some word. In this case we
have to distinguish the fuzziness included in the word from the fluctuation caused by indi‐
viduality, and then the approach of fuzzy random variable is adopted. After we obtained
the expected value of fuzzy random variables through the above method, the algorithm of
statistical t-test is adopted to reach the goal of classification.

In the data process section, we analyzed 2416 data and obtained 318 rules finally.
From these rules we can infer the total expenses from each operation conducted on the
power systems. Further studies are expected for improving the accuracy of the data
analysis process.
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Abstract. The Dermatology Clinic at the Clinical Center of Vojvodina, Novi
Sad, Serbia, has actively collected data regarding patients’ treatment, health
insurance and examinations. These data were stored in documents in the comma-
separated values (CSV) format. Since many fields in these documents were
presented as free form text or allow null values, there are many data records that
are inconsistent with the real-world system. Currently, there is a large need for
an analytic system that can analyze these data and find relevant patterns. Since
such an analytic system would require clean and accurate data, there is a need to
assess data quality. Therefore, a data quality system should be designed and built
with a goal of identifying inaccurate records so that they can be aligned with the
real-world state. In our approach to data quality assessment, the domain knowl‐
edge about data is used to define rules which are then used to evaluate the quality
of the data. In this paper, we present the architecture of a data quality system that
is used to define and apply these rules. The rules are first defined by a domain
expert and then applied to data in order to determine the number of records that
do not match the defined rules and identify the exact anomalies in the given
records. Also, we present a case study in which we applied this data quality system
to the data collected by the Dermatology Clinic.

Keywords: Dermatology · Data quality assessment · Domain knowledge
application

1 Introduction

Collection and analysis of multi-year data are important activities in many large systems.
Finding relevant patterns, analyzing trends and building good predictive models are the
key elements of good decision making. In medicine, analytic systems are very important
in identifying key indications in disease diagnosis [1] and the right prevention is essential
both financially and in terms of patient health. There are many examples of advanced
analysis of medical data and extraction of meaningful information, such as using neural
networks in diagnosis [2], using big data analysis to find business value in health care
[3], and using data mining in the treatment of heart diseases [4].
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To get maximum benefits from using an analytic system, the analyzed data must be
correct and trustful. Therefore, each anomaly in data records needs to be detected and
fixed before any analysis is performed. There must be a well-defined process that aims
to evaluate data and measure their quality by using the provided metrics. Failing to
define such a process may result in poor and inaccurate results, which can lead to making
bad and, in the medical domain, potentially dangerous conclusions.

Data quality assessment generally includes evaluation of data quality based on some
predefined metrics. By using a generic model of data quality assessment that relies on
well-defined objective and subjective metrics based on questionnaires [5], we can
perform unbiased data quality assessment. However, in an analysis of data gathered from
the Dermatology Clinic at the Clinical Center of Vojvodina (CCV), Novi Sad, Serbia,
a more specific model of data quality assessment is required. For this purpose, we focus
more on the domain experts’ view of data because the domain experts will be interpreting
the results of the analytic system that will be built for these data. Thus, this kind of data
quality assessment gives emphasis to the domain experts’ interpretation of data rather
than a general one.

Our main goal is to construct a data quality system that will allow domain experts
to easily present their knowledge about the data by offering them a wide range of easily
understandable concepts for defining rules. After applying the defined rules to the
provided data records, our system will generate the results of data quality assessment in
the form of a report. Domain experts can then use the results from the report to conclude
which data records are inconsistent with the defined rules. After that, domain experts
should be able to investigate the causes of the discovered inconsistencies and suggest
the preferable data values.

The system presented in this paper relies on the domain knowledge about the data.
Since the Dermatology Clinic is the holder of data, we presume that the experts at the
clinic may offer the most relevant interpretation of data. By letting these experts present
their view about data as a set of rules, we can easily analyze how much inconsistency
there is and which concrete rules trigger negative results for the analyzed data records.
In this way, we can determine exact differences between the real world and the data
gathered by the Dermatology Clinic. Our hope is that we can get better results by using
domain specific metrics that are rule based rather than the generic metrics, which are
predefined for any case study, as presented in [5].

Besides Introduction and Conclusion, this paper has four more sections. In Sect. 2,
we describe various approaches to data quality assessment, with emphasis on data
quality assessment in medicine. In Sect. 3, we describe data gathered from the Derma‐
tology Clinic at CCV. In Sect. 4, we present the architecture of the system that we used
to assess data quality. In Sect. 5, we present a case study in which we applied our data
quality system to the data gathered by the Dermatology Clinic. In this case study, domain
experts defined a set of rules, which were applied to the provided data. Also, we present
results of the report generated by our data quality system and the domain experts’
conclusions.
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2 Related Work

In this section, we first describe various approaches in data quality assessment. After‐
wards, we present examples of data quality assessment in medicine.

2.1 Data Quality Assessment Approaches

In [6], there is a comparison between many different data quality methodologies that
can be applied in various types of information systems. All those methodologies have
a goal to define a set of objective metrics and activities in data quality assessment for
the given type of information system. For example, in [7], a system for managing data
quality for cooperative information systems is presented. In [8], an example of a
modeling data quality process for multi-input and multi-output information system is
presented. There are cases where data quality is treated as product quality and product
quality procedures are applied [9]. There are also methodologies that are based on ques‐
tionnaires to gather data on the status of the organizational information quality [10]. In
[11, 12], there are procedures on how to manage data quality in big data and large multi-
organization systems, which are very popular nowadays. As discussed in [13], there are
also approaches where organizational structure is taken into account. All these
approaches are using predefined metrics which are easy to apply and interpret, but give
more generic results. In our approach, we emphasize domain experts’ knowledge in
order to get in-depth results of data quality assessment.

Besides defining metrics and processes for data quality assessment, there are
approaches in which data mining techniques are used to accomplish the same task. As
presented in [14, 15], association rules can be used to find data anomalies based on very
high or very low values of confidence. This rule-based approach gives some hidden
insights about the data that might not be obvious, but there is also possibility not to
emphasize other very important conclusions about the data. On the other hand, our
approach gives a wider set of concepts to define different rules, rather than just using
association rules. Also, we are more focused on important aspects of data quality assess‐
ment from the domain experts’ viewpoint, rather than finding hidden knowledge in data.

During our research, within the available literature, we did not find any approaches
that are based directly on the domain knowledge from persons who will interpret data
after the data are cleaned and transformed.

2.2 Data Quality in Medicine

There are also research studies concerning data quality assessment in the field of medi‐
cine. In [16], there is a description of a framework that enables clinical institutions to
plan and control the data quality assessment process based on dimensions that were
predefined for the clinical domain. In [17], there is a discussion of problems in data
quality assessment that are related to integration of various sources in a single warehouse
when different naming conventions are used, e.g., for gender and race. The proposed
solutions are the standardization of the values and strict database constraints. In [18], a
complete process of data quality assessment is proposed with defined metrics that were
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proven in practice. Even though these approaches are used in medicine, they are more
focused on defining various metrics for this field rather than applying domain knowledge
in data quality assessment.

3 Data Sources

In this section, we describe the data collected at the Dermatology Clinic at CCV. The
data were gathered during the period from 2010 to 2015. Those data contain information
about patients treated at the Dermatology Clinic and they were pulled from the CCV
information system. The data are split into several comma-separated values (CSV)
documents, based on database tables. More details about these tables are presented in
the following subsections.

3.1 Outpatients and Hospital Treated Patients

There are two documents describing the patient’s relationship with the clinic. The first
document contains data about patients treated at the outpatient department of the clinic,
i.e., patients who are not treated at the hospital and are present at the clinic only for the
examination. The second document contains data about inpatient treatment. The docu‐
ment that contains data about the outpatient treated patients has 60516 data records and
the document that contains data about hospital treated patients has 4507 data records.
Both documents have the same data structure. There are 51 attributes, including the
examination time, patient’s health insurance, basic patient information and information
about the doctor performing the examination. Based on the fields from these two docu‐
ments, the domain experts have defined a set of rules that we used in the data quality
assessment case study, described in Sect. 5.

3.2 Examination Reports

There are 14960 examination reports for the given period of time. Each examination
report contains data about the patient, doctor, and examination time, as well as a text
report, which is created as an unstructured text description. These documents were not
used in the presented case study, due to simplicity and ease of its interpretation.

3.3 Medicines and Supplies

This document contains data about medicines and supplies that were prescribed to
patients or used during treatment. There are 344676 data records. The attributes from
this document describe the medicine or supply, date, patient and quantity. This document
was not used in the presented case study, for the same reason as the previous one.
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4 Architecture

As presented in Fig. 1, the architecture of our system comprises six components: a rule
builder, a tokenizer, a parser, a rule assembler, a data quality assessment (DQA) engine,
and a report engine. These components constitute a pipeline and run in the sequential
order depicted in Fig. 1. They were implemented in Java using the Spring framework
[19] and the Java Data Mining Package [20]. In the remainder of this section, we describe
each component, as well as input files and produced report files.

Fig. 1. A presentation of the system architecture

Rule Builder. A domain expert may use the rule builder through its user interface to
define a set of rule specifications for the given business rule. In a guided process, the
domain expert may use one of the provided rule patterns, select attributes of interest and
create rule specification as a relationship between the attributes based on the given
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patterns. Rule patterns, which are defined separately by the developer, represent meta-
rules through which concrete rules may be defined. Based on the created set of rule
specifications, a domain expert may conduct data quality assessment.

Tokenizer. The tokenizer is responsible for extracting tokens from the rule specifica‐
tions created by the domain expert. Tokens are used to determine to which rule pattern
the provided rule specification belongs. Tokens represent predefined labels that describe
one concrete concept and are used as a part of rule patterns. Tokens are defined as part
of a data quality grammar and each token corresponds to one regular expression [21].
Tokens are recognized in the rule specifications by the corresponding regular expres‐
sions. Each rule specification corresponds to a list of tokens. Regular expressions must
be ordered from specific to more general since regular expressions are applied to rule
specifications sequentially. A part of the rule that satisfies the given rule expression is
marked as a token. After that, regular expressions are again applied to the rest of the
rule. This procedure continues until the whole rule is tokenized.

Parser. The parser takes a list of tokens for each rule specification as input and checks
which rule pattern corresponds to the given list of tokens. Each list of tokens corresponds
to one rule pattern. Rule patterns are defined using EBNF notation [22].

Rule Assembler. This component gets, as input from the Parser component, a map
where the key is a rule specification and the value is a rule pattern to which the rule
specification corresponds. Based on a rule pattern, the rule assembler transforms the
concrete rule specification to a Boolean expression, which is later applied to each data
record to check if the rule is true for the given record.

Input File. The input file represents a CSV document based on which the data quality
assessment is made.

DQA Engine. The Data Quality Assessment (DQA) engine is used to check if the
Boolean expressions provided by the rule assembler are true for the given data records.
Each Boolean expression is applied to the given data record and, for each pair consisting
of a rule specification a data record, true or false is returned as a result, i.e., if the rule
specification for the given record is satisfied or not.

Report Engine. For each rule specification - data record pair for which the DQA engine
returns false, a template message is generated based on the rule specification and the
data record values. Each template message corresponds to the rule pattern that satisfies
the given rule specification.

Report File. Compiled template messages from the report engine are appended to the
report file, which is presented to the user as the final result. The report file also presents
statistics about the data quality assessment process, such as the number of data records
that yielded false for the given rule.
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5 Case Study

In this case study, we present an example of using the proposed data quality system. We
show how to define a rule specification based on the given set of rule patterns. This case
study is based on a subset of real business rules that are defined by domain experts from
the Dermatology Clinic in CCV and are applied on the data set from that clinic. The
goal of this case study is to determine how many, and which, data records are not in
accordance with the provided rules.

To define rule specifications, based on which the data quality assessment will be
executed, rule patterns need to be defined. Rule patterns are used to define in what way
a concrete rule will be specified and to define the rule semantics. Table 1 presents
supported rule patterns for this case study. Rule patterns should be defined in the EBNF
notation and there are no other limitations regarding their definition. Rule pattern are
defined, as presented in Table 1, in the parser component and the pattern semantics, i.e.,
how the rules defined by the pattern will be presented as Boolean expressions by which
data records will be evaluated, are implemented in the DQA engine.

Table 1. Supported rule patterns in the case study

Rule pattern Description
IS_DATE : = DATE Checks if the token is date
IS_NULL : = FIELD NOT NULL Checks if the field is not null
REL_EXP : = NUM_FIELD REL_EXP
NUM_FIELD
REL_EXPS : = REL_EXP
| REL_EXPS AND REL_EXP
| REL_EXPS OR REL_EXP

Checks if the relational expression is true. This
rule can be applied recursively by using the
operators AND and OR

FUN_REL : = FIELDS => FIELDS
| FIELDS : = FIELD FIELDS FIELD

Checks if the left hand side attributes are
functionally related with the right hand side
attributes

To present concrete business rules, the domain expert needs to write rule specifica‐
tions using the given rule patterns. For example, we can define that medical insurance
number is mandatory and write a rule specification as: INS_NUM NOT NULL, where
INS_NUM represents the name of the insurance number column. We can also define a
rule specification stating that the number of days spent in hospital for outpatients is one:
STATUS = A AND NDAYS = 1, where STATUS represents a value defining if the
patient has the outpatient status and NDAYS represents the number of days the patient
has been hospitalized. We can assume that the information about the patient’s clinic
substation functionally determines the information about the patient’s home town since
patients have to be registered at the clinic substation nearest to their place of living.
Therefore, we can get a rule specification which is presented as SUBSTA‐
TION => HOME_TOWN. After we define the set of rule specifications, we can apply
them to our current data set. After running rules over our documents regarding outpa‐
tients’ data, we get the results presented in Tables 2 and 3.
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Table 2. The resulting statistics of applying the given rules over the data set.

Rule Number of anomalies Percentage of records with anomaly
INS_NUM NOT NULL 674 1.13%
STATUS = A AND
NDAYS = 1

17 0.028%

SUBSTATION => HOME_
TOWN

121 0.12%

Table 3. A part of the resulting report file

Row Rule Explanation
4 STATUS = A AND NDAYS = 1 When STATUS is A, NDAYS is 1
15 INS_NUM NOT NULL INS_NUM must not have a null value
28 STATUS = A AND NDAYS = 1 When STATUS is A, NDAYS is 1
455 INS_NUM NOT NULL INS_NUM must not have a null value
460 INS_NUM NOT NULL INS_NUM must not have a null value
1499 SUBSTATION => HOME_TOWN HOME_TOWN must not have different

values for the same value of the field
SUBSTATION

In Table 2, for each rule specification that has been defined, we present both the
number of anomalies and the percentage of records with the corresponding anomaly.
For the first rule specification in Table 2, there are 674 anomalous data records in which
the insurance number is not specified. This may be the case of an emergency situation
when only basic information is entered while the rest of the record is never updated
afterwards. There are only 17 cases that do not satisfy the second rule specification in
Table 2 and this might be due to a typing error. The third rule specification in Table 2
is not matched within 121 data records. This might happen when patients change their
place of living but they do not change their substation yet. Table 1. Supported rule
patterns in the case study.

Based on the report segment presented in Table 3, it is possible to see the exact row
number where an anomaly occurred and the rule specification that was not satisfied. For
example, one rule specification was not satisfied for row 4 since the number of days an
outpatient stays in hospital should be 1 but it was 4. In this case, the number of days
needs to be set to 1 or the patient’s status needs to be set to hospitalized.

6 Conclusion

Using domain knowledge represented as a set of rules can be viewed as a flexible
approach to data quality assessment in the domain of dermatology. One of the important
advantages of this approach is the absence of fixed and generic metrics in the process
of data quality assessment. Also, this approach ensures that the domain expert who will
interpret data can make a set of rules through which all anomalies may be found, even
if these rules are simple not null rules or complex, domain specific rules. One might
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argue that using generic metrics might be easier to implement and use in practice. In
certain situations, it may be complex to define rule patterns that can appear, tokens for
the rule pattern corpus, and concrete rules. Analyzing system complexity and making a
pilot solution is necessary before fully applying this approach. The presented system
yielded satisfactory results in our case study about the quality of dermatologic data since
we did not have many problems in detecting the needed rule patterns and tokens. The
domain expert has easily detected which concrete rules should be applied, but this might
not always be the case. This approach also worked very well in our scenario since we
needed data interpreted from the domain expert’s point of view, so we can build a more
accurate and reliable analytic system based on that data. Our future research in this
domain will be focused on implementing an autocorrection mechanism of the data
records that are marked as false for the given rule, where applicable. Also, we plan to
work on a mechanism which will resolve conflicts between rules, if they occur.
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Abstract. New approaches regarding data streaming, data storage and data
analysis have been developed facing the huge volume and velocity of generated
data. Enterprises are convinced that one of their key success factor is to consider
available data searching for patterns and predicting the future in order to gain
more insights about their business, to optimize processes and to save costs.
Hence, predictive analytics has never been considered more important than it is
now. Hadoop as a popular open-source framework was introduced to store and
process extremely large data sets. The paper shows various ways of carrying out
predictive analytics based on a Hadoop ecosystem. We investigated different
solutions of both commercial vendors and open-source communities interop-
erating with Hadoop. Each scenario is described by its technical implementation,
features and restrictions. A comparison sums up the most important issues to get
a deeper insight in order to optimize Predictive Analytics Solutions based on
Hadoop.

Keywords: Hadoop � Predictive analytics solutions � Big data � Spark � IBM
SPSS Modeler � RapidMiner � Radoop

1 Introduction

The amount of data being collected and analyzed has been increased rapidly in the past
few years. This fact caused an enormous interest in large-scale data storage and data
processing. One of the initial successful approach to meet these challenges is
MapReduce which was introduced in 2004 by Google [1]. MapReduce is a framework
for processing parallelizable problems across huge datasets using a large number of
computers (nodes), collectively referred to as a cluster. Each fragment may be executed
on any node in a distributed cluster and finally the results are aggregated.

The idea of MapReduce was implemented in Hadoop [2] as an open-source
framework with its underlying structure HDFS (Hadoop Distributed File System)
which has become the standard for data processing of large-scale data [3, 4]. HDFS is
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highly fault-tolerant and is designed to be deployed on low-cost hardware. Hadoop can
be considered as a trigger that led to lot of developments in the big data community
which kicked off an ecosystem of parallel data analysis tool for large clusters [5, 6].
MapReduce and its variants have been successfully applied in large-scale
data-intensive applications on commodity clusters. However, these techniques were
not suitable for all popular applications due to the fact that they are optimized for
one-pass batch processing which make them slow for interactive data exploration.
Furthermore, it was impossible for more complex, multi-pass algorithms, such as the
algorithms that are common in machine learning [7]. Therefore, Apache Spark
framework was proposed in 2012 by researchers at the University of Berkley [8] which
overcomes these problems while allowing programmers to perform in-memory com-
putation on large clusters. Spark as a fast and open-source engine for large-scale data
processing can be considered as the next generation data processing alternative to
MapReduce in the big data community [6, 9]. Furthermore Spark can outperform
Hadoop up to 40 � faster than MapReduce applications, which translates directly into
faster applications [10].

Based on highly successful introduced frameworks for storage of large-scale data sets,
exploring and analyzing of the data is becoming more important. Thus, predictive ana-
lytics algorithms gainmore andmore attention in order to get insights from the large-scale
data sets. Initially open-source solutions like Apache Spark were also used for analytics
purposes in Hadoop by its machine learning libraryMLlib [11, 12]. Themachine learning
library of Spark as an open-source solution can be applied directly on data sets which are
stored in a distributed file system like HDFS. However, it has the characteristic that it is
based on scripting and coding. Hence, it is difficult to use for people with a
non-programming background. Hand-coded implementation analytics can be laborious,
time consuming and error-prone. Further enterprise solutions based on graphical interface
can be considered as further suitable approaches which are successfully established in the
analytics world. Among these, the IBMSPSS application “Modeler” and the RapidMiner
application “Radoop” as leaders are investigated. Both software applications provide the
possibility to build analytic models in a non-programming environment based on the data
sets stored inside a Hadoop cluster [12, 13].

The paper is structured as follows: In Sect. 2, all three solutions considered in this
work are described by their architecture and the process of applying analytics on
Hadoop. In Sect. 3, the results based on our practical experiences with real-world data
sets are summarized.

2 Distributed Analytics with Hadoop

Hadoop, as generally known, is the most suitable open-source software framework for
storing and running applications on clusters of commodity hardware used by companies
such as Google, Yahoo and Facebook. It provides as a massive storage for any kind of
data, an enormous processing power and the ability to handle virtually concurrent jobs.
Nevertheless, in order to explore the data sets on Hadoop and get accurate insights from
them, there are various tools available which can be either connected to or integrated in
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the Hadoop ecosystem. Among others Apache Spark (with extensions to Python),
IBM SPSSModeler and RapidMiner Radoop are considered and evaluated in this paper,
which are described in more details below.

2.1 Analytics on Hadoop Using Apache Spark

Apache Spark is the most applied open-source engine for large-scale data processing
and analyzing from Apache Hadoop project. Spark provides a simple and expressive
programming model that supports a wide range of applications, including ETL, machine
learning, stream processing, and graph computation [10]. The idea distinguishing Spark
is its in-memory computation, allowing data to be cached in memory across iterations.
Spark overcomes MapReduce by providing a new storage called Resilient Distributed
Datasets (RDD) [7]. RDDs let users store data in memory across queries and provides
seamless support by two types of applications: iterative algorithms which are common
in machine learning (e.g. kernel support vector machines [13]), and interactive data
mining tools that are hard to express using acyclic data flow model pioneered by
MapReduce. RDDs are collections of elements partitioned across several nodes in a
cluster [14–17]. Initially, it lacked a suite of robust and scalable learning algorithms until
the creation of MLlib. Development of MLlib as part of the MLbase project [11] was
introduced as an open-source program in 2013. Spark MLlib provides a wide range of
data preprocessing, data modeling and evaluation steps on distributed data.

Architecture
The Spark engine can be integrated within the Hadoop ecosystem and consists of
following four components (Fig. 1): Spark SQL as a package for working with
structured data, Spark Streaming component that enables processing of live streams of
data, GraphX as a library for manipulating graphs, and last but not least the Spark
MLlib for machine learning approaches which is considered in this paper in more
details [15]. In order to be able to manage all tasks in the Hadoop ecosystem and be
efficient while maximizing the flexibility, Hadoop YARN as cluster manager is
introduced.

Data Access
Apache Spark is written in Scala Programming language [18] and it runs either directly
on Hadoop ecosystem or in a standalone mode. Furthermore it can read flat files and
access to diverse data sources including following databases [15]:

– Distributed file systems such as HDFS, Cassandra and S3 (Amazon Simple Storage
System)

– NoSQL database such as HBase
– Relational database management system such as MySQL

Additional API
The Spark machine learning library MLlib is scalable and interoperates with further
programming languages. It provides a high level API to Scala, Java, Python and R.
Hence, it eases the use for users which are familiar with other languages to write Spark
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operations in other languages. It also offers the opportunity to access to further well-used
machine learning libraries such as Numpy, Scikit-learn from Python or from R. It should
be noted that in case of interoperating of Spark with further programming languages, a
distributed execution is not possible.

Deployment
Due to the fact that Spark is integrated in Hadoop ecosystem, it enables to save all data
preparation and predictive analytics steps in a Spark format which is able to be
streamed and applied real time to Hadoop data sets. Furthermore, the MLlib supports
partially model exports to the Predictive Model Markup Language (PMML), which is
an XML-based interchange format to exchange models between different platform and
tools [19].

Summarizing
Apache Spark is an open-source and widely-used programming model. It is integrated
within the Hadoop ecosystem and it enables streaming Spark jobs in order to perform a
real time execution. Furthermore, the Apache Spark community makes possible to
remain constantly up-to-date regarding the analytics algorithms. Spark can also enable a
distributed execution regardless of Hadoop by installing on another distributed system.

2.2 Analytics on Hadoop Using IBM SPSS Modeler and Analytic Server

IBM SPSS Modeler is a strong predictive analytics platform and one of two leaders in
predictive analytics space according to a recent report from Gartner [20]. It provides a
range of predictive algorithms based on a user-friendly graphical interface to support all
major phases of the predictive analytics process. It has a large user base that continues

Fig. 1. Higher level architecture of Hadoop ecosystem including Spark (own source)
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to keep up with innovation required by the market for example, integrating open-source
R, Python and now Spark, to maintain high flexibility while making coding optional.

Architecture
As depicted in Fig. 2, in order to interact with data sets stored in Hadoop following
three IBM components are required: IBM SPSS Modeler Client, IBM SPSS Modeler
Server and IBM Analytic Server which should be initially installed as a part of the
Hadoop platform and enables analysts to apply predictive analytics operations in SPSS
Modeler to data stored in Hadoop. The process of performing predictive analytics jobs
on Hadoop from the IBM SPSS Modeler is as follow (IBM):

1. The user develops a predictive analytics routine (called stream) on IBM SPSS
Modeler Client which will be transferred into IBM SPSS Modeler Server.

2. The IBM SPSS Modeler Server receives the generated stream and translates the
Stream into an IBM specific script language called Analytic Server Language
(ASL) and sends it to the IBM Analytic Server which is installed on Hadoop
ecosystem.

3. The IBM Analytic Server determines if the analysis should be distributed with Spark
over the cluster or if it should run on the local Analytic Server JVM (Java Virtual
Machine). This depends on the amount of data used for the analysis. Default settings
are 128 Megabyte. Everything greater is translated into Spark Jobs and distributed
over the Cluster. If spark is not available the analytic Server translates the Job into
MapReduce Programs, which gets as well distributed over the cluster [21].

Fig. 2. Interoperating IBM SPSS and Hadoop – high level architecture (own source)
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Data Access
Due to the fact that the IBM Analytic Server is installed directly on Hadoop, it enables
to access to the same data sources like Spark:

– Distributed file systems such as HDFS, Cassandra and S3 (Amazon Simple Storage
System)

– NoSQL database such as HBase
– Relational database management system such as MySQL

Additional API
IBM SPSS Modeler Client provides the option to expand the functionalities by adding
algorithms which are user-written based on further programming languages. It is
possible to use libraries and packages from Python and R. Furthermore, regarding to
additional Hadoop services it can interoperate with Spark and use the full potential of
Spark based on Analytic Server.

Deployment
All generated predictive analytics models can be stored either on the local machine or
be exported with the PMML schema to other analytic tools. Furthermore, all generated
predictive analytics operations in SPSS Modeler can be applied to data stored in
Hadoop. Hence, IBM Analytic Server supports in-Hadoop execution of the majority of
data preparation and modeling operations.

Summarizing
Providing a wide range of operations to support all major steps of predictive analytics
process is an important strength of the architecture based on IBM SPSS. It can be
applied on data stored in Hadoop without deep knowledge of Hadoop or Spark pro-
gramming due to the graphical interface of IBM SPSS Modeler. It can access to various
data bases and the major of generated operations can be applied in-Hadoop. A special
feature of this architecture is that all RapidMiner operations are translated into Spark
jobs first and are built on top of the MLlib in Spark. IBM SPSS Modeler is not free to
use and in order to run this scenario it requires a further server for installing the
IBM SPSS Server. During our practical analysis we noticed that some algorithms
which are implemented are not fully distributed over the cluster, they partially run local
on the Analytic Server, this may cause by the optimization engine of the Analytic
Server itself.

2.3 Analytics on Hadoop Using RapidMiner Radoop

RapidMiner Radoop is a code-free analytics solution for Hadoop which has no separate
service on Hadoop. RapidMiner Radoop is a fully graphical tool supporting the whole
range of data analytics from ETL and ad-hoc reporting to predictive analytics [22].

Architecture
As it is depicted, RapidMiner Radoop does not require any installation on Hadoop. It
offers two possibilities for analyzing and visualizing large-scale data sets stored in
Hadoop:
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1. RapidMiner client with Radoop as a client application that simplifies creating,
maintaining and running analytics jobs over Hadoop directly.

2. RapidMiner server with Radoop as collaboration, scheduling, web reporting and
web service integration to make it easier deploying big data analytics processes into
an existing enterprise environment. It is a great choice for companies with a large
Hadoop cluster and many users who wish to analyze and visualize big data.

In order to access the data on Hadoop, all operations developed on RapidMiner are
translated into Spark or Hive jobs and transmitted to the Hadoop ecosystem. Hive is
structuring the data for further analysis. It uses concepts like tables or columns to
present the data. It translates SQL familiar Queries into MapReduce and HDFS tasks
[23] (Fig. 3).

Data Access
As RapidMiner Radoop runs all data preprocessing steps in Hive, data must be con-
verted in Hive to use it with RapidMiner Radoop. It is possible to convert CSV-Files
directly into Hive Tables and to access different Data sources which are listed below:

– Distributed file systems such as HDFS, Cassandra and Amazon Simple Storage (S3)
– Relational database management system such as MySQL

Fig. 3. Interoperating RadipMiner and Hadoop – high level architecture (own source)
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Additional API
It is possible to expand the RapidMiner functionalities by adding user-written opera-
tions based on further programming languages like Python or R.

Regarding to additional Hadoop services, it can interoperate with Spark and use the
full potential of Spark based on Analytic Server. It can also interact with Hive and Pig.

Deployment
Predictive analytics operations which are built with a Spark script can be saved within
spark itself. Furthermore, it is possible to use the generated models either outside of
Hadoop with RapidMiner itself on local machine or on other analytic tools based on
PMML-export. It supports in-Hadoop execution the essential of data preparation and
modeling operations.

Summarizing
The architecture based on RapidMiner has also the advantage that it provides a wide
range of operations to support all steps of a predictive analytics process. It can be
applied on data stored in Hadoop without deep knowledge of Hadoop or Spark pro-
gramming due to the graphical interface of RapidMiner. Furthermore, it can access
various data bases and the major of general data analysis operations can be applied
in-Hadoop.

A special feature of this architecture is the fact that all RapidMiner operations are
translated into Spark jobs first and are built on top of the MLlib in Spark. It can
interoperate additionally with further Hadoop services like Hive and Pig. The native
RapidMiner is a free of use software. The version including Radoop in order to connect
a Predictive Analytic application with Hadoop is covered by licence fees. Furthermore,
this scenario can run without an additional server component for RapidMiner Server.

3 Results of Applying Analytics on Hadoop

Following approaches were considered based on a large real-world data set:

– Spark as an open-source cluster computing framework from Apache. It performs
in-memory computation on large data sets comprising MLlib (Machine Learning
library).

– IBM as a leader vendor with a high visibility in the advanced analytics space
providing its strong product IBM SPSS Modeler with a graphical user interface and
a wide range of analytics functionalities.

– RapidMiner as a further leader of analytics vendor. It provides a basic and com-
munity editions which is free and open-source and a commercial professional
edition Radoop that has the ability to work with Hadoop.

According to our practical implementation and test based on three mentioned scenarios,
findings are summarized in this section. The table below shows different aspects of the
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solutions compared to each other. The main parts are highlighted. It should help to gain
more knowledge about the different solutions for data analytics on Hadoop (Table 1).

Furthermore, available predictive analytics algorithms in each scenario can be
evaluated (Table 2).

Each predictive analytics solution interoperating with Hadoop has its strengths and
weaknesses. The choice of the appropriate solution depends on each specific appli-
cation. It should be determined on how many data sources should be read, how
complex the data preparation steps are, which predictive analytics algorithms should be
applied and finally the generated models be deployed and integrated in-Hadoop or on
other databases.

To sum up, based on five selected criteria a recommendation can be made
according to the three solutions as shown in Table 3. The selected criteria can be
considered as main steps of a data mining process. Based on a real data set, we tested
the performance and number of available operations of all three analytics solutions
according to these criteria. All three scenarios are assessed based on defined facts to
make recommendations from our tests.

Table 1. Solutions for data analytics on Hadoop

Criterion Spark IBM SPSS Modeler
& Analytic Server

RapidMiner Radoop

Data Access Structured (CSV)
Unstructured
NoSQL
RDBMS
Hive

Structured (CSV)
Unstructured
NoSQL
RDBMS
Hive

Structured (CSV)
RDBMS
Hive

Additional Hadoop
services interaction

Hive Spark written in
Python

Spark written in
Python or R
Hive
Pig

Deployment In-Hadoop
execution, export
with PMML

In-Hadoop
execution, export
with PMML

In-Hadoop
execution, export
with PMML

Open-source Yes No No
Independent of
Hadoop

Yes No No

Community
support

Yes No No

Hand Coded/GUI Hand Coded GUI/Hand Coded GUI/Hand Coded
Data export PMML Data Export

to local or HDFS
PMML Data Export
to local or HDFS

PMML Data Export
to local or HDFS
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4 Conclusion

The number of unexpended data is growing at a breathtaking pace year by year.
Scientists as well as managers have to deal with an exponential growing number of data
in the next years [24]. In order to provide a remedy, there are different solutions in the
market place both commercial and open-source. This paper compared three different
and widely used Predictive Analytics Solutions on Hadoop based on a large real-world
data set: Spark, IBM and RapidMiner. First, we investigated each solution by itself

Table 2. Predictive analytics algorithms in each scenario

Methods Algorithms Spark SPSS
Analytic
Server

RapidMiner
Radoop

Classification Decision Tree based on
Gini-Impurity

X X X

Decision Tree based on Entropy X X X
Decision Tree based on
Chi-square independence

X

SVM (Linear) X X X
Naive Bayes X X
KNN
Neural Network X X

Regression Linear Regression X X X
Logistic Regression X X X

Clustering K-Means X X
TwoStep X

Association
Rules

FP-Gwoth X
Association Rules X X
Apriori

Others PCA X X
Time Series Analysis X

Ensemble Random Forest X X X

Table 3. Recommendation based on five selected criteria

Criterion Recommendation Facts

Data Access Spark, IBM SPSS Accessing to five different data sources
Data
Preparation

RapidMiner, IBM
SPSS

Number of available operations

Modeling All three solution Number of available algorithms
Evaluation IBM SPSS Modeler,

RapidMiner
Number of available statistics for error
measurements

Deployment Spark Additionally to in-Hadoop execution, it provides
streaming of generated models
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describing its technical implementation, features and restrictions. Afterwards, we
considered Predictive Analytics Algorithms in different scenarios and compared all
three solutions with each other in terms of data access, data preparation, modeling,
evaluation and deployment. As a result, the choice of an appropriate Predictive Ana-
lytics Solution mainly depends on its specific application, the volume of data that
should be read and the complexity of the data preparation. For firms with less complex
data structures, classical data management concepts (i.e. on-premises data warehouse
solutions) within the company might be sufficient.

The results contribute to the current research. Using Predictive Analytics Algo-
rithms helps to understand how these solutions work within different scenarios.
A comparison shows the strengths and weaknesses of each Predictive Analytics
solution to reveal potential opportunities and risks when operating with Big Data [24].

Beyond, there are also managerial implications regarding Predictive Analytics
Solutions. Managers can use our study as a recommendation when and which Pre-
dictive Analytics Solution is to use. An appropriate usage with the most convenient
Predictive Analytics Solution might help to better understand the mass of data. Thus,
analyzed data about customers might be useful to get essential insights about customer
needs which in consequence lead to higher customer satisfactions and higher profits.

There are also some limitations regarding our examination. First, there are different
aspects that were not taken into consideration like company size, different usage in
different industries as well as different technical know-how within a company and/or
possible missing IT infrastructures. Especially the last aspect is an important issue for
managing Big Data in “the age of cloud computing” [5, 6], which is connected with the
choice between Cloud- or On-Premises-Hadoop-Technologies. Second, we only con-
sidered three different Predictive Analytics Solutions. In fact, there are many more
services available to analyze Big Data. Some of these services are based on new
concepts. So called Data Lakes are integrating classical Data Warehouses and
Hadoop-Clusters. Examples are HDInsight, a Microsoft Hadoop-Platform, based on
Hortonworks Data Platform (HDP) or Analytics Platform System (APS).

Hence, future research should focus on investigation of various Predictive Ana-
lytics Solutions within firms depending on different industries, levels of know-how and
IT infrastructures to gain deeper knowledge about an optimized use of data analytics.
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Abstract. Data Analytics and derived Data Mining are powerful approaches for
the analysis of Big Data. There are a lot of commercial Data Analytics applica‐
tions enterprises can take advantage of. In the past, many firms were still critical
of Data Analytics. Through efforts made in the field of the establishment of
process standards, managers might be convinced of Data Analytics advantages.
Many small and medium-sized organizations are still exempt from this develop‐
ment. The main reasons are a lack of business prioritization, a lack of (IT) knowl‐
edge, and a lack of overview of Data Analytics issues. To reduce that problem,
we developed a useful process framework. It resembles with existing frameworks,
but is highly simplified and easy to use. To exemplify, how this framework can
be put into action by the means of a retail site location analysis, we set up a case
study as best practice. There we are focusing on Data Mining because it is the
most important domain of Data Analytics.

Keywords: Data analytics · Data mining · Location analysis · Process framework ·
SME

1 Introduction

At present, behind digitization concepts such as internet of things, cloud computing and
social software, lies an essential technology called Big Data. We are facing a volume of
data, which formerly was unknown. The sheer volume of data as well as the growth of
this volume is extraordinary [1]. The volume of data surpassed 4.4 zettabytes in 2013
[2]. It is expected to double its size every two years [3] and to continue its rise to a
volume of 44 zettabytes in 2020 [4]. This data does not only comprise structured data.
There are different forms of data, e.g. audio, text or video files [5]. This development
yields big opportunities for enterprises. Recent studies show that companies with a
systematic approach towards Big Data observed a remarkable growth in efficiency and
profitability [6]. This enables them to outperform their non-data driven competitors
remarkably [7]. This leads to the assumption that Big Data is a decisive competitive
factor, whose importance is still going to increase in future [6]. Big Data technologies
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and methods are not equivalent to concepts such as Business Intelligence and Business
Analytics [8]. But special methods of Business Analytics are required to gain useful
knowledge out of the large volume of data [9]. One of these methods is Data Mining
[10]. Even though it has proven as a valuable tool in many business cases, a quote of
Karen Watterson made in the year 1999 summarizes a problem many enterprises are
still facing today: “There’s always been an aura of mystery, even magic, associated with
Data Mining. It was a science practiced on powerful UNIX systems overseen by
unsmiling statisticians and brilliant mathematicians [11].” While in the past 17 years
this aura may have become more permeable – for big companies at least – many small
and medium-sized enterprises (SME) still take a critical stance on Data Mining [12].
For them, expected costs and a lack of knowledge are main obstacles for the imple‐
mentation of Data Mining activities [13]. Therefore, the European Commission outlined
in a recent publication in order to convince SMEs “that it needn’t to be such an expensive
and complex process [14].” An important step to achieve this goal is to increase their
awareness through case studies [3] and a conceptual framework.

Among small and medium-sized organizations, two basic types can be distinguished.
Depending on relevant stakeholder groups, there are profit orientated organizations and
nonprofit organizations (NPO). Profit organizations, particularly small and medium-
sized enterprises, are the most important driver of the European economy. Nine out of
10 enterprises are SMEs. SMEs create 85% of new jobs [15]. That indicates a relevant
potential for Data Analytics exists in SMEs. The European Union defines SME by the
means of three criteria: Staff headcount, annual turnover and balance sheet total [15]. In
order to be classified as a medium-sized enterprise, a company’s staff headcount should
be beneath 250 employees [15]. In addition, a medium-sized enterprise should feature
either an annual turnover of less than 50 million Euro or a balance sheet total of less
than 43 million Euro [15]. These numbers already indicate that SMEs have special
characteristics. They also affect their approach towards Big Data and Data Mining.

In this paper we will develop an appropriate Data Analytics process framework for
SMEs. For this purpose we will first give a short overview of Data Mining and its appli‐
cations. Afterwards we will describe the most common process frameworks. Alongside
the Cross Industrial Standard-Data Mining (CRISP-DM) we will develop a process
framework for SMEs. This framework will finally be exemplified by a case study.

1.1 Data Mining

Data mining, also known as “knowledge discovery in databases” (KDD), is a rela‐
tively new term. The most common definition was coined in the year 1996 by Usama
Fayyad [16]. He describes KDD as “the nontrivial process of identifying valid, novel,
potentially useful, and ultimately understandable patterns in data [16]”. The key
elements of this definition are further clarified. KDD is a process consisting of various
steps. The aim is to find patterns in data by adapting a model to it, which describes
structures hidden in the data [9]. These structures must be valid, i.e. they must also
be applicable to unseen data [16]. For the user the patterns must be novel, useful and
understandable [17]. Finally, the whole process is nontrivial in a way that it differs
from simple calculations like the mean or the standard deviation of the data [18].

170 M. Dittert et al.



There are several applications by which enterprises can take advantage of Data
Mining. Possible applications can vary according to the industry the enterprise is in [16].
The pure business applications are one half each located in marketing and finance [18].
Applications can be classified either as descriptive or as predictive Data Mining [19].
Descriptive models describe hidden patterns in data [16]. A frequently used application
is the clustering algorithm [18]. Clustering detects relations between the data [20]. On
the basis of the identified relations it establishes clusters of data with similar character‐
istics [16]. A common business application of clustering is the identification of homo‐
genous groups among customers, who share similar characteristics [21]. Predictive
models forecast an unknown output by learning relevant patterns in the input data [18].
They can be used to predict future sales [22]. Classification models are often used in the
finance sector to judge a customer’s credit rating [21]. In the context of Predictive and
Descriptive modeling, Data Mining is the most important domain of Data Analytics
[3]. Hereinafter the comprehensive term “Data Mining” will be the main focus of this
paper.

1.2 Use of Data Analytics in Small and Medium-Sized Enterprises

When it comes to the usage of Big Data analytics, SMEs are often left far behind.
According to a study conducted in the United Kingdom in 2012 [3] SMEs have an
adoption rate of 0.2% while the same rate was about 25% for businesses with more than
thousand employees [3]. Studies conducted in Germany and Austria revealed similar
results [13]. In Germany, 46% of all interviewed SMEs indicated that they are not even
going to use Big Data in the future [13].

There are various reasons for this rather negative attitude towards Big Data. Most
of them can be assigned to one of the four categories: Security considerations, financial
restrictions, lack of knowledge, and lack of prioritization for business issues. Especially
the categories lack of knowledge and financial restrictions are closely interrelated. Many
of the SMEs are sheer domain specialists [3], so there is no awareness of new concepts
like Big Data [23]. As a result, there is no deeper understanding of Big Data techniques.
There is a lack of support that could help developing skills in Data Analytics [3]. In
addition, there still is demand for case studies that can help to exemplify the benefit of
Big Data to them [23]. On the labor market there is a shortage of data analysts [24].
Hence, most of the SMEs are not able to recruit experts who can help to use Big Data.
As there is no in-house expertise SMEs must rely on external expertise [3]. Both,
recruitment and external consulting are very expensive. Due to their financial restriction
SMEs often cannot afford to take advantage of Big Data [3].

In the recent years one barrier between SMEs and Data Analytics could be removed:
To perform Data Analytics activities they now can profit from open source initiatives
like Apache Mahout, Moa or Vowpal Wabbit [25]. Some software solutions like R or
RapidMiner offer a facilitated usage through graphical interfaces [18]. These software
environments offer the advantage that programming skills are no longer prerequisites to
Data Mining [18]. Modeling of Data Mining processes, previously a complex and time
consuming problem, now is reduced to a drag-and-drop-activity [18]. Furthermore, the
user is supported in many ways, like in-software- or video-tutorials.
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2 Relevant Process Frameworks

When the first approaches of Data Analytics have been launched, bigger enterprises
were also facing similar problems as described above. The authors of the Cross Industry
Standard Process-Data Mining (CRISP-DM) mentioned that their aim was to “demon‐
strate to prospective customers that Data Mining was sufficiently mature to be adopted
as a key part of their business processes” [26]. This quote indicates the existing reser‐
vations about Data Mining there were in the industry. To break down these reservations,
efforts were undertaken to establish Data Mining standards. Therefore, both academic
and industrial research were done [27]. While academic research especially aimed to
standardize the Data Mining language, industrial research concentrated on the estab‐
lishment of process standards [28]. The most famous results of the industrial research
were the CRISP-DM and the Sample, Explore, Modify, Model, Assess (SEMMA)
Process [18]. Both can be seen as practical implementations of the older KDD-Process
[28]. All three standards bear strong similarities.

2.1 The KDD-Process

The KDD-Process consists of nine steps that should be iteratively performed. The idea
of iteration does not exclude a back loop. Sometimes it is necessary to step for- and
backwards between two steps for several times. The steps of KDD include [16]:

1. Understand the application domain and gain relevant prior domain knowledge.
Define the goal of the process.

2. Create a target data set.
3. Clear and preprocess the data. Detect and handle noisy data and missing values.
4. Reduce the data by removing features that are not necessary to achieve the goal.
5. Look out for a concrete Data Mining method that is suitable to achieve the goal.
6. In an explanatory analysis, the model is selected and its parameters must be fitted.
7. In the actual Data Mining step patterns of interest are identified.
8. The mined patterns must be interpreted.
9. The discovered knowledge is put into action. This can be done by the incorporation

into systems, by documentation and reporting to interested persons or by looking
out for contradiction with previous knowledge.

An advantageous feature of this process is the independence from a particular soft‐
ware tool. Thus, the KDD-Process is yielding a common basis for every other process
standard [28].

2.2 SEMMA

In contrast, SEMMA is closely linked to the SAS software [16]. It was developed as a
guide to carry out Data Mining tasks with the SAS Enterprise Miner [28]. The authors
mentioned that it is crucial to define a goal of the Data Mining activities in the beginning
and to implement the results in the end in their approach. But they focused on the model
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development primarily [29]. The name “SEMMA” is an acronym. Every letter
represents one process step. The process steps are [29]:

• Sample: A representative data sample is extracted. It should be large enough to
contain all necessary information. By mining only a sample of the data, costs and
processing power can be saved.

• Explore: The sampled data set is explored by visual or statistical techniques. The
aim is to identify anomalies and to get a first idea of previously unknown patterns.

• Modify: Now the data set must be prepared for modeling. This includes the selection
of necessary variables, the creation of new variables and their transformation into a
form the model can work with in the next step. In this phase, the decision of how to
handle outliers and missing values must also be made.

• Model: A model that can fulfill the demanded task is selected and executed on the
data set.

• Assess: Finally, the usefulness and reliability of the model’s findings must be eval‐
uated. To evaluate, it is proposed to apply the trained model on an unseen data set in
order to confirm results.

With the findings of the process new questions can occur. This leads back to the step
exploration and an additional refinement of the data [29].

It is neither intended by the authors nor expedient to build a Data Analytics process
standard for SMEs on the basis of SEMMA as important steps like defining a goal and
model deployment are only implicitly included in the SEMMA-process. As mentioned
above especially for SMEs it is important to show why they should conduct Data
Analytics activities and how they can take advantage out of its implementation. An
additional obstacle is its close linkage to the SAS software that won’t be found in many
SMEs. Finally, the first phase, the sampling, would be unnecessary in many SMEs,
because they normally won’t have problems with a too large volume of data.

Nevertheless, there are some interesting aspects touched. In particular, if there is
only a relative small data set on which the Data Analytics activities can be performed,
the emphasis made on detecting and handling outliers is important. Because this is often
the case in SMEs, outlier detection will be an important issue in our process model, too.

2.3 CRISP-DM

The CRISP-DM was developed in collaboration between Data Mining experts of various
enterprises including SPSS and Daimler Chrysler [18]. Although there is no such strong
linkage to a software as between SAS and SEMMA, the authors originally thought of
the SPSS Modeler software when setting up CRISP-DM [27]. Nevertheless, this process
standard can also be used independent from a specific software [28].

The CRISP-DM consists of the six steps Business Understanding, Data Under‐
standing, Data Preparation, Modeling, Evaluation and Deployment. Like in the two
previously presented standards it is not necessary to perform the steps in a rigid
order [26]:

A Data Analytics Framework for Business in Small and Medium-Sized Organizations 173



1. Business Understanding: The aim is to establish and define a concrete business
objective, i.e. a goal that should be achieved through the Data Mining project.
Therefore it is necessary to gain some expertise about the business, in whose context
the Data Mining project will be conducted. At the end of this step, there is a plan
how the business objective can be achieved.

2. Data Understanding: This step comprises the collection and analysis of the data.
The analysis can be supported through visualization. The quality of the data must
be judged by means of integrity and accuracy.

3. Data Preparation: The dataset has to be prepared for modeling. This comprises the
handling of missing values, a first selection of variables and their transformation into
a format the model can work with.

4. Modeling: A model is applied to solve the Data Mining task. The best model and
its parameters are chosen in a trial and error procedure.

5. Evaluation: The model must be evaluated in quantitative and qualitative ways.
Therefore it must be asked, how accurate the results are and if they are suitable to
fulfill the defined business objective.

6. Deployment: The results must be used in a profitable manner. The easiest way of
deployment could be, simply to report the results to the decision makers, so they can
decide, how to take advantage of them. A more complex form of deployment could
be the implementation of the model into the decision process of the enterprise.

The success of this process standard is reflected by the fact that it is often used as a
basis for practical Data Mining user guides [18]. A possible reason is that it is a very
comprehensive yet also flexible standard. It can easily be adapted to every Data Analytics
task in terms of Data Mining processes.

3 Process Framework for SME

The process framework for SMEs in Fig. 1 is strongly related to the CRISP-DM.

Fig. 1. Process framework for SMEs

Many SMEs, as mentioned above, are still critical towards concepts like Big Data
and Data Analytics. Therefore, the process framework should be easily accessible to
provide low barriers to entry into Data Analytics activities. This could be achieved by
reducing the complexity of the process. The main reduction pertains to the loops between
the process steps. In each of the presented process models, it is possible to step forward
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and back-ward in so-called loops between the process steps. As a result, the process is
more flexible, but becomes unclear. Regarding the SME model, there is only one loop
included. A second big change was made in the order, in which the process steps are to
be performed. Before the data is prepared for modeling, in consequence to our approach,
a model must be chosen and set up. Only with that arrangement, the user knows in which
way he has to prepare the data. The step modeling is only included implicitly. SMEs
can rely on a Data Mining software with a graphical interface. This reduces the effort
of modeling to a simple drag-and-drop procedure.

To add further clarity, the steps of the process are named as instructions. They already
give a first impression of the task to be performed. In the graphical representation, the
most important alternatives of each step are pointed out. The content of the steps strongly
resembles CRISP-DM [26]. In detail, the framework is constructed as follows:

• Define a task: Ideas for an appropriate Data Mining application should be generated
by the SME’s top management. This can be done internal based on workshops or
external based on consulting support. The collected ideas have to be evaluated in
terms of cost-benefit considerations. Finally, SMEs can choose between a multitude
of standard Data Mining tasks. These tasks include, grouping customers, predicting
customers’ behavior, sales predictions, or market basket analysis [16]. SMEs often
have effective services and support to solve standard tasks. Therefore it is recom‐
mended to rely on such standard tasks at the beginning of Data Mining activities.
Normally the task will belong to one of the following categories: Statistical learning,
classification, clustering, association analysis, and link mining [30]. The tasks will
depend on the industry, where the SME is operating in [27]. The SME’s domain
knowledge of their own industry is very distinct normally [3]. This will help them to
define an appropriate task [31]. Finally, it should be predefined, at which point the
Data Mining task is fulfilled.

• Collect and analyze the data: The activity of collecting the data is stressed by
putting it in the first place. Unlike big enterprises SMEs often do not have well
organized data bases or even data warehouses themselves. This makes it necessary
to set up a data basis for each Data Mining task. The data collected by SMEs may
not be sufficient. Therefore it is recommended for them to think about taking
advantage of external data. Data e.g. supplied by governmental statistical offices
feature a high quality and are often available for free [23]. The collected data can be
analyzed first by checking, if there are any unrealistic records, then by visualizing it
for example by scatterplots. The visualization especially reveals if there are any
outliers, which will influence the results of the Data Mining project in a negative
way [18].

• Choose and set up a model: Depending on the task defined in the first step, a model
must be chosen. For some tasks, like for class prediction, there are a lot of models
available. Each of these models can be customized by setting its parameters. Here it
must be stressed, that it is not necessary to choose and set up the right model at the
first try. It often takes a series of trial and errors in order to achieve the most optimal
model and parameters. If a Data Mining software with a graphical interface is used,
the trial an error procedure can easily be done and is not very time consuming [26].
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• Format data: First of all, it must be checked what types of data the chosen model
can work with. While models like a decision tree can work with nearly every kind
of values, a neural net for example only accepts numerical values. If the values can’t
be changed into a numerical scale, they have to be excluded. Handling missing values,
wrong values or outliers is always a case to case decision. Especially in small data
sets it may be necessary to exclude outliers from the modeling. They have a relatively
big influence and so distort the results. So it may be often advisable, simply to exclude
records with missing or wrong values as well as outlier records [26].

• Evaluate results: There are several possibilities to evaluate the model’s quality.
They depend on the kind of task that was performed. A classification model can be
evaluated via split-validation, where the dataset is randomly divided into two parts
[18]. One part is used to build the model, the other part to evaluate the model’s
performance. Numerical prediction can be evaluated by several statistical techniques
[18]. In every case it is advisable to discuss the results with experts and let them
judge, whether the results are useful [10]. If the results match the predefined demands,
it can be passed to the next step. Otherwise the loop back to the model selection and
setup should be performed.

• Report to decision makers: The easiest way of deployment is to support the decision
makers with the knowledge gained from the Data Mining activities [26].

4 Case Study

To exemplify the practical insert of the proposed process framework for SMEs, a case
study was conducted. Within the scope of that study, we used the RapidMiner software.
It is an open source software with a high usability, as described above. We performed
the described loop between the steps “choose and set up the model” and “evaluate
results” several times. For the purpose of clarity, only the model and data formatting
which lead to the best results will be described. As starting basis for the case study, we
received access to the sales data of a middle-sized oil-trader located in southern
Germany. It supplies about 70 petrol stations with fuels. In addition, the oil-trader oper‐
ates a few of its own stations.

4.1 Define a Task

The petrol station sector is characterized by fierce competition [32]. That is comparable
to the whole retail sector. Because of recent trends, e.g. more and more fuel-efficient
engines and the steep ascent of the electro-mobility, the competition will continue to
grow over the next decade [32]. Subsequently the number of petrol stations, which
already dropped in the past years, will decline further [32].

As the establishment of own stations as well the as acquisition of dealer owned
stations come along with high investments for the oil-trader, both must be carefully
evaluated in advance [32]. The investment decision of course depends on the sales
potential, which can be expected on a particular site. Hence the Data Mining task is to
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judge a given location by its sales potential. The aim is to build a model, which predicts
with an accuracy of at least 85%, if at a particular site high or low sales can be expected.

4.2 Collect and Analyze the Data

There are many factors that influence the profitability of a retail site. There are various
systematizations for these location factors. We decided to choose the classification of
Roig-Tierno [33], which fits best to the particular situation of fuel stations. He distin‐
guishes between the four classes’ establishment, location, demographics and competi‐
tion [33]. The data was obtained from internal and external sources. The extern sources
include statistical offices and commercial websites. The demographic data could be
either retrieved on the level of municipality or district the site is located in. All the data
were compiled in an Excel-sheet. The following Table 1 provides an overview, which
data were finally used, where we got it from and to which class it belongs.

Table 1. Selected Variables

Class Factor Level Source
Establishment Sales 2015 Station Company’s ERP-

system
Accepted credit cards Station Company’s website
Opening times Station Company’s website

Location and
demographics

Population Municipality Statistical office
Motor vehicles Municipality Statistical office
Disposable income
per capita

District Statistical office

Unemployment rate Job center district Statistical office
Population density Municipality Statistical office

Competition Cars per station 5 km radius Commercial website
Capita per station 5 km radius Commercial website
Number of fuel
stations

5 km radius Commercial website

The advantage of the external sources is, that they offer high quality data for free,
hence there were no noisy data at all. However, a closer look at the scatterplots revealed
that there were some outliers. Even though these outliers are legitimate data, they occur
very rarely, but exert a big influence on the results. Therefore it was decided to exclude
them from modeling. This could be achieved via an automatic outlier detection in the
RapidMiner Software.

4.3 Choose and Set Up a Model

RapidMiner offers several models for classification tasks, which were tested here.
Finally the best results were gained by using an artificial neural net (ANN). With this
model complex non-linear relations between in- and output-data can be represented [18].
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It assumes weights between the independent input variables, i.e. the location factors,
and the dependent output variables, i.e. the sales [20]. The model learns through a func‐
tion called back propagation [2]. Here, there are quite a few training cycles performed
[34]. In each cycle the model adapts the weights between input and output [2]. The
model’s parameters were set up by trial and error.

To make the model even more resistible, the ensemble learner technique of bagging
was used. Here, the idea is to build several independent models by sampling different
training data sets [34]. By joining the prediction power of the independent models, a
higher accuracy can be reached as by using a single model only [20].

4.4 Format Data

The numerical target variable, i.e. the sales, had to be discretized into two classes: High
sales potential and low sales potential. After a discussion with a domain expert, the
dividing line was drawn by 3 million sold liters of fuel a year. Every value above was
considered a high, every value beneath a low sales potential. As the ANN can only work
with numerical inputs, all non-numerical inputs were filtered out. Furthermore, the
detected outliers were excluded from modeling. Finally, some variables were combined
by building for example the ratio between cars and petrol stations in the radius of 5 km
around the locations. Table 1 already shows the variables as they were used for modeling
in the end.

4.5 Evaluate Results

For evaluating the results the split-validation was used. Here, the data set is divided into
a training data set, on which the model is built, and a testing data set, on which the built
model is tested [18]. So the ability of the model to make right predictions can be judged
[18]. After this, the process framework provides the possibility to go two steps back, if
the model’s quality does not match the previously defined expectations. In the case study
this loop had to be performed often. Only then, the demanded accuracy of 85% could
be reached. The best model could even reach a prediction accuracy of 86.67%.

4.6 Report to Decision Makers

The results can be used for several purposes. For example, the model could be used to
support an investment decision. It could be also applied to judge the sales of fuel stations
of the competition. A prerequisite to make decisions on the basis of these findings is
decision-making authority of course. So it is necessary to report the gained findings to
the decision makers.

5 Results

SMEs must leverage their data with Data Analytics methods to ensure their competi‐
tiveness over the long term. Due to special features, only a few SMEs take full advantage
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of their data. A significant number of obstacles which prevented Data Analytics have
been removed. In that context it is imperative to emphasize the development of handy
and intuitive software solutions. Previously, the development of process frameworks
helped in the success of big enterprises to leverage Data Analytics. We introduced the
best-known of these frameworks and checked them for their practicability in SMEs.
Finally on the basis of these frameworks, we developed a new process framework which
fits to the particular demands of SMEs.

6 Conclusion

The process framework we developed helps to provide small and medium-sized organ‐
izations with a low threshold entrance into the field of Data Analytics. Neither high
expenses for external experts nor a big internal expertise are required to use it. Through
its easy accessibility and usability, it can take part in the efforts to break down the
reservations of SMEs against Big Data analysis. It enables SMEs to leverage their data
and to participate in analyzing Big Data.

With the case study the usefulness of the developed process standard for SMEs could
be proven. Particularly, it could be stressed this way how to handle the special features
of SMEs like small data sets or the lack of internal data bases. The case study further
emphasized the fact, that even with the limited capacities of SMEs, Data Analytics can
proof as a powerful tool. Still, there is the need for more case studies. They should deal
with some other Data Mining problems, which can be solved on a data basis available
for SMEs.

Further case studies should take cost-benefit considerations into account. This should
be done at the beginning of a Data Mining task. This might even lead to an extension of
the process framework. In front of the step “define a task” further process steps can be
included. They deal with the questions how to generate ideas for data analysis activities,
how to evaluate these ideas, and how to prioritize the ideas in terms of cost-benefit
considerations (see Fig. 2). In other words it is about including the SME’s top manage‐
ment into the process of idea generation and enabling a transparent design of the eval‐
uation and of the selection process. At the end of the pre-steps the best tasks can be
chosen (out of a set of tasks) effectively. The business prioritization of Data Analytics
could be even more enhanced.

Fig. 2. Proposed extension of the process framework

This process framework is for internal SME use only. Enterprises which offer Big
Data analysis services do not need simplified process frameworks. It might be a chal‐
lenge for further research to develop a more comprising process framework for small
and medium-sized organizations.
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The Deep Learning Random Neural Network
with a Management Cluster
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Abstract. We propose the Random Neural Network with Deep Learning Clus‐
ters that emulates the way the brain takes decisions. We apply our model to
measure and evaluate Web result relevance by associating each Deep Learning
Cluster with a different Web Search Engine; in addition, we include a Deep
Learning Cluster to perform as a Management Cluster that decides the final result
relevance based on the inputs from the Deep Learning clusters. Our algorithm
reorders the Web results obtained from different Web Search Engines after a user
introduces a query. We evaluate the performance of the Management Cluster
when included as an additional layer to the Deep Learning Clusters. On average;
our Management Cluster improves result relevance; its inclusion increments the
overall result relevance quality.

Keywords: Intelligent Search Assistant · World wide web · Random Neural
Network · Web search · Clusters · Deep Learning · Management Clusters

1 Introduction

Our brain is formed of clusters of same neurons that perform different functions; they
adapt and specialize when they learn tasks. Our brain decides the different actions to be
taken based on a weighted decision from different sensorial inputs; an example is driving.
A parallel scenario is the data available on the Web as it is formed of a large amount of
information; users select relevant data obtained from different sources such as Web
Search Engines or Recommender Systems. The brain retrieves a large amount of data
obtained from the senses; analyses the material and finally selects the relevant infor‐
mation. This decision can be erroneous due different external factors such as light flashes
or background noise, likewise, a user needs to select relevant Web results from a search
outcome that may be influenced or manipulated by a commercial interest as well as by
the users’ own ambiguity in formulating their requests or queries. This paper proposes
to associate the most complex biological system; our brain with the most complex
artificial system represented by the Web. The link between them is the Random Neural
Network.

We present an Intelligent Internet Search Assistant (ISA) that acts as an interface
between an individual user’s query and the different search engines. Our ISA acquires
a query from the user and retrieves results from various search engines assigning one
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Deep Learning Cluster per each Web Search Engine; in addition we assign a Deep
Learning cluster to perform as a Management Cluster. The result relevance is calculated
by applying our innovative cost function based on the division of a query into a multi‐
dimensional vector weighting its dimension terms with different relevance parameters.
Our ISA adapts and learns the perceived user’s interest and reorders the retrieved snip‐
pets based in our dimension relevant centre point. Our ISA learns result relevance on
an iterative process where the user evaluates directly the listed results as a supervised
learning. We evaluate our Management Cluster unsupervised learning and compare its
performance against other search engines with a new proposed quality definition, which
combines both relevance and rank.

We describe the related work in Sect. 2. We define our Deep Learning Clusters in
Sect. 3 and we present our Intelligent Search Assistant in Sect. 4. We have validated our
model in Sect. 5 showing our experimental results in Sect. 6. Finally, we present our
conclusions in Sect. 7 followed by the Appendix, where we list the queries used by our
validators, and References.

2 Related Work

This paper is an extension of a prior model presented by Gelenbe, E. and Serrano, W.
[1]. The Intelligent Search Assistant we design is based on the Random Neural Network
(RNN) [2–4]. This is a spiking recurrent stochastic model for neural networks. Its main
analytical properties are the “product form” and the existence of the unique network
steady state solution. The RNN represents more closely how signals are transmitted in
many biological neural networks where they actual travel as spikes or impulses, rather
than as analogue signal levels. It has been used in different applications including
network routing with cognitive packet networks, using reinforcement learning, which
requires the search for paths that meet certain pre-specified quality of service require‐
ments [5], search for exit routes for evacuees in emergency situations [6, 7], pattern
based search for specific objects [8], video compression [9], and image texture learning
and generation [10].

Deep Learning with Random Neural Networks is described by Gelenbe, E. and Yin,
Y. [11, 12]. This model is based on the generalized queuing networks with triggered
customer movement (G-networks) where customers are either “positive” or “negative”
and customers can be moved from queues or leave the network. G-Networks are intro‐
duced by Gelenbe, E. [13, 14]; an extension to this model is developed by Gelenbe, E.
et al. [15] where synchronised interactions of two queues could add a customer in a third
queue.

Advanced learning techniques applied to the cloud are described in several publi‐
cations; Wang, L et al. [16] present different experiments that compare three on-line real
time techniques for task allocation to different cloud servers; they [17] also propose an
experimental system that can exploit a variety of on-line QoS aware adaptive task allo‐
cation schemes. Brun, O. et al. [18] address the use of Big Data and machine learning
based analytics to the real-time management of Internet scale Quality of Service route
optimization with the help of an overlay network. Different search models were also
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proposed; Gelenbe, E. and Abdelrahman, O.H. [19] propose a Search in unknown
random environments, [20] describe a search in the Universe of big networks and data
and [21] present time and energy in team-based search. Schmidhuber, J. [22] reviews
Deep Learning in neural networks.

3 The Cluster Random Neural Network

3.1 Mathematical Model

The Random Neural Network is composed of M neurons each of which receives exci‐
tatory (positive) and inhibitory (negative) spike signals from external sources which
may be sensory sources or neurons. These spike signals occur following independent
Poisson processes of rates λ+(m) for the excitatory spike signal and λ−(m) for the inhib‐
itory spike signal respectively, to cell m Є {1, … M}. In this model, each neuron is
represented at time t ≥ 0 by its internal state km(t) which is a non-negative integer. If
km(t) ≥ 0, then the arrival of a negative spike to neuron m at time t results in the reduction
of the internal state by one unit: km(t+) = km(t) − 1. The arrival of a negative spike to a
cell has no effect if km(t) = 0. On the other hand, the arrival of an excitatory spike always
increases the neuron’s internal state by 1; km(t+) = km(t) + 1.

3.2 Clusters of Neurons

We propose the construction of special clusters of identical densely interconnected
neurons. We consider a special network M(n) that contains n identically connected
neurons, each which has a firing rate r and external inhibitory and excitatory signals λ−

and λ+ respectively. The state of each cell is denoted by q, and it receives an inhibitory
input from the state of some cell u which does not belong to M(n). Thus for any cell
i Є M(n) we have an inhibitory weight w−(u) ≡ w−(u, i) > 0 from u to i (Fig. 1).

Fig. 1. Clusters of neurons
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3.3 The Random Neural Network with Multiple Clusters

We build a Deep Learning Architecture (DLA) based on multiple clusters, each of which
is made up of a M(n) cluster. The DLA is composed of C clusters M(n) each with n
hidden neurons. For the c-th such cluster, c = 1,… , C, the state of each of its identical
cells is denoted by qc. In addition, there are U input cells which do not belong to these
C clusters, and the state of the u-th cell u = 1,… , U is denoted by qu. The cluster network
has U input cells and C clusters (Fig. 2).

Fig. 2. The Random Neural Network with multiple clusters

3.4 Deep Learning Clusters

We propose the learning model of the Deep Learning Clusters in this section. We define:

• I, a U-dimensional vector I Є [0, 1]U that represents the input state qu for the cell u;
• w−(u, c) is the U x C matrix of weights from the U input cells to the cells in each of

the C clusters;
• Y, a C-dimensional vector Y Є [0, 1]C that represents the cell state qc for the

cluster c.
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The network learns the U x C weight matrix w−(u, c) by calculating new values of
the network parameters for the input X and output Y using Gradient Descent Descent
learning algorithm which optimizes the network weight parameters w−(u, c) from a set
of input-output pairs (iu, yc):

• the input vector I =
(
i1, i2,… , iu

)
 where iu is the input state qu for cell u;

• the output vector Y =
(
y1, y2,… , yc

)
 where yc is the cell state qc for the cluster c.

3.5 Management Cluster in the Random

We define the Deep Learning management Cluster model in this section. We consider:

• Imc, a C-dimensional vector Imc Є [0, 1]C that represents the input state qc for the
cluster c;

• w−(c) is the C-dimensional vector of weights from the C input clusters to the cells in
the Management Cluster mc;

• Ymc, a scalar Ymc Є [0, 1], the cell state qmc for the Management Cluster mc.

Let us now define the activation function of the Management Cluster mc as:

ζ(xmc) =
[np(λ+mc + r) + n(λ−mc − xmc) − p(λ+mc + r) + r]

2pmc(n − 1)[λ−mc + xmc]

−

√
[np(λ+mc + r) + n(λ−mc − xmc) − p(λ+mc + r) + r]2 − 4pmc(n − 1)[λ−mc + x]nλ+mc

2pmc(n − 1)[λ−mc + xmc]

(1)

where:

xmc =

C∑

c=1

qcw−(c) (2)

we have:

ymc = ζ(xmc)

The input state qc for cell c represents the result relevance from each learning cluster;
w−(c) is the C-dimensional vector of weights that represents the learning quality of each
learning cluster c; ymc is the final result relevance assigned by the Management Cluster
(Fig. 3).
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Fig. 3. The Random Neural Network with a Management Cluster

4 Implementation

The Intelligent Search Assistant we have proposed emulates how Web search engines
work by using a very similar interface to introduce queries and display results. Our ISA
acquires up to eight different dimensions values from the user however the Web search
engine and number of result options are fixed.

Our ISA has been programmed to retrieve snippets from five Web search engines
(Google, Yahoo, Ask, Lycos, Bing). Our process is transparent; our ISA gets the query
from the user and sends it to the different search engines selected without altering it.
The ISA provides to the user with a reordered list of results clustered by Web Search
Engine. The results are reordered based on our predetermined cost function defined [1];
the user then selects relevant results and then our ISA provide with the final reordered
list clustered by the different Web Search Engines (Fig. 4).
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Google Yahoo Ask Lycos Bing

Dimension 1 Dimension 2 Dimension 8

Number of results: 10

Search!

Intelligent Search Assistant

Fig. 4. Intelligent Search Assistant user interface

5 Validation

A user in the experiment introduces a query. Our ISA assigns a learning cluster per Web
Search Engine, acquires the first N results of each Web Search Engine and reorders them
applying our cost function independently for each cluster. Finally our ISA shows a
reordered list clustered by Web Search Engine. In our validation we have asked users
to select Y relevant results per Web Search Engine, not to rank them, as they normally
do using a Web search engine therefore we consider a result is either relevant or irrel‐
evant. The results are shown to the user on random order to avoid a biased result rank
evaluation where the users indirectly follow the order shown by the selected algorithm.

Each learning cluster learns each Web Search Engine Relevant Centre Point as
defined in [1] where the inputs iu are the same values as the outputs yc. Our ISA reorders

Google
Cluster

Yahoo
Cluster

Ask 
Cluster

Lycos
Cluster

Bing
Cluster

Google

Management Cluster
Result List

Yahoo

Ask

Lycos

Bing

Management 
Cluster

Cost
Function Cluster Management Cluster

User

Fig. 5. Management Cluster validation
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each Web Search Engine cluster list according to the minimum error to the cluster Rele‐
vant Centre Point. Once our ISA has established the best performing cluster; it uses its
neural network weights to reorder the other cluster’s result lists (Fig. 5).

In order to measure search quality we can affirm the better learning cluster provides
with a list of more relevant results on top positions. We propose the following quality
description where within a list of N results we score N to the first result and 1 to the last
result, the value of the quality proposed is then the summation of the position score based
of each of the selected results. Our definition of Quality, Q, can be defined as:

Q =

Y∑

i=1

RSEi (3)

where RSEi is the rank of the result i in a particular search engine with a value of N if
the result is in the first position and 1 if the result is the last one. Y is the total number
of results selected by the user. The best Deep Learning cluster or Web search engine
would have the largest Quality value. We define normalized quality,., as the division of
the quality, Q, by the optimum figure which it is when the user consider relevant all the
results provided by the Web search engine. On this situation Y and N have the same
value:

Q =
Q

N(N+ 1)
2

(4)

We define I as the quality improvement between a Deep Learning Cluster and a
reference:

I = QC−QR
QR (5)

where I is the Improvement, QC is the quality of the Deep Learning Cluster and QR is
the quality reference.

We validate our management cluster with different values of w−(c):

w−(c) =
(

1
Qc

)θ

(6)

where Qc is Quality of Cluster c and Ф the Management Cluster learning coefficient.

6 Experimental Results

We have asked our validators to introduce up to 8 dimensions per query. There are no
rules in what users can search, however they have been advised their queries may be
published. Our ISA acquires the first 10 results of each Web Search Engine, independ‐
ently reorders them applying our cost function and finally shows a 50 result randomly

192 W. Serrano and E. Gelenbe



reordered list joining the 10 result Web Search Engine cluster list. In our validation we
have asked users to select 2 relevant results per Web Search Engine cluster list; this
enables us to better compare performance between learning clusters (Fig. 6).

Google

Results

Yahoo

Ask

Lycos

Bing

1.
2.
10.

1.
2.
10.

1.
2.
10.

1.
2.
10.

1.
2.
10.

Fig. 6. Intelligent Search Assistant result list

We have validated our proposed Management Cluster model with 45 different user
queries. The below Table 1 shows the Quality values at the different stages: before the
user validation (Cost Function), after the user validation (Cluster) and with the Manage‐
ment Cluster (Management Cluster) for five different Management Cluster learning
coefficients. We also show the Improvement between the quality of our Management
cluster after and before the user validation.

Table 1. Management Cluster validation

Learning coefficient Cost
function Q

Cluster Q Management
Custer Q

MC vs.
cluster I

MC vs. cost
function I

Ф = 1/4 0.239 0.2767 0.279 0.81% 16.75%
Ф = 1/2 0.239 0.2767 0.278 0.34% 16.20%
Ф = 1 0.239 0.2767 0.276 −0.30% 15.46%
Ф = 2 0.239 0.2767 0.271 −1.97% 13.53%
Ф = 4 0.239 0.2767 0.263 −5.05% 9.97%
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7 Conclusions

We have presented a biological inspired learning algorithm: the Random Neural
Network in a Deep Learning structure with a Management Cluster. We have validated
it in a similar Big Data artificial environment where users need to take relevant decisions:
the Web.

On average; our results prove that our Deep Learning Clusters increase significantly
the search Quality after the user’s first interaction. Our Management cluster improves
the Deep Learning Cluster Quality only when its learning coefficient is less than one; it
has a detrimental effect if it is equal to or greater than one. Our Management Cluster
needs to be the tuned to take the right decisions.

Appendix – List of Queries

Random Neural Network - Art Exhibitions London - Art Galleries Berlin - Night Clubs
London - Night Clubs Berlin - Vegetarian restaurant Stoke Newington - Techno Festivals
Europe - Indie Rock London - Flights Tokyo - Gentrification World -Best documentaries
2016 - Book shops soho - Boutique hotels Mexico city - Brownie cafe London - Haute
couture catwalks 2016 - Mid Century Patterns - Recycling Center London - Vintage Arm
Chair - Wedding Design Gifts Shops - Weekend Paris Break Tory Party Conference -
restaurants Forest Gate - compare energy prices - mid century furniture - reclaimed wood
London - Best dinner date London - Best holiday destinations - Holiday deals packages -
Best rooftop bars London - cheap flights Shanghai - Film clubs Edinburgh - fundraising
jobs arts heritage Edinburgh - Holiday cottages rent Stoke on Trent 10 people - Home
remedies sore throats - Volunteering opportunities Edinburgh - Brexit investments - Bristol
breweries - Harmonica shops London - Narrow boats sale London - How get Irish pass‐
port - Best Pizza New York - Islington History - Southern rail overground - US presiden‐
tial election forecast - Yorkshire dales walks.
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Abstract. Nowadays, paraconsistent logic and paracomplete logic have
established a distinctive position in a variety of fields of knowledge. The last
systems are among the most original and imaginative systems of non-classical
logic developed in the last and present century. Annotated logics are a kind of
paraconsistent, paracomplete, and non-alethic logic.

Keywords: Paraconsistent logic � Annotated logic � Decision-making

1 Introduction

The application of Intelligent Systems reaches a very wide variety of fields. For
instance, the speed and robustness of intelligent systems are increasingly demanded.
The use of big data is more and more common, and experts are frequently needed to
extract the maximum knowledge in helping the solutions to various problems. Such
data often contains incomplete data, fuzzy and even conflicting information, and so on.
The need to deal with such kind information is now one of the key points for a good
response to the various inquiries required.

For the task, we need more generic and formal tools. In particular, classical logic is
not suitable to handle the concepts quoted, at least directly. This paper shows in outline
how to deal with paraconsistency and paracompleteness data without trivialization. For
the task, it is employed a new class of non-classical logics, namely the paraconsistent
annotated evidential logic Es [1, 10, 11].
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2 Paraconsistent and Paracomplete Logic Es

We focus in a particular paraconsistent and paracomplete logic, namely the paracon-
sistent annotated evidential logic Es - logic Es. The atomic formulas of the logic Es is
of the type p(l, k), where ðl; kÞ 2 ½0; 1�2 and [0, 1] is the real unitary interval (p denotes
a propositional variable). An order relation is defined on [0, 1]2:

ðl1; k1Þ� ðl2; k2Þ , l1 � l2 and k1 � k2, constituting a lattice that will be sym-
bolized by s. A detailed account of annotated logics is to be found in [1, 11].

p(l, k) can be intuitively read (among others): “It is assumed that p’s favorable
evidence degree (or belief, probability, etc.) is l and contrary evidence degree
(or disbelief, etc.) is k.” Thus, (1.0, 0.0) intuitively indicates total favorable evidence,
(0.0, 1.0) indicates total unfavorable evidence, (1.0, 1.0) indicates total inconsistency,
and (0.0, 0.0) indicates total paracompleteness (absence of information). The operator
~: |s|!|s| defined in the lattice ~ ½ðl; kÞ� ¼ ðk; lÞ works as the “meaning” of the
logical negation of Es.

The consideration of the values of the belief degree and disbelief degree is made,
for example, by specialists who use heuristics knowledge, probability or statistics.

We can consider several important concepts (all considerations are taken with
0� l; k� 1):

Segment DB - segment perfectly defined: lþ k� 1 ¼ 0
Segment AC - segment perfectly undefined: l� k ¼ 0

Uncertainty Degree: Gunðl; kÞ ¼ lþ k� 1; Certainty Degree: Gceðl; kÞ ¼ l� k;
To fix ideas, with the uncertainty and certainty degrees we can get the following 12

regions of output: extreme states that are, False, True, Inconsistent and Paracomplete,
and non-extreme states. All the states are represented in the lattice of the next figure:
such lattice s can be represented by the usual Cartesian system.

These states can be described with the values of the certainty degree and uncer-
tainty degree using suitable equations. In this work, we have chosen the resolution 12
(number of the regions considered according to the Fig. 1), but the resolution is entirely

Fig. 1. Extreme and non-extreme states

The Importance of Paraconsistency and Paracompleteness 197



dependent on the precision of the analysis required in the output, and it can be
externally adapted according to the applications.

So, such limit values called Control Values are:

Vcic = maximum value of uncertainty control = C3

Vcve = maximum value of certainty control = C1

Vcpa = minimum value of uncertainty control = C4

Vcfa = minimum value of certainty control = C2

For the discussion in the present paper we have used: C1 ¼ C3 ¼ 1=2 and
C2 ¼ C4 ¼ �1=2 (Fig. 1).

In what follows, we present the algorithm para-analyser.
The primary concern in any analysis is to know how to measure or to determine the

certainty degree regarding a proposition if it is False or True. Therefore, for this, we
take into account only the certainty degree Gce. The uncertainty degree Gun indicates
the measure of the inconsistency or paracompleteness. If the certainty degree is low or
the uncertainty degree is high, it generates an indefinite.

The resulting certainty degree Gce is obtained as follows:

If:  Vcfa ≤ Gun ≤ Vcve or   Vcic ≤ Gun ≤ Vcpa ⇒ Gce = Indefinite
For:  Vcpa ≤ Gun ≤ Vcic

If:  Gun ≤ Vcfa ⇒ Gce = False with degree Gun 

Vcic ≤ Gun ⇒ Gce = True with degree Gun

Table 1. Extreme and non-extreme states

Extreme states Symbol Non-extreme states Symbol

True V Quasi-true tending to Inconsistent QV!T
False F Quasi-true tending to Paracomplete QV!⊥

Inconsistent T Quasi-false tending to Inconsistent QF!T
Paracomplete ⊥ Quasi-false tending to Paracomplete QF!⊥

Quasi-inconsistent tending to True QT!V
Quasi-inconsistent tending to False QT!F
Quasi-paracomplete tending to True Q⊥!V
Quasi-paracomplete tending to False Q⊥!F
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The algorithm Para-analyzer is as follows:
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3 Applications

The expert system considered has been applied in several problems: in what follows we
sketch some of them (Fig. 2). The details of each issue the reader can be found in the
references [2, 8, 11, 12].

When we have a complex problem, we express it as a proposition p. All relevant
parameters (factors, characteristics, etc.) are considered in the analysis. Also, we find a
group of experts capable of giving their opinions about such parameters expressed as
favourable evidence and also unfavourable evidence plus external data. Here lies a
fundamental difference regarding the other logics. The majority of logical systems
(including Fuzzy logic) consider the positive fact of p. In this way, the language of the
logic Es is more faithful in describing the portion of reality in consideration.

Computer networks have two essential characteristics: the vast diversity of con-
necting devices and a significant variability of the physical distribution of equipment.
Therefore, the performance analysis of a particular network based on absolute refer-
ences or third parties may not be applicable in all circumstances, especially in highly
complex and heterogeneous networks. Indeed, it carries a high degree of uncertainty,
and the classical logic may not be appropriate to deal it. In [4] the paper aims to
parameterize and evaluate the operating elements of heterogeneous networks, from the
analysis of representative attributes, based on concepts of Logic Es.

The work [3] analyses IT management services quality focusing on its critical
incidents as a strategic business factor and also to understand difficulties faced by
professionals improving IT services. To assist managers in their decision-making
process to improve IT services it was proposed a new method based on Logic Es.

Fig. 2. Scheme of an expert system based on logic Es and para-analyzer algorithm
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Validation of the proposed method, it was compared to a case study of a Brazilian
Foreign Trade company. The Logic Es was an important instrument in this study as it is
a tool to analyse multiple takes of contradictory decisions, to converge on a single type
of central decision-making and is suitable mainly for beginner’s managers (first level)
who need support for decision quickly and accurately.

After the results entered into the algorithm spreadsheet to the analyser and compared
with surveys of a real case, reached the conclusion that the tool based onLogic Es presents
a unified and efficient front of the comparison with the facts. The use of the expert’s
experience and the transformation of this qualitative information on quantitative data by
the algorithm to-analyzer were essential for the validation of this study instrument.

Organisations rely on various IT (Information Technology) services for mainte-
nance of their operations. Proper management of these services is of paramount
importance because in many cases the services are subject to incidents, which may be
defined as unplanned events that have the potential to lead to an accident.

Categorization and correct classification of incidents are of paramount importance,
as they may cause stoppage of essential services and result in financial losses and even
cause an impact on the organisation’s image. Classification of incidents is the act of
identifying the exact kind of incident and what components are involved, as well as
determining the incident priority, which is, for example, classifying it as critical or not.

Depending on the size of the operation, the Service Desk can have many techni-
cians of level 1 (first contact with the user), and differences in classification of incidents
occur frequently, i.e. the same type of incident can be classified as critical by a tech-
nician and as not critical by the other. Therefore, classification may have inconsistent or
contradictory results. The research problem on which this study is based is: there are
differences between the classifications of incidents in the IT Service Desk teams.

For this situation, the classical Aristotelian logic does not treat those inconsistencies
and contradictions correctly. Thus, the use of a non-classical logic, the Paraconsistent
Logic, for example, would be the most appropriate in this situation.

In [5] an expert system based on logic Es was used to address inconsistencies in the
classification of IT Incidents, helping managers to maintain the quality of services
utilized by the organisation for the increase of the efficiency in the Service Desk area.
ITIL (Information Technology Infrastructure Library) was considered as a management
tool, which is a framework of better practices that deal with Incident Management in IT
and the ISO/IEC 20000, which addresses this concept depicting Systems Certification
of Services Management in IT.

In [6] the expert system was applied to present a method of prospective scenarios,
proposing a new way of constructing technical and operational criteria, in such way
that future studies can take the contradictions into consideration and can be not only
reliable but also operationally efficient. Such method presents numerical output gen-
erated by the model so that they are easily understood by the decision makers (in work
[6] we have considered 02 (two) economists 02 (two) executives and 02 (two) pro-
fessors). It shows results of strategic topics between truth and falsehood, answering the
following question: is it possible to develop future prospectives scenarios with con-
tradictory and paracomplete data? The main advantages of using the Logic Es are due
to the fact of the input parameters are set by the structure of the thinking of experts,
consolidating a common logic translated into mathematical terms.
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The paraconsistent decision-making employed was compared with other classical
studies: with statistical methods [17] and Fuzzy decision method [16].

4 Aspects of Paraconsistent Neurocomputing

A suitable combination of Para-analyzer algorithm leads to built the paraconsistent
artificial neural network [8]. In the paraconsistent analysis, themain aim is to knowhow to
measure or to determine the certainty degree concerning a proposition if it is False or True
to some degree. Therefore, for this, we take into account only the certainty degreeGce. The
uncertainty degree Gun indicates themeasure of the inconsistency or paracompleteness. If
the certainty degree is low or the uncertainty degree is high, it generates an indefinite.

The resulting certainty degree Gce is obtained as follows:

If:  Vcfa ≤ Gun ≤ Vcve or   Vcic ≤ Gun ≤ Vcpa ⇒ Gce =  Indefinite
For:  Vcpa ≤ Gun ≤ Vcic

If:  Gun ≤ Vcfa ⇒ Gce = False with degree Gun 

Vcic ≤ Gun ⇒ Gce = True with degree Gun

The algorithm that expresses a basic Paraconsistent Artificial Neural Cell - PANC - is:
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A PANC is called basic PANC when given a pair (l, k) is used as input and
resulting as output: Gun = resulting uncertainty degree, Gce = resulting certainty
degree, and X = constant of Indefinition, calculated by the equations Gun = l + k − 1
and Gce = l − k (Fig. 3).

Such PANN was applied recently in the following topics:
In [9] algorithms based on the logic Es were interconnected into a network of

paraconsistent analysis (PANnet). PANnet was applied to a dataset comprising 146
Raman spectra of skin tissue biopsy fragments of which 30 spectra were determined to
represent healthy skin tissue (N), 96 were determined to represent tissue with basal cell
carcinoma, and 19 were determined to be tissue with melanoma (MEL). In this data-
base, the paraconsistent analysis was able to correctly discriminate 136 out of a total of
145 fragments, obtaining a 93.793% correct diagnostic accuracy. The application of
logic Es in the analysis of Raman spectroscopy signals produces better discrimination
of cells than conventional statistical processes and presents a good graphical overview
through its associated lattice structure. The technique of logic Es-based data processing
can be fundamental in the development of a computational tool dedicated to supporting
the diagnosis of skin cancer using Raman spectroscopy.

In [7] presents the development of anMPC (Model Predictive Control) based on logic
Es for a synchronous generator excitation control application, evaluating the performance

Fig. 3. The basic paraconsistent artificial neural cell
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of the Model Predictive Control for small signal stability analysis. Using the computa-
tional tool MATLAB®, from results obtained for the MPC, comparisons were made
regarding results presented by a combination of AVR (Automatic Voltage Regulator) and
a PSS (Power System Stabilizer), and results presented by a standard MPC.

PANN was also employed in the Alzheimer’s disease [14, 15], and many other
issues.

5 Conclusion

This paper shows at least in outline that annotated logics is a suitable formal tool to
deal with vagueness, inconsistencies and paracompleteness. Annotated logics give a
logical foundation for such mechanisms.

Issues, as described, are more and more common in intelligent systems, and
annotated logics are capable of being the underlying logic for those logical formalisms
giving robustness to theories based on them [13, 18]..
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Abstract. Knowledge management has become a strategic and vital issue for
many companies in order to respond to an economic, technical and informa-
tional environment which evolves dynamically. The knowledge loss risk has led
companies to look for a way to capitalize them for later reuse. The goal of
knowledge capitalization, in an organization, is to favor the growth, transmis-
sion and conservation of knowledge in that organization. The construction of
corporate memories, with a view to preservation and sharing, has become
enough current practice. In this paper, we are interested in the capitalization of
corporate knowledge using the REX (Return of EXperience) method. The
objective of this method is to capitalize the knowledge that must be strategic and
to favor the feedback of experience. The obtained results, based on a real
medical case study, show that the method we have applied is promising in the
field of knowledge capitalization.

Keywords: Corporate memory � Knowledge capitalization � REX method
knowledge management

1 Introduction

Knowledge management refers to the management of all the knowledge and know-how
in action mobilized by the company’s stakeholders to enable them to achieve their
objectives. Several stages have been identified in the knowledge management process
(capitalization and knowledge sharing), it is an explicit tacit knowledge identified as
crucial for the company, the sharing of the knowledge capital made explicit in the form
of Memory and the appropriation and exploitation of part of this knowledge by the
actors of the company [1]. The sharing and appropriation of corporate memories are
still real bottlenecks within organizations. Knowledge management methods are not
sufficient to enable effective ownership of knowledge by the company’s stakeholders.
However, the goal of knowledge capitalization is the sharing and re-use of experience
in order to optimize the organizational learning process.
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Today, knowledge modeling techniques are relatively well mastered and have been
widely used. Among these, there are techniques which are based on logical repre-
sentations, on the use of semantic networks, artificial neural networks, on the writing of
rules, or on mixtures of these different approaches. There are several methods and tools
to manage these different types of knowledge representation. In this study, we are
interested in the capitalization of corporate knowledge using the REX (Return of
EXperience) method [2]. The objective of this method is to capitalize the knowledge
that must be strategic and to favor the feedback of experience. The remainder of this
paper is structured as follows: In Sect. 2, we introduce the notion of corporate memory
and the different categories of corporate knowledge. In Sect. 3, we present the cycle of
knowledge capitalization. In Sect. 4, we explain the REX method and its different
objectives. Next, in Sect. 5 and through an illustrative example, we present how REX
is used in order to capitalize knowledge of a corporate and then we give some
implementation results. Finally, the Sect. 6 presents a conclusion and future work.

2 Corporate Memory

Although the term “corporate memory” is new in the corporate landscape, its origins
date back to the end of the 19th century [3] at the beginning of the 20th century, this
term was forgotten to reappear in 1981. In [4] the first definition of an organizational
memory in the sense that it is a memory that “establishes the cognitive structures of
information processing within an enterprise”. The corporate memory is defined in [1–4]
as “an explicit and persistent representation of knowledge and information in an
organization in order to facilitate their access and reuse by the appropriate members of
the organization for their task”. The construction of a corporate memory is based on the
desire to “preserve reasoning’s, behaviors and knowledge in order to reuse them later
or as soon as possible, even in their contradictions and in all their variety” [5].

According to [6], the corporate memory management consists of detecting the
needs of corporate memory, building, distributing, using, maintaining and evolve it.

There are several types of knowledge in an organization [7]: explicit knowledge
and tacit knowledge [8]. Therefore, for any knowledge capitalization operation, it is
important to identify the strategic knowledge to be capitalized [9]. These two types of
knowledge are defined in the following section.

2.1 Tacit Knowledge

They are based on the origin idea Japanese “we know no more than we can say”, they
reside in the heads of people, and are little formalizable and difficult to communicate.
They are, generally, individual character and need to be formalized in order to be
shared. Tacit knowledge includes:
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A Cognitive Aspect. It is translated by the mental models that humans form on the
world [10]. It includes patterns, paradigms, beliefs and points of view.

A Technical Aspect. Concrete know-how is transmitted by word of mouth [11]. It is
expressed in terms of informal technical expertise [8] or of capacity for action, adap-
tation and evolution [12].

2.2 Explicit Knowledge

Unlike the previous ones, this knowledge is transcribed on any supports. It is the
knowledge of the corporate stored in the form of procedures, plans, manuals, main-
tenance manuals, troubleshooting manuals, technical-commercial documents, technical
notes, databases, Expert systems, audio or video recordings, photos and films [11].

3 Knowledge Capitalization Cycle

Knowledge capitalization is defined in [13] as «the formalization of experience gained
in a specific field». The principal purpose is to «locate and make visible the enterprise
knowledge, be able to keep it, access it and actualize it, know how to diffuse it and
better use it, put it in synergy and valorize it» [14].

The capitalization process consists of several stages focusing on the notion of
strategic knowledge (see Fig. 1):

• The locating process: location of critical knowledge, i.e. explicit knowledge and
tacit knowledge which are necessary for the decision processes and the progress of
essential processes that form the core of the corporate activities [14].

• The Actualizing process: actualization of know-how and proficiency: it is necessary
to appraise them, to update them, to standardize them and to enrich them according
to the returns of experiments, the creation of new knowledge, and the contribution
of external knowledge [14].

• The Enhancing process: added-value of know-how and proficiency: it is necessary
to make them accessible according to certain rules of confidentiality and safety, to
distribute them, to share them, to exploit them, to combine them and to create new
Knowledge [14].

• The Preserving process: preservation of know-how and proficiency, when knowl-
edge is explicable, it is necessary to acquire it, to model it, to formalize it and to
preserve it; when knowledge is not explicable, the transfer of master-apprentice
knowledge and communication networks between people, for example, should be
encouraged [1].

• The Managing process: the interactions between the various problems mentioned
above. It is there that the management of activities and processes is positioned to
amplify the use and creation of knowledge in organizations.

Several methodologies are designed for the construction of “corporate memory”
defined as “an explicit, disembodied and persistent representation of knowledge and
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information in an organization”. In the next section, we present the method chosen for
the construction of the corporate memory.

4 Return of EXperience (REX) Method

REX method is due to the capitalization of experiences archived during the enterprise
activity realization. The finality is to build a knowledge base for future teams. The goal,
of this method, consists in constituting “experience elements” extracted from an
activity and to return these elements to a user to value them. Three types of experience
elements exist: documented knowledge elements, experience elements issued from
interview with experts and know-how elements issued from particular activity [2].

REX is divided into three stages which are:

1. Needs analysis and the identification of knowledge sources (specification and
dimensioning of the future knowledge management system): It is necessary to take
into account the needs of the organization; its objectives are to construct a repre-
sentation of the existing situation by modeling the main activities of the concerned
field. This modeling makes it possible to identify the flows of knowledge between
these activities. It is, then, necessary to size the future knowledge management

Fig. 1. Knowledge capitalization cycle [5]
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system by analyzing the knowledge sources of organization (list of documentary
holdings…) and then estimating the knowledge elements that can be produced from
these sources. It is also necessary to identify the specialists in the field and to
identify the valorization actions to be carried out to facilitate the capitalization and
transfer of knowledge [2].

2. Construction and storage of knowledge elements in the form of a database or a
corporate memory.

3. The establishment and operation of the knowledge management system is created
[2].

The REX can respond to four different and complementary objectives: valorization
of experience, knowledge extraction, creation of a corporate memory, and mutualiza-
tion of experiences.

5 Implementation of REX Method

In this section, we apply the chosen REX method on an example of the medical field.
This field has wide application in different organizations such as hospitals.

The basic principle of this method is based on the construction of the experience
elements (EE) and the experiments memory.

We can divide our work into two parts: the first one is used for the collection and
indexing of experiments and the second one is for access and exploitation of knowl-
edge. We used an ontology of diseases that already exists because our aim is the
application of the method REX.

5.1 Collection and Indexing of Experiences

This part deals with the reports recording of the completed experiments in the form of
erased access by indexing files. There are several forms of knowledge representation
such as: logical formalism, conceptual graph, frame… etc. in our work we used RDF
form to createfiles, this means the creation of files in RDF form which will contain
keywords that have semantic links to the content of the recorded experiments.

We mean by an RDF (Resource Description Framework) [15] file a graph template
designed to describe Web resources and their metadata. These later are described in a
formal way in order to allow automatic processing of such descriptions. RDF is the
basic language of the semantic Web, and it is associated with a syntax, whose purpose
is to allow a community of users to share the same meta data for the shared resources
by annotating unstructured documents and serving them as an interface for structured
applications and documents (e.g. databases, GED, etc.). RDF allows for a certain
interoperability between applications exchanging informal and unstructured informa-
tion on the Web.
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Index Example. See (Fig. 2).

Example: Source Code

– Creating the query: This piece of code is for the creation of a request

String key = search_field.getText();  
String Query = " SELECT ?maladie WHERE { ?y 
<http://www.w3.org/2001/maladie-rdf/3.0#symptome> \"" + 
key +"\" . \n ?y <http://www.w3.org/2001/maladie-
rdf/3.0#name> ?maladie . }";TextBox1.setText(Query);  

– Opening an RDF file: This code fragment shows us how to open an RDF file

InputStream in = new FileInputStream(new File("D:/vc-db-
1.rdf"));  
Create the model of enthology  
Model mod-
el=ModelFactory.createMemModelMaker().createDefaultModel(
) ;  
model.read(in,null);  
System.out.println(model);  
in.close();  

– Execute the query: This code fragment shows us how to execute a query that we
create

String queryString = TextBox1.getText()  
com.hp.hpl.jena.query.Query  
q = QueryFactory.create(queryString);  
QueryExecution qe = QueryExecutionFactory.create(q, mod-
el);  
ResultSet results = qe.execSelect(); 

Fig. 2. Example of index
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– Get the result in xml: This code fragment shows us how to import the result and
convert it to an XML file

TextBox2.setText("");  
if (results.hasNext())  
{  

String s = ResultSetFormatter.asXMLString(results); 
TextBox2.setText(s);  
String xmlRecords = TextBox2.getText();}  

– Extract the keywords from the XML file: This code fragment shows us how to
extract the keyword from the XML result file

DocumentBuilder db = null;  
try {  
db = DocumentBuilderFacto-
ry.newInstance().newDocumentBuilder();  
InputSource is = new InputSource();  
is.setCharacterStream(new StringReader(xmlRecords));  
Document doc = db.parse(is);  
NodeList nodes = doc.getElementsByTagName("result");  
String values = "";  
for (int i = 0; i < nodes.getLength(); i++)  
{  
Element element = (Element) nodes.item(i);  
values += element.getTextContent().trim() + "\n";  
}  
suggs.setText(values);  
} 

5.2 Experiments Access and Exploitation

This sub-section deals with the access to the accounts of the stored experiments and
uses a semantic search. To simplify the realization, all by keeping the paradigm of the
Rex method, the reports will contain observations by researchers on diseases:

– The report is saved in a text file with the subject name of the study topic.
– The index file (RDF) contains keywords that have direct links or semantic resem-

blance in the description of the disease (symptoms).
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– Search: To do this step we have chosen SPARQL [16] which is a query language
and protocol that allows us to search, add, modify, or delete RDF data available
over the Internet. Its name is an acronym of “SPARQL Protocol and RDF Query
Language”.

– Open the file that corresponds more to the keywords added to the search.

Below are some printed screens of our example implementation (Figs. 3 and 4).

Fig. 3. First windows of the interface
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6 Conclusions

Knowledge management is a process that encompasses the capitalization of knowl-
edge, the sharing and appropriation of that knowledge. Several techniques for capi-
talizing knowledge which inherent most knowledge engineering methods have been
defined. However, the appropriation of knowledge is still a subject for further study.
because its phase requires special attention since its success will depend on the
effectiveness of the organizational learning and therefore the performance of the
company in part. The work presented in this paper concerns the capitalization of the
knowledge of the corporate memory by using the REX method. We have apply this on
an example of the medical field. As future work, we wish to find a solution to the
problem of the appropriation of knowledge.
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Abstract. This paper proposes a monitoring approach based on single string
real-time measurements. An electronic board was developed able to sense string
voltage and string current along with open circuit voltage and short circuit current
of a selected solar panel belonging to the string. Acquired information allowed
real time monitoring of the power actually produced by each string. At the same
time, information gained from the monitored solar panel allowed the definition
of a production target which is dynamically compared with the actual value.
Experiments performed on a medium size solar field allowed the evaluation of
energy losses attributable to underperforming strings. The conversion of energy
losses into money losses can be adopted to quantify the revenues of fault fixing.

Keywords: Photovoltaic · Solar monitoring · Real-time monitoring

1 Introduction

Photovoltaic (PV) is one of the technologies with the greatest future projection within
the framework of renewable energies. Its numerous advantages, such as simple instal‐
lation, high reliability, zero fuel costs, very low maintenance costs, and the lack of noise
due to the absence of moving parts [1], have resulted in a high growth rate.

Nowadays PV represents the third-largest source of renewable energy after hydro
and wind [2]. Since 2010, the world has added more solar photovoltaic capacity than in
the previous four decades. Market researchers [3, 4] forecast another year of solar growth
for 2016, when new installations are expected to reach 69 GW.

Optimizing the production process and the reliability of photovoltaic systems
requires plants to increase production, as well as the lifetime and availability of all of
their elements, while reducing operating and maintenance costs [5–8]. Since solar
installed capacity is growing continuously, a small percentage improvement would
imply significant net progress and, in general terms, a reduction in these facilities costs.
Such systems cannot work efficiently if operations are not automated [9, 10].

Some of the advantages of solar monitoring system are; letting businesses and home
owners to get a real-time readout of their solar panels with the associated economic
benefit of making the best trade-off between switching between electrical and solar
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supply. Second is rapid problem identification and preemptive resilience to failure
allowing qualified service technicians to quickly fix the problem. Third is self-repairing
of the solar system through automated software when possible.

For this purpose, a new solar power monitoring system, named SunMieru, developed
and installed in a PV Power Plant, is presented in this paper. The system developed here
provides a detailed comprehensive real-time supervision of the performance of solar
power components and detecting the output power of the system and letting owners to
monitoring system on-line.

2 IoA Cloud-Based System Construction

We designed a system to collect the various information of the PV solar panel in the
real-time environment through Machine to Machine (M2M) interface automatically.
M2M interface is a microcomputer with various I/O to transmit the measured data to
cloud system through the 3G network. Some related technologies in order to provide
the better solutions in this field are described in follow.

2.1 Sensor Networks

The use of different specific-application designed sensor in a network array connected
to a high-speed network, allow information exchange among different business partners.
This sensor network is the core of multiple application layers that will be built over the
information provided.

2.2 Cloud Computing

Many current applications, from storage to Software as a Service (ASA) are using this
common affordable platform in order to reduce their hardware expenses. The informa‐
tion retrieved from the sensor networks could be processed or stored in the cloud for
future purposes.

2.3 Control Area Network (CAN)

The data generated by the different agriculture machines, e.g. yield of pesticides,
production, etc., can be stored in the cloud as well.

The structure of the M2M interface for proposed PV solar monitoring system is
illustrated as shown in Fig. 1. The information from measuring sensors are collected in
main board and transfer through the specially designed 3G shield to the cloud database.

The specification of specially designed M2M interface is shown in Table 1. The
analog or digital signals can be transformed by M2M interface. And these signals will
be transformed into the cloud database by 3G network.
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Table 1. Specification of specially designed M2M interface

Item Specification
Microcontroller ATmega2560
Operating voltage 5 V
Input voltage 7–12 V
Digital I/O 54
Analog I/O 16
Flash memory 256 KB
Network 3G

3 User Interface

A system for visualizing the various information managements was developed. This
system visualizes the data requested to the server, which is dedicated to obtain the
information related to the sensor characteristics of the PV solar monitoring in real time.
The information is requested and visualize in real time. Moreover, the system is design
in order to correctly visualize the requested data in a legible design. The main HTML
page is the client one, it is possible to access the M2M interface from integrated HTML
pages. It is important to mention that coding pages contain the information to perform
the sensor measurement requests, the sensor information is presented through the cloud
website, and the measurements are accumulated using cloud services.

The end user access to the main page after logged from top page. The main page
consists of sign up for new monitoring system, registration, GPS information of solar
panel, history, graph and online display parts.

Example of the user interface is shown in Fig. 2, and the diagram of specially
designed website is illustrated in Fig. 3.

Fig. 1. System construction of “SunMieru”
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Fig. 2. User interface

Fig. 3. Diagram of specially designed website
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4 Experimental Results

The overview of proposed system is illustrated in Fig. 4. Solar power monitoring system,
“SunMieru”, which specially designed in this project is shown in Fig. 5.

Fig. 4. Overview of proposed system

Fig. 5. Solar power monitoring system, “SunMieru”
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Figure 6 shows the daily output pattern of PV systems by using proposed system.
the output power of PV system is analyzed as the highest value from 12 PM to 3 PM,
by using the saving data function of proposed system.

Fig. 6. Daily output pattern of PV systems by using proposed system

Figure 7 shows the output patterns of PV systems in different weather condition,
such as clear, cloudy and rainy. Figures 8, 9 and 10 illustrate the relation between current
vs. illuminance, current vs. temperature and current vs. atmospheric pressure for PV
system by using proposed system.

Fig. 7. Output patterns of PV systems in different weather condition
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Fig. 8. Current vs. Illuminance

Fig. 9. Current vs. Temperature
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Fig. 10. Current vs. Atmospheric Pressure

Finally, it is confirmed that, predicting the output pattern of PV system through the
proposed system can be effectively performed.

5 Conclusions

A new system has been implemented and set up in order to achieve the detailed and
comprehensive supervision of all components of a Utility-Scale PV Power Plant
connected to the grid. The system, with the incorporation of additional sensors (wired
and wireless) and programmable controllers, monitors the production at specific points
distributed around a PV plant’s area. The system can be configured with different
sampling times, which renders it highly versatile. The processing of all of the informa‐
tion provides real-time knowledge of the performance of all PV installation components
and the presence of any failure in their operation. Due to the higher capacity of the cRIO
programmable controllers selected, the PQ of the generated electrical signal can also be
analyzed. The monitoring and supervising applications, which were also developed
specifically to be integrated into the PV-on time system, enables complete real-time
monitoring of the plant.
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Abstract. Eye tracking has become an increasingly important tech-
nology in many fields of research like marketing, psychology, human-
computer interaction, and also in visualization. Understanding the eye
movements of people while solving a given task can be of great support
to improve a visual stimulus. The challenging problem with this kind
of spatio-temporal data is the difficulty to provide a useful visualization
that can provide an overview about the fixations with their durations
and sequential order, the saccades with their orientations and lengths,
but also the distances of several fixations in space. Traditional visualiza-
tions like gaze plots - showing the stimulus in its original form overplotted
with the scan paths - typically produce vast amounts of visual clutter and
make a visual exploration of the eye movement data a difficult task. In
this paper we introduce the fixation distance plots that place the fixation
sequences to a horizontal line of color coded and differently thick circles
while showing additional saccadic information. Moreover, the user can
apply distance thresholds that indicate if fixations are within a certain
distance allowing to get an impression about the spatial stimulus infor-
mation. We illustrate the usefulness of the approach by applying it to
eye movement data from a formerly conducted eye tracking experiment
investigating route finding tasks in public transport maps.

1 Introduction

Eye tracking devices steadily improve due to the progress in hardware technol-
ogy [11,15,27]. This means that the recorded spatio-temporal data gets bigger
and bigger demanding for novel algorithmically, visually, and perceptually scal-
able visualizations [2] and visual analytics techniques [1,3].

For example, traditional gaze plots [10,12,13,18,20] or scan path visualiza-
tions [21] produce vast amounts of visual clutter if the number of fixations in
an eye movement trajectory gets really large. Consequently, it becomes difficult
to judge if there are certain visual scanning patterns for at least one person.
Visual attention maps [4,23,26], on the other hand, give an overview about the
visual attention paid to a stimulus, but, negatively, the eye movement data is
aggregated over time, space, and study participants or the average times of the
temporal behavior is incorporated in the visual attention map design [6].

If more than one scan path has to be inspected visually, i.e., for example com-
pared to others, we need a clutter-free and scalable visualization variant to get
c© Springer International Publishing AG 2018
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an overview about visual patterns that can be mapped to data patterns which
finally, lead to insight detection, conclusion drawing, or hypothesis building [16].
Moreover, the dynamics of the data plays a crucial role, in particular, if compar-
ison tasks have to be answered in different time intervals and on different levels
of temporal or spatial granularity. Solving such tasks reliably is challenging, even
impossible, with traditional eye tracking data visualizations like visual attention
maps or gaze plots.

Moreover, if additional attributes come into play, that should also be visually
reflected in a diagram, we need a visually scalable visualization technique that
is free of visual clutter [22]. We identify the restriction to the spatial dimen-
sion of the stimulus as the major problem in a corresponding visual design for
eye movement data since the freedom and flexibility to layout data elements
and to visually encode them is typically lost if the stimulus content has to be
incorporated as a spatially proportional one-to-one visual encoding.

In this paper we describe the fixation distance plots that map scan paths
to horizontal lines with circles of different sizes and colors to indicate fixation
durations. Moreover, the saccades are displayed as proportionally long lines pre-
serving their original orientation combined with the distance circles. To visually
explore the spatial (Euclidian) distances between fixations we use color coded
parallel distance lines which are aligned with the respective start and end points
of the fixations in a pairwise manner. Interaction techniques are applicable to
filter the distance plots by selecting a distance threshold value or an interval.
Moreover, data can be aggregated in the time dimension and the user can algo-
rithmically search for study participants with characteristic distance features.

We illustrate the usefulness of our eye movement data visualization technique
by means of an application example investigating data from a formerly conducted
eye tracking study asking route finding tasks in public transport maps [5,19].

2 Related Work

There are various visualization techniques for eye movement data as surveyed by
Blascheck et al. [2]. Also visual analytics approaches have been investigated to
explore such spatio-temporal data [1,17], but mostly, they only show one or two
aspects of the data without getting an overview about the proximity of fixations
in a sequence. This is an important information since it provides insights about
the scanning behavior based on certain well-defined small regions or scanning
strategies that are far apart in a visual stimulus. This information is oftentimes
lost if displayed together with the temporal information and the scan paths of
several study participants.

For example, in visual attention maps [4,6,23,26] this information can be
derived from inspecting the visual stimulus, but due to the aggregated and over-
plotted eye movement data, an observer cannot explore the individual scan paths
together with the fixation proximities to understand applied visual task solution
strategies among the participants [7]. Gaze plots [10,12,13,18,20] show the tem-
poral behavior directly placed on top of the stimulus but visual clutter [22] will
be the result due to overplotting and line crossings.



Visual Analysis of Eye Movement Data with Fixation Distance Plots 229

More recent techniques like parallel scan paths [21] are a way to get rid off
the clutter by displaying each eye movement trajectory separately, but also in
this approach the information about distances is lost. Color bands [8] are useful
to visually encode scan paths to color coded bands of varying shapes supporting
the identification of time-varying visual attention patterns. The strengths of the
human’s visual system [14,24,25] are exploited for comparison tasks which is
difficult to do with standard fixation point-based approaches. But as a negative
consequence of color bands there is no way to provide the distance informa-
tion about the fixations, for example, with the goal to detect fixation clusters.
The saccade plots [9] reflect fixation clusters as curved arcs placed vertically
or horizontally outside a corresponding visual attention map, but the arcs only
show the movement in either x- or y- direction and the sequence of fixations is
typically lost without interaction techniques.

In this paper we describe a technique with which the eye movement trajec-
tory is visually encoded as a sequence of differently large circles and different
distances depending on the occurrence over time and the fixation durations.
Moreover, the saccadic information is displayed on top of each of the circles to
reflect the varying eye movement directions and saccade lengths. Finally, as a
major contribution, we integrate fixation distance plots as a visual means to
explore the eye movements based on fixation proximities which is provided as
an overview-based representation below the scan path visualization aligned with
the fixations. Color coded parallel lines describe the fixation distance patterns
which support the comparison of visual scanning strategies between participants
but also between stimuli.

3 Fixation Distance Plots

In this section we describe the fixation distance plots and illustrate how eye
movement data is visually encoded. Then we describe how spatial distances are
computed and how they are visually represented in a visually scalable way.

3.1 Eye Movement Data and Distances

We model eye movement data, i.e., m ∈ N scan paths consisting of fixations and
saccades attached with additional data attributes as

Si := {pi,1, . . . , pi,ni
}, 1 ≤ i ≤ m ∈ N

where
pi,j ∈ X × Y × N.

The display space is expressed by the variables X and Y , i.e., the horizontal and
vertical dimensions. N models the fixation duration to a point pi,j , i.e., the time
a study participant is fixating point pi,j until he moves to another point. The
variable m expresses the number of study participants, i.e., people from which
eye movement scan paths were recorded by asking a certain (same) task in a
certain (same) stimulus. The spatial distance in our approach is obtained by
computing pairwise Euclidian distances between all fixation points.
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Fig. 1. A fixation distance plot showing one scan path in which the fixation duration
is mapped to circle size and the saccades to lines with lengths and orientations. The
pairwise distances are depicted as colored parallel lines below the fixation sequence.

3.2 Visual Encoding of Scan Paths

Figure 1 depicts a scenario in which an individual scan path is represented con-
sisting of only 4 fixations for illustrative purposes. As we can see, the scan path
is plotted to a one-dimensional horizontal line with the time axis pointing from
left to right. Each fixation is placed at the corresponding point in time it occurs
in the sequence. The duration is encoded in the circle size as well as in the color
coding. It may be noted that two different metrics can be displayed here, in the
size and in the color, as well as some more by using different shapes or even tex-
ture. The saccades between two fixations are mapped to black colored straight
lines of varying lengths and orientations, proportionally reflecting the saccadic
information in the eye movement data. Also here, the shapes of the lines and the
color coding might serve as useful visual features for further data attributes, i.e.,
the circles are based on a glyph-based design combining several data variables
into several visual variables in a single representation.

3.3 Distance Plots

The lower part of the plot in Fig. 1 visualizes the pairwise distances of the fixa-
tions aligning them with the circle centers indicating those fixations. The color
coding reflects the distance values, i.e., the more red the color the closer are two
fixations in the displayed stimulus. This approach allows to display the distances
in a compressed and aggregated way as a visually scalable technique. Moreover,
filtering and clustering can be applied directly on the plot, supporting an order-
ing of the color coded distance lines and a hierarchical structuring of the fixation
sequence into hierarchical subsequences.
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3.4 Interaction Techniques

We provide several interaction techniques with which the data can be visually
transformed, i.e., different perspectives on the data can be generated.

– Filtering: Since the number of pairwise fixation distances can become large
we support the filtering for only certain parallel distance lines. Either a thresh-
old value can be selected or value intervals leading to a distance-based filtered
plot. For the scan paths we support a filtering for fixation durations, time
intervals, saccade orientations and lengths. Those can also be applied in com-
bination while the filtered out data elements can be removed completely or
only grayed out for preserving the context information.

– Clustering: The parallel distance lines are naively ordered and vertically
stacked by the occurrences of start and end fixations. A clustering based
on the distance values can provide a better grouping of identical or similar
distance lines. The distances can also be used to group the eye movement
sequence into subsequences that reflect neighbored fixation regions.

– Distance features: The generated pairwise distances can also be compared
pairwisely by computing Jaccard coefficients of the distance values. This fea-
ture can give hints about similarities among the distance values of a certain
number of participants’ scan paths.

– Aggregation: Visual scalability can become an issue if too many data ele-
ments have to be visually encoded. For this reason we support distance value
aggregation as well as scan path aggregation to provide a more scalable visu-
alization for the unaggregated data elements.

3.5 Visual Patterns

The data-to-visualization mapping reflects several visual patterns that, if visually
identified, can be remapped to the data, serving as data exploration tool.

– Fixation patterns: The thicknesses and color codings of the circles indicate
the fixation durations while the distances between the circle centers reflect
the occurrence time and the density expresses the occurrence frequencies in
certain time intervals.

– Saccade patterns: The differently oriented black lines indicate the saccade
directions and the lengths over time. These patterns can be inspected to get
an impression about the movements of the eye in certain time intervals.

– Distance patterns: Color coded lines describe the distances of pairwisely
compared fixations. Distance clusters can be observed by looking at specific
color coded blocks which indicate fixation clusters. The color coding visually
encodes the distances and the variance depicts changes in distance values.

– Participant patterns: Taking into account several of the fixation distance
plots can give insights about different or similar scanning strategies among
several participants. An analyst can inspect the fixation, saccade, but also the
distance patterns to build hypotheses with this overview-based visualization.
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– Stimuli/Task patterns: Apart from comparing participants and their scan-
ning behavior, we can also visually explore the scanning behavior for several
stimuli, for example, if the same task is asked investigating the performances
and visual task solution strategies of several participants. Another scenario
is imaginable if several different tasks are asked in the same stimulus like in
the Yarbus [27] experiment on ’The unexpected visitor’.

4 Application Scenario

We apply the fixation distance plots to eye movement data from an eye tracking
study investigating route finding tasks in metro maps [19]. Color coded and gray
scale maps were shown as stimuli in the study while 40 participants took part.
Each participant had to find a route from a highlighted start to a highlighted
destination station while the interchange points had to be mentioned which is
some kind of partly think-aloud study combined with eye tracking.

Figure 2 shows a fixation distance plot for one participant for the metro map
of Antwerp in Belgium and one route from a start to a destination station. The
scan path consists of approximately 50 fixations which are not equally distributed
but show several differently long temporal gaps (1, 2, 3, 4). The fixation durations
vary over time as well as the saccades which seem to be longer in the beginning
and the end (5, 6), but shorter in-between (7) for a certain time period. Also
the orientations and directions of the saccades are mostly from top to bottom
(8) and back again but less from left to right which indicates a more top-down
or bottom-up scanning behavior. The fixation distances indicate lots of short
distances between nearly all fixations, but also a few outliers (yellow color) (9)
that reflects that the eye moves over longer distances. This effect can be a result
of the cross checking behavior of the task solution, i.e., the eyes move back over
longer distances to confirm or reject the found route in the metro map study.

Fig. 2. A fixation distance plot for a route finding task in a public transport map
study conducted by Netzel et al. [19]. The grayscale color coding indicates the fixation
distance values of the pairwise comparisons. Blue color indicates short distances while
yellow color reflects longer distances.
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Fig. 3. Fixation distance plots for six eye tracking study participants. We can see
different scanning strategies in each of the plots (a)–(f), but also some similarities.
Black color expresses shorter distances while the distance increases with gray to white
becoming distance lines.

)b()a(

)d()c(

Fig. 4. Fixation distance plots for four study participants. The scan paths are much
shorter (less fixations) than those in Fig. 3. Black color expresses shorter distances
while the distance increases with gray to white becoming distance lines.
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Figure 3 illustrates scan paths of six participants for the same route finding
task in the map of Antwerp in Belgium. There are differences and similarities in
the displayed fixation distance plots compared to those in Fig. 4. Hence, the ten
participants can be classified into 2 groups by their visual scanning behavior.
The 6 participants in Fig. 3 took much longer to answer the given route finding
task than the 4 participants in Fig. 4. The black colored fixation distance lines
indicate that people sometimes went back to points close to already visited ones
reflecting a cross checking behavior. White areas between neighbored fixations
in a sequence indicate that those are far away and hence, the eye jumps over a
longer distance. For this specific scenario this means that people do not follow
a metro line from start to end but instead, try to find the answer of the route
finding task by subdividing it into subtasks. Those subtasks are given by the
line parts between interchange points.

Moreover, the fixation durations are more or less equally long for most of
the sequences (Fig. 3), but for the shorter ones, we can see some outliers, e.g.,
the larger yellow colored circles (Fig. 4(a), (b), and (c)) or the big gray one in
Fig. 4(a). This indicates that people mostly do a rapid scan over the stimulus,
while at some places they stop for a while. Looking at the corresponding stimulus,
we can identify those stops as the interchange points or one of the highlighted
stations.

The differently long scan paths can be explained by two different task solution
routes for the displayed metro map stimulus. The longer ones can be mapped to
routes following a metro line running to the north while the shorter ones take a
solution route running to the south.

5 Limitations and Scalability

There are several limitations of our fixation distance plots. Those can be classified
into algorithmic, visual, and perceptual issues which can be discussed as follows:

For computing all pairwise distances we have to compare all fixation point
pairs and the Euclidian distances have to be stored. The longer the scan path
the more comparisons have to be done, i.e., the algorithmic runtime grows in
O(n2) if n is the number of fixations in a scan path. The visualization can grow
in two dimensions which are the number of fixations or the time axis and as a
consequence, the number of pairwise Euclidian distances. If too many fixation
points are contained in a scan path, aggregation and filtering techniques should
be applied to reduce the amount of displayed data and to obtain a visually
scalable visualization. Perceptually, a data analyst has to explore the different
color codings, circle sizes, and line orientations. Also the start and end points
of the parallel running distance lines have to be perceptually aligned with the
corresponding fixations. If the number of elements grows, these issues can become
challenging perceptual problems in this visualization technique.
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6 Conclusion and Future Work

In this paper we described the fixation distance plots as a way to provide an
overview about fixation durations, fixation occurrences over time, and saccadic
information like eye movement directions and lengths. As an additional enhance-
ment we incorporate the pairwise fixation distances as color coded parallel lines
aligned with the fixations. The additional view on the data visually reflects eye
movement patterns, in particular, if fixation clusters are existing in the data,
i.e., small stimulus regions in which the eye remains for a while but where the
scan path consists of many fixations. Those visual patterns are useful as a tool to
compare visual scanning strategies among several eye tracking study participants
but also between several stimuli, either based on the same task or for comparing
the scanning strategies for different tasks like in the work of Yarbus about ’the
unexpected visitor’ [27]. For future work, we plan to add more interactions as
well as additional visual encodings of the eye movement data. Moreover, a user
study might be of interest to evaluate the fixation distance plots.
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Abstract. We conducted an eye tracking study with 40 participants to
understand which visual objects like metro lines, stations, interchange
points, specific symbols, or extra information like labels or legends are
visually attended during a free examination question scenario. In this
study we did not ask a specific question like a route finding task as in
a previous eye tracking study, but we let the study participants freely
inspect a displayed metro map system for 20 s each. We used 24 different
metro maps with the same characteristics, but varied between color coded
maps and gray scale ones. Understanding the visual scanning behavior of
people while inspecting metro maps is an important, but also challenging
task. But positively, the analysis of such eye movement data can support
a map designer to produce better maps, in particular, to find out which
regions are visually attended first or most frequently, maybe to guide the
viewer. The visually attended regions and objects can be a key aspect
in a metro map to make them easier and faster comprehensible and
finally, useful for travellers in foreign and unknown cities all over the
world. The major result from our eye tracking experiment is that the
study participants significantly inspect symbols that pop out from the
map like the airport signs or the map legends which belong to the key
features in maps. Moreover, dense regions are more frequently attended
than sparse ones. The visual attention maps of colored and gray scale
maps look very similar.

1 Introduction

Metro maps are typically designed in a way to support travellers to find routes
from a starting point to a destination in a foreign city [7]. In many cases a
starting point for a journey is the airport, a larger train station, or any other
prominent point in the system like a famous sight. Consequently, it is important
to visually augment such characteristic points or regions by perceptually distin-
guishing graphical objects or signs which give a traveller the chance to read the
metro map more rapidly.

Several map designs have been developed over the years, all focussing on
making the finding of routes easier and more comprehensible, in particular, if
the traveller is a layman, not using the maps very frequently as an every day
task. Apart from the metro lines and the interchange points, typical map designs
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augment those line-based diagrams with additional symbols indicating tourist
attractions like sights. It is questionable which graphical elements people visu-
ally attend if the only task is to have a look at a displayed map in order to
freely explore it, i.e., if they have no specific task in mind. To understand the
visual scanning strategies while freely examining maps we recorded people’s eye
movements [24] and analyzed the recorded data later on as also described by
other eye tracking researchers [9,12].

In this paper we evaluate the recorded eye movement data of 40 participants
being confronted with such a free examination question scenario. To reach our
goal we show 24 different metro maps from public transport systems from cities
all over the world. We additionally vary between color coded and gray scale maps
(which might be cheaper to print) in an in-between study design and let people
visually attend the maps for exactly 20 s.

As a major outcome of our eye tracking free examination question experiment
we found that most of the people always visually attend the provided legends in
metro maps. This is an important information to understand the map symbols
and finally, to read the map and solve tasks with it. But people also had a look
at the airport signs, but also other graphical elements like rivers or legends were
inspected. Moreover, dense regions in the maps as well as long labels were visually
attended. For the color coded metro lines people looked more on red color coded
lines. As another major outcome we found out that the visual attention of color
coded maps and gray scale maps is pretty similar which is a fascinating result
since a between-subjects study design was used which separates people into two
groups, those looking at color coded maps and those looking at gray scale maps
avoiding learning effects.

2 Related Work

The design of metro maps is challenging since an uncluttered [22], aesthetically
pleasing [4], readable [10], and intuitive [13] line-based diagram has to be com-
puted or manually be designed [7]. Not only the metro lines with the stations,
the color codings and textual labels, or the placement and trajectories of the
stations and lines, i.e., the layout, are critical visual features, but also additional
symbols that have the goal to enhance the map for the viewer.

The question arises how many of these symbols should be placed in a public
transport map to not lead to visual clutter and a mass of additional information
on the one hand, but to a not well-informed traveller on the other hand, if
not enough symbols visually augment the map. In an eye tracking experiment,
Netzel et al. [19] extended the work of Burch et al. [3,6] by recording the eye
movements of study participants while they answered route finding tasks in
public transport maps. They found that the geodesic path tendency [14] plays
a crucial role in these tasks and that people tend to crosscheck their answers
which is a typical visual scanning strategy for line-based diagrams in which the
task can be subdivided into subtasks [5]. Moreover, people can be separated into
two groups, i.e., either starting from the beginning of a route or from the end.
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Although Netzel et al. found several insights when annotating [20] and ana-
lyzing the eye movement data, the visual attention of symbols or specific regions
has not been investigated in their experiment nor the pop out effects of sev-
eral symbols, features, and regions [11,23]. There is an indication that people
sometimes have a look at the map legends and also at the metro lines’ final desti-
nations, but those results are rather task-driven and hence, possibly be required
to reliably solve the route finding task.

Tracking the eyes of people while inspecting metro maps is in particular
useful to evaluate the user attention [16], to understand the influence on the
readability of the public transport maps [2], or to distinguish between ambient
and focal attention [17]. Kiefer et al. [15] used eye tracking as a support system
while Ooms et al. [21] facilitated the exploration of spatio-temporal data. Also
visual interaction strategies can be analyzed with eye tracking techniques [8].
But although various applications of eye tracking exist, only a few take into
account the design and evaluation of metro maps. In this paper we investigate
the eye movements of people while doing a free examination task, in particular,
which symbols, features, and regions are visually attended. This might serve
as a pilot study for future follow-up eye tracking experiments investigating the
readability of metro maps.

3 Eye Tracking Study

We conducted an eye tracking study investigating how special symbols, features,
and regions integrated in the maps are visually attended. The study was designed
as an in-between subjects study design with the color coded and gray scale maps
dividing the participants into two equally large groups. In this paper we present
some results of this free examination scenario which were not published before.

3.1 Free Examination Question

The eye tracking study consisted of two parts, the first one in which route finding
tasks were asked and a second one, the free examination scenario. 24 metro
map stimuli were displayed in both, color coding and gray scale, one after the
other. The first part of the eye tracking study was already published by Netzel
et al. [19] while the free examination scenario data was not analyzed for visual
scanning strategies although the analysis of the data showed many insights,
probably supporting a map designer to enhance the map design. All the details
about the study design and the experimental setup are explained in the work of
Netzel et al. [19].

In the free examination scenario people were shown one static metro map in
either color coding or gray scale for exactly 20 s. The task was to just explore
the map without any further guidance. Consequently, people were not given a
detailed task like finding a route from a start station to a destination which lets
them the freedom to concentrate on specific regions, symbols, and features in
the map that pop out to some degree.
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We used a Tobii T60 XL eye tracking system with a TFT screen resolution of
1920 × 1200 pixels. We used a regular 9-point calibration while the participants
sat in front of the display at a distance of about 60 cm, given by the calibration
feature of the eye tracking system. After the recording of the eye movements
we checked the validation of the data by means of the integrated eye tracking
function and based on that, we decided to use all of the recorded eye movements
from all of the fourty participants.

Figure 1 shows a colored metro map of Barcelona in Spain. As we can see, the
map contains lots of stations and lines, but is also enhanced by additional visual
features and symbols like the airport sign or a map reading legend. Moreover,
water is indicated as a blue region while sparse and dense regions can be found
depending on the number of lines and stations in certain areas.

Fig. 1. The public transport map of Barcelona in Spain: There are specific regions,
points, and symbols in the map which may have an impact on the understandability and
applied reading strategies. But the question arises about which elements are attended
at first, at last, and also most frequently.

3.2 Important Symbols and Regions

There is a list of specific symbols, features, and regions in a metro map worth
investigating in an eye tracking study (see Fig. 1). Those will be described in the
following:

– Airport signs: The airport is important since many passengers may arrive
there planning a journey to a hotel close to the city center, and hence, often-
times builds the starting point of a journey.
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– Legends: If an unfamiliar map design is used, a view on the legends is nec-
essary to understand the symbols and to read and interpret the map.

– Rivers (Water): Rivers, lakes, or the ocean can provide additional visual
cues to the abstract and distorted map.

– Metro lines: The metro lines and their color coding can already drive the
first impression of the viewer.

– Metro stations: Metro stations are a crucial information to support a viewer
about important points to start or end a journey.

– Interchange points: If more complex journeys are done, one has to identify
interchange stations, i.e., typically several metro lines have to be used.

– Metro line ends: Understanding the direction in which a metro line is
operated can be obtained by looking at the final destination which is typically
indicated at the ends of the corresponding metro lines.

– Sight symbols: If tourists are travelling they are mostly interested in sights,
i.e., additional information in form of symbols should augment the map.

– Dense regions: Larger cities like Paris, London, or Tokyo typically contain
many dense regions, mainly in the city centers.

– Sparse regions: In the outside regions, i.e., in the corner of the displays, in
parks, or in the ocean, there is only a minimum amount of information to be
displayed.

– Labels: To correctly interpret the map and to match it with other informa-
tion (from a travel book) one needs to read textual information like station
or metro line labels.

– Outliers/strange features: Unexpected features in a designed map can
lead to misinterpretations and should be avoided by the map designer.

3.3 Results

We analyze the recorded eye movement data for typical phenomena like which
symbols, features, or regions are visually attended most frequently, which ones
in the beginning, which ones towards the end, for how long, and finally, which
ones are attended several times in the 20 s. The provided percentage values are
averaged over the study participants and the displayed stimuli. Consequently, by
the repetition of the experiment we can get a feeling about which of the analyzed
aspects in a metro map are most likely to be looked at and also how often, how
long, and at what time.

To evaluate the data we had a look at the provided videos from the Tobii
T60 XL eye tracking system overlaid with the fixations. From this information
we build a table containing the percentage values.

For the fixation frequency we record if a symbol, feature, or region has been
attended at least once. This is then divided by the number of displayed maps
containing that specific feature. For example, an airport symbol has been visually
attended in 76.3% of the cases, i.e., if 100 maps with an airport sign were shown,
in 76.3 maps the airport sign has been looked at. For the visual attention at the
beginning and at the end, this works similar with the restriction that the first
or last look plays a deciding role here. Again all displayed maps are taken into
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account and the percentage value is computed. For the length we compute the
average fixation duration in seconds for each symbol, feature, or region and
average that over all displayed maps. If someone is fixating something several
times (with fixation gaps in between) we count the maximum number of those
fixations and average them over all displayed maps. For example, a legend might
be inspected for 3 s in the beginning and again for 5 s. Finally, another 4 s are
spent to look at the legend. This means it has been looked at for 12 s in total
and 3 times. All of those results are displayed in Table 1.

Table 1. Visual attention to specific symbols, features, or regions like attention fre-
quency, fixation at begin or at end, length of fixation, or times of fixation. All values
are computed over all displayed metro maps and all study participants.

Symbols Freq. (%) Begin (%) End (%) Length (sec.) Times (n)

Airports 76.3 11.7 6.5 1.3 5.2

Legends 93.9 23.1 8.9 4.3 7.6

Rivers (Water) 76.5 4.3 1.0 1.9 0.8

Metro lines 73.5 6.9 4.8 2.7 16.5

Metro stations 70.1 4.5 3.4 1.3 9.8

Interchange points 65.3 3.3 1.6 0.8 2.2

Metro line ends 56.2 0.2 0.4 0.5 1.1

Sight symbols 45.3 0.4 0.2 0.8 3.4

Dense regions 67.3 5.4 2.4 2.3 6.5

Sparse regions 64.9 2.4 2.3 0.9 3.4

Labels 66.8 1.1 2.3 1.6 7.4

Strange features 45.2 0.3 0.0 0.5 1.3

As a major outcome of Table 1 we can observe that the provided legends
have been inspected at least once in 93.9% of all displayed maps. They were
attended at the very beginning of the free examination task in 23.1% and in
the end in 8.9%. The average fixation length is 4.3 s, i.e., much of the 20 s is
used to have a closer look at the legends while they are visually attended several
times (7.6 times in average). This means people probably look at a legend, try
to understand it, apply it to the displayed map, and go back to it several times.
These results show that map legends seem to be important visual features for a
metro map, but also some other symbols are of importance.

For example, metro lines are inspected here although no specific route finding
task was asked. They were looked at 16.5 times in average meaning people jump
to and fro frequently between the lines. Also dense regions are visually attended
for 2.3 s in average which is a relatively large amount of time compared to the
20 s of total time for the free examination scenario. We can also see that rivers
or water in general is frequently looked at which is an important information
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like the river Thames in London giving some extra context information. We can
also see that strange features (like design errors) have not been looked at 100%
of the times, i.e., the viewers only found less than 50% of those strange objects
(like typos in the labels, incomplete legends, or wrong arrows).

Also text labels indicating the stations’ or metro lines’ names are frequently
attended (66.8). They are more looked on at the end (2.3) of the free examination
task than in the beginning (1.1). Labels are also looked at several times (7.4),
but it may be noted that we counted here all labels that appear in a map (which
are many). This is different to an airport sign, for example, since this only occurs
once or twice in a map and hence, has a lower probability to be looked at and
also not that often. This fact also indicates that airport signs seem to be very
prominent in the maps compared to traditional text labels.

Antwerp Berlin Bordeaux Cologne

Antwerp Berlin Bordeaux Cologne

Frankfurt Tokyo Paris Barcelona

Frankfurt Tokyo Paris Barcelona

Fig. 2. The public transport maps of several cities in the world are differently visually
attended. But, several graphical elements or regions in the stimuli all got more visual
attention than others. We can find a similar attention behavior for both color coded
(top row) as well as gray scale public transport maps (bottom row). We used an in-
between subjects study design.
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Also the center of the maps seems to be visually attended much more fre-
quently. One reason for that is that dense regions (67.3) are typically occurring
close to a map or city center, although the map design focusses on distorting
the map in a way to reduce the densities but to still preserve the topological
information, i.e., various stations and metro lines are moved away. This visual
attention effect can be observed in nearly all displayed maps in this study.

We also compared colored and gray scale maps and found an interesting phe-
nomenon. If we have a look at the visual attention maps for both scenarios of
the free examination setting we can see that there are various similar hot spot
regions (see Fig. 2). Although we used an in-between subjects study design, peo-
ple frequently looked at similar symbols, features, and regions. Consequently, we
might argue that color coding is not deciding for this free examination scenario
as it is for a typical route finding task as found out by Netzel et al. [19].

4 Discussion

As described in the work of Yarbus [24] the task has a large impact on the visual
scanning strategies, a phenomenon that we also found out in the route finding
study part. Although we did not ask a specific task in the free examination
scenario we are aware of the fact that a study participant might try to answer
one or several tasks that are more based on the semantics of the displayed map
and the fact that someone tries to interpret the map. Consequently, there is
always one task for trying to understand the displayed map which might have
an influence on the recorded eye movement data. But trying to understand the
map is exactly the task that a map designer wishes to be performing well.

Another aspect here is the prior knowledge that someone might have if a map
is shown. Probably, the study participant has already travelled to this city or is
familiar with it. To explore this we also collected an information about which
cities people already visited in their life and found out that there is not much
overlap between already visited cities and the cities for which metro maps are
displayed in the eye tracking study.

Also color deficiencies and text reading might be a confounding variable in
this study which we tested by an Ishihara test and a Snellen chart. The gender of
the participants might have an influence due to differently perceived aesthetics
criteria (color codings, shapes, symbols and the like). We did not further analyze
this effect, but it may be worth investigating in future scenarios.

Although we know that an improvement of the maps is questionable based
on such a trivial experiment, we already obtained some feedback and interesting
insights about which symbols are visually attended and which might be a hint for
reading and understanding problems in a map. Consequently, these results may
serve as pilot study for further follow-up experiments going in these directions.
Also the complexity of the maps in terms of number of metro lines and stations
might be considered as another independent variable in the study.
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5 Conclusion and Future Work

In this paper we investigated a free examination question scenario in which pub-
lic transport maps had to be inspected. Our study participants had 20 s of time
to explore a displayed metro map stimulus. The intention of this study is to
record and analyze the eye movements of people and to understand which sym-
bols, features, or regions are more or less frequently attended and also which ones
first and last. We also varied color coded and gray scale maps in an in-between
subjects study design to find out if color has an influence on the visual attention.
As a major result we found out that legends seem to be very important features
in a map since those are attended very frequently, very often, and also very long.
An explanation to that might be that a viewer needs such information to further
be able to read the map, but he also has to jump back to the legend several times
since several annotations might have to be looked up again. Also the metro lines,
dense regions, or special symbols like the airport signs are frequently looked at.
We also found out that the visual attention is similar for color coded as well as
gray scale maps. For future work, we plan a follow-up experiment that takes into
account the complexity of the maps but also the number of extra symbols which
might augment the map but also produce more visual clutter if too many of them
are displayed. Also the order of visual attention to specific symbols has not been
analyzed in this paper, but is worth researching for future work. Moreover, the
eye tracking study took place in a laboratory, but typically, metro maps are
shown in a metro station, placed as a poster on a wall, becoming more to a real
world scenario which might be investigated in the future by using eye tracking
glasses making an analysis of the recorded data even more challenging [1,18].

Acknowledgements. The research in this paper was supported by DFG under grant
WE 2836/6-1.

References

1. Blascheck, T., Burch, M., Raschke, M., Weiskopf, D.: Challenges and perspectives
in big eye-movement data visual analytics. In: Proceedings of the 1st International
Symposium on Big Data Visual Analytics (2015)

2. Brychtova, A., Cöltecin, A.: An empirical user study for measuring the influence
of colour distance and font size in map reading using eye tracking. Cartographic
J. 51(4), 1–11 (2014)

3. Burch, M., Kurzhals, K., Weiskopf, D.: Visual task solution strategies in public
transport maps. In: Proceedings of ET4S@GISCIENCE, pp. 32–36 (2014)

4. Burch, M.: The aesthetics of diagrams. In: Proceedings of the 6th International
Conference on Information Visualization Theory and Applications, pp. 262–267
(2015)

5. Burch, M., Andrienko, G.L., Andrienko, N.V., Höferlin, M., Raschke, M., Weiskopf,
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Abstract. Gaze as a gaming input modality poses interaction chal-
lenges, not the least of which is the well-known Midas Touch prob-
lem, when neutral visual scanning leads to unintentional action. This
is one of the most difficult problems to overcome. We propose and test a
novel method of addressing the Midas Touch problem by using Gaussian-
based velocity attenuation based on the distance between gaze and the
player position. Gameplay controlled by the new control method was
rated highest and the most engaging among those tested, and was rated
similarly to the mouse or keyboard in terms of joy of use and ease of nav-
igation. We also showed empirically that this method facilitated visual
scanning, without harming game performance compared to other gaze
control methods and traditional input modalities. The novel method of
game control constitutes a promising solution to problems associated
with gaze-controlled human computer interaction.

Keywords: Eye tracking · HCI · Gaze controlled gaming · Midas Touch
problem

1 Introduction

The video game industry continues to introduce novel devices dedicated to gaze-
controlled gaming [19]. Despite the growing accessibility of eye-tracking devices
in recent years, gaze still has not been popularized as an input modality in
computer games. This lack of adoption is mostly due to limitations of gaze-
controlled interaction with computer applications.

In most computer games, control is often indirect, where movement of a cur-
sor or a character is controlled by moving a controller such as a mouse, and action
is triggered by, e.g., the press of a mouse button. Another crucial component of
a human computer interaction during game play is visual scanning of the screen.
One of the main problems of gaze-controlled interaction is that such neutral eye
scanning may be mistakenly interpreted as a meaningful gesture and lead to unin-
tentional actions. This is known as the “Midas Touch” problem [8].
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 73, DOI 10.1007/978-3-319-59424-8 23
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We propose and test a novel method of addressing the Midas Touch problem.
The novelty of the method stems from its use of the distance between the con-
trolled character and the user’s gaze as the input to a Gaussian-based function
used to calculate the speed of character movement. This mechanism attenuates
the character’s movement when the user’s gaze is far away from the character, i.e,
when visually scanning the scene. Attenuation thus avoids causing unintentional
character movement when the users’ gaze is directed away from the character.

2 Background

Gaze-based human-computer interaction has been the subject of empirical
research since the late 1980s. Numerous gaze-controlled computer applications
have been tested, including various kinds of video games e.g., simple arcade
games [3], platform adventure games [14], simulators [15], first person shooters
[10], and massively multiplayer online role-playing games as well [7].

Consensus concerning interaction appears to be that gaze cannot simply
replace the mouse as a pointing device. Introducing gaze control into a game
often requires its redesign. The reason is that the mechanics of gaze and mouse
are quite different. Mouse control functions in at least two modes: neutral mode
(for pointing) and active mode, when the button is pressed (e.g., for dragging,
selecting etc.). Producing such signals with gaze alone, without the help of
an external device, is non-trivial and potentially error-prone. Various selection
methods have been developed and tested: dwell-time, which is most common
[1,5,21], blinking and winking [16,22], voluntary pupil size manipulation [4],
and external triggers [23]. However, none is as quick and simple as pressing a
button [9]. The second problem is precision: a cursor stands perfectly still indef-
initely when its control device remains untouched, while the human eye is in
constant motion. Moreover, due to technical limitations and the nature of gaze
itself, eye-tracking measurement is burdened with error greater than that of any
other input modality. This results in less precision and potential for targetting
error.

Since there is no easy way to select objects with the eyes, gaze as input
works well in games that require little or no “clicking” at all [3,15]. Krejtz et al.
[11] have tested gaze control in such a game consisting of navigating a simple
maze. Poorer performance and inferior gameplay enjoyment were likely caused,
at least in part, by the Midas Touch effect: visual scanning with no intention
to move was often interpreted as a signal to initiate involuntary movements of
the game character. Inspired by visuo-spatial cueing, the proposed solution to
this problem was to modify the character’s locomotion mechanics with a cutoff
function: movement would be triggered only by gaze located within a given
radius of the characters position. Gaze fixations outside this radius would be
interpreted as visual scanning and would not affect the game character.

Attentional cuing (e.g., by cueing at a location some distance away from
the current gaze location) is also used to improve gaze-based human computer
interaction. Cueing may be used to direct attention to certain parts of the screen
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as well as to remind the users where the active screen areas are located. For
directing attention, however, research suggests that visuo-spatial cueing may not
be effective (when viewing animation) [13] and that arrows acting as external
indicators may be imprecise [2,12].

Instead of the cutoff function mentioned above the speed of the game char-
acter could be controlled via a normal distribution function. The input for such
function would be the distance from the current gaze position to the game char-
acter. Evaluation of such a function is the main goal of the present study. We
hypothesized that such a function would simultaneously facilitate effective game-
play along with effective scanning of the visual field, increasing the user’s gam-
ing performance and subjective ratings of the game. We hypothesized that the
presence of visual cues would also influence game performance and the game’s
subjective evaluation.

3 Empirical User Study

3.1 Participants

Twenty-four subjects (11 male and 13 female, aged M = 26.8,SD = 5.43) took
part in the experiment voluntarily after signing a consent form. All participants
reported they were familiar with computer games, and had good eyesight. Eye-
tracking data for one participant was removed due to equipment failure during
data recording in one of the trials.

3.2 Experimental Design: Dependent and Independent Variables

The user study employed a 5 × 2 mixed-factorial experimental design, with
independent within-subjects factors of game control (at 5 levels) and visual cues
(at 2 levels) as a between-subjects factor.

The 5 levels of game control included: keyboard, mouse, and three gaze con-
trol versions (for detailed description see Sect. 3.3) The 2 levels of visual cues
indicated presence vs. absence of the arrows placed around the game character.

Dependent variables were:

1. gaming performance: indicated by the number of completed game tasks,
included as an objective measure of gaming experience;

2. gaming experience: indicated by a Game Experience Questionnaire, which
consisted of six items: enjoyment, naturalness, difficulty, engagement, game
rating, and interaction rating, each evaluated on a 9-point Likert type scale.
The lowest value of the scale was definitely no and highest was definitely yes.
The questionnaire was adopted from Bednarik et al. [1];

3. proportion of peripheral visual scanning: indicated by the percentage of the
fixations landing outside the center (500 px radius) area of the screen, included
to measure visual attention distribution during gaming.
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3.3 Experimental Procedure

During the experiment, participants played a simple arcade game Skydiver writ-
ten in Python [18] and Pygame [20]. The goal of the game was to guide the
game character towards checkpoints that appeared at various locations on the
screen (see Fig. 1). The movement was driven by the current gaze/mouse posi-
tion: the player character always moved towards the current gaze position, or
by keyboard input. When the game detected that the character arrived at the
checkpoint area, next checkpoint was shown and the timer was reset. If, however,
the player was not able to reach the checkpoint in given time (approx. 10 s), the
next checkpoint would appear nonetheless. In order to score a checkpoint the
player had to remain inside the checkpoint for half a second. The total game
duration was 120 s.

Fig. 1. Screenshot from the game (zoom in on a player character)

The game was controlled via 5 different methods: by mouse, keyboard, and
three gaze-based control methods using different functions for game character
speed, based on its distance from the user’s gaze:

1. Mouse or keyboard.
When the mouse or keyboard was used, the character moved at the constant
speed of 300 px/s. In the keyboard version, the game character was moved in
one of the four cardinal directions, according to the arrow key pressed. In the
mouse version, the game character was moved towards the mouse cursor, but
only if the mouse was in motion.

2. Gaze – constant function.
The game character was always in motion with constant speed towards the
user’s gaze position.

3. Gaze – cutoff function.
The cutoff variation worked similarly to the constant version, but only when
the user’s gaze was within a 500 px radius the game character, otherwise
the game character stopped moving. The radius size was chosen in pre-test
and was directly influenced by the screen resolution. This control variant is
similar to the “snap clutch” mechanism that allows both looking around and
controlling a character [6].
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4. Gaze – Gaussian function.
This gaze-based control method transformed the game character’s speed g(x),

g(x) =
1

σ
√

2π
e− 1

2 ( x−μ
σ )2 (1)

by the Gaussian function, with x the distance between the user’s gaze and
the game character position.

Parameters for the Gaussian-based speed transformation, σ =
√

1/160, μ = 2,
were chosen empirically in pre-tests relative to the screen size so that the maxi-
mum value of g(x) would be about 5 (speed 500 px/s), with peak at about 400,
see Fig. 2.

Fig. 2. Representation of three functions for the game character’s speed, plotted as
speed vs. distance.

The effect of the Gaussian-based speed transformation is such that speed is
low at short distances, increases to its peak at about 400 px, and then decreases
at larger distances. Speed transformation facilitated three types of actions:

1. precise game character positioning, i.e, when gaze landed near the character,
the character remained almost still;

2. fast movement around the map, i.e, when gaze was moderately far away from
the game character; and

3. slow movement, i.e, when looking far away the game character moved slowly
allowing the user visual scanning of the screen, e.g., the game character was
practically frozen when user was looking at the edge of the screen.

Each participant played five versions of the game (mouse, keyboard, con-
stant, cutoff, gauss). The first version played was either the mouse or keyboard,
followed by three different versions of the gaze-controlled game, presented in
random order, following by the keyboard or mouse, depending on which one
was presented at the outset. After playing each version of the game, a Gaming
Experience Questionnaire was administered, focusing on evaluation of interac-
tion with the game.
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3.4 Apparatus

The experiment was conducted on a 22-inch LCD computer monitor with 1680 ×
1050 resolution and 60 Hz refresh rate, connected to a laptop. For standard game
control, a PC keyboard was used. Eye movements were recorded at 60 Hz with an
SMI RED 250 eye tracking system using a chin-rest. SMI’s BeGaze software was
used for fixation and saccade detection with a dispersion-based event detection
algorithm. The dispersion was 100 px, with minimum fixation duration set to
100 ms.

4 Results

Analyses of the data focused on three aspects: visual attention distribution,
in-game performance indicators, and subjective game experience. The analyses
followed the experimental design and were computed with R statistical software
[17] using analysis of variance (ANOVA) with type III sum of squares correction,
followed by a pairwise comparisons with Bonferroni correction when needed.

Performance. Performance was defined as the number of goals reached during
the game (120 s). ANOVA revealed a main effect of game control F (2.44, 53.57)=
82.01; p<0.001, η2=0.724. Performance was highest for the gauss gaze-controlled
game (M=31.54,SE=1.11), followed by mouse and keyboard (M=31.04,SE=
0.75 and M = 30.25,SE = 0.57 respectively) (see Fig. 3). Performance was the
worst during gaze-controlled constant and cutoff versions of the game (M =
19.08,SE=0.61 and M=19.37,SE=0.66 respectively).

gaze gauss

gaze cutoff

gaze constant

mouse

keyboard

0 10 20 30
average number of goals reached per game

Fig. 3. Effect of game control and visual cues on the game performance. Whiskers
represent boundaries of confidence interval for p<0.05.

Post-hoc analyses revealed that performance in cutoff and constant gaze-
controlled conditions was significantly lower than performance for any of the
remaining game control types (see Table 1).

Visual cues had no impact on performance, with main effect of visual cues
not significant F (1, 22) = 3.55; p > 0.05. The interaction effect between game
control and visual cues was also not significant F (2.44, 53.57)=0.48; p>0.05.
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Table 1. Comparison of game performance for different control type (post-hoc analyses
t(4,92)).

Keyboard Mouse Gaze-constant Gaze-cutoff

Mouse 0.80

Gaze-constant 11.24∗ 12.04∗

Gaze-cutoff 10.95∗ 11.74∗ 0.29

Gaze-gauss 1.30 0.50 12.54∗ 12.25∗
∗denote statistically significant difference p<0.05

In order to examine the role visual cues had on the gaze-controlled versions of
the game, we conducted another ANOVA using only the gaze-controlled games
and visual cues (3 × 2 mixed scheme). Analysis revealed a main effect of gaze
control F (1.31, 28.71) = 79.35; p < 0.001, η2 = 0.702, as well as of visual cues
F (1, 22) = 5.75; p < 0.05, η2 = 0.083. Contrary to our hypotheses, performance
was slightly better for games played without visual cues (M = 24.47,SE = 2.15
and M=22.19,SE=1.89 respectively).

Game Experience Evaluation. In order to examine the influence of game control
and visual cues on subjective game experience (measured using Game Experience
Questionnaire), we conducted a 5 (game control) × 2 (visual cues) analysis of
variance (ANOVA). ANOVA showed that a main effect of game control on all six
dimensions of game experience: enjoyment (F (2.72, 59.87)=7.897, p<0.001, η2 =
0.163); naturalness (F (2.83, 62.29) = 12.662, p < 0.001, η2 = 0.264); difficulty
(F (3.52, 77.35) = 23.32, p < 0.001, η2 = 0.399); engagement (F (2.72, 59.79) =
10.385, p< 0.001, η2 =0.134); game rating (F (3.15, 69.30)=8.232, p< 0.001, η2 =
0.145) and interaction rating (F (3.08, 67.67) = 7.047, p < 0.001, η2 = 0.153) (see
Table 2). Effects of visual cues or interaction did not reach significance for any
of the six dimensions.

Post-hoc analyses (see Table 2) revealed that the Gaussian speed transfor-
mation function was assessed by participants: (1) as natural in usage as the
keyboard and mouse and more natural than other gaze-controlled games; (2) at
a similar level of enjoyment as the keyboard and mouse and more enjoyable than
other gaze-controlled games; (3) at a similar level of difficulty as the mouse and
keyboard and much easier than other gaze-control methods; (4) as most engag-
ing among all five variants tested. Game steering with the Gaussian function was
the most preferred in general and also the most preferred method of interaction.

All participants were asked which of the presented game control methods they
prefer. The majority (75%) preferred the gaze-controlled game with Gaussian
transformation. The second choice was the keyboard (8.32%), and all other were
evaluated ex aequo (4.17%).

Proportion of Peripheral Visual Scanning. In order to examine the differences
in visual distribution, we conducted an ANOVA using the percentage of fixa-
tions landing outside of screen center as the dependent variable (see Sect. 3.2).
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Table 2. Means and standard errors M(SE) of the ratings in game experience
questionnaire

Enjoyment Naturalness Difficulty Engagement Game rating Interaction rating

a. Mouse 5.75 6.17c 3.42cd 5.13 5.38 5.21

0.46 0.42 0.47 0.50 0.47 0.51

b. Keyboard 6.46cd 7.25cd 1.79cd 4.88 5.58 5.38

0.44 0.39 0.41 0.47 0.39 0.40

c. Gaze constant 4.75be 4.13abe 6.67abe 5.17 4.63 5.04

0.58 0.52 0.44abe 0.62 0.56 0.61

d. Gaze cutoff 4.83be 4.54be 5.63abe 5.67 5.50 5.42

0.46 0.51 0.50 0.52 0.51 0.56

e. Gaze gauss 7.29cd 7.00cd 3.33cd 7.42abcd 7.33abcd 7.71abcd

0.32 0.36 0.47 0.36 0.31 0.34

∗Superscript letters denote statistically significant differences p<0.05
(post-hoc tests with Bonferroni adjustments)

The main goal of the analysis was to determine how the different control types of
the game influence visual scanning of the peripheries of the screen. The method
of analysis was similar to previously reported ANOVAs. This analysis revealed a
main effect of game control type F (2.99, 65.81)=13.14, p<0.001, η2 =0.254. The
percentage of fixations landing outside the center of the screen was the highest
for the gauss gaze-controlled game, followed by gaze cutoff, gaze constant, mouse
and keyboard versions of the game (see Table 3).

Post-hoc analyses revealed significant differences between the gaze-controlled
game with Gaussian transformation and all other variants on the percentage of
fixations landing in the screen periphery.

Visual cues had no impact on visual distribution, with main effect of visual
cues not significant F (1, 21) = 1.11, p > 0.05. Interaction between game control
and visual cues was not significant F (3.07, 64.54)=0.89, p>0.05.

Table 3. Percentage of fixations landing outside of the center of the screen in different
game control variants

a. Keyboard b. Mouse c. Gaze constant d. Gaze cutoff e. Gaze gauss

3.98 (0.61)de 4.82(0.62)e 5.55(0.46)e 6.46(1.00)ae 9.57 (0.69)abcd

∗Superscript letters denote statistically significant differences p<0.05
(post-hoc tests with Bonferroni adjustments)

5 Discussion

In the presented study we tested a novel implementation of game control using
gaze input with a mechanism for prevention of unintentional user actions. We
hypothesized that this would lead to better gameplay both subjectively and
objectively and that it would facilitate visual scanning.
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Gaze control. Our experiment confirmed our hypotheses concerning gaze con-
trol with Gaussian speed transformation. Player performance was higher for this
type of movement than for any other gaze controlled games. Also the game score
for gaze-gauss, mouse and keyboard games exceeded 30 which was the maximum
score achievable in the time allotted. Both other gaze-controlled games without
the Gaussian function were the more difficult, likely due to unintended game
character movement.

It cannot be ruled out that the performance score in the game may have
been influenced not only by steering method itself, but also by the speed of
the game character achievable for different input modalities. The maximum
velocity differed between traditionally controlled and gaze-controlled versions
of the game, since it was adjusted individually for each method to assure best
playability. Although speed increase in the traditionally controlled versions of
the game could possibly increase performance, it is also possible that higher
speed would impair target aiming and hence decrease performance. For future
studies, more attention should be paid to comparability of input modalities in
terms of difficulty. It is also particularily interesting how the parameters of gaze-
gauss function (i.e. kurtosis and skewness) would influence speed and in effect
performance.

Subjective game ratings are in line with performance, also supporting our
hypotheses. Gaze control with Gaussian transformation was rated as the highest
in terms of interaction and gameplay among those tested. The Gaussian-based
game was rated as enjoyable, natural, easy, and engaging as the keyboard version
of the game.

Gaze distribution analysis clearly showed that the Gaussian function facili-
tated visual scanning. The amount of looking at the peripheral sections of the
screen was the highest in the gaze gauss condition. We interpret this as an
indicator of the Gaussian function allowing visual scanning while not impairing
steering efficiency. Lower percentage of peripheral visual scanning for the tra-
ditional controls may have been caused by the fact that this type of game was
not as engaging as gaze gauss variant. The size of the area marking center of
the screen was set to the size of the active area in gaze cutoff game, which may
have been too big to distinguish between visual scanning and focusing on the
center on the screen for the traditional controls, which do not require as much
gaze movements as gaze controlled games.

Visual cues. Contrary to our hypotheses regarding visual cues, their presence
did not influence visual attention distribution and negatively impacted game
performance, compared to other gaze-controlled variants of the game. While it
is not possible to identify the exact cause of the negative influence of visual cues
on performance, one of the reasons may be that they were too obstructive.
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Abstract. In this work the change of the contrast detection threshold
with eccentricity were measured for a range of eccentricities from 0 to
27◦. A common approach used for such measurements is to display a
flashing stimulus presented by a fraction of a second in the observer’s
peripheral viewing area. This condition prevents the registration of the
results after unintended moving the eyes towards the stimulus and lower-
ing the recorded thresholds. In contrast to this methodology, our stimuli
are not modulated over time. We display stimuli continuously and use
eye tracker to control the observers’ gaze direction. We prove that results
of the psychophysical experiments based on this approach are consistent
with the previous work.

Keywords: Contrast detection thresholds · Gaze-dependent contrast
thresholds · Gaze-contingent display · Gaze-dependent rendering · Eye
tracking · Psychophysical experiments

1 Introduction

Our sensitivity to contrasts is reduced with the eccentricity, i.e. with the angular
distance from the gaze direction [12]. Models of this feature of human vision are
developed based on the data from psychophysical experiments, in which stimuli
is presented to observers in her/his peripheral vision for a short time on the
order of milliseconds [2,7–11]. Flashing the stimuli ensures that observers do not
turn their eyes toward the stimuli and, in this way, unintentionally increase the
sensitivity. However, such condition is unlikely to be found in typical viewing
scenarios, because natural scenes do not flash. Even moving object are presented
to viewers for longer time in a continuous manner. Another evidence of the
drawback of this methodology is that in the different studies, the absolute values
of contrast detection thresholds varied substantially among these studies [8]. The
most likely reason of this effect appears to be different flash duration used in
various experiments [8].

In this work, we conduct a similar psychophysical experiment but using non-
flashing stimuli. The contrast detection threshold is measured for a number of
the eccentricities ranging from 0 to 27◦. We created sin-grating stimulus of a
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 73, DOI 10.1007/978-3-319-59424-8 24
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2 cpd (cycles-per-degree), which was continuously displayed on the screen in the
horizontal or vertical orientation. Observers were asked to look straight to the
marker and judge the orientation of stimulus seen in their peripheral vision. This
condition is unnatural for humans, because we instinctively look away in the
direction of the observed object. Therefore, we used eye tracker to test whether
the observers changed their viewing direction. If such condition is detected, the
stimulus was cleared and then redrawn with a random orientation.

We test the effectiveness of this methodology by performing a case study, in
which the orientation of the stimulus is not changed after changing the view-
ing direction. Under such conditions sensitivity to contrasts should be higher,
because observes could see the stimulus in the foveal vision for a short time
before it was cleared. The obtained results revealed this relationship between
these two experimental methodologies.

In Sect. 2 we review previous work related to the gaze-dependent contrast
detection threshold measurements. In Sect. 3 the details of the conducted exper-
iments are presented. We discuss the achieved results in Sect. 4.

2 Previous Work

The peripheral contrast detection thresholds have been measured in a number
of studies. Robson and Graham [10] used 4 cycles patches of horizontal grat-
ing. This stimulus was displayed for 100 ms. Cannon [2] used vertical sin-grating
patches presented to the right of fixation for 2 s, including 350 ms rise and fall
times. Thomas [11] used a patch presented for 1 s, either with an abrupt onset
and offset or ramped on and off over the whole second. Pointer and Hess [9] pre-
sented horizontally oriented sinusoidal grating patches in Gaussian envelopes.
This stimuli were displayed for 250 ms using the Gaussian window with the tem-
poral spread. Mullen [7] measured the detection threshold for chromatic stimuli.
The sin-grated patch was displayed continuously. The results show that at each
spatial frequency color contrast sensitivity declines with eccentricity approxi-
mately twice as steeply as luminance contrast sensitivity.

Our approach is inspired in particular by Peli et al. [8]. They measured the
threshold contrast required for discrimination between horizontal and vertical
sinusoidal grating patches (Gabor functions). Measurements were taken at the
fovea and at temporal eccentricities of 2.5, 5.1, 10.3, and 22.8◦. Thresholds at
each eccentricity were measured for five spatial frequencies, 1, 2, 4, 8, and 16 cpd.
Stimuli contained about 4 cycles, but only approximately two cycles were visible
because of the rapid decline of the Gaussian envelope. The background luminance
was equal to 37.5 cd/m2. The stimulus was presented for 0.5 s with an abrupt
onset and offset.

3 Experiment Design

3.1 Stimuli

In our experiment the stimuli consisted of vertical or horizontal sine-gratings
attenuated by a Gaussian envelope (see Fig. 1). To render stimuli, we used the
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Fig. 1. Examples of the horizontal (left) and vertical (right) sin-gratings used in our
experiments. The contrast of the stimuli was reduced from logC10 = 0.3 (top row) to
log10C = −1 (bottom row). In our experimental setup, frequency of each stimulus is
equal to 2 cpd.

CreateProceduralGabor() function from the Psychtoolbox package1, which is a
Matlab toolbox for creating psychophysical experiments [1]. This function allows
to specify Michelson contrast: c = (Imax − Imin)/(Imax + Imin), where Imax and
Imin correspond to maximum and minimum luminance of the Gabor patch,
respectively. We report all data in terms of threshold contrast C, which is a rela-
tive modulation of the sine-grating: C = c∗Lb/Lmax, where Lb is the luminance
of the background and Lmax is the maximum luminance of the display.

We set the background luminance Lb to 60 cd/m2, when Lmax was equal to
120 cd/m2. The luminance levels of the Gabor pattern were selected to avoid
luminance levels lower than 1 cd/m2 and higher than 120 cd/m2, at which the
display calibration was unreliable.

3.2 Display

The experiment were run using Sony PVM-A250 TRIMASTER EL, 1920× 1080
pixel resolution, high quality reference OLED display. It offers good luminance
reproduction with a 10-bit OLED panel. This bit-depth resolution is necessary

1 http://docs.psychtoolbox.org/CreateProceduralGabor.

http://docs.psychtoolbox.org/CreateProceduralGabor
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for near-threshold detection experiments, in which perceivable spatial resolution
is measured. We used the native display calibration to sRGB color profile. Cor-
rectness of the calibration was confirmed using the Minolta CS-100A luminance
meter.

3.3 Procedure

During experiment the stimuli were observed from a fixed distance of 90 cm,
which gave an angular resolution of 57 pixels per visual degree.

The experimental procedure is presented in Fig. 2. Observer was sitting in the
front of the green cross marker presented in Fig. 2a. She/he was asked to look at
this marker plotted on the grey background. The Gaussian noise followed by the
sin-grating has been drawn on the left side of the screen in an arbitrary angu-
lar direction. Observer task was to recognize the horizontal or vertical direction
of the sin-grating by pressing the up or right keys on the custom-built control
panel. If observer looks away from the marker, it’s color turned to red and the
sin-grating was cleared from the screen (Fig. 2b). The stimulus was redrawn in
randomly chosen orientation, when observer began to look at the marker again
(Fig. 2c). We captured the gaze direction using 60 Hz eye tracker (remote Eye-
Tribe device with average accuracy of 0.5◦) [14]. We set the acceptable deviation
from the desired viewing direction to 2◦, i.e. for lager deviation the stimulus was
hidden.

The procedure was repeated for eccentricities of 5, 10, 15, 20, and 27◦. We
also measured sensitivity at fovea (i.e. eccentricity equal to 0◦).

Fig. 2. Screenshots from our experiment. Green (or red) cross points out the desired
viewing direction. The blue square depicts the gaze location captured by eye tracker.

To find the threshold magnitude of the sin-grating, we used the QUEST
adaptive procedure [13]. The QUEST procedure is based on the assumptions
about the distribution of responses near the threshold and an actual shape of the
psychometric function [6]. Many trials are repeated while varying the magnitude
of the stimulus. The magnitude of a current trial is determined on the basis
of the observer’s responses in previous trials. In our experiment, the stimuli
magnitude was the degree of the contrast in log10 units. QUEST adaptively
determines the degree of contrast for the next trial based on the observer’s correct
or incorrect response for the current trial. We used the QUEST implementation
from Psychtoolbox (version 3).
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The main assumption of the above procedure is that observer cannot turn the
eyes toward stimulus and, in this way, increase her/his sensitivity to contrast by
replacing the peripheral vision with the foveal vision. To test this assumption we
performed the second experiment, in which orientation of the stimulus was not
changed after the eye movement detected by eye tracker. The stimulus was still
cleared but after moving the eyes again to the marker, the stimulus was redrawn
in the same orientation. This modification allowed for looking at the stimulus
for smaller eccentricity, which, of course, was inconsistent with the objectives of
the experiment.

Our eye tracker needed about 17 ms to capture the gaze direction. Another
17–33 ms was consumed by the 60 Hz display to clear the image to the back-
ground gray and display the stimulus. This latency was enough to turn the eyes
and see the stimulus even for the largest eccentricity of 27◦ [3]. This effect was
significant in the case study without the orientation modification. However, it
did not affect the results in the actual experiment with the random orientation
modification.

3.4 Participants

We asked 6 volunteer observers to conduct the experiment (age between 21 and
47 years, average age 27.67, 2 females, 4 males). While there were no time limita-
tions to our study, the average observer finished the experiment in approximately
10 min. Observers declared normal or corrected to normal vision and correct
colour vision. Before the experiment we briefly described to each participant the
motivation behind the detection threshold measurement but not the details of
our strategy. In particular, they did not know if the stimulus orientation was
changed after unintended gaze relocation, i.e. they did not know whether it was
the case study or the actual experiment.

4 Results

The goal of our experiments was to measure the contrast detection thresh-
old for the peripheral vision using the non-flashing stimuli. We also compare
the achieved results with the contrast discrimination model reported in the
literature.

4.1 Detection Threshold

The blue plot in Fig. 3 presents results of our experiment (the threshold values
averaged over all observers are additionally depicted in Table 1). The contrast
detection threshold for the foveal vision (zero eccentricity) is equal to C = 0.013,
which can be expressed as the sensitivity S = 1/C = 76.92 or log10S = 1.89. This
sensitivity is comparable with the sensitivity for 2 deg stimuli and 60 cd/m2 back-
ground luminance reported in the literature (in the recent studies Kim et al. [4]
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Fig. 3. Contrast detection thresholds for 2 cpd stimuli averaged over all observers.
Error bars depict the standard deviation of the measurements.

Table 1. Statistics from the contrast detection experiments.

Eccentricity [deg] 0 5 10 15 20 27

Random orientation [log10 units]

Detection threshold 0.013 0.022 0.046 0.046 0.148 0.393

Standard deviation 0.013 0.023 0.027 0.028 0.249 0.477

Minimum value 0.002 0.005 0.012 0.028 0.041 0.049

Maximum value 0.038 0.071 0.082 0.107 0.712 1.162

Static orientation [log10 units]

Detection threshold 0.016 0.014 0.036 0.079 0.074 0.181

Standard deviation 0.009 0.009 0.035 0.059 0.075 0.159

Minimum value 0.005 0.004 0.009 0.02 0.022 0.044

Maximum value 0.028 0.034 0.115 0.159 0.235 0.455

Threshold difference [log10 units]: −0.003 0.008 0.010 −0.033 0.074 0.212

report a value of log10S = 1.5). The thresholds slightly increase for small eccen-
tricity from 5 to 15◦ but they are clearly higher for 20 and 27◦. As it was expected
the thresholds are growing exponentially.

The green plot in Fig. 3 shows the results of the experiment in which ori-
entation of the stimulus was not changed after detection of the observer’s eyes
movement. As can be seen the threshold values for eccentricities of 20◦ and
27◦ are clearly lower than thresholds measured in the previous experiment. It
indicates that eye tracker plays crucial role in the experimental methodology.
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Fig. 4. The pairwise comparison results from ANOVA revealing a statistically signifi-
cant difference between the results of the experiment with static and randomly modified
orientation of the stimulus. The mean contrast threshold for each eccentricity is rep-
resented by a dot, and the confidence interval is represented by a line extending out
from this dot. Two means for different eccentricities are significantly different if their
intervals are disjoint.

A 2-way analysis of variance (ANOVA) was used to gauge the statistical
difference between both experiments. The dependent variable was the mea-
sured contrast thresholds. The independent variables were experiment type
(static or random orientation) and eccentricity. ANOVA reveals a statistically
significant main effect of eccentricity (p = 0, F = 9.77), experiment type
(p = 0.0012, F = 4.57), and interaction between eccentricity and experiment
type (p = 0.0207, F = 1.98). In Fig. 4 the confidence intervals for measured
eccentricities are presented. The plot depicts that results achieved in the exper-
iments are significantly different for eccentricity of 27◦.

4.2 Model

As it has been justified in Peli et al. [8], it is difficult to directly compare the
results of the peripheral contrast threshold measurement experiments because
of a bias introduced by the experimental condition (e.g. different flash time).
For this reason, following methodology presented in Peli et al., we fit the model
of the contrast constancy based on our experimental results and then compare
this model to model presented in the literature. As a reference model we chose
results from Peli et al. because in this work there is a comparison of the different
studies on the peripheral contrast detection thresholds indicating that the model
is valid against other studies.
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Fig. 5. Averaged contrast threshold plotted on the logarithmic scale. The magenta line
shows fitting of the measured data based on the linear polynomial.

The contrast constancy holds for a wide range of frequencies, suggesting that
sensitivity is constant across the spectrum at superthreshold [5]. However, lower-
contrast features could disappear when their contrast is below the threshold level,
when the object moves e.g. to the observer. Some mechanism must exist in the
Human Visual System (HVS) to compensate for this effect, because these changes
from visible to invisible, would affect the perception of images more than the
variations in contrast at suprathreshold levels. When an object moves closer to
the observer, the spatial frequency of various features in the object decreases. At
the same time, the overall size of the object’s retinal image increases. Therefore
many of these features now can fall on retinal areas farther from the fovea,
where contrast sensitivity is lower. Thus, the requirements for invariance could
be satisfied if contrast thresholds were to vary as the product of the spatial
frequency and the retinal eccentricity.

On a logarithmic scale the threshold varies linearly with the eccentricity (see
Fig. 5). If we want features stay invariant with distance changes, the thresholds
should be related to the eccentricity in a specific way:

log10C = m ∗ E + b, (1)

defined by the values of m and b parameters. Especially, the slope of the line
(m) is important because b (contrast threshold at eccenticity of 0◦) can vary
depending on the stimuli and experimental procedure [8].

In Fig. 5 we fitted our experimental data to this model (magenta line). In
Fig. 6 our fitting is compared with the data from Peli’s orientation identifica-
tion experiment [8]. We shifted the lines along the Y axis to b = 0 to obtain
the visually consistent plots (and compensate the experimental bias). As can
be seen in the plot our model (magenta line) matches results from Peli et al.



266 M. Chwesiuk and R. Mantiuk

0 5 10 15 20 25 30
Eccentricity (E) [deg]

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

lo
g

10
(C

on
tr

as
t t

hr
es

ho
ld

)

our model, m=0.054
Peli 1991, observer GY, m=0.053
Peli 1991, observer JY, m=0.048
stimuli orientation not changed, m=0.042

Fig. 6. Eccentricity-dependent contrast constancy model for 2 cpd stimulus obtained
from Peli et al. 1991 [8] (blue and black lines) and our experiment (magenta line).
The green line shows model for test experiment, in which stimuli orientation was not
modified after eye movement.

(blue line) for observer GY. The difference between the m coefficients is equal
to 0.001. Taking into account the average value for both GY and JY observers,
this difference is equal to 0.0035.

5 Conclusions and Future Work

To capture the effect of eccentricity on contrast detection, new contrast thresh-
old detection measurements were conducted using the non-flashing stimuli and
eye tracker. The goal was to verify whether the results of such methodology are
consistent with the previous works, in which the stimulus was presented in the
periphery of vision for a short time. Both methodologies (with flashing stimuli
and with eye tracker) prevent the registration of the results after unintended
moving the eyes, however, our solution is more natural for typical viewing con-
ditions. The results achieved in the preliminary studies for 2 cpd stimuli are
consistent with the results reported in the previous work.

In future work we plan to measure the thresholds for a wider range of the
stimuli frequencies, further periphery, and for chromatic stimuli. We also plan to
replace the Gabor pattern with the complex stimuli in the form of the renderings
of the three dimensional objects. These measurements should be more reliable
than the experiments with flashing stimuli that introduce the measurement bias.
We expect that better models of the peripheral contrast threshold detection
are possible to achieve, especially for the mentioned complex stimuli, for which
sufficient observation time is crucial for near-threshold contrast detection [3].
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Abstract. The Visual World Paradigm (VWP) is used to study online spoken
language processing and produces time-series data. The data present challenges
for analysis and they require significant preprocessing and are by nature nonlinear.
Here, we discuss VWPre, a new tool for data preprocessing, and generalized
additive mixed modeling (GAMM), a relatively new approach for nonlinear time-
series analysis (using mgcv and itsadug), which are all available in R. An example
application of GAMM using preprocessed data is provided to illustrate its advan‐
tages in addressing the issues inherent to other methods, allowing researchers to
more fully understand and interpret VWP data.

Keywords: Visual World Paradigm · Generalized Additive Mixed Modeling

1 Introduction

The Visual World Paradigm [VWP, 1] is an eye-tracking method used to study real-time
spoken language processing [see 2 for overview]. VWP data require significant prepro‐
cessing prior to analysis, and the nonlinear, time-series nature of the data presents chal‐
lenges for data analysis. To avoid this complexity, the data are often simplified, resulting
in the potential loss of information. Here, we introduce a new tool for preprocessing and
demonstrate how the time-series data can be analyzed using nonlinear regression in R [3].
Using data from a study examining the effect of foreign accentedness on spoken word
recognition [4], we present: discussion of the nature of VWP data and required prepro‐
cessing using the R package VWPre [5]; discussion of Generalized Additive Mixed
Modeling (GAMM) for time-course analysis using mgcv [6]; example GAMM analyses
demonstrating a factorial variable interaction with time as well as a continuous variable
interaction with time; and visualization of estimated effects using itsadug [7].

2 The Visual World Paradigm

2.1 The Paradigm

The motivation underlying VWP is that listeners subconsciously direct their gaze to
visual representations of language as they processes the acoustic signal [1, 8]. VWP has

© Springer International Publishing AG 2018
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been used to study various aspects of spoken language processing, such as: acoustic,
lexical, sentence, and discourse processing [9–12]; visual context in language compre‐
hension [8]; predictive language processing [13]; and language development [14]. This
paradigm is useful for understanding the dynamics of spoken language processing, by
examining the time-course of looking behavior as speech unfolds. The analysis of VWP
data examines the likelihood over time of eye gaze falling on objects in the visual scene
relative to the onset of the spoken stimulus. Researchers must define interest areas (IAs)
around the objects related to the auditory stimulus as well as signal its onset, in order to
relate the gaze data to the critical portion of the speech. The resulting data indicate the
IAs in which the gaze has fallen relative in time to the spoken stimulus; however, these
data are generally not “analysis-ready”. To examine the change in eye gaze over time,
the proportion of looks to each of the defined IAs is typically calculated within a narrow
span of time (i.e., bin).

2.2 Preprocessing and Statistical Considerations

To obtain the probability of looking at a particular IA over time relative to the auditory
stimulus, a minimum expertise working with a programming language is required. This
is not a trivial matter for most language researchers [see 15 for discussion]. Thus, we
present VWPre, which facilitates the preparation of VWP data collected with SR
Research eye-trackers for analysis and visualization. It performs all required formatting
(e.g., message and time-series alignment) and calculations (e.g., proportions and empir‐
ical logits), and contains functions for both interactive data examination and the creation
of customizable, publication-ready time-series plots. All functions are fully documented
along with vignettes (available in R) illustrating their use. The basic functionality of the
package is discussed and illustrated in further sections.

It is necessary to understand the nature of VWP data in order to apply the most
appropriate statistical method. Two aspects, illustrated in Fig. 1, stand out in this regard.
First, VWP experiments are concerned with online language processing and produce
time-series data in which the sequential measurements tend to be correlated with each
other. This is referred to as autocorrelation which violates the assumptions of many
statistical tests [16]. Second, VWP data often present a nonlinear functional form, posing
challenges for statistical methods that assume a linear relationship. These aspects are
generally either disregarded or submitted to statistical “work-arounds”, in order to avoid

Fig. 1. Grand average (with SE bars) of proportion of looks by word type from stimulus onset
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their problematic nature. In what follows, we advocate for a method that can account
for these aspects and allows for a deeper understanding of the data.

3 Generalized Additive Mixed Modeling (GAMM)

3.1 Description of the Method

GAMM is a relatively new nonlinear regression method [17, 18] and has been applied
to psycholinguistic data [4]. Methods like analysis of variance (ANOVA) or generalized
linear mixed-effects regression (GLMER) assume a linear relationship between predic‐
tors and the response variable. This assumption is often unacknowledged, and assuming
linearity in its absence can underestimate the strength of the relationship or fail to find
a significant pattern at all. GAMM does not assume linearity, though can find a linear
form if supported by the data. Also, GAMM allows for multidimensional nonlinear
interactions between two (or more) continuous predictors (see Sect. 4.4), to produce a
(possibly wiggly) surface.

GAMM, in mgcv, strikes a balance between model fit and the smoothness of the curve
using either error-based or likelihood-based methods in order to avoid over- or under-
fitting. Thus, the data guide the functional form [17]. A p-value is provided for each
smooth term, indicating whether or not the curve is significantly different from zero.
Random effects (i.e., intercepts and slopes) can be included to capture dependencies
between repeated measurements, such as within/between subjects and items [see 19 for
discussion]. Furthermore, GAMM allows for random structure that captures nonlinearity
—so-called factor smooth interactions. These can capture adaptive patterns within and/or
across trials. As nonlinear trends are difficult to capture with a single parameter, visuali‐
zation of model estimates is more important in GAMM analyses than with linear regres‐
sion methods. Generally speaking, the significance of a predictor is determined using a
combination of the p-value of the smoothing parameter, model comparison procedures,
and visual inspection of the functional form.

3.2 Advantages of GAMM

For VWP analysis, ANOVA and GLMER generally require the removal of time as a
variable by averaging looks within a specified window in order to avoid the issue of
repeated measures through time. This removes one of the most interesting aspects of the
Visual World Paradigm—the continuous time-course of effects. Moreover, selecting a
time window for averaging is not without its own issues, as it is rather arbitrary and the
size and position can greatly impact the results. An overly large window may mask
existing effects; and shifting a “non-significant” window earlier or later in time may then
return significant results. Choices related to the time window thus introduce so-called
“researcher degrees of freedom”.

Growth Curve Analysis [GCA, 20], an implementation of GLMER, attempts to
address the aforementioned issues by including time as an unaveraged predictor using
polynomial functional forms. However, this approach does not address the problem of
autocorrelation; inadequate fit of correlated observations causes structure to remain in
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the residuals of the model, which in turn results in an increased risk of overconfidence.
GLMER cannot account for this autocorrelation and interpretation of the coefficients
that specify the polynomial functions is generally difficult. While GCA does not require
averaging, GAMM provides additional benefits over GCA. First, GAMM easily models
the nonlinear curves typical of these time-series data. By default, thin plate regression
splines are used instead of polynomials, as they are more flexible in fitting more complex
nonlinear patterns. Second, modeling multidimensional continuous interactions is
straightforward, something not convenient or advisable in GCA. Third, GAMM (in
mgcv) provides the option to include an autoregressive model to account for autocor‐
related residuals (in Gaussian-family models). Specifically, setting the AR1 correlation
parameter informs the model of correlation in the errors, so that the confidence of the
estimates can be adjusted accordingly.

4 Applying GAMM to VWP Data

4.1 Demonstration and Data

In what follows, we demonstrate and discuss various aspects of a GAMM analysis of
VWP data. Specifically, we present: the basic preprocessing work-flow; discussion
around the choice of response variable (empirical logit vs. binomial); an analysis
demonstrating a factorial interaction using empirical logit transformed data; and an
analysis demonstrating a two-way continuous interaction using binomial data. The data
used here is a subset from an experiment examining the effect of foreign accentedness
on word recognition using native and Chinese-accented English [4]. In a “visual word”
variant of VWP, participants heard an accented token and found its written form among
four options. Accentedness was operationalized as a continuous variable based on a prior
ratings study, and is utilized here for demonstrating a continuous interaction with time.
To demonstrate a factorial interaction, this variable has been discretized by selecting
only the native English talker (Low Accent) and the most accented Chinese talker (High
Accent).

4.2 Preprocessing and Pre-analysis Considerations

The 1000 Hz data were output as a Sample Report from the SR Research Data Viewer
software, using the predefined IAs and an interest period relative to the stimulus onset.
Note that VWPre also contains functions for defining IAs and critical stimulus alignment
(not discussed here). First, the columns required for preprocessing were verified (func‐
tion prep_data). Second, samples falling outside of any IA were recoded as NA
(relabel_na) and the encoding of the predefined IAs was checked (check_ia).
Third, the time-series was created and aligned to the message (create_
time_series). Fourth, the data from the eye(s) chosen for analysis was prepared
(select_recorded_eye). Fifth, the proportion of looks to each IA was calculated
using the desired bin size (bin_prop). Here, a 20 ms bin was used, downsampling the
data to 50 Hz. Table 1 illustrates snippets of the input and output of this process.
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Table 1. Fragment of unprocessed input data (Left) and (partial) resulting processed data output
from bin_prop (Right)

SUBJECT TRIAL IA MESSAGE TIMESTAMP Event Time IA_0_C IA_1_C IA_2_C IA_0_P IA_1_P IA_2_P

14001 1 NA NA 1047403 14001 -20 20 0 0 1 0 0

14001 1 NA TargetOnset 1047404 14001 0 20 0 0 1 0 0

14001 1 NA NA 1047405 14001 20 20 0 0 1 0 0

... ... ... ... ... ... ... ... ... ... ... ... ...

14001 1 NA NA 1048129 14001 700 20 0 0 1 0 0

14001 1 Target NA 1048130 14001 720 6 14 0 0.3 0.7 0

14001 1 Target NA 1048131 14001 740 0 20 0 0 1 0

14001 1 Target NA 1048132 14001 760 0 20 0 0 1 0

The next step regards the preparation of the response variable. Of common interest
is the probability of looking at a specific IA. Because proportions are inherently bound
between 0 and 1, the scale of the response variable must be chosen prior to analysis.
There are two approaches, each with advantages and limitations, that determine the
distributional family required for modeling. First, the binomial distribution models
proportions by means of the combination of successes and failures (i.e., number of
samples falling within a given IA vs. those falling outside) within a given bin. While
this closely mirrors the inherent scale of the data, binomial GAMM cannot account for
autocorrelated errors. Further downsampling and more precise random structure can
compensate for this, though likely not eliminating it. Here, the binomial response vari‐
able was created using 20 ms bins (create_binomial). Second, the Gaussian distri‐
bution can be used to control for autocorrelated errors, however, proportions must first
be transformed to an unbound measure via the empirical logit transformation with
weights for variance estimation [21]. However, using this transformation requires
special consideration. The transformation is typically done using the number of obser‐
vations per bin (inherently linked to the sampling rate and bin size) and a constant
(preventing the return of ±∞). Both are user-specified and impact the results of the
calculations. VWPre contains an interactive interface (plot_transforma-
tion_app) to visualize the effect of both values on the calculations. Additionally, this
transformation changes the scale of the data and may impact the distribution. Here, the
transformation was performed using 20 samples per bin and a constant of 0.5 (trans-
form_to_elogit).

For advanced users, a function (fasttrack) is provided to quickly preprocess the
data in a single function call. After preprocessing, the data can be visualized (see Fig. 1)
using the customizable plotting function (plot_avg) aiding in the selection of the time
range to be modeled. Because of time required to program a saccade based on auditory
input (200 ms) [22] and the average duration of the stimuli (514 ms), a window of
200–800 ms post stimulus onset was chosen. Additionally, to investigate online word
recognition, looks to the target IA was chosen for analysis. Alternatively, as suitable for
some research questions, one could model the difference in looks between two IAs (i.e.,
looking preference), though this has advantages and limitations in addition to those
above. Below, we present two examples illustrating the empirical logit and binomial
approaches.
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4.3 Gaussian Model with Transformation and Factor Interaction

In this demonstration, the response variable (IA_1_ELogit) is empirical logit looks to
the target. For model evaluation and visualization, we use functions available in itsadug
(see vignettes for illustration). The model included factor smooth interactions for Time
by Subject, factor smooth interactions for Time by Item, as well as a smooth for Time
by Accent Level. Additionally, we have included Accent Level as a parametric compo‐
nent, which is necessary to estimate the time curve for each level of accentedness. Lastly,
we have included the variance estimates as weights in the model. After fitting this model
we determined an appropriate value for the AR1 parameter (start_value_rho
provides a sensible initial value), in this case ρ = 0.867, to account for autocorrelation
in the residuals (i.e., error). Furthermore, it is necessary to include a logical vector which
signals the starting point of each unique time series in the data.

Visualization of the residuals and model comparison indicated that the AR1 model
improved model likelihood. Model comparison (compareML) tests the inclusion of
predictors by comparing Maximum Likelihood scores. Here, all predictors led to a more
likely model. Lastly, as the residuals are assumed to be normally distributed, we removed
data points whose residual was greater than 2.5 standard deviations from the mean (0.3%
data loss). This final model call is given in Listing 1.

ELogit3 <- bam(IA_1_ELogit ~ AccentLevel + s(Time, by = 
AccentLevel) + s(Time, Subject, bs = "fs", m = 
1) + s(Time, Item, bs = "fs", m = 1), data = 
ELdat, weights = 1/IA_1_wts, rho = 0.867, 
AR.start = ARstart, subset = 
abs(scale(resid(ELogit2))) < 2.5) 

Listing 1. Example Gaussian R code 

The model summary is provided in Table 2 and the estimated effects are visualized
in Fig. 2A, back-transformed to probability scale (plot_smooth). Low Accent
resulted in greater likelihood of looking to the target word than did High Accent. The
difference in predicted values (plot_diff), Fig. 2B) becomes significant between
approximately 640 and 800 ms.

Table 2. Generalized additive mixed model reporting parametric coefficients (Part A) and
effective degrees of freedom (edf), reference degrees of freedom (Ref.df), F and p values for the
smooth and random effects (Part B)

A. Parametric coefficients Estimate Std. error t-value p-value
Intercept −0.9789 0.1433 −6.8297 <0.0001
Accent Level (High) −0.1825 0.1723 −1.059 0.2896
B. Smooth terms edf Ref.df F-value p-value
Smooth for Time - Low Accent 1.0007 1.0008 69.6958 <0.0001
Smooth for Time - High Accent 4.615 5.2353 9.0157 <0.0001
Random effect for Subjects 226.3421 323 5.0057 <0.0001
Random effect for Items 475.2971 718 3.743 <0.0001
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Fig. 2. A: Time by Accent level Interaction on probability scale with 95% CI. B: Difference in
target looks between accent levels with 95% CI and vertical lines indicating significance

4.4 Binomial Model with Continuous Interaction

Next, we illustrate the use of a binomial response variable (IA_1_Looks), i.e., the
number of samples falling within the target IA vs. those falling outside. While similar
to the example above, the model call (Listing 2) contains a few notable differences. First,
the interaction between Time and Accent Rating is modeled as a surface using a tensor
product. Second, the binomial family is specified; note that these models may take
considerably longer to compute. Lastly, a binomial model does not allow for the inclu‐
sion of the AR1 parameter to control for autocorrelation or trimming.

Binom1 <- bam(IA_1_Looks ~ te(Time, Rating) + s(Time, 
Subject, bs = "fs", m = 1) + s(Time, Item, bs = 
"fs", m = 1), data = Binomdat, family = "binomial")

Listing 2. Example Binomial R code

Model comparison was done as above, and indicated that our predictors led to a more
likely model. The summary information of the model is provided in Table 3. The esti‐
mated effect of the interaction between Time and Accent Rating is visualized in Fig. 3
as a contour surface, back-transformed to probability scale (fvisgam). The probability
of looking to the target generally increased through time. However, higher ratings lead

Table 3. Generalized additive mixed model reporting parametric coefficients (Part A) and
effective degrees of freedom (edf), reference degrees of freedom (Ref.df), F and p values for the
smooth and random effects (Part B)

A. Parametric coefficients Estimate Std. error t-value p-value
Intercept −2.9372 0.31 −9.4756 <0.0001
B. Smooth terms edf Ref.df F-value p-value
Tensor product for Time and Rating 7.9892 8.1686 213.9012 <0.0001
Random effect for Subjects 295.2186 323 63275.341 <0.0001
Random effect for Items 1241.4035 1438 72689.937 <0.0001
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to a decrease in probability of target looks, and this is particularly noticeable in the latter
half of the time-course.

Fig. 3. Time by Accent Rating interaction on probability scale with model-predicted contour
lines (back-transformed). Lighter shading indicates increased target looks

5 Conclusion

This paper illustrates the preprocessing and analysis of VWP time-series data, and how
this process is facilitated using the packages VWPre, mgcv, and itsadug in R. These
allow one to quickly prepare VWP data for time-series analysis, as well as analyze the
data in a way that more closely matches their nature. A schematic work-flow for prepro‐
cessing and analyzing VWP time-series data (Fig. 4) is provided and meant to illustrate
the necessary steps and decisions involved. VWPre makes doing this type of research
more accessible for researchers by facilitating and streamlining data preparation and
visualization. However, special care should be taken during preprocessing, as the

Fig. 4. Work-flow for preprocessing and analyzing VWP time-course data
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researcher must understand the reasoning behind and consequences of the selection of
the response variable. This selection influences the modeling procedure, as illustrated
above. GAMM (as implemented in mgcv) provides a more precise method for examining
when in time differences arise during online processing (e.g., as in Fig. 2B). This type
of precision is difficult to reliably obtain through comparison of means within a user-
defined window.

Additionally, GAMM affords researchers the opportunity to investigate how the
time-course of looking behavior is influenced by linguistic variables that are inherently
continuous. Because of this complexity, the researcher should undertake this type of
modeling carefully, as—unlike more traditional methods—GAMMs must be evaluated
using a combination of summary statistics, model comparison, and visualization of the
estimated effects. itsadug makes performing this type of complex time series analysis
more straightforward by providing researchers with tools that improve model compar‐
ison and visualization of model results. With these tools, the researcher may gain more
fine-grained insight into possible nonlinear effects which could otherwise remain
obscured by methods that compare group means and/or assume linearity. In sum, this
approach provides the opportunity to ask new and interesting questions which can further
our understanding of the time-course of language processing.
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Abstract. The aim of the study was to assess if dental imperfec-
tions influence scan-paths recorded during eye tracking sessions of naive
observers. The participants observed 15 faces with 8 of them having var-
ious dental imperfections. All observations were recorded using an eye
tracking device and spatio-temporal information about gaze positions
was stored.

Our assumption was that there is dependency between eye movement
patterns while observing a face and dental imperfections of that face.
There were several eye movement pattern related features analyzed as
independent variables and it was checked if there is an effect on level or
type of imperfection.

Analyses revealed that participants paid significantly more attention
to the mouth area when a face they observed characterized with not per-
fect teeth. It leads to the conclusion that scan-paths recorded for some
number of casual observers may be used to judge the level of imperfection
of a face.

Keywords: Eye movement · Face observation · Dental imperfections

1 Introduction

It is well known that eye movement analysis may reveal a lot of information
both about a scene being observed and about an observer. As faces are one of
the most important visual objects analyzed by humans, eye movements during
face observation are a subject of a lot of research [22].

There are two groups of eye tracking based research taking into account face
observations. The first one analyzes observers. An analysis of the way how a per-
son observes other people’s faces may reveal interesting facts about this person.
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For instance, it may be used to diagnose various diseases [23]. For example, it is
well known that autistic people do not like to look at eyes [5]. Similarly, people
with Alzheimer disease tend to forget faces and have problems with recognition
of familiar faces [18]. The behavioral pattern of faces observations may also be
used to identify observers [4,13] or to check if they know the person they are
looking at [12]. There are also studies distinguishing eye movement patterns
depending on observer’s race or age [3,15]. The data may also be used to check
what was the purpose of observation - eye movement patterns are different when
people try to assess age, gender or race of faces [19] what is in line with the
well-known Yarbus observation [25].

The second group of research analyses the image of a face itself, based on eye
movement patterns recorded for some number of naive observers. Analysis of such
a group of patterns (named scan-paths) may reveal various information. There
are studies showing that patterns are different depending on facial expressions
[7], stigmas [17], or deformities [10,21].

The research presented in this paper belongs to the latter group. It is a
part of a bigger research project aiming at utilizing eye tracking data in dental
evaluations of faces. The task of this particular research was to check if eye
movement patterns of naive observers looking at a person’s face may be used to
asses a level of dental imperfection.

The main contribution of the paper is an easily reproducible experiment
proving that eye movement patterns of naive observers may be used as a source
of information about possible imperfections of the faces, which were looked at.
Possible drawbacks of that method were also presented with examples taken from
the dataset used. Such an evidence may be used in future to asses a threshold
level of imperfection visible to laymen.

2 Background and Related Work

Gaze positions are recorded by an eye tracker in some intervals, e.g. 20 ms.
Eye movements may be divided into sequences of fixations - moments when
the eye is relatively still - and saccades - a rapid movement to another fixation
location. Fixations are the most interesting elements of a scan-path, because
brain acquires information about a scene only during the fixation [9]. Therefore,
in a preprocessing stage, raw scan-paths are usually converted into a sequence
of fixations. Each fixation characterizes with its location and duration.

It is known that eyes are the most important part of a face and attract most
attention [11]. Therefore, usually a first or second fixation is placed near one of
the eyes [8]. In general eyes, nose and mouth are typical areas of interest and a
scan-path while observing a face resembles a triangle (Fig. 1).

With growing possibilities for cosmetic treatment, attractiveness becomes an
important concern for many people. The need for perfection results in growing
amounts of cosmetic procedures. Even little imperfections can become a serious
problem - especially for women [16]. On the other hand, what really matters
is the way how other people perceive us. If the imperfection is visible only to
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Fig. 1. A scan-path of a typical face observation

specialists, it is useless to correct it with cumbersome and expensive treatments.
That is why an objective judgment of the imperfection impact is desired.

Eye tracking may be used as a tool to collect objective information how
others perceive our faces. It is known that people pay closer attention to objects
which are surprising and not common [9]. It may be supposed that when looking
at a face with a visible imperfection they will unintentionally gaze at it. And
indeed, in [10] it has been shown that there are significant differences in fixation
locations and times for faces with visible defects. Similarly, it occurred that
managers conducting face-to-face interviews with applicants with visible cheek
stigmas attended more to the cheek and as the result rated applicants lower
[17]. There are also eye tracking experiments showing that cleft lip and nose
deformity [21] or protruding ear [14] influences fixation patterns of observers.
There were also objective differences in the way observers directed their attention
to facial features when viewing normal and paralyzed faces [6]. In the recent
study, significant deviations in the scan-paths of laypersons between viewing
faces of subjects that need orthodontic treatment and normal subjects were
noted [24].

3 Method

Every participant of the experiment looked at 15 female faces. Each face
appeared for 8 s on a 26′′ display. The participants did not know a purpose
of the experiment, they were instructed just to look at subsequent faces. There
were overall 10 participants involved. To mitigate a ‘casual observer’ problem
(see Summary section for details) there were only male students of Computer Sci-
ence, age 20–30, and only pictures of young women used in the current research.
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Eye movements of the participants were registered during each session with
The Eye Tribe eye tracker [2]. It was located below a display, every session started
with prior calibration of the eye tracker. Eye positions were registered with a
frequency 60 Hz, so each observation gave about 480 raw data points. These
points were then transformed to fixations. A dispersion based IDT algorithm
was used [20] with 1◦ dispersion threshold and 50 ms minimal fixation length.

The mouth and teeth were visible on each of the 15 faces. The faces were
annotated by a dental expert with one of 5 levels of ‘imperfection’, with 0 denot-
ing normal region of the mouth and 4 denoting a serious imperfection. Among
all faces, seven were classified as normal (level 0), three with small crowding as
level 1, two faces with diastema as level 2, three as level 3 (diastema, narrow
upper dental arch or significant crowding) and one as level 4 (missing upper front
teeth). Additionally, the faces were divided into three types. Faces with levels 0
or 1 were annotated as ‘normal serious’ (3 faces) or ‘normal smiling’ (6 faces) and
faces with levels 2–4 were annotated as ‘imperfect smiling’ (6 faces). These two
classifications referred later to as level and type became two dependent variables
in subsequent statistical analyses.

The aim of the research was to check if there are any differences in eye move-
ment patterns when people look at faces with correct and imperfect teeth. To
analyze the time spent on gazing on imperfections there was one area of interest
(AOI) defined that covered the region of mouth. There were seven independent
variables analyzed for each session:

– fixNum - number of fixations,
– fixavgdur - average duration of fixation,
– sacavglen - averaged length of saccades,
– aoi-timeto - time to first fixation on mouth,
– aoi-time - the overall time spent gazing on mouth,
– aio-time-3s - the overall time spent gazing on mouth during the first 3 s of

observation,
– nolook - equals 1 when a participant did not look at all towards the mouth

region and 0 otherwise.

4 Results

All independent variables were measured for each of 150 sessions and averaged
for all levels (Table 1) and types (Table 2).

The next step was the analysis if the differences for variables between faces
with normal and imperfect mouth area are significant (Fig. 2). As none of the
variables exhibited normal distribution according to the Shapiro-Wilk test, it
was decided to use the non-parametric Kruskal-Wallis test for both dependent
variables. Table 3 presents the results for both levels and types.

The results show that the mouth region attracts observers’ attention signif-
icantly longer when there are visible dental imperfections (aoi-time variable).
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Table 1. Mean values and standard deviations for different levels of imperfection

level fixNum fixavgdur
[ms]

sacavglen
[px]

aoi-timeto
[ms]

aoi-time
[ms]

nolook
[%]

aoi-time-
3s[ms]

0 11.27
(4.51)

779.29
(590.27)

6.62
(1.74)

5178.61
(3804.06)

330.84
(401.85)

34
(48)

201.34
(295.97)

1 12
(4.56)

701.98
(475.95)

7.37
(1.82)

4394.93
(3572.45)

513.53
(573.13)

23
(43)

216.2
(302.43)

2 10.4
(3.37)

706.52
(250.56)

6.22
(1.17)

3341.8
(3034.89)

576.5
(414)

10
(32)

442.8
(490.15)

3 10.4
(3.21)

750.61
(343.76)

6.46
(1.63)

3218.43
(3190.58)

724.97
(766.82)

13
(35)

392.8
(416.77)

4 9.7
(5.03)

1497.96
(2310.97)

5.88
(2.25)

3997.8
(3667.26)

793.6
(492.53)

20
(42)

587.9
(619.77)

Table 2. Mean values and standard deviations for different types of faces.

type fixNum fixavgdur
[ms]

sacavglen
[px]

aoi-timeto
[ms]

aoi-time
[ms]

nolook
[%]

aoi-time-
3s[ms]

Normal
serious

12.5
(4.44)

676.52
(656.95)

6.98
(1.42)

4959.33
(3663.16)

347.67
(357.52)

30
(47)

248.9
(364.81)

Normal
smiling

10.93
(4.33)

788.22
(496.38)

6.83
(1.93)

5400.02
(3726.2)

420.72
(539.94)

35
(48)

177.42
(273.77)

Imperfect 10.52
(4)

876.4
(1009.68)

6.33
(1.73)

3191.98
(3187.93)

639.03
(621)

13
(34)

409.32
(442.6)

Table 3. The results of the Kruskal-Wallis test for levels and types. Statistically sig-
nificant differences denoted with a colored cell and (*).

variable
levels types

KW test p-value KW test p-value

fixNum 3.046 0.55 4.165 0.125
fixavgdur 3.592 0.464 5.636 0.06
sacavglen 7.489 0.112 3.977 0.137
aoi-timeto 7.961 0.093 16.443 0 (*)
aoi-time 15.783 0.003 (*) 9.214 0.01 (*)
nolook 6.662 0.155 7.825 0.02 (*)

aoi-time-3s 8.694 0.069 10.699 0.005 (*)

The effect was also significant for types when only the first 3 s of observation
were taken into account (aoi-time-3s variable). The observers tend to look at
imperfections faster (aoi-timeto), but the effect was significant only for types.
Observation of faces with imperfections characterized also by fewer but longer
fixations, and shorter saccades, however the effects were not significant (Fig. 2).
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Fig. 2. Two faces from the dataset with fixations recorded for all observers. Eyes and
nose are the most fixated regions, however, there is also a significant number of long
fixations on mouth on the left picture (classified as ‘imperfect smiling’, level 3).

Even while for levels the significant effect was visible only for aoi-time vari-
able, the other variables exhibited strong Pearson correlation with level value:
0.74 for the aoi-time-3s, −0.52 for the aoi-timeto and −0.55 for the nolook.

Table 4. The Mann-Whitney test for each pair of types. IMP-face with imperfection,
SMIL-smiling face, SER-serious face. Significant differences after applying the Bonfer-
rioni correction are denoted with a colored cell and (*).

variable IMP-SMIL IMP-SER SMIL-SER

fixNum 0.645 0.039 0.122
fixavgdur 0.701 0.017 0.063
sacavglen 0.129 0.06 0.807
aoi-timeto 0 (*) 0.003 (*) 0.55
aoi-time 0.008 (*) 0.016 (*) 0.958
nolook 0.006 (*) 0.062 0.639

aoi-time-3s 0.001 (*) 0.073 0.438

The next step was a pairwise comparison between ‘normal serious’, ‘normal
smiling’, and ‘imperfect’ types. The results presented in Table 4 show that there
are significant differences between ‘imperfect’ faces and both ‘correct smiling’
and ‘correct serious’ faces. In the same time there are no significant differences
between correct faces regardless of their facial expressions.

Figure 3 presents values of aoi-time for each face and level of imperfection.
Pearson correlation between these two values is 0.82. It is visible that times
for imperfect faces are generally higher, however a deviation among pictures
is observable. The most notable outlier is the face number 5 which, despite of
being classified as level 1, received high aoi-time value. It occurred, that it was
a picture of Kate Middleton (The Duchess of Cambridge), who is known for her
‘perfectly imperfect smile’ specially prepared by dentistry experts [1].
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Fig. 3. Values of aoi-time and level for each face.

5 Summary

The results presented in this experiment show that it is possible to distinguish
normal and imperfect faces based on eye tracking results registered for casual
observers looking at these faces. It was shown that even for relatively small
number of observers it is possible to obtain significant results.

Of course this research is only a preliminary screening, more experiments are
required to obtain reliable results. The problem of ‘dental imperfection’ itself is
not simple. For instance, one of the faces which was classified with level equal
to 0 (no imperfections) was with braces. It occurred that aoi-timeto variable for
this face had the lowest value among all faces, what indicates that the braces
quickly attracted observers’ attention. However, aoi-time variable was one of the
lowest, what means that observers did not sustain their attention for long.

Another problem is a definition of a ‘casual observer’. While it is obvious
that for neutral judgments about dental imperfections the observers should not
be connected with dentistry, there are other factors which could also be taken
into account such as the observers past experience, gender and even sexual pref-
erences. The only way to be independent of these factors is to prepare a con-
siderably big and diverse group of participants. To overcome this problem there
were only male students of computer science and only pictures of young women
used in the current research.

In the future we plan to conduct a wider research taking into account more
pictures with carefully estimated imperfections. It would also be interesting to
compare scan-paths of professional dentists with laymen.
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Abstract. Prior work has shown gaze behaviour correlates with mouse
movement in conventional desktop interfaces. As many devices now
employ direct touch instead of a mouse, we have conducted a first study
analysing how gaze correlates with touch input. We collected touch and
gaze data on a tablet from 24 participants, on search, shopping, and
“link-following” tasks representative of typical online use of tablets. Our
analysis shows a gaze fixation typically leads touch input by 337ms
within 197 pixels. We observed a stronger correlation in the context of
link-following, in comparison with touch on other HTML objects and
virtual keyboard.

Keywords: Touch input · Eye tracking · Gaze · Hand-eye correlation ·
Tablet interaction

1 Introduction

When interacting with computing devices, manual input is highly connected
with how users visually inspect UI content. The correlation between manual
input (using the mouse as a proxy for the hand) and gaze has been of particular
interest in many research efforts [3,5,10], to better understand visual attention
across the variety of computing devices we use on a daily basis, and to propose
new concepts that enhance the interaction. However, besides the increasing pop-
ularity of tactile devices, correlation between touch input and gaze has, to our
knowledge, not been studied yet.

In this work, we investigate how tapping correlates with gaze on a tablet
device. We conducted a study with 24 participants and collected data related to
touch input, gaze and tapped targets. Our study focused on Internet tasks, as
browsing is a typical task widely used as study context for measuring mouse-eye
correlation [8] and commonly performed by tablet users.

Analysis of the data indicates the following results: (1) gaze precedes touch
with similar spatial and temporal features as observed with the mouse, and (2)
the distance kept between the gaze and the touch varies across users, and is
influenced by the learning and anticipation effects of the tasks.

2 Related Work

Before touch input modality became widespread, mouse served as a proxy for
manual input on computers. Early work on gaze and mouse input correlation in
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 73, DOI 10.1007/978-3-319-59424-8 27



288 P. Weill-Tessier and H. Gellersen

Human-Computer Interaction can be found in [13], where Smith et al. studied
the correlation in target selection tasks and found several patterns, and in [5],
where Chen et al. found correlation patterns applied to web browsing tasks and
an average correlation of 0.58. Liebling and Dumais [10] explored the correlation
of eye and mouse in everyday computer work tasks. They confirmed the eyes
lead the mouse, but nuanced this paradigm, indicating it occurs only two thirds
of the time, as “[this] depends on the type of target and the familiarity with
the application”. We contribute to the understanding of the correlation between
manual input and gaze in a natural environment by studying touch input instead
of the mouse.

Browsing Internet is a common activity on tablets. Literature related to
Internet usage often focuses on search tasks and Search Engine Results Page
(SERP). Search queries can be categorised as informational, navigational or
transactional - navigational being less common than transactional, and even less
than informational [4,12]. Search tasks usually consist of answering informational
questions [7], which can be combined with navigational questions [8]. Another
classic activity is on-line shopping, with or without instruction regarding the
items to buy [2,6]. Instead of focusing our work on a particular type of Internet
based activity, we selected several in order to reflect the tablet’s use in real life.

3 Study

3.1 Participants

We collected data from 24 participants (9 female, age μ = 31.4, σ = 11). All
of them were familiar with Internet browsing and experienced with tablets and
touch devices (3.7 and 3.9 of average on a 5-point Likert scale). Some participants
needed visual correction during the study (7 wore glasses, 3 wore contact lenses).
All but one were right-handed.

3.2 Tasks

We prepared 3 tasks to cover different Internet related activities, while keeping
similarities with other studies, and maintaining naturalness in the tablet’s usage.

The search task comprises 10 questions which participants were asked to
answer, by finding the relevant information on Internet with the means of their
choice. This task echoes a common tablet activity, as often found in research
literature. We chose 5 informational and 5 navigational questions, inspired by
similar research.

The choice of a shopping task is driven by the interaction with richer con-
tent website style1 and with forms (therefore typing). We asked participants to
simulate the purchase of at least 10 different items. This process required them
to fill forms.

1 We chose the website of a leading supermarket in the UK, Sainsbury’s.
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The game task (“Wikipedia game”) is thought of as a way to generate data
from hyperlinks, in a non systematic manner, with deeper cognitive and reading
demands. In Wikipedia, participants were asked to reach a specific article from a
specific source article by only following internal hyperlinks. A basic description
of the articles’ topic was provided for help. They could play 2 rounds.

3.3 Apparatus

We favoured tablets for the data collection over other touch devices because of
their reasonable size, prevalence, and compatibility with eye trackers. We used a
Microsoft Surface Pro 3 (2160× 1440 pixels resolution). We chose the Tobii X2-60
eye-tracker (60 Hz), designed for studies on smaller devices. It comes with a stand
designed for interacting with the device without occluding the eye tracker. Figure 1
shows how the stand and eye-tracker were set for the data collection.

Fig. 1. Eye-tracker and stand configuration (α ≈ 25◦, H1 ≈ 12 cm and H2 ≈ 40 cm).

3.4 Data and Implementation

The data collection consisted of retrieving the following information: touch input,
on-screen gaze position, and tapped object characteristics. Touch data is col-
lected through different steps. Initially, we parse the display’s HID reports and
send the touch time-stamp and coordinates to a Java application. The Java
application interprets them as touch gestures, and records them onto log files. We
wrote an application which retrieves gaze data samples from the eye-tracker, and
writes in a log file their time-stamp, normalised on-screen position and validity
code. The application also runs a 9-point calibration (22-pixel radius) before each
task and a drift evaluation afterwards. We implemented a web browser (based
upon Internet Explorer 11) in order to easily get feedback from it and offer a
basic UI for all participants. The browser had a dimension of 1440× 960 pixels2,
with a view port of 1440× 914 pixels, topped by a navigation bar (Fig. 2). The
tapped objects have 3 distinct natures: HTML, browser or keyboard element.
HTML and browser targets are tracked via the browser which writes related

2 This is the dimension of the full screen in the non high DPI mode on the tablet.
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Fig. 2. Browser’s navigation bar part (truncated).

information (time-stamp, nature, position and size) into a log file. We made a
specific application to track keyboard elements and write related information
(time-stamp and key code) into another log file. In a post-hoc step, we then
merge these different log files with the taps log files into a single file, based on
the time-stamps.

4 Results

4.1 General Results

We collected in total 574 675 touch data samples and 1 869 705 gaze data sam-
ples. We tracked 3 types of touch gesture actions: taps (72%), pans (28%) and
zooms (< 1%). The tablet was large enough for the participants to use com-
fortably (seldom zooms). The tapped object distribution is as follows: keyboard
(68.9%), HTML (26.5%), browser (4.6%). Fixations are computed post-hoc with
OGAMA3 on a spatial detection threshold of 22 pixels (∼ 0.56◦ of visual angle).

4.2 Similarity with Mouse Studies

We learnt from studies in psychology that, when pointing at objects, gaze leads
the hand [1]. This is also verified in HCI studies with the mouse as manual input.
We question how touch input compares with the mouse counterpart.

As we consider the tapping part of the whole target selection process, touch
input can be assimilated with a punctual event in time and space. Similar to
mouse/gaze studies, we check where gaze is located when a tap arises: the dif-
ference between tap and fixations positions around tap moment. We use the
fixation’s start moment for the temporal dimension.

Figure 3(a) shows gaze approaches the selected target before the tap is actu-
ally performed. This estimation is obtained by using a Generalized Additive
Model (cubic spline). We estimate gaze precedes the tap by 0.337 s, within
197 pixels - similar to what is reported in gaze/mouse correlation studies (about
0.3 s and 160 pixels [3]). The spatial difference can be explained by the decrease
of pointing precision with finger, and a target size generally greater than in [3]).

4.3 Influence of Participants, Tasks and Targets on the Correlation

In the previous section, we describe a coarse estimation for all participants, tasks
and target types. But do they influence the correlation?
3 http://www.ogama.net/.

http://www.ogama.net/
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Fig. 3. Fixation start moment vs. fixation distance (relative to tap moment/position).

We estimate the relationship between touch input and gaze for each partici-
pant, task and tapped object type with the same model as in Sect. 4.2. In order
to compare them, we report the descriptive statistics related to the minimum
point given by the estimation model.

Estimations for each participant are plotted in Fig. 3(b), and the minima’s
value reported in Table 1. For all participants, gaze leads the tap. However,
disparity is observed between each participant. This difference is more important
in space (Δ = 218.8 pixels, σ = 50.2 pixels) than in time (Δ = 249 ms, σ = 57 ms).
We deduce that the distance within which a user keeps gaze away from the target
is a personal feature, and influences the correlation.

Estimations for each task are plotted in Fig. 3(c) and the minima’s value
reported in Table 2 (left part). Again, we observe that gaze precedes touch, and
that tasks influence the spatial dimension (Δ = 43.4 pixels, σ = 23.3 pixels) rather
than the temporal dimension (Δ = 17 ms, σ = 9 ms). For the search task, the mini-
mum has a greater Y-axis value than for the other two tasks. We can interpret this
as a consequence of SERPs being systematically queried by the participants for
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Table 1. Fixation start moment vs. fixation distance (minima, per participant)

Pa S.M.b Dist.c Pa S.M.b Dist.c Pa S.M.b Dist.c

#1 −377 106.9 #9 −402 246.4 #17 −325 200.1

#2 −432 135.1 #10 −333 209.9 #18 −24 183.6

#3 −324 185.8 #11 −411 221.5 #19 −339 173.9

#4 −291 184.3 #12 −304 249.2 #20 −368 62.2

#5 −365 181.3 #13 −323 137.1 #21 −347 176.9

#6 −314 234 #14 −363 192.6 #22 −405 191.2

#7 −274 206 #15 −408 265.5 #23 −417 216.1

#8 −313 226.8 #16 −305 243.4 #24 −489 281
aParticipant bStart moment (ms) cDistance (pixels)

Table 2. Fixation start moment vs. fixation distance (minima, per task/target type)

Task S.M.a Dist.b Target type S.M.a Dist.b

Search −335 214.3 Keyboard −332 210

Shopping −339 177.9 HTML −343 141.9

Game −352 170.9 Browser −286 189.5
aStart moment (ms) bDistance (pixels)

that task. Users mainly follow the first link after scanning a few [9]. Thus, taps are
possibly already “prepared” to be performed while users still scan the page, and
then tap without a need to acquire the target again. The task nature has therefore
a clear influence on the correlation.

Estimations for each tapped object type are plotted in Fig. 3(d) and the
minima’s value reported in Table 2 (right part). Gaze still precedes touch, and the
temporal difference varies less than in space (respectively Δ = 57 ms, σ = 3 ms;
Δ = 68.1 pixels, σ = 34.94 pixels). Fixations for the keyboard and browser objects
seem to happen earlier before the touch, with a farther distance to the target.
We explain this by the potential learning effect in typing and using the browser.
Participants take less time “searching” the target, and do not need to visually
focus on it as they know where it is. Thus the tapped target has a role in the
correlation, depending on its likelihood to be known in advance.

4.4 A Particular Fixation: FClosest

We focus on the description of the specific fixation, FClosest, that arises before
the tap moment at the closest to the tap position. Describing FClosest confronts
the estimations given earlier and may serve as a baseline for further studies.

For each tap, we retrieve FClosest in a window starting −0.6 s before the tap
moment4.
4 Value based on the minimum point reported in Sect. 4.2 and the difference within

participants in Sect. 4.3 (−0.337 − 0.249 ≈ −0.6).
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Figures 4(a) and (b) respectively show the histograms of FClosest’s start
moment (to the tap moment) and distance (to the tap position), and the associ-
ated quartiles values. The modes are −0.313 s for the start moment and 34 pixels
for the distance. No correlation was found for the HTML targets between their
size and FClosest’s distance/time.

Fig. 4. FClosest’s start moment/distance histograms and quartiles.

We study the spatial distribution of FClosest around the touch points, plotted
in Fig. 5(a). The standard deviation on the X-axis is 205.4 pixels, and 116.4 pixels
on the Y-axis. Both mean and median positions show an offset which can be
explained: web users tend to look more at the top-left part of the page [11].

Figure 5(b) represents FClosest’s mean and median positions of each partici-
pant. Although they are spread around the global mean and median positions,
they remain generally offset towards the top-left direction, most notably for the
mean positions (92% of participants, against 67% for the median positions).

Figure 5(c) illustrates FClosest’s mean and median positions for each task. For
both search and shopping tasks, we notice the mean and median positions do
not vary more than 8 pixels around the overall values in each direction. For the
game task, we observe that FClosest’s mean and median positions are closer to
the tap point. In this task, the targets’ position (mostly links) cannot be “learnt”
nor anticipated, contrary to the other tasks. For the search task, learning effect
of selecting the first link(s) in the SERP, or a tap anticipation as discussed in
the Sect. 4.3 can appear. For the shopping task, learning effect may come from
the commercial website interaction. We suppose the learning effect and the tap
anticipation brought by a task can influence the distance between gaze and tap:
when there are none of these effects, gaze acquires targets with a closer distance.

FClosest’s mean and median positions for each tapped object type are rep-
resented in Fig. 5(d). There is an expected difference for the browser elements.
Being situated in the top part of the screen, FClosest’s mean and median posi-
tions are not likely to show an offset on the top-left side of the screen. Browser
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Fig. 5. FClosest’s mean and median positions around tap position (red intersec-
tion: overall mean (−40.5, −38.1) pixels; green intersection: overall median (−9.8,
−13.1) pixels).

elements allow navigation and trigger changes in the view-port situated below,
hence an opposite offset direction. The case of the HTML elements shows a very
small vertical offset (less than 7 pixels for both mean and median values) indicat-
ing that gaze is more often vertically aligned with the targets. We can interpret
this result as an effect of reading: most HTML targets are links (≈ 40%) and
text input fields (≈ 26%).

5 Discussion

Our results give a coarse description of the correlation between touch and gaze in
a natural context. Understanding this correlation can lead the way to improved
gaze estimation methods, based on touch, notably, for eye tracking calibration.
Even finer results were limited by our study design. We did not consider touch
within the whole web page content, and therefore cannot understand how ele-
ments other than the tapped one influence the correlation. Also, preserving the
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naturalness of the tasks in the study led to an heterogeneous data set: partic-
ipants tapped on different elements since they were free to browse at will to
complete tasks.

6 Conclusion

We have devised a data collection in order to study the correlation between gaze
and touch input on tablets. To reflect the naturalness of the tablet usage, and
align our study with other works, we designed 3 Internet tasks as context. Our
work confirms similar results found in previous gaze/mouse correlation studies:
gaze precedes the touch by 0.337 s, within 197 pixels. We described a specific
fixation we coined FClosest (the fixation that is the closest from the target posi-
tion, before the tap actually happens). We show that FClosest’s median position
can act as a gaze estimator, especially for a task which generates few learning
and tap anticipation effects. Our study only focused on the tapping part of the
gesture movement. Our future work will investigate a wider scope in order to
cover the complete touch gestural mechanism.
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Abstract. In the current study we analyzed several factors and their interaction
on the speed and spatial organization of visual search in a modeled graphical
interface environment. The participants had to find the target stimulus in a 9 × 9
matrix with 81 images, commonly used in web design. Search time and eye
movement data were recorded. In addition to traditional measures we analyzed
intersaccadic angles and saccade directions. The stimuli were either black and
white, or colored (the Chromaticity factor). The Chromaticity factor did not exert
direct influence on the search time, and there was little effect of chromaticity on
eye movement characteristics, apart from fixation count in the area of target
words. The target could be presented either as an image or as a word (the Target
template factor). The Target template factor exerted significant influence on
search time, fixation duration and on saccadic amplitude and velocity. Moreover,
we identified sequential and non-sequential visual search patterns, based on the
combination of intersaccadic angle and saccade direction measures, which proved
to differ in subjects with high and low impulsivity.

Keywords: Eye movements · Visual search · Cognitive styles · Intersaccadic
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1 Introduction

The task of visual search implies detecting a specific target in a display filled with
distractors. The problem of visual search has been one of the most significant issues in
cognitive psychology and cognitive ergonomics since the 1980s. However, today
researchers analyze the process of searching for realistic, semantically rich objects in
complex visual contexts [see 5]. This is promoted by the development of the Internet
technologies. For the developers of internet resources it is very important to understand
the architecture and mechanisms of the processes providing the support information
search in a complex environment. The determination of the conditions that increase the
search efficiency is important as well. One of the very important tasks nowadays is
predicting search efficiency on the basis of subject’s eye movements. In our research we
modeled visual search in Web environment and analyzed the influence of several factors
on search efficiency, basic measures and complex eye movement patterns.

Visual search in Web environment and its determinants. Analysis of the literature
on visual search in the Internet environment allows to single out three groups of factors
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determining the Web search strategy [2]: features of the subject (e.g., cognitive styles)
[9], features of the target stimulus (e.g., target template format) [10], features of the
search context (e.g., color of the stimuli) [13].

The current research was aimed at disclosing the mechanisms of detecting graphic
elements among similar distractor-stimuli. Symbolic images (icons) have long been used
in human-computer interaction. At first, the icons base was relatively small, easy to
memorize and use. However, with the development of internet-based technologies, it
has become virtually infinite, as anyone can create his or her own web page and fill it
with various graphic content. Therefore, the interest in studying the mechanisms of
visual search, perception, memorizing, and identifying pictograms has significantly
increased [6].

Icons possess physical characteristics and semantic characteristics. In his work, J.
Wolfe describes dozens of “physical” categories (e.g. movement, orientation, shape,
size, color, etc.1) [15]. Our research was aimed at disclosing the role of grayscale/colored
presentation of the stimuli. In the visual search for icons semantic characteristics are
connected with the ability to determine the meaning of the searched element2. One of
the possible ways to manipulate semantic parameters is with a search query, namely,
the target template of the searched element [10]. The target template can be set either
as an image, or as a word. If the target stimulus is set as a picture, a strictly defined task
for visual search is modeled. If the target stimulus is set verbally, a less defined task for
visual search is modeled. A search of this kind occurs when the subject does not know
precisely what the target looks like, but can predict it by constructing mental images [7].
Mental activity of this kind is described by specialists in the field of information search
as search query reformulation.

The physical characteristics of the website space and the format of the target
template, apparently, are very important determinants of a search. However, it is essen‐
tial to take into account the individual traits of the subjects. One of the important factors
that influence Web searching is that of users’ cognitive styles3, which is currently under
research in information science. Previous research has shown that users’ cognitive styles
play an important role in Web searching. However, only limited studies have showed
the relationship between cognitive styles and Web search behavior. Most importantly,
it is not clear which components of Web search behavior are influenced by cognitive
styles. One of the most accurate methods of measuring cognitive styles was proposed
by Kagan et al. in 1964 [8] - the Matching Familiar Figures Test (MFFT). Two variables
are measured—latency (time taken to respond) and accuracy (number of errors). Kagan
et al. classified people into two groups on the basis of their scores on these two variables
relative to the median—reflective individuals (long latency, high accuracy) and

1 Those characteristics are typically called low-level characteristics of cognitive processing.
2 It is often described as the higher-level characteristics of cognitive processing.
3 Cognitive style is said to be the relatively stable strategies, preferences and attitudes that

determine an individual’s ‘typical modes of perceiving, remembering and problem solving’ [8,
9]. They are thought of as the modes by which humans approach, acquire and process infor‐
mation, as well as including the consistent ways in which an individual memorizes and retrieves
information.
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impulsive individuals (short latency, low accuracy). This measure has been used since
to study user behavior in Web environment [9].

Eye movements in visual search. Traditional studies on visual search normally
attempted to minimize the number of eye movements in the process. However, the size
and complexity of natural scenes have created the need for the analysis of eye movement
activity and other behavioral components of the search process.

The research of Web pages visual search indicates that the search rate is connected
with the way the virtual environment is organized and with the parameters of eye move‐
ments. In one study [12], eye movement measures of visual search were registered on
22 web pages. Eye movement characteristics were shown to depend on the web site’s
style, on information organization, and the subject’s gender. In another study [3], it was
illustrated that icon search was connected with the general design of a web page.

In the literature on eye movements in addition to basic measures there are attempts
to allocate more complex integrative indices. One of such indices is based on the
comparison of successive saccades. Any saccade can be represented as a vector, and the
interaction of two vectors can be described by the angle between them. The magnitude
of this angle determines the changes of the direction of eye movements. This index gives
an integral description of the looking process or, in other words, the nature of space
scanning.

Another index deals with the relation between the duration of fixation and the ampli‐
tude of saccades. Velichkovsky et al. [14] distinguished two types of information
processing in visual search: “Overview scanning” (ambient processing) and “Focused
inspection” (focal processing). Ambient processing is characterized by shorter fixation
duration (<250 ms) and longer saccadic amplitude (>4°), whereas in focal state fixation
durations are longer (>250 ms) and saccadic amplitude is shorter (<4°). Thus, the ratio
of fixation durations and saccadic amplitudes enable determining the nature of infor‐
mation processing in visual search.

In this study, we analyzed the influence of the three groups of factors on eye move‐
ments and on the efficiency of the search strategy (efficiency was determined by the
search rate). The strategies were identified on the basis of eye movement characteristics.

Hypotheses:

H1: Search time and eye movement characteristics depend on the chromaticity of the
matrix.
H2: Search time and eye movement characteristics depend on the target template
format.
H3: Search time and eye movement characteristics depend on impulsivity level of the
subjects.

2 Method

Participants. Sixty-three volunteers (with normal or corrected-to-normal vision and
good color vision) took part in the experiment; 41 females and 22 males aged 18–48,
the mean age being 22 years and 3 months.
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Measuring cognitive impulsivity score. Prior to the main experiment, the subjects
were to do Matching Familiar Figures Task in order to define their cognitive impulsivity
[8]: participants selected the one of six visually presented stimuli, which is identical to
an original image (participants completed 20 trials). The task provided a composite
Impulsivity score (I-score): response times on this task are inversely related to choice
accuracy, providing a measure of cognitive impulsivity in the form of the speed-accuracy
trade-off [4]. We classified the subjects into two groups: impulsive and reflective (the
Cognitive style factor).

Procedure. During the experiment the participants were seated 0.65 m away from
a 19-inch computer screen. The task was to find symbolic images of real-life objects
(such as a butterfly, a cactus, a book, etc.) among a variety of other objects.

Stimuli. The icons were provided by Internet icon resources and modified into
homogeneous stimulus material (see Fig. 1). A total of 5128 pictures were collected.
The stimuli were arranged in a rectangular full screen stimulus matrix 9 × 9: a 1466 × 954
pixel rectangle with 300 pixels per square inch resolution. Each matrix contained 1 target
item and 80 distractor items. The target stimulus was situated in 8 out of 9 quadrants
(all but for the central quadrant). Thirty-two matrices were presented, half black-and-
white, the other half colored (the Chromaticity Factor). The icons were framed either
by circles or squares. The target template was set either by word, denoting the object,
or by an accurate copy of the searched image in grayscale (the Target template factor).

 

Fig. 1. One of the black and white matrices, presented to the subjects

Recorded data. We recorded the search rate and eye movement data. Eye move‐
ments were sampled monocularly at 250 Hz using the SMI iView X RED 4 (FireWire)
tracking system with on-line detection of saccades and fixations and a spatial accu‐
racy < 0.5°. 32 trials were recorded for each subject, in total 2016 trials. We discarded
33 trials due to a low quality of recorded eye tracking data (leaving 33 trials).

Defining search patterns based on saccade directions and intersaccadic angles.
We studied visual search patterns of eye movements in visual search task by analysis of
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two angles, namely, the angle between a saccadic event and the horizontal direction
(“Direction”) and the angle between two consecutive saccadic events (“Intersaccadic
angle”). We used the data, provided by SMI BeGaze, about the start (Saccade Start
Location X, Y) and ending (Saccade End Location X, Y) coordinates of the saccades
(saccades being identified by SMI BeGaze by velocity and acceleration thresholds). We
used the procedure of saccadic direction angles computation similar to the one described
by Amor, Reis, Campos, Herrmann & Andrade [1], where the horizontal angle for the
i-th saccade (ɑi) is computed as:

arctan
(
ai
)
= arctan

(
ri,y∕ri,x

)
,

where ri,y = |Location End Y - Location Start Y|, and ri,x = |Location End X - Location
Start X|.

The obtained angles (0°–90°) we attributed to the directions according to the
substraction values of yi and xi, where yi = Location End Y - Location Start Y, and
xi = Location End X - Location Start X. We distinguished 8 directions (given in coun‐
terclockwise order): Right-upward direction (0°–45°), Upward-right direction
(45°–90°), Upward-left direction (90°–135°), Left-upward direction (135°–180°), Left-
downward direction (180°–225°), Downward-left direction (225°–270°), Downward-
right direction (270°–315°), Right-downward direction (315°–360°). For example, in
case ɑi < 45°, yi > 0, xi > 0, the direction was Right-upward, in case ɑi > 45°, yi < 0,
xi < 0 the direction was Downward-left. We counted up the percent of saccades in each
direction for every trial.

The angle between the i-th saccade and the successive saccade (βi) was computed as:
in case both saccades were directed upwards or both directed downwards

β
i
= 180−
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i
−a
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)
,

in case one saccade was directed upwards and one downwards

β
i
= 180−a

i
−a

i+1,

We counted up the percent of saccades in each direction for every trial.
Data processing. The trials were calculated and subjected to factorial ANOVA

(two-way ANOVA) using IBM SPSS Statistics 19.

3 Results and Discussion

3.1 The Chromaticity Factor

The assumption that the search effectiveness will differ whether the stimulus matrix is
colored or in grayscale did not prove valid. There was little effect of chromaticity on
eye movement characteristics, apart from fixation count in the area of target words: on
average 3.62 fixations on colored matrices as opposed to 3.33 on grayscale matrices (F
(1, 1983) = 4,127; p < 0,05), whereas dwell time on target words did not change signif‐
icantly. Therefore, we concluded that the Chromaticity Factor in itself was not important.
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This contradicts other data about the chromaticity factor in visual search: for instance,
using color maps leads to smaller errors than using gray-scale maps irrespective of the
complexity [11].

However, its interaction with the target template format had an effect on the search
time. It appears that color might interfere when searching for the target stimulus if it is
set in the form of a word and, on the contrary, serve as an aid when the stimulus is
presented as an image. It should be noted that even when the stimulus was set as a picture
it was in grayscale, so the color did not play a key role in detecting the searched element
but rather affected the mechanisms of cognitive processing. We concluded that the color
grade of the stimulus provided faster cognitive processing on lower levels of processing
rather than on higher levels, when semantic analysis is involved. No significant inter‐
action was found between the two factors in relation to eye movement activity.

3.2 The Target Template Factor

The results indicate that the target template type affects the search rate and the scanning
process (Table 1). If the target stimulus is set as a word, it requires a longer search time
(as compared to a picture). Moreover, the format of the target template could determine
the search strategy, i.e., a specific eye movement pattern. Therefore, the target template
format – a high-level factor – regulates eye movement activity. If the stimulus is
presented as a word, the search query turns out to be less determined. A subject seemed
to use not a mental representation stored in the working memory as a target sample, but
rather its semantic field, which could include a number of visual representations. The
search in this case requires a deeper and more detailed information processing. It leads
to a longer mean fixation duration, shorter-amplitude and slower saccades (see Fig. 2).
This eye movement pattern resembles focal information processing. If the stimulus is
set as a picture, the search query is highly precise, being a particular mental represen‐
tation stored in the working memory. The subject’s task is to match it with the images
he or she comes across. This does not require deep semantic processing and can be
accomplished with shorter fixations and faster saccades with longer amplitudes (eye
movement pattern, typical for ambient vision).

Table 1. The time of search and eye movement parameters in different formats of the target
template – as a word or a picture

All trials The target template F (2; 1983) Sig
Word Picture

Search time [ms] 12119 13142 11091 12.0 p < 0.01
Mean fixation duration [ms] 226.5 230.9 222.1 7.6 p < 0.01
Mean saccadic amplitude [°] 3.901 3.736 4.068 6.6 p < 0.01
Fixation count on AOI 3.480 3.667 3.287 7.0 p < 0.01
Dwell time on AOI [ms] 1745 1821 1666 4.1 p < 0.05
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Fig. 2. Mean fixation duration and saccadic amplitude with different templates

The target stimulus was outlined in the matrix as the area of interest (AOI) and eye
movement data was registered around that segment. As we can see in Table 1, the mean
time spent in the area of interest is longer when the stimulus was set as a word, although
the differences are not too pronounced. More apparent differences can be observed when
counting the number of fixations in the area of interest, which could be connected with
the performed cycles of cognitive processing. This outcome can possibly imply the
necessity for the subject to verify the correct stimulus in cases when the format of the
search query was incongruent with the element (word vs. picture).

3.3 The Cognitive Style Factor

We divided the subjects into two groups, based on their MFFT score in search time and
errors: impulsive and reflective. Impulsive subjects tended to have lower search time,
make fewer fixations and have shorter scan path length (the measure was computed in
SMI BeGaze program). Reflective subjects tended to have longer search time, conse‐
quently, longer scan path length and more fixations. Mean fixation duration was slightly
shorter in more impulsive subjects. However, there were no significant distinctions in
the mean saccadic amplitude in impulsive and reflective subjects. These results indicate
in favor of no interrelation of the Impulsivity score and ambient/focal processing. The
most significant distinctions were manifested in AOI dwell time: impulsive subjects
tended to spend less time on the area of interest, which indicates a faster decision making
process in detection and identification of the target stimulus (Table 2).

The Cognitive style factor proved to have little interrelation with the other factors.
However, Scan Path observation led us to the conclusion, that scanning manner differed
in subjects with a different Impulsivity score. An additional hypothesis was proposed
about the correlation of cognitive style and eye movement patterns in visual search.
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Table 2. The time of search and eye movement parameters in impulsive and reflective subjects

All trials Cognitive styles F (2; 1983) Sig
Reflective Impulsive

Search time [ms] 12119 12758 11417 5.1 p < 0.05
Mean fixation duration [ms] 226.5 229.3 223.4 3.5 p < 0.05
Mean saccadic amplitude [°] 3.901 3.866 3.940 0.3 -
Fixation count on AOI 3.480 3.378 3.582 2.0 -
Dwell time on AOI [ms] 1745 1847 1642 7.1 p < 0.01

3.4 Eye Movement Patterns of Space Scanning and Their Interrelation with
Subjects’ Cognitive Style

Cluster analysis (Ward’s method) was used to categorize the experimental series on the
basis of subject’s eye movement characteristics, namely, intersaccadic angle and
saccadic direction. We defined 8 saccadic directions, 4 upward, 4 downward * 4 left, 4
right, given in counterclockwise order. The percent of the corresponding intersaccadic
angles and directions for each trial was counted up. We opted a 3-cluster solution, which
is given in details below (see Table 3).

Table 3. Cluster analysis results

Cluster 1 (370 cases) Cluster 2 (334 cases) Cluster 3 (544 cases)
% of the 0°–45°
intersaccadic angle

44.39 27.72 24.47

% of the 45°–90°
intersaccadic angle

12.58 15.60 24.72

% of the 90°–135°
intersaccadic angle

13.37 17.76 22.20

% of the 135°–180°
intersaccadic angle

24.80 24.13 22.96

% of the Right-upward
direction (0°–45°)

20.08 8.09 13.11

% of the Upward-right
direction (45°–90°)

4.29 14.96 9.84

% of the Upward-left
direction (90°–135°)

5.11 13.80 11.11

% of the Left-upward
direction (135°–180°)

18.06 8.17 15.68

% of the Left-downward
direction (180°–225°)

20.56 7.15 15.35

% of the Downward-left
direction (225°–270°)

5.83 16.40 9.32

% of the Downward-right
direction (270°–315°)

5.27 13.96 9.39

Each cluster was characterized by composite characteristics of “Intersaccadic angle”
and “Direction” values:
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(1) prevailing horizontally oriented directions (right- and left-upward and -downward),
intersaccadic angle values indicating little change of direction (0°–45°), and occa‐
sional “backtrack” 135°–180° angles, which can be interpreted as serving “getting
back to the start of the next line” purposes

(2) as opposed to Cluster 1, in Cluster 2 vertically oriented directions prevail (upward-
and downward-right and -left), as well as intersaccadic angle values, indicating
(mostly) little change of direction and occasional “backtrack” 135°–180° angles

(3) a relatively even distribution of saccade directions and intersaccadic angles, with
slight prevalence of horizontally oriented saccades.

Therefore, three patterns of eye movements in visual search were identified, denomi‐
nated as: “Horizontal sequential” (Cluster 1), “Vertical sequential” (Cluster 2) and
“Non-sequential” (Cluster 3). The subjects tended to adopt a steady eye-movement
pattern (the coefficient of contingency of Subjects * Cluster numbers was 0.61, with
p < 0.05).

Significant distinctions were also found in the mean saccadic amplitude and Impul‐
sivity score in samples with different patterns (see Table 4).

Table 4. Mean saccadic amplitude and impulsivity score in different patterns

“Horizontal
sequential” pattern
(370 cases)

“Vertical sequential”
pattern (334 cases)

“Non-sequential”
pattern (544 cases)

Mean saccadic
amplitude

F(4; 1248) = 4.7
(p < 0.05)

3.00 3.53 3.40

Impulsivity index
(MFFT)

F(4; 1248) = 4.7
(p < 0.05)

0.79 0.92 1.17

Thus, trials corresponding to “Horizontal sequential” search pattern exhibit shorter
saccadic amplitude as compared to trials corresponding to “Vertical sequential” and “Non-
sequential” patterns. We assume this difference is due to the similarity of the pattern to eye
movements in reading, in which saccades are generally of shorter amplitude, than in scene
viewing and visual search. “Horizontal sequential” pattern was also marked by low Impul‐
sivity index, i.e., subjects who were more “reflective” took their time to peruse the matrix
in left-right, bottom-top manner; whereas scanpaths of those who were more “impulsive”
had no prevailing directions and intersaccadic angles, therefore being described as appa‐
rently “chaotic”. This difference in eye movement patterns is consistent with the idea of
the reflectivity/impulsivity dimension [8], in which the tendency to be reflective or impul‐
sive is described as the relation between the positive value of quick success and the
anxiety generated by the possibility of committing an error.

4 Conclusions

Searching for target objects in real or virtual environment is a common task. In order to
succeed, one has to choose the right direction and the segment of the environment while
disregarding everything that is not related to the target and then confirm the accuracy of
the choice. One has to possess a more or less clear representation of the searched object
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to be able to compare it with the perceived information. Our results showed that the
Target template factor has a significant impact on the search time as well as the manner
of scanning the environment. It was discovered that a verbally set target stimulus leads
to a longer search rate than a picture template. Moreover, it leads to the change in the
nature of cognitive processing – longer fixations occur, including slower saccades with
shorter amplitudes. This eye movement pattern indicates deeper (semantic) information
processing.

It appeared that chromaticity, as a low-level factor, does not play a significant role
on its own, although it interacts with other factors. It was illustrated that the color grade
helps the subject to detect the target stimulus within a matrix when it is set in the form
of a picture and, on the contrary, can hinder the search process when it is presented as
a word. If the target stimulus is presented as a picture, the search is conducted through
surface-level cognitive processing. At this level, the various physical features of the
matrix can play an important role – in particular, the facilitating effects of the color grade
become more apparent. If the target stimulus is set as a word, its search and detection
requires a deeper semantic analysis. In this case, the role of the physical characteristics
is the reverse. What made it easier to detect the target object at the surface-level of
processing now has a negative effect.

Significant effects of cognitive style on search process were revealed. Subjects with
higher Impulsivity score tended to have faster search rate and exert their effort less, than
subjects with low Impulsivity score. They also spent less time in the target AOI and
identify their target stimulus faster. The obtained data provide evidence for the possi‐
bility of using the combination of intersaccadic angle and dimension measures for iden‐
tifying visual search patterns. The described patterns, in general, correspond to the
patterns obtained in preceding research [1], as well as interrelate with cognitive dimen‐
sion of impulsivity/reflectivity.

The obtained data can be used in developing search system interfaces with better
organization, which will be more interactive and flexible.

Acknowledgement. This research is supported by the Russian Foundation of Basic Research;
Grant № 16-36-00044.

References

1. Amor, T.A., Reis, S.D., Campos, D., Herrmann, H.J., Andrade, J.S.: Persistence in eye
movement during visual search. Sci. Rep. 6(20815), 1–12 (2016)

2. Bawden, D.: Users, user studies and human information behavior. J. Documentation 62(6),
671–679 (2006)

3. Burmistrov, I., Zlokazova, T., Izmalkova, A., Leonova, A.: Flat design vs traditional design:
Comparative experimental study. In: Human-Computer Interaction (INTERACT-2015), pp.
106–114 (2015)

4. Carretero-Dios, H., Macarena, D.S.R., Buela-Casal, G.: Influence of the difficulty of the
Matching Familiar Figures Test-20 on the assessment of reflection–impulsivity: an item
analysis. Learn. Individ. Differ. 18(4), 505–508 (2008)

5. Eckstein, M.P.: Visual search: a retrospective. J. Vis. 11(5), 1–36 (2011)

306 I. Blinnikova and A. Izmalkova



6. Goonetilleke, R.S., Shih, H.M., On, H.K., Fritsch, J.: Effects of training and representational
characteristics in icon design. Int. J. Hum. Comput. Stud. 55(5), 741–760 (2001)

7. Hout, M.C., Goldinge, S.D.: Target templates: the precision of mental representations affects
attentional guidance and decision-making in visual search. Attention Percept. Psychophys.
77(1), 128–149 (2015)

8. Kagan, J.: Reflection-impulsivity: the generality and dynamics of conceptual tempo. J.
Abnorm. Psychol. 71(1), 17–24 (1966)

9. Kinley, K., Tjondronegoro, D.W., Partridge, H.L., Edwards, S.L.: Human–computer
interaction: the impact of users’ cognitive styles on query reformulation behavior during web
searching. In: Proceedings of Australasian Conference on Computer-Human Interaction
(OZCHI 2012), Melbourne, Victoria (2012)

10. Malcolm, G., Henderson, J.M.: The effects of target template specificity on visual search in
real-world scenes: evidence from eye movements. J. Vis. 9(11), 1–13 (2009)

11. Netzel, R., Ohlhausen, B., Kurzhals, K., Woods, R., Burch, M., Weiskopf, D.: User
performance and reading strategies for metro maps: an eye tracking study. Spat. Cogn.
Comput. 17(1–2), 39–64 (2017)

12. Pan, B., Hembrooke, H.A., Gay, G.K., Granka, L.A., Feusner, M.K., Newman, J.K.: The
determinants of web page viewing behavior: an eye-tracking study. In: Proceedings of the
2004 Symposium on Eye Tracking Research and Applications, pp. 147–154 (2004)

13. Reinecke, K., Yeh, T., Miratrix, L., Mardiko, R., Zhao, Y., Liu, J., Gajos, K.Z.: Predicting
users’ first impressions of website aesthetics with a quantification of perceived visual
complexity and colorfulness. In: Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems. ACM, Paris (2013)

14. Velichkovsky, B.M., Joos, M., Helmert, J.R., Pannasch, S.: Two visual systems and their eye
movements: evidence from static and dynamic scene perception. In: Proceedings of the XXVII
Conference of the Cognitive Science Society, CogSci 2005, pp. 2283–2288 (2005)

15. Wolfe, J.M.: Visual search. In: Pashler, H. (ed.) Attention, pp. 13–73. Psychology Press, Hove
(1998)

Modeling Search in Web Environment 307



Using Eye Trackers as Indicators of Diagnostic Markers:
Implications from HCI Devices
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Abstract. Eye tracking allows psychologists to make broad distinctions between
groups of participants. Therefore, it may be entirely possible to exploit these
distinctions in order to create screening tools for potentially diagnosing various
conditions. These diagnostic techniques may have a number of advantages over
exiting techniques. However, in order to develop such screening tools it would
be beneficial if eye tracking systems were easy to access and use. There are a
number of ways to improve accessibility of eye trackers: affordability, transpor‐
tation, ease of use. This positional paper explores how HCI (Human Computer
Interaction) eye trackers can be used for diagnostic purposes of psychological
conditions.

Keywords: Eye tracking · Diagnosis · HCI · Cognitive function · Attentional bias

1 Introduction

Eye tracking allows psychologists to make broad distinctions between groups of partic‐
ipants (see Leigh and Kennard 2004). For example, eye movements can be indicative
of whether a patient has had a concussion (Samadani et al. 2015a), has schizophrenia
(Benson et al. 2012), or Alzheimer’s disease (Crawford et al. 2005). Therefore it may
be entirely possible to exploit these distinctions in order to create screening tools for
potentially diagnosing such conditions. There are a number of neural pathways involved
in the generation of eye movements including the cerebrum, brainstem, and cerebellum.
Therefore degeneration or damage in any of these areas would affect eye movements in
a particular fashion which would be identifiable during eye tracking tasks and may indi‐
cate a specific disorder. Thus indicating the potential benefits which eye tracking could
offer neurological and cognitive assessment.

At present eye tracking techniques have been used to compliment the assessment of
patients (Anderson and MacAskill 2013). Eye movement can be measured in clinical
settings without the use of eye tracking equipment. These observations by clinicians
may involve simply asking a patient to follow the clinician’s finger as it is moved from
side to side. Such basic observations are not as accurate as using eye tracking technology
but can give an indication of an amplification of a motor impairment of the disorder.
Whereas laboratory-measured eye movements (using eye tracking technology) can
provide rich and detailed identification of cognitive and/or neurological status and also
monitor the progression of a disorder. Therefore there are advantages of using eye
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tracking equipment in the laboratory. This combined with the measurement of saccades
enables the measurement of cognition as well as motor impairments associated with
certain disorders.

Eye movement research typically aims to measure two types of movements; vesti‐
bulo-ocular reflexes (VORs) or saccades. VORs are associated with the stabilising of
the eye in relation to motion from the head. The second type of eye-movement is the
saccade. This is a shift of the location of the eye in order to focus on areas of interest.
It is this second type of eye-movement which is of particular interest due to its close
relationship with attention, as attention may be affected by the cognitive impairments
associated with, e.g., neurodegenerative disorders. As previously mentioned eye move‐
ment deficits can be observed clinically, however, it has generally been found that the
recording of eye movements in a laboratory whilst performing an eye-tracking task is
much more sensitive.

Traditionally a number of simple eye movement tasks have been used to observe
cognitive function within patients. For example during a prosaccade task partici‐
pants make a saccade (typically from a central location) toward a sudden onset
target. Important measurements include the saccade latency, peak velocity, ampli‐
tude, and duration. During an anti-saccade task the participants fixate on a motion‐
less target (such as a small dot) and a stimulus is then presented to one side of the
target. The patient is asked to make a saccade toward the opposite direction of the
stimulus. For example, if a stimulus is presented to the left of the motionless target,
the patient should look toward the right. Failure to inhibit a reflexive saccade is
considered an error. A reflex paradigm task involves directing the participant to look
at a target as soon as it appears on the screen. By manipulating the onset time of the
target a measure of inhibition can be obtained. Manipulating the gap can affect
activity in the superior colliculus, which is associated with gaze fixation. This task
allows the experimenter to change the demands of the task without changing the
instructions the participant receives. A memory guided paradigm task requires more
cognitive processing than the reflex paradigm. A target briefly appears on the screen,
but the participant must suppress the reflexive saccade towards it until a second cue
appears. Following the second cue the participant must fixate where the initial target
was (which has subsequently vanished), so guided by memory alone.

These tasks have been successfully adopted to measure discrepancies between
participant groups. For example Alzheimer’s dementia (AD) typically require posthu‐
mous diagnosis in order to be confirmed. However, a diagnosis of probable AD is often
given to patients with deficits in memory, one other cognitive domain, and everyday
functioning. Utilising the antisaccade task with AD has demonstrated key distinctions
between AD and non-dementia controls. Patients with AD typically make more uncor‐
rected errors on the task in that they are much more likely to be unable to inhibit their
attention toward the salient target (see Crawford et al. 2005). These findings would
therefore suggest that the development of AD impairs executive control over eye move‐
ments (see Fig. 1).
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Fig. 1. A diagram of an antisaccade task trial. When a red circle appears on the screen the
participant is told to look in the opposite direction of the stimulus.

By using a smooth pursuit task, where participants are told to follow a pattern on a
computer screen, Benson et al. (2012) found that 88 schizophrenia cases and 88 controls
differed on the task in that the people with schizophrenia were impaired. It was also
observed that the eye movement abnormalities appear to be stable traits, independent of
current medication or mental states (see Fig. 2).

Fig. 2. The grey line indicates the path which the participant should follow with their eyes. Picture
A demonstrates the performance of a control participant. Whereas picture B demonstrates an
example of the type of eye movement a Schizophrenic might display.

Samadani et al. (2015b) developed a technique for measuring concussion based upon
the clinical examining of a patient who has sustained a head injury. Doctors traditionally
would move a finger in front of the patient’s eyes to notice any peculiarities in the
movement of the eyes. During the eye movement task, participants would watch a video
through a moving aperture, which enabled the measurement of ocular motility. It was
found that concussion led to a decrease in performance (see Fig. 3).

Fig. 3. A video is displayed on a screen. However, only a portion of the screen can be seen through
an aperture.

Another use for eye movement techniques is the diagnosis of substance abuse disor‐
ders by measuring attentional biases. Attentional biases are the preferential processing
of stimuli within the environment such that, e.g., a heavy alcohol drinker would direct
their attention toward an alcohol-related stimulus. Wilcockson and Pothos (2015)
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observed that, using an eye movement gaze contingent paradigm1 whereby participants
are told to avoid looking at stimuli, once an attentional bias has been developed for a
substance, then processing of related stimuli is prioritised but also compulsory to attend
to. Substance abuse can also distort perception of an environment so that there is a
preoccupation with substance-related stimuli (Wilcockson and Pothos 2016; see Fig. 4).
These findings all indicate a robustness of attentional bias: Substance abuse is facilitated
by attentional biases which cause a preoccupation with substances, are hard to inhibit,
and occur irrespective of context. These attentional biases have also been found to indi‐
cate whether substance abuse treatment has been successful or not as they indicate the
likelihood of relapse (see Cox et al. 2002). Therefore, the ability to easily measure eye
movement toward substance-related stimuli could be useful for predicting treatment
success rate.

Fig. 4. Example of fixation region and distractor stimuli. The first image is an example of control
distractor stimuli depicts a hand reaching for a folder (no grid lines were present in the experiment,
they are shown here to represent the 6 sections of the screen which contain the fixation region and
distractor stimuli). The second image is an example of a matched distractor stimuli. This example
of alcohol distractor stimuli depicts a hand reaching for a pint. The matched control and
experimental distractor stimuli are subtracted in order to make a ‘difference’ score. It is this score
that is used to create the measures of attentional biases.

All these findings taken together indicate that the vast array of eye movement tech‐
niques can be used to measure distinct clinical characteristics between participant/
patient groups.

The importance of using laboratory tasks seems clear. These provide a number of
advantages over clinical measure of eye movements. However, it is not also possible to
utilise laboratory task on patients. As often patients are seen in clinical settings with
relatively little space for equipment, or the time and skills required to set-up eye tracking
equipment is lacking. Cost is also a big issue as eye tracking equipment can cost up to
$35,000 (compare to $99 for an EyeTribe). Therefore, in order to realise the advantages
that laboratory eye movement measures could provide a more practical system would
apparently be necessary.

A number of companies produce eye tracking devices for the purposes of human
computer interaction (HCI). These eye trackers are generally used as a substitute for

1 A gaze contingency paradigm is a technique which allows a computer screen display to be
modified dependent on where the viewer is looking.
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using a mouse or for controlling aspects of computer games. These devices are not as
powerful as the eye trackers which psychologists would use for data collection.
However, some psychological experiments do not require the accuracy and precision
provided by expensive eye trackers.

Previous research has indicated that it is indeed possible to use the EyeTribe
(Dalmaijer 2014) and Tobii EyeX Controller (Gibaldi et al. 2016) for data collection.
These authors considered a number of aspects of the performance of these devices
including accuracy, precision, sampling rate, fixation analysis, pupilometry, and saccade
metrics. In each respect the HCI eye trackers performed admirably (however, saccade
metrics seem to be the weakest aspects of these devices). In each regard the traditional
data collection devices out-performed the HCI rivals. However, the HCI tools have the
advantage of being cheap, easy to use, easy to transport, and are compact (see Fig. 5).

Fig. 5. A demonstration of the compact nature of the portable eye movement lab system.

Therefore, it has already been demonstrated that this technology would be useful for
data collection. The next step is to develop a straightforward and simple way of
programming basic tasks which would be useful for the diagnosis of different participant
groups in clinical settings. Of importance is developing the appropriate tasks which yield
clinical diagnostic markers. But these tasks also need to be simple for clinicians whom
are not experts in eye movement data collection and analysis.

The goal of this positional paper was to highlight the utility of HCI eye trackers in
diagnosis and demonstrate a software that is very easy to use for this purpose. It was
necessary to be able to easily change the stimuli and any demographic questions. The
results also need to be instantly available on the screen following the procedure without
the need of complicated analyses. This would enable the software and the eye tracker
to be used in different situations and address all needs.

2 Method

An EyeTribe device was chosen to develop and explore this viability. The EyeTribe
can be used with Windows or Macintosh computers. A Macintosh was used for the
programming but a Windows 10 tablet to pilot the tasks. MatLab was used to control
the stimulus events. The MatLab task was programmed in such a way that the stimuli
could easily be changed by adding pictures to a corresponding desktop folder. This
would enable a clinician to easily change the nature of the task e.g. by substituting
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alcohol-related stimuli for phobia-related stimuli in order to look at a patient with
phobias rather than substance abuse. The task also contained demographic questions
about the participant. These questions could be easily modified in the MatLab code.
The task displayed basic graphical representations of the results on the screen
following completion of the task.

Three different eye movement tasks were developed in order to measure different
aspects of eye movement task design. The tasks were: a dot probe, an antisaccade, and
a gaze contingent task. These tasks were chosen as they broadly represent the different
eye movement tasks that have previously been used to demonstrate broad diagnostic
distinctions between various patient-types. An example of one of the tasks can be seen
in Fig. 6.

Fig. 6. This diagram of an example of a dot probe task. In this example alcohol usage is
considered. Participants are first asked a question about their alcohol usage. The participant would
respond using either a keyboard or touch screen. The eye movement task would then begin. In
our task 10 trials were used. Each trial contained an alcohol and control stimulus. A number of
eye movement metrics can be measured. It would be hypothesised that heavy alcohol drinkers
would fixate on the alcohol stimulus before the control stimulus. This result can then be shown
on the screen following the task. Here a pie chart shows that the participant fixated on the alcohol
stimuli more than the control stimuli over the 10 trials.

3 Results

It was found that each of the tasks functioned appropriately with the EyeTribe device.
The tasks could easily be modified for different circumstances and the results were
clearly available on the screen. No technical ability was needed to set-up the equipment
or to perform any analysis.

Specifically, a number of eye movement metrics are measurable with this system.
Using the device it is possible to measure coordinates of eye movements on the screen
together with timestamps. These can be used to infer a number of variables including
fixations, dwell times, and saccades. The software can produce a number of different
types of outputs including pie charts, bar graphs, and basic mean comparison statistics.
The task could also be modified for different circumstances by changing small param‐
eters related to the MatLab code. For example, changing the pictures in the relevant
folders and changing the demographic questions. Therefore computer competency is
minimal in order to utilise this system.
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4 Conclusions

In conclusion, it would appear that HCI eye trackers could contribute greatly to psycho‐
logical and medical research. They provide a number of practical and procedural advan‐
tages over traditional psychological data collection devices. Of course HCI eye trackers
are not able to fully replace the other systems. However, if rich data is not necessarily
required then psychologists should consider using HCI devices. Using such systems
could potentially enable a clinician to automatically recommend diagnoses for patients
with certain conditions.

Following the demonstration that the method can be used simply and efficiently, the
next step is to start using this methodology in clinical settings. Such a demonstration
would have implications for future diagnosis of patients. Should the methodology be
successful in clinical settings then the recommendation would be that clinicians start
considering using such devices as part of diagnosing patients.

It should also be acknowledged that web-camera based eye tracking systems may
also be a suitable alternative to HCI devices. Such systems may be even cheaper than
HCI devices as web-cameras are readily available. Therefore web-cameras have the
advantage of collecting data from many devices anywhere in the world with the possi‐
bility of downloading clinical tools from app stores. Xu et al. (2015) demonstrated the
utility for such devices when fixation measurement is required. However, further devel‐
opment is required before saccades can be measured. This would be integral for some
clinical measurements. However, web-cameras have been used in some clinical popu‐
lations. Chau and Betke (2005) used web-cameras to enable severely paralysed patients
to communicate with the computers. Therefore web-camera and HCI device eye tracking
systems should both be considered for use by clinicians.

It is a limitation of this paper that there is no verification of our findings. However,
the purpose of this paper is proof of concept and is intended to act as a positional paper.
Here the theory and a potential methodology are presented. In future research it is hoped
that the importance of this method can be demonstrated by conducting diagnostic
assessments based on this.

In conclusion, eye movements can provide diagnostic markers for different partici‐
pant groups. Exploiting these diagnostic markers would enable effective screening tools
to be created. A hurdle in the way of deploying such eye movement tasks are the prob‐
lems inherent with traditional eye tracking devices (e.g. cost, ease of use, time to set up,
transportation). However, here it is presented that it is possible to use HCI devices for
the measurement of these diagnostic markers. Therefore, it is suggested that with further
development clinicians should start to reconsider using eye movement as part of diag‐
nosing in clinical settings.

Acknowledgements. Thank you to Barrie Usherwood for his help in programming the eye
movement tasks using the HCI equipment and Colleen McElhatton for her help with an earlier
draft.
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Abstract. Events extraction from social media data is a tedious task because of
their volume, velocity and informality. In a previous work [25], we proposed a
successful approach for events extraction from social data. However, messages
were processed individually which generates many meaningless events because
of missing details scattered within millions of text segments. In addition, many
unnecessary texts were analyzed which increased processing time and decreased
the performance of the system.
In this paper, we aim to cope with the abovementioned weaknesses and

ameliorate the performance of the system. We propose clustering to group
semantically-related text segments, filter noise, reduce the volume of data to
process and promote only relevant text segments to the information extraction
pipeline. We port the clustering algorithm to a stream processing framework
namely Storm in order to build a stream clustering solution and scale up to
continuously growing volumes of data.

Keywords: Events extraction � Social stream � Clustering � Apache storm �
Twitter

1 Introduction

The omnipresent frequent use of social media for business purposes has created a new
source of information which analysis has become a real business requirement in order
to discover hidden knowledge. Indeed, real time collection and analysis of social data
to extract useful information become strongly required to improve decision making in
competitive environment. However, social media data are voluminous, dynamic and
informal, which hardens their exploitation especially the extraction of the most com-
plete, meaningful and coherent information namely events [17]. Events extraction from
streaming data have become the key solution of many problems for a number of
streaming applications in which the information should be analyzed as they are gen-
erated to make the immediate decision or reactions.

This work is an extension of a previous one [25] for private events extraction from
social data. Despite the interesting results we obtained, the overall performance needs
to be improved for many reasons; first, because private events are rare compared to
public events which hardens the collection of different details scattered within many
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text segments and their individual analysis may lead to incomplete, meaningless and
useless information. Second, co-reference resolution requires consecutive text seg-
ments which is difficult and may be impossible with dispersed messages generated
within different time instants. Third, social media data are short, conversational,
informal and contain a lot of noise. We may lose a lot of time and memory by
processing text segments that cannot bring any useful information after their long
processing. Finally, social text is generated with a very high frequency raising two
related challenges velocity and volume. This dataflow exceeds existing processing
capacities and may lead to loss of event details necessary to obtain complete and
meaningful information which is a major limitation toward obtaining trusted infor-
mation for better decision making.

In order to overcome these problems, facilitate events extraction from social
streaming text and improve its performance, we propose to use clustering as a basic
preprocessing work for events extraction. We aim to gather semantically-related texts
and remove non relevant ones in order to reduce the volume of data to process and keep
only pertinent text segments that could bring coherent events. Interested to private
events, we consider semantically-related information the set of messages belonging to
the same user and about the same topic. In this paper, we focus on the development of a
social stream clustering technique at first which suited better our problem. We use a
data stream processing framework called Apache Storm to implement the proposed
clustering algorithm and to scale up to larger volumes of data increasingly growing
thanks to its parallel and distributed paradigm. Indeed, we combined a simple clus-
tering technique with a big data and streaming technology to obtain an efficient social
stream clustering system. Finally, we compare events extraction results before and after
clustering to demonstrate how such step is important and we discuss clustering leverage
on the performance of events extracted.

This paper is organized as follows; Sect. 2 is a literature review about data stream
clustering algorithms and their application for information extraction purposes. In
Sect. 3 we present the social stream model. The general clustering framework is
explained in Sect. 4. However, the whole clustering process is presented in Sect. 5. In
Sect. 6, we explain how we port the proposed stream algorithm to Storm topology and
we study its effect on information extraction performance in Sect. 7. Finally, we
conclude in Sect. 8.

2 State of the Art

2.1 Stream Clustering Techniques

Clustering data streams is an important task in data stream mining. However, unlike
data at rest which had a finite size and could be stored as well as clustered by a batch
mode algorithm, data stream clustering imposes several challenges since they can be
read only once or small number of times. Many algorithms were proposed in literature
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where the most important are STREAM [4] which gives an approximation for the
k-Median problem to fit the stream model. However, it requires a set of parameters in
advance mainly a fixed number of maximum clusters. CluStream [3] uses the
two-phase paradigm proposed by Aggrawal et al. [24]. It creates micro-clusters in the
online phase by compressing raw data streams, to be used in the offline phase for
clustering with K-means. But, it is incapable to handle larger volumes of data since it
requires multiple scans of the data. Density-based clustering algorithms are the best
suited for data stream clustering since they are one-scan techniques. Moreover, they
don’t require the number of clusters in advance in addition to their efficiency in
handling outliers. Therefore, many adaptations to streaming model were proposed
mainly DenStream [21], D-Stream [22] and recently ClusTree [6] which is a
parameter-free algorithm since it doesn’t require an assumption on the number or the
size of clusters. The clustering problem we handle is much simple and doesn’t require
the use of any of state of the art algorithms. However, we inspire from density-based
clustering logic and its conditions to propose a clustering solution.

2.2 Clustering-Based Information Extraction

Information extraction as any discipline was tried to be solve with many techniques
within which clustering as an efficient data mining technique. However, no interesting
results were realized compared to their use for information retrieval. In [5], contributors
used DBSCAN clustering to group similar tweets into homogenous groups. Each group
is represented compactly with the most representative words. A subsequent module
consists on finding possible relationships between words using association rules. Data
handled are data at rest and not streaming. Aggrawal and Subbian [23] used the content,
the network structure and the temporal horizon information as clustering features for
event detection from social streams. They proposed to create k clusters associated with
their k summaries. Major limitations of the proposed approach are the number of
clusters K required in advance and the inability to detect outliers. In [7], authors used
hierarchical clustering of Twitter stream in order to detect different topics like presi-
dential elections and political events in Syria. They used cosine similarity between
keywords and fast cluster library to compute hierarchical clusters. The proposed
approach doesn’t require a k number of clusters. Nevertheless, it requires the time
window parameter in input. In [8], authors used clustering approach for hyperlink
recommendation application to group users, tweets and hyperlinks with similar interests.
They proposed three-way tensor model called collaborative tensor constructed of three
variables namely the users, tweets and hyperlinks then they proceed to cluster output
tensors using spectrum clustering. Other approaches used clustering to extract infor-
mation such as entities and semantic relationships among them [10, 13, 15]. Many
contributions are based on linguistic processing to generate triggers and arguments used
as clustering features in events extraction tasks [11, 12, 14, 16]. It seems a good solution
for well-formed and grammatically correct text. Nevertheless, for unstructured text, it
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needs many cleaning and pre-processing work. On the other side, few works believe on
the importance of clustering as preprocessing work to improve information extraction
results. Tanev et al. [9] and Piskorski et al. [20] used news clustering as a preprocessing
step for events extraction process. They promote the use of topic-based clustering to the
use of lexical lookup to gather relevant data about some subjects in online news. The
proposed approach guarantees better precision of information extracted.

3 Social Stream Model

A data stream is a large volume of data arriving continuously and it is either unnec-
essary or impractical to store them in some form of memory [4]. Some or all of the
input data are not available for random access from disk or memory. In [1], a data
stream is an ordered collection of data generated continuously by one or more sources
that can be read only once. In this work, we are interested to social streams like Twitter
and Facebook. A streaming social text is the set of user generated text segments
continuously evolving in very high frequency. We borrow the appellation social stream
introduced by Aggrawal and Subbian [23] and defined as the continuous and temporal
sequence of objects S1,…,Sn such that each object Si is the tuple (Ti, Ai, ti, li):

– Contains a text Ti which corresponds to the content published and shared by a
participant in the social network mainly a text;

– Authored by a unique author Ai

– Published at a given date time ti
– Posted from a given location li.

4 Social Stream Clustering Approach

Clustering is the problem of grouping a set of data points or to partition them into one
or more groups of similar objects based on a distance measure. Clustering data streams
is used to overview the data distribution and as a pre-processing task for other
algorithms [2]. In this work, we propose to group online streaming social text in order
to promote only relevant information to the events extraction pipeline, as well as a
reduced volume of data in order to improve the input and eventually the output of
events extraction pipeline. In a streaming environment, the clustering problem is much
harder because data points are evolving and in continuous change. So, we implement
online clustering process in a Strom cluster which is a scalable stream processing
framework (Fig. 1):
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5 Online Clustering Process

Many complex and time consuming treatments at the heart of all state of the art
clustering algorithms are not required in our problem such as computing the distance
measure between objects and the update of cluster centers. In fact, we implement a
simple and successful clustering based on the following features:

– The number of clusters is not given in advance,
– Noisy messages are removed in order to save processing time and memory space;
– The size and the number of clusters change since data are continuously evolving;
– The center of clusters is the identifier of the user; so we don’t need to update cluster

centers each time;
– The distance measure is the exact matching between the user identifier of each

message and the center of the cluster.

The clustering process is composed of two steps: cluster detection and outlier
detection explained below.

Storm Cluster

Fig. 1. Social stream clustering framework
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5.1 Cluster Detection

Clustering consists on grouping text segments belonging to the same user and having
the same topic. To solve the question of topic, we proposed to use a keyword-based
crawler. So, all data collected belong to the same topic. To cluster text segments
belonging to the same user, we compare each time the user identifier of the message
with the identifier of the cluster using an exact matching. For cluster detection, we
assume that:

– Ci: a cluster represents the set of text segments authored by the same user.
– Cid: The cluster identifier.
– Si: a social Stream
– Dist (Ci, Sj) = Sim (Cid, Ai)

5.2 Outlier Detection

Each generated cluster corresponds to a potential event. However, not all generated
clusters correspond to real and trusted events to be used as basis of future decisions.
Therefore, outlier detection is necessary. We consider outliers the clusters containing a
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number of streaming objects under a given threshold value. The threshold is computed
dynamically in function of the number of text segments in each cluster:

6 Storm Topology for Clustering Implementation

In order to succeed social stream clustering, reduce its complexity and scale up to larger
volumes of data; we propose to use a parallel, distributed and streaming data frame-
work to implement the proposed algorithm. The latest stream processing framework is
Storm1 which is a distributed real-time big data processing system developed to process
vast amount of data in a fault-tolerant and horizontal scalable method. It is capable to
process thousands messages per second on cluster and guarantees that every message
will be processed through the topology at least once. Thus, we propose to divide the
whole stream clustering approach into sub-tasks to be distributed among Storm workers
as shown in Fig. 2:

Fig. 2. Storm cluster for social stream clustering

1 http://storm.apache.org/
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In fact, a Storm cluster is composed basically of Spouts and Bolts. Spouts are
sources of the streaming data and Bolts are tasks distributed among workers.

6.1 Spout

Storm accepts input data from streaming data sources such as Twitter API and performs
their real time analysis tuple by tuple. Spout is the first component in the Storm
topology charged of collecting streaming data and building social stream objects
according to the specification above. At the heart of the spout we implemented a
key-word based crawler.

6.2 Bolts

Parallel computing is based on breaking down a big problem into smaller jobs dis-
tributed between a given number of workers. In this work, cluster and outlier detection
tasks are distributed among bolts. When implementing a Storm cluster on more than
one node, we have many bolts so many cluster and outlier detection bolts. A fusion step
should be added to the clustering process in order to perform coordination between
cluster and outlier detection. This work corresponds to another bolt in Storm topology
which algorithm is given below:

6.3 Data Storage

Generated clusters are stored in files for further exploitation. In our case, they will be
promoted to an events extraction pipeline as ready data for processing using Natural
Language Processing tools. Storm offers many facilities for data storage and even
connectors to other platforms and systems.

6.4 Implementation

We created a local Storm cluster composed of cluster detection and outlier detection
bolts. We used eclipse java development environment to which we import Storm
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libraries. The spout implements a keyword based crawler, therefore we imported
Twitter4j library as well.

We collected 1000000 tweets about drug abuse and addiction in order to extract
drug abuse events. Data collection and clustering details are depicted in Table 1.
Collected data belong to three data sets of different sizes collected within different
periods. We applied the clustering approach on each one in order to measure the
average clustering time. The size of generated clusters corresponds to the number of
tweets by cluster:

7 Social Stream Clustering Influence on Information
Extraction Performance

Our baseline is the system proposed in [25] in which we used Stanford Core NLP [19],
for linguistic processing as well as entity extraction, and Open Domain
INformer-ODIN [18] to detect possible semantic relationships between entities using
linguistic rules. The solution was enhanced with a classification process. In this study,
we are limited to the rule-based component to show how clustering ameliorated its
performance. We run the events extraction pipeline on the raw set of tweets collected
above without clustering and we noted some performance measures. After clustering,
we repeated the process on generated clusters and we made the comparison in Table 2.

By removing outliers, we remove text segments that could bias the results which
decreased the number of false positives and false negatives as well where the improve-
ment of precision, recall and consequently the F-measure.Moreover, the use of clustering
as a pre-processingwork is an effectiveway to reduce the volume of data to process thanks
to outlier removal which saves memory and processing time by treating only relevant text

Table 1. Clustering details of 1000000 tweets

Data set NB tweets Extraction period NB clusters Size cluster Clustering time (min)

DS1 504000 30 days 102 388000 15
DS2 300000 23 days 42 126000 5
DS3 196000 12 days 22 65000 3
total 1000000 65 days 166 579000 23

Table 2. Events extraction performance before and after clustering

Before clustering After clustering

Number of tweets 1000000 579000
Information extraction time (minutes) 240 172
Precision 53% 61%
Recall 74% 77%
F-measure 51% 68%
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segments in information extraction phase. Clustering improved also the quality of
information extracted by collecting and grouping together semantically-related infor-
mation and important details that are dispersed at first which resulted in more coherent,
meaningful and complete events really useful for further decisions.

8 Conclusion

In this paper, we demonstrate how important and efficient social stream clustering as a
preprocessingwork to improve events extraction results by grouping semantically-related
text segments at first dispersed within social streams. The performance of this approach
was strengthened by porting the proposed algorithm to a big data streaming technology
namely Storm which succeeded clustering in streaming environment and supported the
velocity and volume of data. Nevertheless, events extraction time needs to be improved.
Therefore, in future work, we will focus on the use of distributed big data technologies to
implement the events extraction pipeline.
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Abstract. Nowadays, the wide use of the Internet around the world
allows people to socialize and connect together. This results of the explo-
sion of the Web 2.0 giving rise to a growing demand for Social Recommen-
dation Systems. Social recommendation systems are introduced to rescue
users from searching and choosing by predicting users’ preferences. In this
paper, we will focus on recommendation via link prediction across het-
erogeneous social network. The main objective is to recommend items by
predicting the missing or unobserved interactions between actors within
a social network while pinpointing different types of objects and links.
Probabilistic relational models will be used for prediction of new inter-
actions in a citation network.

Keywords: Social recommendation systems · Link prediction · Hetero-
geneous network · Probabilistic relational model

1 Introduction

Social networks are dynamic structures evolving over time by addition of new
social entities and new social relationships. With the fast growing of the world
wide web, online social networks such as Facebook, Twitter, Foursquare have
become more and more popular [6]. Thus, web-based social networks are flour-
ishing and several researches have been proposed in order to deal with the social
information overload problem. An active research field of social network analysis
is the social recommendation systems [10]. In fact, social recommender systems
are designed to solve the information overload in social media and create original
opportunities in order to help users better understand what they really want.

A panoply of recommendation methods were proposed to deal with social
information overload but the performance was not satisfactory. Therefore,
researchers proposed a variety of solutions or techniques in order to improve
the recommendation accuracy such as triadic closure [15] and link prediction
[7,13], etc. In this paper, we are in particular interested to social recommenda-
tion via link prediction since it is widely used in recent years [1,7,10]. In fact,
link prediction plays a fundamental role in the analysis of complex networks.
It was first introduced by Liben-Nowell et al. [14] and defined as the task of
identifying and predicting missing or new interactions within a social network.
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 73, DOI 10.1007/978-3-319-59424-8 31
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Most of the existing link prediction methods are designed for only simple
networks which have homogeneous relations [1,3,7]. However, in most of the
cases, these approaches only focused on information about the network structure
and ignore the important role related to the relational knowledge. To improve the
recommendation performance, few recent studies [4,9,11] have introduced the
probabilistic relational model (for short PRM) in the recommendation process.
However, these methods only consider simple recommender systems that could
not be applied for heterogeneous networks.

In this paper, we will develop a new social recommendation approach based
on link prediction using PRM. In fact, our approach is based on three steps,
namely, PRM generation which consists in generating a random PRM, predic-
tion step to predict unobserved or missing relations between social entities, and
recommendation step to generate the most relevant relationships in the network.
To illustrate our approach, we provide a case study from the citation domain.
The rest of this paper is organized as follows. In Sect. 2, we will briefly present
basic concepts related to social recommendation via link prediction and the prob-
abilistic relational model. Section 3 is dedicated to related works. We describe
our social recommendation approach in Sect. 4. Finally, we conclude the paper
in Sect. 5.

2 Basic Concepts

This section gives a brief overview on both social recommendation via link pre-
diction and probabilistic relational models.

2.1 Social Recommendation via Link Prediction

A Recommender System (RS) is a software application capable of suggesting
items to its users based on their preferences [13]. Social Recommender Systems
(for short SRSs) are defined as any recommender system that targets social media
domains [10]. SRSs play an important role at coping with the social information
overload by suggesting the most relevant and attractive content to the user. Many
researchers proposed a variety of techniques in order to improve the accuracy of
recommendation such as taking explicit and implicit information into account,
analyzing the user’s social behaviors, link prediction [7,13], social tie recommen-
dation and triadic closure [15]. In fact, link prediction is a fertile research area
[1,10] closely related to social recommender systems and has been often offered
to enhance it [13,15]. Specifically, given a set of potential links, link prediction is
a binary classification problem which aims to predict unobserved relationships
between actors of a social network [14]. Then, recommendation step consists
in suggesting to each actor a list with whom he might create new connections.
Most of the recent link prediction methods [1,14] are designed for homogeneous
networks, where only a single type of link exists in the network. Meanwhile, real
world applications are modeled as heterogeneous networks. Thus, link prediction
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across heterogeneous network assumes that there exist various relationships hold-
ing between various social entities, such as friendships, business relationships,
and common interest relationships [6,7]. Such network are called multi-relational
or heterogeneous social network.

Example 1. The DBLP citation is a heterogeneous network containing different
interactions between nodes as shown in Fig. 1. Various interactions from different
types are present in such network, we cite: contain: a paper contains different
terms/keywords, citation: a paper is citing/cited by another paper, write: an
author writes a paper, present: an author is present in ACM conference.

Fig. 1. The DBLP bibliographic network.

Definition 1. Link prediction problem. Let us consider a heterogeneous net-
work modeled as G = (V1∪V2...∪VM , E1∪E2...∪EN ), Vu(u ∈ N) and Ej(j ∈ M)
where Vu represents the set of nodes or social entities of the same type u and Ej

represents the set of links having same type j. Links in these networks can occur
between social entities having the same or different types. The link prediction
task is to predict whether there exist or will exist a link of type w between a
pair of nodes i and j where (i ∈ Vx) and (j ∈ Vy). Therefore, the problem is to
assign a score(i, j, w) that indicates the existence of a link between social entities
i and j where w presents the link type. Formally:

Score(i, j, w) =
{

1 if w = (i, j) ∈ E
0 Otherwise

(1)

2.2 Probabilistic Relational Model

Bayesian Networks (namely BNs) represent an effective tool for reasoning under
uncertainty and representing knowledge [5]. Despite their success, BNs are often
inadequate for representing complex domains since they are developed for flat
data. To address these limitations, Probabilistic Relational Models (noted PRMs)
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[8] have emerged as an extension of BNs. In fact, a PRM specifies a unified tem-
plate for a probability distribution that brings together the strengths of probabilis-
tic graphical models and the relational presentation. The fundamental assymp-
tion is that PRM considers not only properties about a particular object but also
properties about the related objects and the relationships among them. We will
follow the same notation used in [8]. A relational schema R describes a set of
classes X = {X1...Xn}. Each class is associated with a set of descriptive attributes
denoted A(X) and a set of reference slots denoted X.ρ allowing objects to refer
to another object. In the context of a relational database, a class refers to a sin-
gle database table, descriptive attributes refer to the standard attribute of tables
and reference slots are equivalent to foreign keys. A Slot chain κ is a sequence of
reference slots. The aggregate function γ is a function which takes a multi-set of
values and produces a single value as a summary of the input values. A relational
skeleton σr of a relational schema is a partial specification of an instance of the
schema. It specifies the set of objects σr(Xi) for each class and the relations that
hold between the objects.

Definition 2. Probabilistic relational model. Π is defined for each class
X ∈ X and each descriptive attribute A ∈ A(X), we have:

– a set of parents Pa(X.A) = {U1, ..., Ul}, where each Ui has the form X.B or
γ(X.τ.B), where B is an attribute on which A depends.

– a conditional probability distribution (CPD), P (X.A|Pa(X.A)).

Given a relational skeleton σr, the PRM Π defines a distribution over the possible
worlds through a Ground Bayesian network (GBN). It consists of:

1. A qualitative component:
– A node for every attribute of every object x ∈ σr(X), x.A
– Each x.A depends probabilistically on a set of parents Pa(x.A) = u1, ..., ul

of the form x.B or x.κ.B, where each ui is an instance of Ui.
2. A quantitative component relative to the conditional probability distribution

(for short CPD) for x.A denoted by P (X.A|Pa(X.A)).

Example 2. Let’s consider a relational schema for the citation domain with five
classes X = {Paper, cites, author, writes, co − author} as described by Fig. 2.
The class paper may have descriptive attributes such as topic and words and
the class author may have research area and institution as descriptive attributes.
The relation cites has descriptive attribute cites. Exists and two reference slots
cites. CitingPaper and cites. CitedPaper representing the citation of one paper,
the Cited paper, by another paper, the Citing paper.

An example of a slot chain would be writes.author.author−1.paper which
could be interpreted as all the papers that can be written by a particular author.
Paper.topic → cites.paper.citingPaper is an example of a probabilistic depen-
dency derived from slot chain of length 1 where paper.topic is a parent of
cites.paper.citingPaper as shown in Fig. 2. Also, varying the slot chain length
may give rise to other dependencies.
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Fig. 2. The PRM structure for the citation domain.

Another important feature of PRMs is their ability to represent not only
uncertainty about properties of the attributes but also about link uncertainty
which is uncertainty over the relational structure of the domain. Typical link
uncertainty algorithms are based on reference uncertainty and existence uncer-
tainty in order to model the probability that certain relationships can hold
between objects. PRM with existence uncertainty PRM -EU makes no
assumptions about the number of links that exist and is able to model the
existence of relations between objects too. Under this extension, the uncertainty
of existence of relationships is modeled between objects by introducing a spe-
cial existence attribute X.Exists whose values are from V (E) = {true, false}.
While, PRM with reference uncertainty (PRM -RU) assumes that the objects
are prespecified, but relations among them, i.e., reference slots, are subject to
random choices [8]. The objective is then to find the probability that a link
points to some specific objects.

3 Related Work

Several link prediction based recommendation algorithms have been proposed
in literature. In fact, in [7] authors presented a new link prediction and recom-
mendation approach across heterogeneous social networks using a new ranking
factor graph model. In addition, in [16] authors proposed a link recommenda-
tion method based on both user attributes and graph structure. In the same
context, authors in [2] developed a new algorithm based on supervised random
walk that combines information from the network structure (node and edge level
attributes) in order to predict and recommend links in social networks. In [3]
authors proposed a novel link prediction approach based on supervised machine
learning in order to improve the academic collaboration recommendation.

Most of existing link prediction and social recommendation approaches give
good results in the context of heterogeneous networks while focusing on structural
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and topological information about the networks or based on probabilistic and sto-
chasticmodels in order to obtain better performance.However, inmost of the cases,
these approaches only focused on information about the network structure and
ignore the important role related to the relational knowledge. Indeed, few recent
studies have introduced the probabilistic relational model in the recommendation
process. For instance, authors in [4] proposed a novel approach to build a personal-
ized PRM-based recommendation model with the help of users’ preferences where
content-based, collaborative filtering as well as hybrid models can be achieved from
the samePRM. In [9], authorsdescribedhowPRMscanbeapplied to the taskof col-
laborative filtering. In [11], authors proposed a unified recommendation framework
based on PRMs. While authors in [12] proposed a new recommendation approach
that explores the relational nature of thedata inhandusing relationalBayesiannet-
works. However, these methods only consider simple RS that could not be applied
for heterogeneous networks. To the best of our knowledge, no research studied link
prediction across heterogeneous networks using PRM in the context of social rec-
ommendation.

4 A New Social Recommendation Approach
Based on Link Prediction Using PRM

A social recommender system recommends for each user the most relevant and
attractive data. This is typically done based on modeling the probabilistic and
relational interactions between social entities [7]. To assure this task, we propose
a new social recommender system based on link prediction using PRM in order
to accommodate users with content that best fit their tastes. The whole process
is composed of three steps, as illustrated by the diagram of Fig. 3. The first step
concerns the PRM generation. The second step is prediction using existence and
reference uncertainty algorithms. The last step is dedicated to recommendation.

Notations

– I is an instantiation of the database.
– σr is the relational skeleton.
– σe (resp. σe) is the relational entity skeleton (resp. relational object skeleton).
– ψ refers to the partition function.
– Sρ is a selector attribute within the class X .

4.1 The PRM Generation

The PRM generation is a primordial step in our approach. It consists at first
in generating a random PRM, then learning parameters. In fact, the relational
schema should be at first generated, then probabilistic dependencies between
classes and attributes have to be defined. Our PRM dependency structure
depicted by Fig. 2(b) represents two types of links: (i) Intra-class links connect-
ing attributes of the same class (i.e., Paper.topic → Paper.words) (ii) Inter-class
links connecting attributes of different classes (i.e., Paper.topic → Cites.Citing).
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Fig. 3. The proposed social recommendation process
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4.2 The Prediction Step

The learned PRM model have certainly missing or unobserved links (relations)
between objects, so a prediction step seems to be primary to enrich the model.
Our main idea in this step is to basically predict three relations, namely:

– Co-authorship prediction (or author-author relation): In a such predic-
tion, we will apply a recent algorithm proposed by Getoor et al. in [8], the
so-called existence uncertainty proposed to predict whether exist or not a
relation between authors. To this end, we introduce a new special binary
variable called Exists that tells whether an authorship relation actually
exists or not between two authors. We define a new PRMΠ∗, in which
Co-Author.Exists= {true, false} is a standard descriptive attribute and we
specify in the other hand the parents of Co-Author.Exists to be Pa∗(Co-
Author.Exists) and the associated conditional probability distribution to be
P ∗(Co-Author.Exists|Pa∗(Co-Author.Exists)). As a result, a PRM with exis-
tence uncertainty for the co-authorship prediction specifies a distribution over
a set of instantiations I given an entity skeleton σe as follow:

P (I|σe,Π)=P (I|σr [σe] ,Π∗) =
∏

X∈X

∏
Co-Author∈σr[σe](X)

∏
Exists∈A(x)

P
∗
(Co-Author.Exists|Pa

∗
(Co-Author.Exists)) (2)

– Co-citation prediction (or paper-paper relation): Similarly to the co-
authorship prediction, we will apply the existence uncertainty algorithm
between two papers in order to predict for each co-authorship relation (Co-
Author.Exists = True), the existence of new relation of type co-citation
between two papers based on the attribute topic. Formally:

P (I|σe,Π) = P (I|σr [σe] ,Π∗) =
∏

X∈X

∏
Cites∈σr[σe](X)

∏
Exists∈A(x)

P
∗
(Cites.Exists|Pa

∗
(Cites.Exists)) (3)

– Citation prediction: is based on the reference uncertainty algorithm while
assuming that papers are prespecified, but relations among them, i.e., refer-
ence slots, are subject to random choices. In fact, for each co-citation relation
(Co-Citation.Exists = True) we will predict the topic of papers that can be
cited by a particular paper, as well as the topic of papers that can be citing
this paper. To define the semantics of this extension we treat reference slots
as random variables:

P (I|σo, Π) =
∏

x∈σo(X)

∏

A∈A(X)

P (x.A|Pa(x.A)).
∏

ρ∈R(X),Range[ρ]=Y

P (x.Sρ = ψ [y] |Pa(x.Sρ))

|I(Yψ[y])|
(4)

Then, once we have papers sorted according to the topic attributes into
clusters and we have computed for a target paper the percentage of
P (CitingPaper.Topic) and P (CitedPaper.Topic). The next step is to apply
existence uncertainty in order to approximately find papers (among the target
cluster) that can be citing or cited by the target paper.
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4.3 The Recommendation Step

Once unknown or unobserved relationships are predicted based on PRM with
existence uncertainty and PRM with reference uncertainty. The recommendation
step is then vital in order to classify different relationships into two basic cate-
gories, i.e., ‘highly recommended’ and ‘not recommended’. So, we fix a threshold:

– Co-citation/co-authorship recommendation: has two percentage values
ranging from {true, false}. We fix a threshold S such that we highly recom-
mend relations having P (relation = true) ≥ S.

– Citation recommendation: in this relation, we have two basic phases. At
first, we fix a threshold S

′
capable of choosing the best citing or cited papers

for the target paper based on the partition attribute (= topic). Then, we will
recommend only the citation relations where P (citation = true) ≥ S

′′
.

Illustrative Example

Let us illustrate the different steps of our recommender system by an example.
We will consider the random PRM structure depicted in Fig. 2. We consider an
instantiation from the DBLP database containing information related to 5 papers
and 3 authors. Our goal is to predict new or missing relationships between either
two papers or two authors as follows:

1. Firstly, we predict the existence of relation between two authors a1 and
a2 based on existence uncertainty. To this end, we will compute P ∗(co −
author.Exists = true|a1.area, a2.area) = 0.93 ≥ S and P ∗(co −
author.Exists = false|a1.area, a2.area) = 0.07 ≤ S = 0.8 meaning we highly
recommend a new co-authorship relation between a1 and a2.

2. Second, in the same manner we compute the existence of relationship of type
co-citation between papers related to a1 and a2 as follows: P ∗(cites.Exists =
true|p2.topic, p3.topic) = 0.999 ≥ S = 0.8 and P ∗(cites.Exists = false|
p2.topic, p3.topic) = 0.001 ≤ S = 0.8. Thus, we highly recommend the exis-
tence of co-citation between p2 and p3.

3. Third, based on both predicted relationships, we will find for a target paper
p5 all citing and cited papers. So, using reference uncertainty, we start by
classifying papers into clusters based on the partition function ψtopic. We
compute for each citing (respectively cited) paper, the probability of belonging
to AI or theory as follow: P (CitedPaper.topic = theory) = 0.355 ≤ S

′
= 0.6,

P (CitedPaper.topic = AI) = 0.645 ≥ S
′

= 0.6, P (CitingPaper.topic =
theory) = 0.38 ≤ S

′
= 0.6 and P (CitingPaper.topic = AI) = 0.62 ≥ S

′
=

0.6. Thus, we can say that 64.5% of papers cited by p5 are from the theory
field (∈ Clustertheory) and 62% of citing papers ∈ ClusterAI .

4. Finally, we suppose a new threshold S
′′

= 0.8 and we compute based on
existence uncertainty whether paper p5 will be citing or not paper p3, where
p3 ∈ ClusterAI . Therefore, we find that P (Citation(p5, p3).Exists = true) =
0.92 ≥ S

′′
= 0.8. Consequently, we will highly recommend the appearance of

new citation relationship between paper p5 and p3.
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5 Conclusion

In this paper, we proposed a new social recommendation method which extends
the idea of social recommendation to link prediction in heterogeneous network.
We designed the link prediction task using a PRM. Then, we resorted to prob-
abilistic inference to predict the appearance of new relationships among the
network. Our approach allows the integration of relational data into the social
recommendation process. We took a case a study of our approach in the citation
domain. Thus, information related to authors and papers are used to predict
new or missing interactions of type: Co-authorship, co-citation and citation.

In our ongoing work, we will focus on the implementation of the social rec-
ommendation based PRM framework in order to apply it to real world dataset
and validate the efficiency of our theoretical proposal.
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Abstract. The text shared on social networks and interactions resulting from all
virtual activities have been gaining a great impact on society. In this work, we
investigate if Twitter data can be used to predict or describe stock market prices
by using sentiment polarity (positive or negative). Using a Bayesian classifier
and making two causality models (one with the Stock Market and another with
the Twitter sentiment as dependent variable) we could relate the data from
Twitter with intra-day and day-to-day stock prices. We reached four significant
conclusions. First, the relationship between twitter and the stock market is, in
both cases, strongly dependent on the time grouping of the twitter data. Second,
using Granger Causality Analysis, we found some companies where we can use
tweets to predict the stock price, and others where we can’t. Amongst those
where we can, there are some where the delay between tweets and changes in
price are small (Cisco, American Airlines and Microsoft), and others where
those changes take a longer time (LinkedIn). Third, companies with a high
number of tweets show a weaker relationship amongst the two variables. Forth,
in some cases (British Petroleum), we can predict changes in Twitter sentiment
using stock prices.

1 Introduction

The stock market is a core focus of economic and social studies and the capability of
developing models that can accurately predict the stock market prices have been
thoroughly explored by researchers [1–4]. One of the most recurrent questions that
investors and companies make on a daily basis is which data can be used to predict the
volatility and the changes of the prices of some specific stock. Financially, stock prices
should measure the expected growth and cash-flow that the company will obtain in the
future. This expectation is based on some specific set of information from various
sources that consist of economic, reputation, financial and social data. According to the
Efficient Market Hypothesis (EMH) [1], stock market prices are influenced by news
and happenings rather than from past prices, and changes of stock prices can only be
predicted with an accuracy of approximately 50%. EMH follows the assumption that
news are totally unpredictable and therefore it is not possible to foresee future prices of
stock [1]. However, this assumption does not invalidate the fact that stock prices do
depend on news, and thus when we have news we can predict stock prices in the near
future with good accuracy. Moreover, social media can give an early indication of
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public news facts, further increasing the time over which stock prices can be predicted
[5]. Thus, even though stock prices may be difficult to predict in the long run, we may
be able to use social networks to predict them in the short run.

With the growth of social networks, the speed of information that travels through
the globe has increased exponentially. At the distance of a click you can access the
thoughts and opinions of many individuals as soon as they formulate them. Various
papers have shown [6] how opinions in social media have influenced things such as
company reputation [6, 7], products and brands consumer opinions [8–10], audience
sentiment on sports debates [11] or political elections [12]. Social media opinions
regarding companies can be categorized in terms of polarity (positive vs. negative) [6]
or public mood (calm, alert, etc.) [5]. Duric and Song [13] classify sentiment analysis
applications in four categories: (1) those that automatically analyze online customer
reviews, (2) those that improve search engines by integrating sentiment analysis,
(3) marketing and business intelligence applications and (4) those that perform early
detection of negative text and cyber-bullying.

Various techniques for sentiment analysis have been developed [14]. These tech-
niques have different behaviors when applied to different types of texts (tweets,
newspaper news, reviews, etc.).

One example of such work was proposed in [15] where a machine learning
approach was followed to predict prices by learning from historical price changes.

On Twitter, a social network for micro-blogging [16], users can only post messages
with 140 characters. At first glance, this characteristic should imply a simpler sentiment
analysis than the one used for longer texts such as news or entire documents. However,
tweets’ based sentiment analysis poses some challenges [17]. In fact, most tweets are
neutral, while using other sources it is usual to have a predominance of negative or
positive texts. Also, associated with the size limitation of the text, new and challenging
linguistic representations are often used and limited sentiment is usualy provided. As
for the relationship between sentiment analysis on news (including tweets) and stock
prices, research is still ongoing but some studies found some quantitative correlation
between financial news and stock prices [2, 3]. In a paper by Schumaker and Chen [3],
stock prices were predicted with 58,2% accuracy using financial news. On another
related paper [5], the Dow Jones Industrial Average (DJIA) value was predicted with
86,7% accuracy using tweets processed with a psychology tool called Profile of Mood
States. In that paper the general mood state and sentiment was extracted from tweets,
and the sentiment alone (positive or negative) was not enough to predict the DJIA.
However, the authors only studied the effect of one day sentiments on the next day’s
prices, in what we call “day to day predictions”, and did not try to predict prices during
the same day, in what we call “intraday predictions”.

In our study, we focused on predicting individual stock prices (as opposed to general
averages) using tweets concerning those specific companies as input variables. The key
motivation for this work is that Twitter’s streaming messages reflect very recent news
which are likely to be correlated with stocks in a short time frame. For this, we computed
the average sentiment over 1 h periods and 3 min periods. For day to day predictions
(which we performed to compare with previous studies) the daily average sentiment was
also used. Besides the influence of tweets on stock prices we also tested the inverse
relationship, i.e., how tweet sentiments are influenced by stock prices. Sentiment analysis
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employs statistical and machine learning algorithms to build classifiers to model senti-
ment. Some of the most applied classifiers are Naïve Bayes [18, 19], Support Vector
Machines [20, 21], Logistic Regression [22] and Random Forest [23]. A more detailed
survey on the use of classifiers for tweet sentiment analysis can be found in [24].

We compared two sentiment analysis techniques: a keyword based classifier; and a
Bayesian classifier. A pre-classified test set of tweets was used to choose the best
sentiment analysis technique. A Granger Causality Test was then applied, as done in
previous studies [5]. Granger Causality [25] is a test that evaluates if we can use the
values of one time series to predict the other with some given lag. It must be noted that
this does not imply actual causality (correlation does not imply causality), but it does
imply that tweets’ sentiment of some specific company at moment t can be used to
predict stock prices at moment tþ d.

The rest of the paper is structured as follows: Sect. 2 explains the methodology
used, Sect. 3 presents results, and Sect. 4 discusses the results and draws the main
conclusions.

2 Overview the Methodology

Our aim is to predict individual stock prices using tweets concerning specific com-
panies as input variables. The rising popularity of twitter gives researchers a novel way
of capturing the collective mind up to the last minute. In this paper, we analyse the
positive and negative sentiment over 1 day, 1 h, and 3 min periods.

Our research framework is depicted in Fig. 1.

First, tweets were extracted using a list of names and related names from 16 main
US companies. In parallel, we obtained data from stock market for the same days
tweets were collected with a price interval of 3 min, gathering 130 stock prices per day

Fig. 1. Starbucks stock price evolution (hourly averages)
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for each company [26]. Next, we built a training and test dataset by manually reading
and classifying the tweets as positive and negative. The training dataset is used in the
Bayesian classifier, while the test dataset is used in both classifiers to evaluate its
accuracy.

Finally, we used Granger Causality Analysis to test the relationship between stock
market prices and twitter data sentiment. We tested different lags to relate stock price
variations with twitter sentiments using different time periods as well as different time
lags. So, as to be clearer, the detailed methodology is explained step by step in the
following section where we show the results at each step.

3 Results

3.1 Data Extraction

Twitter data extraction occurred from February 11th to February 28th 2014, between
13:30 GMT and 21:00 GMT, excluding weekends and financial holidays. These times
are the opening and closing hours of the stock market in the USA, and thus the times
when stock prices can vary, so that we can test the intraday effects of Twitter on the
stock market. We only selected the tweets that explicitly mention one of the companies
considered in the study, and obtained 1,535,167 tweets. The companies that we con-
sidered are presented in Table 1.

Table 1. Companies chosen for analysis, respective industry and tweets gathered

Company Number of Tweets Industry

Amazon 455156 E-Retail
Starbucks 311945 Coffee Shop
Nike 273552 Clothing
Microsoft 128045 Computer Soft and Elect.
LinkedIn 108620 Social Network
Sony 99002 Technology
BlackBerry 61246 Telecommunications
BP 37950 Oil and Gas
Barclays 16775 Banking
Sears 16174 Retail
Cisco 15628 Networks
American Airlines 4886 Airline
Logitech 3441 Computer Peripherals
General Motors 1620 Automotive
Marriot 620 Tourism
Quiksilver 507 Clothing
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We only gathered Tweets written in English for two reasons:

• Multilingual sentiment analysis research is still in its infancy [27].
• The stock prices used are from the USA, where English is the standard language.

Regarding stock market, we obtained the data from [26] for the days above with a price
interval of 3 min for all companies chosen for the study, obtaining a total of 130 stock
prices per day for each company. We used this time series in some tests, but we used
hourly averages and day averages of these values for others. It must be noted that these
prices do not constitute a stationary process, i.e., the average price varies in time, and
trends can clearly be seen. As an example, the Starbucks stock price over the period
analyzed shows a decreasing trend as can be seen in Fig. 2a.

To overcome this effect, we differentiated this series, obtaining changes in the stock
price, as was done by [5]. Using this approach, the stock market series used for
Starbucks (using hourly averages) is presented in Fig. 2b.

As done by Miner et al. [28] we first pre-processed our tweets removing user names
(in twitter, “user mentions” are preceded by@), HTML links, and retweet mentions (RT).
To determine sentiment (positive, negative, or neutral) we used two models: a simple
keyword-based classifier; and a Bayesian classifier.

3.2 Sentiment Analysis

Keyword-Based Classifier
In line with the work done by [7] a set of “positive words” and “negative words” was
used. If more “positive” words appear in the tweet, the tweet is considered positive, if
more “negative” worlds appear, it is considered negative, and if no such words appear,
or if there is a tie between these two groups, then the tweet is considered “neutral”. The
list of the 6800 words used in this study (such as “bad” for negative, and “good” for
positive) is presented in [7].

Fig. 2. Starbucks stock price evolution: (a) (hourly averages) and (b) price change in the stock
price between hour t and hour t − 1
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This method has the advantage of being very simple to apply and of benefiting from
short length of Twitter messages. On the other hand, the use of a static word list for
classification may decrease the accuracy of the method as time goes by [7]. Internet
language has its own inaccuracies and misspells and every year new expressions and
sentiment related words appear. To complement the list of words presented in, we
added the words “Want” and “Party” to our positive list and “Cut” to our negative list.
The word “Free” was in the original positive list, but when we realized that it appeared
frequently due to the expression “Amazon Free Super Saver Delivery”, we removed it.
Using this keyword-based classifier, we obtained the distribution amongst the three
classes presented in Table 2. As expected, most tweets are neutral.

Just out of curiosity, the vast majority of tweets has a rather small number of
keywords. The actual distribution of positive and negative keyword scores is presented
in Fig. 3.

To evaluate the accuracy of this classifier, we used the test set of manually
pre-classified tweets mentioned earlier. This test set had 10.000 randomly selected
tweets that were personally read and rated by one of the authors of this paper.

The confusion matrix of the keyword-based classifier on the test set is presented in
Table 3. The error rate obtained was 31,2%.

Bayesian Classifier
We also applied a supervised learning machine learning method to try and obtain a
more accurate classifier. We chose to use a standard Bayesian Classifier, using all the
words that appeared in the tweets as inputs. Thus, all tweets are treated as a “bag of

Table 2. Proportion of positive/neutral/negative tweets

Sentiment Proportion

Positive 34%
Neutral 54%
Negative 12%

Fig. 3. Positive and negative scores on the training set with the keyword-based classifier
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words” [29], each one producing a dimensional vector were each component is the
number of times a given word appears in that tweet. As expected, most components are
zero, and thus the training set is a very sparse matrix.

To obtain a classified training set, we followed the same procedure we used for the
test set, i.e., we personally read and rated tweets until we had a set of 100.000 manually
classified tweets. To obtain a balanced set, we explicitly chose 50.000 neutral tweets,
25.000 positive, and an equal number of negative tweets.

Instead of using a single Bayesian classifier with three outputs (“positive”, “nega-
tive” and “neutral”) we followed the approach used in [6], and used two binary clas-
sifiers. The first separated “neutral” (or what we called “objective”) from “positive” and
“negative”, that we called “subjective”. The second classifier was used only on the
“subjective” tweets, separating the “positive” from the negative”. Again, out of
curiosity, the distribution of tweets obtained with the Bayesian classifier on the original
set of 1,535,167 tweets is presented in Fig. 4.

Using the same test set that was used for the keyword-based classifier (that was
completely independent from the training set), we obtained the confusion matrix pre-
sented in Table 4. The error rate is 18.3%, which is marginally better than the error rate
of 18.7% obtained by [29].

As would be expected, the supervised learning Bayesian classifier had a better
performance than the simple keyword-based classifier. However, it requires a manually

Table 3. Confusion matrix of keyword based classifier (error rate = 31.2%)

Sample
Positive Negative Neutral

Positive 1500 171 1632
Negative 42 632 555
Neutral 434 285 4749

Fig. 4. Distribution of tweets – Bayesian classifier model
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produced pre-classified training that requires a lot of work, and it is computationally
more demanding than the keyword based method.

3.3 Relating Stock Market and Twitter Data

As mentioned in the introduction, and similarly to what was done in [5] we chose
Granger Causality Analysis as the method to estimate the relationship between stock
market prices and twitter data. Granger Causality Analysis assumptions and theoretical
framework are explained in [25]. Basically, this method assumes that the predicted
variable, Yt is obtained by a difference equation of the previous Yt�d values and the
values of an independent Xt series, plus a residual random error et and a constant k [2]:

Yt ¼
Xm

j¼1
ajYt�j þ

Xn

i¼1

biXt�i þ kþ et ð1Þ

Using as our dependent variable both the stock market and Twitter sentiment
(therefore having 2 distinct models where the Y an X series are interchanged) we want
to test if our b coefficients are significantly different from 0. Thus, our null hypothesis
is H0 ¼ bi ¼ 0 for i ¼ 1; 2; . . .; nð Þ.

If we reject our null hypothesis we can use prior values of X to predict Y thus
establishing Granger Causality from X to Y.

Predicting Stock Price Variations with Twitter Sentiments
When in Eq. (1) we use the stock price variation as variable Y, and the twitter sentiment
score as variable X, we can test whether these sentiments are good predictors of price.
A graphical example of the two time series is given in Fig. 5, where hourly price
variations of the stock price of Starbucks is compared with hourly average sentiments
estimated with a Bayesian classifier of tweets.

We started by using 3 min averages for both time series, and used a least square
regression to adjust Eq. 1 to the different time series for the 16 companies, obtaining
the required b values. We repeated this adjustment using increasing values of m and n,
i.e., using ever greater length time series. We always considered m ¼ n, i.e., used the
same time lag for both series. We then computed the p-values of assuming these b were
all 0 (i.e. confirming the null hypothesis). The results are presented in Table 5. Very
low p-values (p < 0.05) are shown in bold, and indicate situations where the null
hypothesis is rejected. Thus, bold values show that in some cases twitter sentiment is a
good predictor of stock price variations. A quick inspection of these tables show that

Table 4. Confusion matrix of the Bayesian classifier (error rate = 18.3%)

Sample
Positive Negative Neutral

Positive 1333 170 537
Negative 140 769 261
Netural 126 375 6289
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for American Airlines, Cisco, and Microsoft, and providing we consider large time lags
(at least 3 to 6 periods of 3 min), this relation holds. As we shall see later, for Cisco
there is another effect in place that makes this relation less relevant.

Next we used hourly averages of both time series, and repeated the Eq. (1)
adjustment for all 16 companies. The results are presented in Table 5. Here we can see
that the previous relations no longer hold (except for Cisco that we will deal with later),
but the stock price variations of LinkedIn and Quiksilver can be predicted with some
certainty. This means that LinkedIn sentiment helps to predict stock market prices 1
and 2 h later, a pattern that did not appear with the 3 min’ time grouping. This may
seem do indicate that Twitter and Stock Market relationship is connected to the time
grouping of data and that there are stocks prices that adjust quicker than others.
(Table 6)

Finally, we tested with daily averages of stock price variations and sentiments. The
results are presented in Table 7. As shown in those tables, all p-values are rather large,
revealing that the dependency of price variations with twitter sentiment is close to zero.
This result is in line with previous work presented in [5]. We may thus conclude that
while day-to-day predictions of price variations is not possible, we can for some
companies predict intraday price variations by observing twitter sentiments concerning
those companies.

Predicting Twitter Sentiments with Stock Price Variations
If we use the stock price variations as the X variable in Eq. (1), and twitter sentiments
as variable Y , we can estimate the inverse relation of the previous case. Again, we used
3 min, 1 h, and daily averages for all 16 companies, estimated b coefficients using least
square regressions, and computed p-values of assuming these coefficients were 0. The
results are presented in Tables 8, 9 and 10, using different length time series.

Regarding 3-minute time series, there is one unexpected result: the sentiment
regarding BP can be predicted with some certainty only if we consider a short time
series. Besides that, we can only predict sentiment for Cisco. However, as was men-
tioned before, for this company there is also significant Granger causality in the

Fig. 5. Amazon vs. stock price change for Amazon
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opposite direction. So, we may ask whether sentiment drives price or price drives
sentiment. A closer inspection reveals that it is more consistent to assume the latter.
However, since both the price variations and sentiments of Cisco had a very consistent
trend over the period in question, it is impossible to determine which one is the driver
of the other.

Regarding hourly averages, the same two companies (LinkedIn and Cisco) showed
good predictability.

Regarding day-to-day predictions, as expected, no truly significant relationships
where identified. However, some relationship was found in the case of Amazon and
Sears.

Summarizing, it is rarely possible to predict twitter sentiment with stock price data
(people’s moods seem to only be sensitive to short time variations in the value of BP).

Twitter negative vs. positive daily sentiment of companies does not show any
relationship at all with the stock market prices for all companies. This is the same
conclusion reached by the original authors and strengthens the idea that inter-day
positions are not predictable using Twitter polarity sentiment [5] and the price
adjustment regarding sentiment is more notorious during the day.

Curiously, the three companies with more tweets, and that have significantly more
the others, do not show any significant relationship amongst variables.

4 Discussion and Conclusions

Regarding sentiment analysis, Bayesian classifier models are more accurate at classi-
fying twitter sentiment than keyword based models. The error rate for this classification
(using human classifiers as ground truth) is only 18%, as compared with almost 30%
for keyword based classifiers.

Regarding the predictability of stock prices using twitter sentiments, it was shown
that some companies show a significant relationship between these variables. This is
not contradictory to the results obtained in [5] since in that case stock indexes (that
average individual companies) were used. Furthermore, Bollen et al. [5] used only
day-to-day predictions, whereas we showed in this study that the relationship depends a
lot on the time interval used. For some companies the reaction time is very short, and
for others it is longer, but the dependency holds only for intraday predictions, and never
for day-to-day.

We also showed that the inverse relationship (stock prices influencing twitter
sentiment) is rare but does occur for some companies. Finally, companies with more
mentions on Twitter tend to show less relationship between the variables in question.

For future work we intend to search for companies with stronger relationships
amongst variables, since the predictability depends strongly on the characteristics of
individual companies. It would thus be interesting to find which are the characteristics
that do induce predictability.

We also feel that some improvement may be done on the sentiment classifiers,
namely by using some preprocessing to deal with company names that occur in
unrelated tweets (such as “apple” referring to the fruit and not the company) or that do
not occur in relevant tweets (such as those that mention iPod but not Apple).
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Augmenting our time window for 3 or 4 months and testing shorter time predictions
(such as minute-to-minute positions) is another recommendation for future studies.
This would, however, take considerably more resources.

The fact that companies with many tweets have a weak relationship between tweets
and stock prices can have two interpretations: very popular companies have many
tweets by people that have little or no influence in the stock prices, or, because of the
way we conducted our tests (a relationship was established only when p-values were
low thus rejecting the nulls hypothesis) datasets with a very high number of instances
allowed for higher p-values even where the null hypothesis was in fact weak.

References

1. Fama, E.F.: Efficient capital markets - a review of theory and empirical work. J. Financ. 25,
36 (1970)

2. Qian, B., Rasheed, K.: Stock market prediction with multiple classifiers. Appl. Intell. 26, 25–
33 (2007)

3. Schumaker, R.P., Chen, H.: Textual analysis of stock market prediction using breaking
financial news: the AZFin text system. ACM Trans. Inf. Syst. (TOIS) 27, 1–19 (2009)

4. Shiller, R.J.: From efficient markets theory to behavioral finance. J. Econ. Perspect. 17, 83–
104 (2003)

5. Bollen, J., Mao, H., Zeng, X.: Twitter mood predicts the stock market. J. Comput. Sci. 2, 1–8
(2011)

6. Go, A., Bhayani, R., Huang, L.: Twitter sentiment classification using distant supervision.
Processing 150, 1–6 (2009)

7. Hu, M., Liu, B.: Mining and summarizing customer reviews. In: Proceedings of the 2004
ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, KDD
2004, vol. 4, p. 168 (2004)

8. Jansen, B.J., Zhang, M., Sobel, K., Chowdury, A.: Twitter power: tweets as electronic word
of mouth. J. Am. Soc. Inform. Sci. Technol. 60, 2169 (2009)

9. Bai, X.: Predicting consumer sentiments from online text. Decis. Support Syst. 50, 732–742
(2011)

10. Salehan, M., Kim, D.J.: Predicting the performance of online consumer reviews: a sentiment
mining approach to big data analytics. Decis. Support Syst. 81, 30–40 (2015)

11. Diakopoulos, N.A, Shamma, D.A: Characterizing debate performance via aggregated twitter
sentiment. In: Proceedings of the SIGCHI Conference on Human Factors in Computing
Systems, CHI 2010, p. 1195 (2010)

12. Tumasjan, A., Sprenger, T., Sandner, P., Welpe, I.: Predicting elections with Twitter: what
140 characters reveal about political sentiment. In: Proceedings of the Fourth Interna-
tional AAAI Conference on Weblogs and Social Media, pp. 178–185 (2010)

13. Duric, A., Song, F.: Feature selection for sentiment analysis based on content and syntax
models. Decis. Support Syst. 53, 704–711 (2012)

14. Pang, B., Lee, L.: Opinion mining and sentiment analysis. Found. Trends Inf. Retrieval 2,
91–231 (2008)

15. Schumaker, R.P., Zhang, Y., Huang, C.N., Chen, H.: Evaluating sentiment in financial news
articles. Decis. Support Syst. 53, 458–464 (2012)

16. Kwak, H., Lee, C., Park, H., Moon, S.: What is Twitter, a social network or a news media?
In: The International World Wide Web Conference Committee (IW3C2), pp. 1–10 (2010)

Social Market: Stock Market and Twitter Correlation 355



17. Hassan, A., Abbasi, A., Zeng, D.: Twitter sentiment analysis: a bootstrap ensemble
framework. In: Proceedings of the SocialCom/PASSAT/BigData/EconCom/BioMedCom
2013, pp. 357–364 (2013)

18. Asiaee T., A., Tepper, M., Banerjee, A., Sapiro, G.: If you are happy and you know it…
tweet. In: Proceedings of the 21st ACM International Conference on Information and
Knowledge Management, CIKM 2012, p. 1602 (2012)

19. Spencer, J., Uchyigit, G.: Sentimentor: sentiment analysis of Twitter data. In: Proceedings of
the CEUR Workshop, pp. 56–66 (2012)

20. Agarwal, A., Xie, B., Vovsha, I., Rambow, O., Passonneau, R.: Sentiment analysis of
Twitter data, pp. 30–38. Association for Computational Linguistics (2011)

21. Cho, S.W., Cha, M.S., Kim, S.Y., Song, J.C., Sohn, K.: Investigating temporal and spatial
trends of brand images using Twitter opinion mining. In: 2014 International Conference on
Information Science and Applications (ICISA), pp. 1–3 (2014)

22. Stieglitz, S., Dang-Xuan, L.: Political communication and influence through microblogging -
an empirical analysis of sentiment in Twitter messages and retweet behavior. In: Proceedings
of the Annual Hawaii International Conference on System Sciences, pp. 3500–3509 (2011)

23. Gokulakrishnan, B., Priyanthan, P., Ragavan, T., Prasath, N., Perera, A.: Opinion mining
and sentiment analysis on a Twitter data stream. In: International Conference on Advances in
ICT for Emerging Regions (ICTer), pp. 182–188. IEEE (2012)

24. da Silva, N.F.F., Hruschka, E.R., Hruschka, E.R.: Tweet sentiment analysis with classifier
ensembles. Decis. Support Syst. 66, 170–179 (2014)

25. Granger, C.W.J.: Investigating causal relations by econometric models and cross-spectral
methods. Econometrica 37, 424–438 (1969)

26. Google Finance: Google Finance: stock market quotes, news, currency conversions & more.
https://www.google.co.uk/finance

27. Denecke, K.: Using SentiWordNet for multilingual sentiment analysis. In: Proceedings of
the International Conference on Data Engineering, pp. 507–512 (2008)

28. Miner, G., Elder, J., Fast, A., Hill, T., Nisbet, R., Delen, D.: Practical Text Mining and
Statistical Analysis for Non-structured Text Data Applications, 1st edn. Elsevier, Amsterdam
(2012)

29. Pak, A., Paroubek, P.: Twitter as a corpus for sentiment analysis and opinion mining. In:
LREC, pp. 1320–1326 (2010)

356 I. Bernardo et al.

https://www.google.co.uk/finance


Author Index

A
Abe, Jair M., 196
Ahrary, Alireza, 216
Akama, Seiki, 196
Ayachi, Raouia, 330

B
Baron, Grzegorz, 33
Bauer, Jan, 157
Bayer, Christian, 169
Benzerga, Shéhérazade, 65
Bernardo, Ivo, 341
Biagetti, Giorgio, 43, 53
Biele, Cezary, 247
Blinnikova, Irina, 297
Bogner, Justus, 82
Bounfour, Ahmed, 65
Burch, Michael, 227, 237

C
Chrza ̧stowski-Wachtel, Dominik, 247
Chwesiuk, Michał, 258
Colla, Valentina, 23
Crippa, Paolo, 43, 53

D
Di Pietro, Laura, 93
Dittert, Michael, 169
Duchowski, Andrew T., 247

F
Falaschetti, Laura, 43, 53
Filho, João I.S., 196
Fudalej, Pawel, 278
Fudalej, Piotr, 278

G
Gelenbe, Erol, 185
Gellersen, Hans, 287

Goh, Pey Yun, 127
Gouider, Mohamed Salah, 319

H
Hammouda, Atef, 13
Hammouda, Ghassen, 13
Harezlak, Katarzyna, 278
Härting, Ralf-Christian, 157, 169
Hauf, Dominik, 65
Henriques, Roberto, 341

I
Igić, Nemanja, 147
Inada, Masayoshi, 216
Inoue, Masahiro, 3
Ivančević, Vladimir, 147
Izmalkova, Anna, 297

J
Järvikivi, Juhani, 268
Jenhani, Ferdaous, 319
Jugel, Dierk, 82

K
Kasprowski, Pawel, 278
Keller, Barbara, 93
Kobyliński, Paweł, 247
Kowalski, Jarosław, 247
Krejtz, Krzysztof, 247
Kyröläinen, Aki-Juhani, 268

L
Lawanont, Worawat, 3
Lim, Chee Peng, 127
Lobo, Victor, 341
Luković, Ivan, 147
Lyes, Maifi, 206

© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 73, DOI 10.1007/978-3-319-59424-8

357



M
Mantiuk, Radosław, 258
Matić, Milan, 147
Matsumoto, Yoshiyuki, 136
Młodożeniec, Marek, 247
Möhring, Michael, 82, 93

N
Nakamatsu, Kazumi, 196
Niedzielska, Anna, 247
Norousi, Ramin, 157

O
Orcioni, Simone, 43, 53
Ouided, Hioual, 206

P
Porretta, Vincent, 268
Pretz, Michael, 65

R
Reichstein, Christopher, 157, 169

S
Said, Lamjed Ben, 319
Sandita, Adrian, 117
Sandkuhl, Kurt, 82
Schmidt, Rainer, 82, 93
Sellami, Dorra, 13

Serrano, Will, 185
Slokom, Manel, 330
Stoean, Catalin, 117
Stoean, Ruxandra, 117

T
Tan, Shing Chiang, 127, 136
Tayab, Laskri Mouhamed, 206
Terzić, Branko, 147
Toni, Martina, 93
Turchetti, Claudio, 43, 53

V
van Rij, Jacolien, 268
Vannucci, Marco, 23
Vasant, Pandian, 136

W
Watada, Junzo, 105, 127, 136
Weill-Tessier, Pierre, 287
Wilcockson, Thomas D.W., 308

Y
Yamashita, Yoshitaka, 216
Yuan, Lik Xun, 127

Z
Zhang, Huiming, 105
Zimmermann, Alfred, 82, 93

358 Author Index


	9th International KES Conference On Intelligent Decision Technologies (KES-IDT 2017), Proceedings, Part II
	Preface

	KES-IDT 2017 Conference Organization
	Honorary Chairs
	General Chair
	Executive Chair
	Program Chair
	Publicity Chair
	Special Sessions
	Decision Making Theory for Economics
	Advances of Soft Computing in Industrial and Management Engineering: New Trends and Applications
	Digital Architecture and Decision Management
	Specialized Decision Techniques for Data Mining, Transportation and Project Management
	Interdisciplinary Approaches in Business Intelligence Research and Practice
	Eye Movement Data Processing and Analysis
	Decision Support Systems
	Pattern Recognition for Decision Making Systems
	Reasoning-Based Intelligent Systems
	Intelligent Data Analysis and Applications
	Social Media Analysis and Mining
	International Program Committee
	International Referee Board

	Contents
	Pattern Recognition for Decision Making Systems
	A Development of Classification Model for Smartphone Addiction Recognition System Based on Smartphone Usage Data
	1 Introduction
	2 Related Works
	3 Methodology
	3.1 System Architecture
	3.2 Smartphone Addiction Scale
	3.3 Application Overview

	4 Experiment
	4.1 Experimental Design
	4.2 Data Collection and Data Preprocessing
	4.3 Modeling
	4.4 Experiment Result
	4.5 Discussion

	5 Conclusion
	References

	Complex Object Recognition Based on Multi-shape Invariant Radon Transform
	1 Introduction
	2 Related Works
	2.1 Template Matching Approaches
	2.2 Radon Transform

	3 The MSI Radon Transform
	3.1 General Brief Description
	3.2 MSI Radon Transform Formalism

	4 Experimental Results
	4.1 MSI Radon Transform Performance Evaluation

	5 Conclusion
	References

	Genetic Algorithms Based Resampling for the Classification of Unbalanced Datasets
	1 Introduction
	2 Classification of Unbalanced Datasets
	3 Optimal GA-Based Resampling
	4 Test of the Method
	5 Conclusions and Future Work
	References

	Analysis of Multiple Classifiers Performance for Discretized Data in Authorship Attribution
	1 Introduction
	2 Theoretical Background
	2.1 Multiple Classifier
	2.2 Discretization
	2.3 Classifiers Used in Research

	3 Experimental Setup
	4 Results and Discussion
	5 Conclusions
	References

	Speaker Identification in Noisy Conditions Using Short Sequences of Speech Frames
	1 Introduction
	2 Identification Method
	2.1 Single Frame Identification
	2.2 Multiframe Frame Identification

	3 Experimental Results
	4 Conclusions and Future Work
	References

	Human Activity Recognition Using Accelerometer and Photoplethysmographic Signals
	1 Introduction
	2 Recognition Algorithm
	3 Experimental Results
	4 Conclusion
	References

	Digital Architecture and Decision Management
	When Energy Revolution Meets Digital Transformation
	Abstract
	1 Introduction: Digital Economy – Is It the Key for the Future in Automated Industry?
	1.1 What Defines the Digital Economy?
	1.2 The Digital Transformation as a Consequence of the Digital Economy
	1.3 Research Goal

	2 Digital Transformation
	2.1 Definition and Dimension
	2.2 Dimensions
	2.3 ICT as Enabler
	2.4 Challenges

	3 Industrie 4.0
	3.1 Definition
	3.2 Smart Automation and Digital Engineering - Enabling Technologies for Energy Efficiency

	4 Energy Revolution Meets Digital Transformation – An Example of Use
	5 Changing Role of IT Function
	6 Conclusion and Perspectives
	References

	Decision-Controlled Digitization Architecture for Internet of Things and Microservices
	Abstract
	1 Introduction
	2 Digitization Architecture
	3 Internet of Things Architecture
	4 Microservices Architecture
	5 Decision Analytics
	6 Conclusion
	References

	Digital Enterprise Architecture Management in Tourism – State of the Art and Future Directions
	Abstract
	1 Introduction
	2 The Need for Enterprise Architecture Management in Tourism
	3 Research Method and Data Collection
	4 Results
	5 Conclusion and Future Directions
	References

	Advances of Soft Computing in Industrial and Management Engineering: New Trends and Applications
	Building Fuzzy Variance Gamma Option Pricing Models with Jump Levy Process
	1 Introduction
	2 Building Fuzzy Variance Gamma Option Pricing Models with Levy Process
	2.1 Pricing Model with the Jump Levy Process
	2.2 Risk Neutral Model
	2.3 Pricing Model of Fuzzy Random Variables Settings

	3 Monte Carlo Numerical Simulation
	3.1 European Option Pricing Under Different Exercise Price
	3.2 European Option Pricing Under a Change in Maturity Dates

	4 Conclusions
	References

	Evolutionary Regressor Selection in ARIMA Model for Stock Price Time Series Forecasting
	1 Introduction
	2 Materials
	3 ARIMA Model with GA-Selected Regressors for Stock Price Forecasting
	3.1 ARIMA Model for Stock Price Prediction
	3.2 Genetic Algorithm for Variable Selection

	4 Experimental Results
	4.1 Pre-experimental Planning
	4.2 Task
	4.3 Experimental Setup
	4.4 Results and Visualization
	4.5 Discussion

	5 Conclusions and Future Work
	References

	Fuzzy ARTMAP with Binary Relevance for Multi-label Classification
	Abstract
	1 Introduction
	2 Literature Review
	3 Methods
	3.1 Binary Relevance (BR)
	3.2 Fuzzy ARTMAP (FAM)
	3.3 Fuzzy ARTMAP with Binary Relevance (BR-FAM)

	4 Evaluation
	4.1 Benchmark Data
	4.2 Experimental Setup
	4.3 Results and Analysis

	5 Summary
	References

	Rough Set-Based Text Mining from a Large Data Repository of Experts’ Diagnoses for Power Systems
	Abstract
	1 Introduction
	2 Fuzzy Random Variables
	2.1 Fuzzy Variable
	2.2 Fuzzy Random Variables and the Expected-Value Approach

	3 T-Testing Processing
	3.1 Overview of the Student’s T-Test
	3.2 T-Test Procedure

	4 Data Analysis Process
	4.1 Data Description
	4.2 Data Analysis Result

	5 Conclusions
	Acknowledgement
	References

	Interdisciplinary Approaches in Business Intelligence Research and Practice
	Applying Domain Knowledge for Data Quality Assessment in Dermatology
	Abstract
	1 Introduction
	2 Related Work
	2.1 Data Quality Assessment Approaches
	2.2 Data Quality in Medicine

	3 Data Sources
	3.1 Outpatients and Hospital Treated Patients
	3.2 Examination Reports
	3.3 Medicines and Supplies

	4 Architecture
	5 Case Study
	6 Conclusion
	Acknowledgements
	References

	A Comparison of Predictive Analytics Solutions on Hadoop
	Abstract
	1 Introduction
	2 Distributed Analytics with Hadoop
	2.1 Analytics on Hadoop Using Apache Spark
	2.2 Analytics on Hadoop Using IBM SPSS Modeler and Analytic Server
	2.3 Analytics on Hadoop Using RapidMiner Radoop

	3 Results of Applying Analytics on Hadoop
	4 Conclusion
	References

	A Data Analytics Framework for Business in Small and Medium-Sized Organizations
	Abstract
	1 Introduction
	1.1 Data Mining
	1.2 Use of Data Analytics in Small and Medium-Sized Enterprises

	2 Relevant Process Frameworks
	2.1 The KDD-Process
	2.2 SEMMA
	2.3 CRISP-DM

	3 Process Framework for SME
	4 Case Study
	4.1 Define a Task
	4.2 Collect and Analyze the Data
	4.3 Choose and Set Up a Model
	4.4 Format Data
	4.5 Evaluate Results
	4.6 Report to Decision Makers

	5 Results
	6 Conclusion
	References

	Reasoning-Based Intelligent Systems
	The Deep Learning Random Neural Network with a Management Cluster
	Abstract
	1 Introduction
	2 Related Work
	3 The Cluster Random Neural Network
	3.1 Mathematical Model
	3.2 Clusters of Neurons
	3.3 The Random Neural Network with Multiple Clusters
	3.4 Deep Learning Clusters
	3.5 Management Cluster in the Random

	4 Implementation
	5 Validation
	6 Experimental Results
	7 Conclusions
	Appendix – List of Queries
	References

	The Importance of Paraconsistency and Paracompleteness in Intelligent Systems
	Abstract
	1 Introduction
	2 Paraconsistent and Paracomplete Logic Eτ
	3 Applications
	4 Aspects of Paraconsistent Neurocomputing
	5 Conclusion
	References

	Towards REX Method for Capitalizing the Knowledge of a Corporate Memory
	Abstract
	1 Introduction
	2 Corporate Memory
	2.1 Tacit Knowledge
	2.2 Explicit Knowledge

	3 Knowledge Capitalization Cycle
	4 Return of EXperience (REX) Method
	5 Implementation of REX Method
	5.1 Collection and Indexing of Experiences
	5.2 Experiments Access and Exploitation

	6 Conclusions
	References

	Solar Power Monitoring System “SunMieru”
	Abstract
	1 Introduction
	2 IoA Cloud-Based System Construction
	2.1 Sensor Networks
	2.2 Cloud Computing
	2.3 Control Area Network (CAN)

	3 User Interface
	4 Experimental Results
	5 Conclusions
	Acknowledgement
	References

	Eye Movement Data Processing and Analysis
	Visual Analysis of Eye Movement Data with Fixation Distance Plots
	1 Introduction
	2 Related Work
	3 Fixation Distance Plots
	3.1 Eye Movement Data and Distances
	3.2 Visual Encoding of Scan Paths
	3.3 Distance Plots
	3.4 Interaction Techniques
	3.5 Visual Patterns

	4 Application Scenario
	5 Limitations and Scalability
	6 Conclusion and Future Work
	References

	Which Symbols, Features, and Regions Are Visually Attended in Metro Maps?
	1 Introduction
	2 Related Work
	3 Eye Tracking Study
	3.1 Free Examination Question
	3.2 Important Symbols and Regions
	3.3 Results

	4 Discussion
	5 Conclusion and Future Work
	References

	Gaussian Function Improves Gaze-Controlled Gaming
	1 Introduction
	2 Background
	3 Empirical User Study
	3.1 Participants
	3.2 Experimental Design: Dependent and Independent Variables
	3.3 Experimental Procedure
	3.4 Apparatus

	4 Results
	5 Discussion
	References

	Measurements of Contrast Detection Thresholds for Peripheral Vision Using Non-flashing Stimuli
	1 Introduction
	2 Previous Work
	3 Experiment Design
	3.1 Stimuli
	3.2 Display
	3.3 Procedure
	3.4 Participants

	4 Results
	4.1 Detection Threshold
	4.2 Model

	5 Conclusions and Future Work
	References

	Visual World Paradigm Data: From Preprocessing to Nonlinear Time-Course Analysis
	Abstract
	1 Introduction
	2 The Visual World Paradigm
	2.1 The Paradigm
	2.2 Preprocessing and Statistical Considerations

	3 Generalized Additive Mixed Modeling (GAMM)
	3.1 Description of the Method
	3.2 Advantages of GAMM

	4 Applying GAMM to VWP Data
	4.1 Demonstration and Data
	4.2 Preprocessing and Pre-analysis Considerations
	4.3 Gaussian Model with Transformation and Factor Interaction
	4.4 Binomial Model with Continuous Interaction

	5 Conclusion
	References

	Examining the Impact of Dental Imperfections on Scan-Path Patterns
	1 Introduction
	2 Background and Related Work
	3 Method
	4 Results
	5 Summary
	References

	Touch Input and Gaze Correlation on Tablets
	1 Introduction
	2 Related Work
	3 Study
	3.1 Participants
	3.2 Tasks
	3.3 Apparatus
	3.4 Data and Implementation

	4 Results
	4.1 General Results
	4.2 Similarity with Mouse Studies
	4.3 Influence of Participants, Tasks and Targets on the Correlation
	4.4 A Particular Fixation: FClosest

	5 Discussion
	6 Conclusion
	References

	Modeling Search in Web Environment: The Analysis of Eye Movement Measures and Patterns
	Abstract
	1 Introduction
	2 Method
	3 Results and Discussion
	3.1 The Chromaticity Factor
	3.2 The Target Template Factor
	3.3 The Cognitive Style Factor
	3.4 Eye Movement Patterns of Space Scanning and Their Interrelation with Subjects’ Cognitive Style

	4 Conclusions
	Acknowledgement
	References

	Using Eye Trackers as Indicators of Diagnostic Markers: Implications from HCI Devices
	Abstract
	1 Introduction
	2 Method
	3 Results
	4 Conclusions
	Acknowledgements
	References

	Social Media Analysis and Mining
	Social Stream Clustering to Improve Events Extraction
	Abstract
	1 Introduction
	2 State of the Art
	2.1 Stream Clustering Techniques
	2.2 Clustering-Based Information Extraction

	3 Social Stream Model
	4 Social Stream Clustering Approach
	5 Online Clustering Process
	5.1 Cluster Detection
	5.2 Outlier Detection

	6 Storm Topology for Clustering Implementation
	6.1 Spout
	6.2 Bolts
	6.3 Data Storage
	6.4 Implementation

	7 Social Stream Clustering Influence on Information Extraction Performance
	8 Conclusion
	References

	A New Social Recommender System Based on Link Prediction Across Heterogeneous Networks
	1 Introduction
	2 Basic Concepts
	2.1 Social Recommendation via Link Prediction
	2.2 Probabilistic Relational Model

	3 Related Work
	4 A New Social Recommendation Approach Based on Link Prediction Using PRM
	4.1 The PRM Generation
	4.2 The Prediction Step
	4.3 The Recommendation Step

	5 Conclusion
	References

	Social Market: Stock Market and Twitter Correlation
	Abstract
	1 Introduction
	2 Overview the Methodology
	3 Results
	3.1 Data Extraction
	3.2 Sentiment Analysis
	3.3 Relating Stock Market and Twitter Data

	4 Discussion and Conclusions
	References

	Author Index



