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9th International KES Conference On
Intelligent Decision Technologies
(KES-IDT 2017), Proceedings, Part I

Preface

This volume contains the proceedings (Part II) of the 9th International KES
Conference on Intelligent Decision Technologies (KES-IDT 2017), which will be
held in Algarve, Portugal, on June 21–23, 2017.

The KES-IDT is a well-established international annual conference organized by
KES International. The KES-IDT conference is a sub-series of the KES Conference
series.

The KES-IDT is an interdisciplinary conference and provides excellent oppor-
tunities for the presentation of interesting new research results and discussion about
them, leading to knowledge transfer and generation of new ideas.

This edition, KES-IDT 2017, attracted a number of researchers and practitioners
from all over the world. The KES-IDT 2017 Program Committee received papers for
the main track and 11 special sessions. Each paper has been reviewed by 2–3
members of the International Program Committee and International Reviewer Board.
Following a review process, only the highest quality submissions were accepted for
inclusion in the conference. The 63 best papers have been selected for oral presen-
tation and publication in the two volumes of the KES-IDT 2017 proceedings.

We are very satisfied with the quality of the program and would like to thank the
authors for choosing KES-IDT as the forum for presentation of their work. Also, we
gratefully acknowledge the hard work of the KES-IDT international Program
Committee members and of the additional reviewers for taking the time to review
the submitted papers and selecting the best among them for presentation at the
conference and inclusion in its proceedings.

We hope and intend that KES-IDT 2017 significantly contributes to the fulfill-
ment of the academic excellence and leads to even greater successes of KES-IDT
events in the future.

June 2017 Ireneusz Czarnowski
Robert J. Howlett
Lakhmi C. Jain
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The Shapley Value and Consistency Axioms
of Cooperative Games Under Incomplete

Information

Satoshi Masuya(B)

Faculty of Business Administration, Daito Bunka University,
1-9-1, Takashimadaira Itabashi-ku, Tokyo 175-8571, Japan

masuya@ic.daito.ac.jp

Abstract. In this paper, we study cooperative TU games in which the
worths of some coalitions are not known. We investigate superadditive
games and the Shapley values for general partially defined cooperative
games. We show that the set of the superadditive complete games and
the set of the Shapley values which can be obtained from a given incom-
plete game. Furthermore, we propose selection methods of the one-point
solution from the set of the Shapley values and axiomatize one of the
proposed solutions.

Keywords: Cooperative game · Partially defined cooperative game ·
Superadditive game · Shapley value

1 Introduction

The cooperative game theory provides useful tools to analyze various cost and/or
surplus allocation problems, the distribution of voting power in a parliaments
or a country, and so on. The problems to be analyzed by the cooperative game
theory include n entities called players and are usually expressed by characteristic
functions which map each subset of players to a real number. The solutions to
the problems are given by a set of n-dimensional real numbers or value functions
which assign a real number to each player. Such a real number can show the
cost borne by the player, power of influence, an allocation of the shared profits,
and so on. Several solution concepts for cooperative games have been proposed.
As representative examples of solution concepts, the core, the Shapley value [5]
and the nucleolus [4] are well-known. The core can be represented by a set of
solutions while the Shapley value and the nucleolus are one-point solutions.

A classical approach of von Neumann and Morgenstern [6] to cooperative
games assumes that the worths of all coalitions are given. However, in the real
world problems, there may exist situations in which the worths of some coalitions
are unknown. Such cooperative games under incomplete information have not
yet investigated considerably.

Cooperative games under incomplete information are first considered by Will-
son [7] which are called partially defined cooperative games. In Willson [7] he
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 72, DOI 10.1007/978-3-319-59421-7 1



4 S. Masuya

proposed the generalized Shapley value which is obtained by using only known
coalitional worths of a game and he axiomatized the proposed Shapley value.
After that, Housman [1] continued the study of Willson [7]. Housman [1] char-
acterized the generalized Shapley value by Willson [7]. However, the simplest
interpretation of the generalized Shapley value is that it coincides with the ordi-
nary Shapley value of a game whose coalitional worths take zero if they are
unknown and given values otherwise. Such a game usually dissatisfies natural
properties such as superadditivity.

In our previous paper [2,3], we propose an approach to partially defined coop-
erative games from a different angle from Willson [7] and Housman [1]. We have
assumed that some coalitional worths are known but the others are unknown.
For the sake of simplicity, in those papers, a partially defined cooperative game,
i.e., a cooperative game under incomplete information is called “an incomplete
game” while a cooperative game with complete information is called “a com-
plete game”. In Masuya and Inuiguchi [2], although we have defined the lower
and upper games associated with the given general incomplete game which is
assumed the superadditivity, we have considered the simplest case when only
worths of singleton coalitions and the grand coalition are known for the inves-
tigation of the solution concepts to incomplete games. Then, in Masuya [3], we
investigated the Shapley values for more general incomplete games such that the
set of coalitions whose cardinalities are one to k is known.

Then, in this paper, we investigate superadditive games and the Shapley val-
ues for completely general incomplete games. In this case, we show that the set
of the superadditive complete games which can be obtained from a given incom-
plete game is a polytope. Further, we show the set of the Shapley values which
can be obtained from a given incomplete game assumed the superadditivity. Fur-
thermore, we propose selection methods of the one-point solution from the set of
the Shapley values and axiomatize one of the proposed solutions. These results
of incomplete games are generalized results of those obtained in Masuya [3]. In
addition to these results, we investigate properties which we call consistency
axioms.

This paper is organized as follows. In Sect. 2, we introduce the classical coop-
erative game and well-known solution concepts. Further, we present partially
defined cooperative games, the lower and upper games and their properties by [2].
In Sect. 3, we investigate the set of superadditive games and the set of the Shap-
ley values which can be obtained from a given incomplete game. In Sect. 4, we
propose two selection methods of the one-point solution from the set of the Shap-
ley values. Further, we investigate properties which we call consistency axioms.
In Sect. 5, concluding remarks are given.

2 Classical Cooperative Games and Partially Defined
Cooperative Games

Let N = {1, 2, . . . , n} be the set of players and v : 2N → R such that v(∅) = 0.
A classical cooperative game, i.e., a coalitional game with transferable utility
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(a TU game) is characterized by a pair (N, v). A set S ⊆ N is regarded as
a coalition of players and the number v(S) represents a collective payoff that
players in S can gain by forming coalition S. For arbitrary coalition S, the
number v(S) is called the worth of coalition S.

A game (N, v) is said to be superadditive if and only if

v(S ∪ T ) ≥ v(S) + v(T ), ∀S, T ⊆ N such that S ∩ T = ∅. (1)

Superadditivity is a natural property that gives each player an incentive to form
a larger coalition.

Now let us introduce basic solution concepts in cooperative games. In coop-
erative games, it is assumed that the grand coalition N forms. The problem is
how to allocate the collective payoff v(N) to all players. A solution is a vector
x = (x1, x2, . . . , xn) ∈ R

n where each component xi ∈ R represents the payoff to
player i. Many solution concepts have been proposed. We describe the Shapley
value.

A solution x is efficient in a game (N, v) iff
∑

i∈N xi = v(N). A set of
requirements xi ≥ v({i}), ∀i ∈ N is called the individual rationality. Let I(N, v)
denote the set of payoff vectors which satisfy efficiency and individual rationality
in (N, v), or “imputations”.

The Shapley value is a well-known one-point solution concept. It selects an
imputation when the game is superadditive.

Let G(N) be the set of all cooperative games with the player set N . For
convenience, because the set of players is fixed as N , cooperative game (N, v) is
denoted simply by v. Let π be a vector function from G(N) to R

n specifying a
payoff vector to a cooperative game. The i-th component of π is denoted by πi.

The Shapley value is characterized by four axioms; axioms of null player,
symmetry, efficiency and additivity. Player i is said to be a null player if and
only if v(S) − v(S \ i) = 0 for all S ⊆ N such that i ∈ S. Then the axiom of null
player means πi(v) = 0 if i is a null player. The axiom of symmetry means if
players i and j are equivalent in the sense that v(S \ i) = v(S \ j) for all S ⊆ N
such that {i, j} ⊆ S then πi(v) = πj(v). The axiom of efficiency means the
satisfaction of the efficiency, i.e.,

∑
i∈N πi(v) = v(N). The axiom of additivity

means π(v + w) = π(v) + π(w) for all v, w ∈ G(N), where the sum of games
v + w ∈ G(N) is defined by (v + w)(S) = v(S) + w(S), ∀S ⊆ N .

The Shapley value is known as the unique function φ : G(N) → R
n satisfying

these four axioms (see Shapley [5]) and its explicit form is

φi(v) =
∑

S⊆N
S�i

(|S| − 1)!(n − |S|)!
n!

(v(S) − v(S \ i)), ∀i ∈ N. (2)

In the rest of this section, we present the results on partially defined coop-
erative games by Masuya and Inuiguchi [2]. In classical cooperative games, we
assume that worths of all coalitions are known. However, in the real world prob-
lems, there may exist situations in which worths of some coalitions are unknown.
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To avoid the confusion, we call such games “incomplete games” and the conven-
tional cooperative games “complete games”.

The incomplete games can be characterized by a set of players N =
{1, 2, . . . , n}, a set of coalitions whose worths are known, say K ⊆ 2N , and a
function ν : K → R, with ∅ ∈ K and ν(∅) = 0. We assume that worths of sin-
gleton coalitions and the grand coalition are known and the worths of singleton
coalitions are nonnegative, i.e., {i} ∈ K and ν({i}) ≥ 0, i ∈ N and N ∈ K.
Moreover, we assume that ν is superadditive in the following sense,

ν(S) ≥
s∑

i=1

ν(Ti), ∀S, Ti ∈ K, i = 1, 2, . . . , s such that
⋃

i=1,2,...,s

Ti = S

and Ti, i = 1, 2, . . . , s are disjoint. (3)

A triple (N,K, ν) identifies an incomplete game. When we consider only
games under fixed N and K, incomplete game (N,K, ν) is simply written as ν.

Given an incomplete game (N,K, ν), we define two associated complete
games (N, ν) and (N, ν):

ν(S) = max
Ti∈K, i=1,2,...,s

∪iTi=S, Ti are disjoint

s∑

i=1

ν(Ti), (4)

ν(S) = min
Ŝ∈K, Ŝ⊇S

(
ν(Ŝ) − ν(Ŝ \ S)

)
(5)

From the superadditivity of ν, we have ν(S) = ν(S) and ν(S) = ν(S) ∀S ∈ K.
A complete game (N, v) such that v(T ) = ν(T ), ∀T ∈ K is called a complete

extension of (N,K, ν), or simply a complete extension of ν. As shown in the
following theorem, ν(S) is the minimal payoff of coalition S among superadditive
complete extensions of (N,K, ν). On the other hand, ν(S) is the maximal payoff
of coalition S among superadditive complete extensions of (N,K, ν).

Theorem 1 ([2]). Let (N,K, ν) be an incomplete game, and (N, ν) and (N, ν)
the complete extensions defined by (4) and (5). For an arbitrary superadditive
complete extension (N, v) of (N,K, ν), we obtain

ν(S) ≤ v(S), ∀S ⊆ N, (6)
ν(S) ≥ v(S), ∀S ⊆ N. (7)

Therefore, we call complete games (N, ν) and (N, ν) “lower game” and “upper
game” associated with (N,K, ν), respectively. When there is no confusion of the
underlying incomplete game, those games are simply called the lower game and
the upper game.

Using the incomplete information expressed by ν, we may consider the set
V (ν) of possible complete games. More explicitly let the set of superadditive
completions of ν be

V (ν) = {v : 2N → R | v is superadditive, v(S) = ν(S), ∀S ∈ K}. (8)
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3 The Set of Superadditive Complete Extensions
of Partially Defined Cooperative Games

In this section, we investigate the set of superadditive complete games V (ν)
which can be obtained from a given general incomplete game (N,K, ν).

Consider a finite set of coalitions T = {T1, . . . , Tm} whose coalitional worths
are not known and each coalition in the set is not included each other. That is, we
consider T , for Tp ∈ T , Tp �∈ K\{N} holds and for arbitrary Tp, Ts ∈ T (p �= s),
Tp �⊆ Ts and Ts �⊆ Tp holds. Note that the cardinality of T which is denoted by
m is not constant but varies corresponding to T . Although a number of the set
T exists, the number of T is finite. The set of all T is denoted by Γ ′(N,K). We
define the complete game dependent on T ∈ Γ ′(N,K) as follows:

vT (S) =

⎧
⎨

⎩

ν(S), if ∃T ∈ T , S ⊇ T, where S �∈ K,
ν(S), if ∀T ∈ T , S �⊇ T, where S �∈ K,
ν(S), otherwise.

(9)

The complete game vT which is given by (9) takes the given value if its
coalitional worths are known, otherwise, takes the value of the upper game when
there are some coalitions in T which are included in the coalition S, and that
of the lower game when there are no coalitions in T which are included in the
coalition S. In other words, the complete game vT is the game which takes the
highest coalitional worths when the all members of some coalition in T are joined
in the coalition S. That is, T is the list of coalitions which make a significant
contribution.

Then, the next lemma is obtained.

Lemma 1. Let T ∈ Γ ′(N,K) satisfying |Tk| ≥ �n
2 � ∀k. Then, vT is superaddi-

tive.

Let Γ 1 be the set of T ∈ Γ ′(N,K) satisfying |Tk| ≥ �n
2 � ∀k and let Γ 2 be

the set of T ∈ Γ ′(N,K) such that |Tk| < �n
2 � holds at least one Tk and vT is

superadditive. Moreover, let Γ (N,K) = Γ 1 ∪ Γ 2. Clearly, Γ (N,K) ⊆ Γ ′(N,K)
holds. Γ (N,K) is the set of T where vT is superadditive.

From the above lemma, the next theorem is obtained.

Theorem 2. Let ν be a general incomplete game. Then, the set of superadditive
complete games V (ν) is the polytope whose extreme points are vT , ∀T ∈ Γ (N,K).
That is, the next expression holds.

V (ν) =

{

v : 2N → R

∣
∣
∣
∣
∣

v =
∑

T ∈Γ (N,K)

cT vT ,

∑

T ∈Γ (N,K)

cT = 1, cT ≥ 0, ∀T ∈ Γ (N,K)

}

. (10)
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Theorem 2 means that vT , ∀T ∈ Γ (N,K) are the extreme points of V (ν) and
all superadditive complete games can be obtained by the convex combinations
of those extreme points.

Finally, we investigate the set of all the Shapley values which can be obtained
from a general incomplete game ν. This set is denoted by Φ(ν).

From the linearity of the Shapley value and Theorem 2, the set of all the
Shapley values which can be obtained from an incomplete game ν is the polytope
whose extreme points are φ(vT ), ∀T ∈ Γ (N,K).

Example 1. Let N = {1, 2, 3, 4}, and let K = {{1}, {2}, {3}, {4}, {1, 2}, {1, 3},
{2, 3}, {1, 2, 3}, {1, 2, 3, 4}}. We consider an incomplete game ν : K → R with

ν({1}) = 8, ν({2}) = 7, ν({3}) = 3,
ν({4}) = 1,
ν({1, 2}) = 20, ν({1, 3}) = 16, ν({2, 3}) = 11,
ν({1, 2, 3}) = 29, ν({1, 2, 3, 4}) = 40.

Then, using (4) and (5), the lower game ν and the upper game ν are obtained
as follows:

ν({1}) = 8, ν({2}) = 7, ν({3}) = 3, ν({4}) = 1,
ν({1, 2, 3, 4}) = 40,
ν({1, 2}) = 20, ν({1, 3}) = 16,
ν({2, 3}) = 11, ν({1, 2, 3}) = 29,
ν({1, 4}) = 9, ν({2, 4}) = 8, ν({3, 4}) = 4,
ν({1, 2, 4}) = 21, ν({1, 3, 4}) = 17, ν({2, 3, 4}) = 12.

ν({1}) = 8, ν({2}) = 7, ν({3}) = 3, ν({4}) = 1,
ν({1, 2, 3, 4}) = 40,
ν({1, 2}) = 20, ν({1, 3}) = 16,
ν({2, 3}) = 11, ν({1, 2, 3}) = 29,
ν({1, 4}) = 29, ν({2, 4}) = 24, ν({3, 4}) = 20,
ν({1, 2, 4}) = 37, ν({1, 3, 4}) = 33, ν({2, 3, 4}) = 32.

4 Selection Methods of the One-Point Solution
from the Set of the Shapley Values and Consistency
Axioms

Considering the applications of incomplete games, it is necessary to select the
rational one-point solution in some sense from the set of all the Shapley values.

In this section, we propose two selection methods of the one-point solution
from the set of all the Shapley values Φ(ν). These selection methods are gen-
eralized methods of those we proposed in [3]. After that, we axiomatize one of
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the two proposed solutions and investigate some consistency axioms which can
be developed from the axiom system of the Shapley value which is described in
Sect. 2.

First selection method is to select the center of gravity. Since the set of the
Shapley values which can be obtained from ν is a polytope, we propose the center
of gravity of Φ(ν) as the rational Shapley value φ̃(ν). That is, φ̃(ν) is defined as
follows.

φ̃(ν) =

∑

T ∈Γ (N,K)

φ(vT )

|Γ (N,K)| (11)

Second selection method is the way of the minimization of the maximal
excess. This is the application of the idea from the definition of the nucleo-
lus. Particularly, we define the excess by the difference between an interior point
of the maximal and the minimal Shapley values and the payoff of each player.
Further, we propose the payoff vector of the minimization of the maximal excess
as the rational Shapley value.

Given an incomplete game ν, let x = (x1, . . . , xn) be an n-dimensional payoff
vector where x ∈ Φ(ν). Let φi(ν) be the maximal Shapley value of player i, and
φ

i
(ν) be the minimal Shapley value of player i. Let α be a real number which

satisfies 0 ≤ α ≤ 1. Then, the excess of player i to payoff vector x is defined by

eα
i (x) = αφi(ν) + (1 − α)φ

i
(ν) − xi. (12)

Further, we arrange eα
i (x) for all players i ∈ N in nonincreasing order. Then the

arranged vector is denoted by θ(x).
Moreover, when two payoff vectors x, y satisfies the next condition, we call

x is lexicographically smaller than y.

θ1(x) < θ1(y), or
∃h ∈ {1, 2, . . . , n} such that

θi(x) = θi(y),∀i < h and θh(x) < θh(y)
(13)

Finally, we call the Shapley value which is lexicographically minimized the mini-
mized maximal excess Shapley value φ̂α(ν) or the min-max excess Shapley value
in short.

We obtain the following theorem.

Theorem 3. Let ν be an incomplete game. Let φi(ν) be the maximal Shapley
value which player i can obtain and φ

i
(ν) be the minimal Shapley value. Then,

φ̂α(ν) is given by

φ̂α
i (ν) = αφi(ν) + (1 − α)φ

i
(ν) ∀i ∈ N,

where α =

ν(N) −
∑

i∈N

φ
i
(ν)

∑

i∈N

(
φi(ν) − φ

i
(ν)

) .

(14)
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Note that the number α(0 ≤ α ≤ 1) is given uniquely for arbitrary ν. There-
fore, from Theorem 3, it can be said that the min-max excess Shapley value can
be obtained easily.

Next, we axiomatize the gravity center of the Shapley values φ̃(ν).

Definition 1. Let ν be an incomplete game. Then we consider two players i, j ∈
N and an arbitrary S ⊆ N \{i, j} satisfying S ∪{i} ∈ K and S ∪{j} ∈ K. Then,
if ν(S ∪ i) = ν(S ∪ j) ∀S ∪ {i} ∈ K and ∀S ∪ {j} ∈ K holds, we call players i, j
are symmetric in ν.

Axiom 1 (ν-consistent symmetry). Let ν be an incomplete game. We
assume that two players i, j ∈ N are symmetric in ν. Then, we call that the
Shapley value π(ν) ∈ Φ(ν) satisfies ν-consistent symmetry if the following holds.

πi(ν) = πj(ν) (15)

Axiom 1 means that if two players i and j are symmetric in an incomplete
game, the two players are symmetric in the superadditive complete extension of
the game and the Shapley value of player i coincides with that of player j.

Axiom 2 (the principle of insufficient reason). Let ν be an incomplete
game and the Shapley value π ∈ Φ(ν) be π =

∑
T ∈Γ (N,K) φ(cT vT ) where

∑
T ∈Γ (N,K) cT = 1 and cT ≥ 0 ∀T ∈ Γ (N,K). Then, with respect to two fami-

lies of coalitions T1, T2 ∈ Γ (N,K), if T2 is not an exchange of symmetric players
belonged to T1, the following holds:

cT1 = cT2 .

cT can be interpreted as the reward by forming the family of coalitions T .
Therefore, if there is no additional information on the relation of two families
of coalitions such that one family can be obtained by an exchange of symmetric
players belonged to the other family, there is no sufficient reason why one family
can have more reward than the other family.

Then the following theorem is obtained.

Theorem 4. φ̃(ν) is the unique Shapley value in Φ(ν) satisfying Axioms 1
and 2.

From Theorem 4, the gravity center of the Shapley values φ̃(ν) is axiomatized.
Here, we consider the meaning of ν-consistent symmetry axiom as a con-

sistency axiom which works as a bridge from incomplete games to complete
games. We developed ν-consistent symmetry axiom inspired from symmetry
axiom which is belonged to the axiom system of the Shapley value described in
Sect. 2. As well as developing the ν-consistent symmetry axiom, we can develop
consistency axioms of other axioms belonged to the axiom system of the Shapley
value, that is, the null player axiom and the additivity axiom. In the rest of this
section, we develop ν-consistent null player axiom and ν-consistent additivity
axiom and investigate whether the gravity center of the Shapley values satisfies
these axioms or not.
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Definition 2. Let ν be an incomplete game and i ∈ N . Then if ν(S∪i)−ν(S) =
0 holds for an arbitrary S ⊆ N \ {i} satisfying S ∪ {i} ∈ K and S ∈ K, we call
player i is a null player in ν.

Axiom 3 (ν-consistent null player). Let ν be an incomplete game and i ∈ N .
We assume that player i is a null player in ν. Then, we call that the Shapley
value π(ν) satisfies ν-consistent null player if the following holds.

πi(ν) = 0. (16)

Axiom 4 (ν-consistent additivity). Let ν1 and ν2 be two incomplete games.
The sum of two incomplete games ν1 + ν2 is defined by (ν1 + ν2)(S) = ν1(S) +
ν2(S), ∀S ∈ K. Then, we call that the Shapley value π satisfies ν-consistent
additivity if the following holds.

π(ν1 + ν2) = π(ν1) + π(ν2). (17)

Theorem 5. The gravity center of the Shapley values φ̃(ν) does not satisfy
Axiom 3 or 4.

Table 1. The set of coalitions T , the Shapley values of each player φ(vT ) and φ̃(ν)

T φ1(v
T ) φ2(v

T ) φ3(v
T ) φ4(v

T )

{1,2,3,4} 15.5 12.5 8.5 3.5

{1,2,4} 16.83 13.83 4.5 4.83

{1,3,4} 16.83 8.5 9.83 4.83

{2,3,4} 10.5 14.16 10.16 5.16

{1,2,4}, {1,3,4} 18.16 9.83 5.83 6.16

{1,2,4}, {2,3,4} 11.83 15.5 6.16 6.5

{1,3,4}, {2,3,4} 11.83 10.16 11.5 6.5

{1,2,4}, {1,3,4}, {2,3,4} 13.16 11.5 7.5 7.83

{1,4} 19.83 8.16 4.16 7.83

{2,4} 10.5 16.83 4.83 7.83

{3,4} 10.5 8.83 12.83 7.83

{1,4}, {2,4} 13.5 11.16 4.5 10.83

{1,4}, {3,4} 13.5 8.5 7.16 10.83

{2,4}, {3,4} 10.5 11.5 7.5 10.5

{1,4}, {2,4},{3,4} 12.16 9.83 5.83 12.16

{1,4}, {2,3,4} 14.83 9.83 5.83 9.5

{2,4}, {1,3,4} 11.83 12.83 6.16 9.16

{3,4}, {1,2,4} 11.83 10.16 8.83 9.16

φ̃(ν) 13.53 11.31 7.31 7.83
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From this theorem, we can conclude that the gravity center of the Shapley
values satisfies ν-consistent symmetry axiom only among the three consistency
axioms.

Example 2. Using the result of Example 1, we obtain the Shapley values of each
vT and the gravity center φ̃(ν) as Table 1.

Moreover, using Theorem 3, the min-max excess Shapley value φ̂α(ν) can be
obtained as follows:

φ̂α(ν) = (14.11, 11.51, 7.51, 6.85), where α = 0.38.

5 Concluding Remarks

In this paper, we investigated the superadditive complete extensions and the
Shapley values of general partially defined cooperative games. We have shown
that the set of superadditive complete extensions and the set of the Shapley
values of a general incomplete game are polytopes respectively. Further, we pro-
posed two selection methods of the one-point solution from the set of the Shap-
ley values and axiomatized one of them, which can be interpreted as generalized
methods of those proposed in Masuya [3]. Finally, we considered consistency
axioms which work as bridges from incomplete games to complete games. That
is, we developed ν-consistent symmetry axiom, ν-consistent null player axiom
and ν-consistent additivity axiom. Finally, we have shown that the gravity center
of the Shapley values satisfies ν-consistent symmetry axiom only among these
three axioms.
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Abstract. Electroencephalogram (EEG) recording is relatively safe for the
patients who are in deep coma or quasi brain death, so it is often used to verify
the diagnosis of brain death in clinical practice. The objective of this paper is to
apply deep learning method to EEG signal analysis in order to confirm clinical
brain death diagnosis. A novel approach using spectrogram images produced from
EEG signals as the input dataset of Convolution Neural Network (CNN) is
proposed in this paper. A deep CNN was trained to obtain the similarity degree
of the patients’ EEG signals with the clinical diagnosed symptoms. This method
can evaluate the condition of the brain damage patients and can be a reliable
reference of quasi brain death diagnosis.

Keywords: Deep learning · CNN · EEG · Spectrogram image · Brain death
diagnosis

1 Introduction

Deep learning is a new method of training multi-layer neural network. Despite of the
insufficiencies of shallow learning that are optimization difficulty and short in feature
expression ability, deep learning has the unique hierarchical structure and the capability
of extracting high-level features from low-level features which can solve these problems
of shallow learning. [1] Back propagation (BP) is a typical algorithm of traditional
shallow learning, it appears bad performance when the number of hidden layers
increases [2]. In 2006, Hinton [3] and Bengio Y [4] proposed the unsupervised greedy
layer-wise training algorithm based on Deep Belief Networks (DBN) which brings hope
to solving multi-layer neural network optimization problems. From that time, deep
learning has become a new area of machine learning and applied in the fields of speech
recognition, computer vision, nature language processing and information retrieval.
Lecun et al. [5, 6] proposed Convolutional Neural Networks (CNN) algorithm and
applied it in MNIST handwritten digits recognition. Several methods were applied to
the CNN to reduce the number of weights so the deep hierarchical structure can be trained
in an acceptable time.

Electroencephalogram (EEG) is a recording of voltage fluctuations produced by ionic
current flows in the neurons of brain and refers to the recording of the brain’s sponta‐
neous electrical activity over a period of time. EEG signal is applied to many fields such
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I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 72, DOI 10.1007/978-3-319-59421-7_2



as brain-computer interface (BCI) [7], diagnosis of brain-related diseases like Epilepsy
[8] and Alzheimer [9]. In our previous work, many algorithms were proposed to analyze
EEG signal and evaluate the state of patients’ brain activity [10–12]. EEG signal is
acquired from human scalp by measuring electrical activities at different electrode posi‐
tions. Raw EEG signals are the record of amplified voltage varies with time. Like other
electric signals, EEG signals can be characterized by amplitude and frequency. Human
brain EEG signals are classified according to four different frequency bands, Delta (0.5
to 4 Hz), Theta (4 to 8 Hz), Alpha (8 to 13 Hz) and Beta (13 to 30 Hz) [13]. The signal
features of each band can reflect human’s physical conditions. Raw EEG signal is time-
domain signal format and needs to be processed in order to obtain useful features. It is
usually analyzed by three methods, time-domain analysis, frequency-domain analysis and
time-frequency analysis. For frequency-based analyze, Fourier Transform (FT) is often
used to transform raw EEG signal into frequency-domain signal.

Spectrogram image is a visual representation of signals. The frequency spectrum of
spectrogram image varies with time and different colors on the image represent different
energy values. Spectrogram image is another form of raw EEG signal’s feature repre‐
sentation. Comparing to using some feature extraction methods, spectrogram image
contains more unknown features of EEG signals and may have a better performance in
a classification network. In order to produce spectrogram images from EEG signals to
represent the features of EEG, Short Time Fourier Transform (STFT) technique was
applied as a time-frequency analysis method.

With the aim to using EEG to help clinical brain death diagnosis, this paper applied
a novel method of using EEG signals to train a CNN to accomplish EEG signal classi‐
fication work. Firstly the study of deep learning, EEG and spectrogram image was briefly
introduced. Then several works of brain death diagnosis, signal classification and time-
frequency analysis which are related to this paper’s study was illustrated. Next, the basic
principle of CNN was explained. Finally, the experiment method and result was elabo‐
rated, and the conclusion and future work was proposed.

2 Related Work

Chen Z, Cao J, Cao Y, et al. [12] did a series of work related to brain death diagnosis.
They firstly applied independent component analysis (ICA) and Fourier and time-
frequency analysis to EEG signals processing. Then they used several methods to do
statistical complexity measures in order to evaluate the difference between coma EEG
and brain death EEG. Significant differences of the two kinds of samples were obtained
from the preliminary experimental results.

There are several studies related to EEG-based signal classification. Koelstra et al.
[14] applied a support vector machine (SVM) classifier to realize emotion classification
by single trail EEG signals. Power spectrum density (PSD) of EEG signals was used as
input features of the classifier and two levels of valence states and two levels of arousal
states were classified. Junhua Li and Andrzej Cichocki [15] used a multi-fractal attrib‐
utes extraction method to extract useful features from EEG signals. Then the extracted
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features were put into a deep network initialized by a block of denoising auto encoder
(DAE) to recognize the subjects’ motor imagery.

Although time-frequency analysis is applied to EEG signal processing [16] and other
areas [17], very few are in image processing area. Mustafa [18] trained an Artificial
Neuron Network (ANN) for brainwave balancing application. Spectrogram images were
produced by spectrum data of EEG signals and Gray Level Co-occurrence Matrix
(GLCM) features of the images was extracted as the input of the ANN.

3 Convolution Neural Network

Convolution Neural Network (CNN) is a deep learning algorithm which achieves high
performance especially in image classification area. CNN uses relative space position
relations to reduce the number of training parameters by a large margin in order to
increase training speed and training performance. As shown in Fig. 1, a normal CNN
consists of image input layer, convolution layer, sub-sample layer, and classification
layer. Different CNNs vary in different algorithms of convolution layer and sub-sample
layer and different structures of the network.

Fig. 1. Structure diagram of a typical CNN

3.1 Image Input Layer

Image input layer receives raw images from training samples and transforms the data
into a unified form in order to deliver the data into next layer correctly. This layer also
defines the initial parameters such as the scale of the local receptive fields and different
filters.

3.2 Convolution Layer

Convolution layer processes the input data by convolution algorithm and produces
several layers called feature map which consist of the convolution calculation results
from the previous layers. The output equation of the convolution calculation is as
follows:

xl

j
= f

(∑
i∈Mj

xl−1
i

∗ kl

ij
+ bl

j

)
(1)

f (x) =
1

1 + e−x
(2)
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Where x is the output value of the convolution layer, k is the kernel (or called the
filter), l is the number of output layers which is decided by the number of kernels, i is
the stride that the kernel moves in every step of calculation, Mj is the jth feature map
produced by different kernels, b is the bias and f  is an activation function usually defined
as a sigmoid function showed in Eq. (2). Though every output neuron has different
receptive fields, every neuron of the same feature map shares the same weights and bias.
In this way, training parameters are greatly decreased.

3.3 Sub-sample Layer

This layer sub-samples every feature map from the previous convolution layer. The sub-
sample method is weighted summation calculation or taking the maximum value in an
n × n area of every feature map. The output of sub-sample layer is as follows:

xl

j
= f

(
𝛽 l

j
downsample

(
xl−1

j

)
+ bl

j

)
(3)

Where xl is the output value of the l th sub-sample layer, downsample is the sub-
sample function, 𝛽 is the bias of the sub-sample function, f  and b are the activation
function and the bias respectively. Sub-sample layer reduces the number of training
parameters, filters noises and avoids over-fitting of the network.

3.4 Classification Layer

After the data goes through several convolution layers and sub-sample layers, the size
of output feature maps continuously decreases. For the classification layer, every feature
map consists of only one neuron and becomes a 1D feature vetor. The vector is fully
connected with a classifier. Usually the classifier is a traditional fully connected neural
network.

4 Experiment Method and Results

The EEG signals used in this paper were obtained from the brain damage patients of a
hospital in Shanghai. Each of the patients was diagnosed by clinical doctor. As for the
experiment, firstly Short Time Fourier Transform (STFT) technique was applied as a time-
frequency analysis method and spectrogram images were produced to represent the features
of EEG signals. Then the images were labeled by patients’ symptoms and used as the
training samples in a deep convolutional neural network proposed in paper [19]. Finally the
trained network was used to evaluate the similarity degree of the other patients’ EEG
signal with the two symptoms.

The experiment procedure is shown in Fig. 2 Firstly raw EEG signals of the patients
were extracted from the data file by EEGLab Toolbox of Matlab software. The EEG data
were pre-processed to prepare for producing spectrogram images. Then spectrogram
images were labeled by the clinical diagnosed symptoms and the labeled images were used
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as the dataset to train a deep CNN. Finally, a set of raw EEG data from several other
patients was put into the trained network to evaluate the state of the patients’ conditions.

Fig. 2. Experiment method

4.1 EEG Data Acquisition and Pre-processing

The EEG data used in this paper was obtained from the brain damage patients in the
intensive care unit (ICU) of a hospital in Shanghai. And the symptoms of the patients
had been clinical diagnosed by the doctors before the record of the data. A total of 36
patients including 19 coma diagnosed patients and 17 brain death diagnosed patients
with their age ranging from 18 to 85 years old were examined.

A portable EEG device named NEUROSCAN ESI was applied to measure EEG
signals of the patients. Nine electrodes including six exploring electrodes (Fp1, Fp2, F3,
F4, F7 and F8), one ground electrode (GND) and two reference electrodes (A1, A2)
were used to record the EEG signals. The sampling rate was set as 1000 Hz and the
resistance of the electrodes was set as less than 1000 kΩ. The recoding time of every
patient ranged from 314 s to 1576 s.

The raw EEG signals used in this paper were obtained from the above method. Pre-
processing including filtering specified voltage range (–150 μV to 150 μV) and
frequency range (0.5 Hz to 30 Hz was done to filter the noise.

4.2 Spectrogram Images from EEG Data

The spectrogram images were produced from pre-processed EEG signals using STFT
method at Matlab software platform. According to time sequence, every 20 s of the EEG
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signals was sampled and produced one spectrogram image. In order to increase the
number of produced images, six channels of the EEG signals were used to produce
spectrogram images respectively. The individual differences of the patients were ignored
so the images produced from different patients were taken as one dataset. And to make
the most use of the data, every window of STFT overlapped 20% with the adjacent
windows. Finally every produced spectrogram image was resized to 256 × 256 pixels
for the purpose of matching the input format of the deep CNN.

Figure 3 (a) and (b) are the spectrogram images of coma patient and brain death
patient respectively. However, the EEG signals used to produce spectrogram images are
raw signals so they may contain some noises. Obviously some images like Fig. 4 (a) and
(b) were produced by noise signals so they were removed manually. Totally, the EEG
data of 15 coma patients and 15 brain death patients was used and 6000 spectrogram
images including 2400 images produced from coma patients and 3600 images produced
from brain death patients were produced, labeled and disorganized to be used as the
dataset of the deep CNN.

(a)                                          (b) 

Fig. 3. EEG spectrogram images for coma patient (a) and brain death patient (b)

(a)                                (b)

Fig. 4. Spectrogram images (a) and (b) produced from noise signals
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4.3 CNN Training

In the training step, a computer with a Core (TM) i7-2600 K (3.40 GHz), a 16.0 GB
DDR3 and a GTX 1060 Graphics Processing Unit (GPU) was used. The operating
system is Linux-Ubuntu 14.04.

A deep learning framework named Caffe which is developed by Yangqing Jia [20]
was used to build the deep convolution neural network. The deep CNN from paper [12]
in ImageNet classification and we used this network directly to train our spectrogram
image dataset. This deep CNN has many convolution layers and has a large-scale input
which can receive data from a high pixel image. By using this network, every single
image can contain the data of a long period of time of EEG signals, and this is good for
feature expression of time sequence data. The number of output unit of the classifier
should be equal to the category of the class label so only the classification layer of the
network was modified.

As for the dataset, 80% was used as training samples and 20% was used as testing
samples. The max iteration was set as 12000 and GPU was used for training the network.
The training time was 26 min and the test accuracy of this network is 99.8%.

4.4 Patients’ Condition Evaluation

The EEG data from the other 6 brain damage patients which was not used in training
the deep CNN model was used to evaluate the trained network. For every patient, 100
spectrogram images were extracted from the EEG data. Then according to the clinical
diagnosis results, the images were put into the trained network to validate the recognition
accuracy.

Table 1 shows the accuracy of every patient’s validation result. Different from the
test accuracy obtained from the training process, this accuracy is the recognition accu‐
racy of samples from every single patient. Hence this can be regarded as the similarity
degree of a patient’s EEG signal with coma or brain death symptom.

Table 1. Experiment results

Diagnosed results Samples Accuracy (%)
Coma 100 95
Coma 100 89
Coma 100 96
Coma 100 88
Brain death 100 94
Brain death 100 92

5 Conclusion and Future Work

According to the experiment results, based on the trained deep CNN, the highest accu‐
racy of coma and brain death diagnosed patients’ samples are 96% and 94% respectively.
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It proves the method this paper proposed is feasible and the method of converting a time-
domain signal into several discrete spectrogram images is a good way of applying EEG
signal to deep learning classification.

Using spectrogram images as the feature expression of EEG is a novel approach of
EEG signal processing. Compared to the former brain death diagnosis studies which
used many signal processing and feature extraction methods, we used raw signals to
express more EEG features. Instead of working out some quantitative analysis results
from processed EEG signals, we obtained the similarity between the symptoms and the
patients’ samples, which is more reliable in symptom evaluation. The method proposed
in this paper can help evaluate the state of quasi brain death patient and be a reliable
reference of the clinical diagnosis of brain-related illness.

In future work, instead of training the existing network which is initially used in
other fields, we will build and test a specialized deep neural network of brain death
diagnosis in order to raise calculation speed and classification accuracy. And an auto‐
matical denoising method should be proposed instead of picking out noising spectro‐
gram images manually in case of processing mass data. In addition, more patient samples
should be tested by the trained network in order to raise the reliability of the method.
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Abstract. Finite automata are exploited in several domains, includ-
ing language processing, artificial intelligence, automatic control, and
software engineering. Let N be a nondeterministic finite automaton
(NFA) and D the deterministic finite automaton (DFA) equivalent to
N . Assume to decrement N by ΔN , thus obtaining the decremented
NFA N ′ = N \ ΔN , where some states and/or transitions are missing.
Consider determinizing N ′. Instead of determinizing N ′ from scratch
using the classical Subset Construction algorithm, we propose Decre-
mental Subset Construction, an algorithm which generates the DFA D′

equivalent to N ′ by updating D based on N and ΔN . This way, only the
actions necessary to transform D into D′ are applied. Although evidence
from worst-case complexity analysis indicates that Decremental Subset
Construction is not better than Subset Construction, in practice, when
N is large and ΔN relatively small, Decremental Subset Construction
may outperform Subset Construction significantly.

1 Introduction

A finite automaton (FA) [12] can be either deterministic (DFA) or nondetermin-
istic (NFA). For practical reasons, it is often convenient to transform an NFA into
an equivalent DFA. This determinization process is typically performed by Subset
Construction [22]. On the other hand, there are some application domains, such
as diagnosis of active systems in artificial intelligence [16–18,20,21], or model-
based testing in software engineering [1,2], where an NFA expands over discrete
time in a sequence A = [N0,N1, . . . ,Nq], where each NFA Ni, i ∈ [1 .. q], is an
augmentation (a set of additional states and transitions) of the previous NFA
Ni−1, and determinization is required for each NFA in A in the given order. Basi-
cally, given an NFA N , the DFA D equivalent to N , and an augmentation ΔN of
N , the problem consists in generating the DFA D′ equivalent to N ′ = N ∪ΔN .
Although N ′ can be determinized out of its context by Subset Construction,
this may result in poor performance, especially if N is large and ΔN rela-
tively small. A better solution is to perform context-sensitive determinization
by updating D into D′ based on ΔN , thereby avoiding recomputing the whole
transition function of D′. To this end, several incremental determinization tech-
niques have been proposed in recent years, both for acyclic automata [13–15] and

c© Springer International Publishing AG 2018
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cyclic automata [3–5,19]. In addition, a conspicuous set of works for somewhat
‘incremental processing’ of FAs exists in the literature, including [6–11,23,24],
although they are not designed for (and do not solve) the problem stated above.

In this paper we consider a different determinization problem, for which no
specific algorithm exists in the literature, namely the decremental determiniza-
tion problem. To solve this problem, a Decremental Subset Construction algo-
rithm is then proposed.

2 Determinization of Finite Automata by Subset
Construction

A finite automaton (FA) can be either deterministic (DFA) or nondetermin-
istic (NFA). A DFA is a 5-tuple (D,Σ, Td, d0, Fd), where D is the set of
states, Σ a finite set of symbols called the alphabet, Td the transition func-
tion, Td : DΣ �→ D, where DΣ ⊆ D ×Σ, d0 the initial state, and Fd ⊆ D the set
of final states. Determinism comes from the transition function mapping a pair
state-symbol into a single state. An NFA is a 5-tuple (N,Σ, Tn, n0, Fn) where the
fields have the same meaning as in the DFA, only that the transition function
is nondeterministic, Tn : Nε

Σ �→ 2N , where Nε
Σ ⊆ N × (Σ ∪ {ε}), with ε being

the empty symbol, ε /∈ Σ. A transition from n to n′ and marked by symbol �

is denoted n
�−→ n′. Let N ⊆ N . The ε-closure of N is the union of N and the

set of states that are reached by a path of transitions exiting a state in N and
marked by ε. Let � be a symbol in the alphabet of the NFA. The �-closure of N
is the ε-closure of the set of states reached by the transitions leaving states in
N and marked by �. Each FA is associated with a regular language, namely the
set of strings on the alphabet Σ generated by a path from the initial state to
a final state. Two FAs are equivalent iff they share the same regular language.
For each NFA there exists an equivalent DFA that can be generated by Subset
Construction [22].

Example 1. Displayed on the left of Fig. 1 is the representation of an NFA, where
0 is the initial state, while 3 is the (only) final state (double circled). Next to
the NFA are the intermediate representations of the equivalent DFA generated
by Subset Construction. Each state of the DFA is identified by a subset of states
of the NFA. Specifically, the initial state is the ε-closure of the initial state of

Fig. 1. Steps taken by Subset Construction for determinizing the NFA outlined on the
left.
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the NFA, namely {0, 1}. The DFA is generated with the support of a stack of
DFA states (those to be processed, displayed in gray in Fig. 1). To this end, one
state d at a time is popped from the stack, while the transitions exiting d are
created, thereby possibly generating new states that are pushed into the stack.
Transitions are created by considering each symbol � ∈ Σ marking a transition
exiting an NFA state in d. A transition d

�−→ d′ is created where d′ = �-closure(d).
A state of the DFA is final iff it includes a final state of the NFA. This process
continues until the stack is empty, thereby obtaining the DFA on the right in
Fig. 1. The resulting DFA share the same regular language of the NFA, namely
{aa, b, ba}.

3 Decremental Subset Construction

The Decremental Subset Construction algorithm is designed to solve a decremen-
tal determinization problem, whose definition is formalized below (Definition 3).

Definition 1 (Decrement). Let N be an NFA. A decrement ΔN of N is a
pair (ΔN,ΔT ), where ΔN is the set of removed states and ΔT the set of removed
transitions. The decremented NFA is denoted N \ ΔN .

Definition 2 (SC-equivalence). The DFA generated by Subset Construction
by determinization of an NFA N is said to be SC -equivalent to N .

Definition 3 (Decremental Determinization Problem). Let N be an
NFA, D the DFA SC-equivalent to N , and ΔN a decrement of N . Generate
the DFA D′ SC-equivalent to the decremented NFA N ′ = N \ ΔN .

In order to solve a decremental determinization problem efficiently, rather than
applying Subset Construction to N ′, thereby disregarding both D and ΔN , D′

is determined by updating D based on N and ΔN . To grasp such Decremental
Subset Construction algorithm, we give a preliminary example, based on the
notion of a bud, defined below.

Definition 4 (Bud). Let d be the identifier of a state of the automaton D being
processed by Decremental Subset Construction, � either a symbol of the alphabet
or ε, and N the �-closure of ‖d‖ in N \ ΔN . The triple (d, �,N) is a bud for D.

Intuitively, a bud (d, �,N) indicates that the transition function of state d needs
some processing. Specifically, when � �= ε, the pair (d, �) maps to a state identified
by N.

Example 2. Pictured on the left of Fig. 2 is an NFA N , whose equivalent DFA is
D0, with states d0, d1, and d2. We distinguish the identifier d of a state from its
extension, this being the set of NFA states included in d, denoted ‖d‖. The dashed
part of N indicates ΔN . Starting from D0, the algorithm performs a sequence
of updates up to D4, with the latter being the DFA equivalent to N \ ΔN . A
stack B of buds is exploited. For reasons detailed in Algorithm 1, B is initialized
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Fig. 2. Determinization by Decremental Subset Construction of the decremented NFA
on the left.

with buds (d0, a, {2}), (d1, b, {3}), (d1, a, {3}), (d2, a, {3}). One bud at a time is
processed. Processing (d0, a, {2}) brings D0 to D1, where ‖d1‖ is reduced from
{1, 2} to {2}. This creates a new bud (d1, b, ∅), which replaces (d1, b, {3}) in B.
Processing (d1, b, ∅) brings D1 to D2, with the additional transition d1

b−→ d3,
where ‖d3‖ = ∅. Processing (d1, a, {3}) brings D2 to D3, with the new transition
d1

a−→ d4. Processing (d2, a, {3}) creates transition d2
a−→ d4. Since B is empty,

the empty state d3 and its entering transition are removed, thereby yielding the
final DFA D4, which is equivalent to N \ ΔN .

To avoid waste of processing, Decremental Subset Construction keeps each state
d in D still reachable from the initial state d0. In so doing, d is marked by its
distance, written δ(d), this being the minimum number of transitions connecting
d0 with d. In particular, δ(d0) = 0. Based on the notion of distance, the set of
states in D is partitioned into a finite set of strata, namely D0,D1, . . . , Dk, with
each stratum Di including the set of states d such that δ(d) = i. In particular,
D0 = {d0}. Buds (d, �,N) in the bud stack B are partially ordered based on δ(d).
Consequently, Decremental Subset Construction updates D top-down, stratum
by stratum. The stratum under processing, called the front stratum, is denoted
Dδ̂, where δ̂ is the front distance.

While processing, D is partitioned into three regions: (1) the prefix of D
(already processed), including strata Di such that i < δ̂, (2) the front stratum
Dδ̂ (under processing), and (3) the suffix of D (not yet processed), including
strata Dj such that j > δ̂. States in the prefix are complete (in both extension
and transition function) and cannot be changed by subsequent processing. By
contrast, states in the suffix can subsequently change, in both extension and
transition function. States in the front stratum are fixed, in both number and
extension, while their transition function may change.

Since states in D are marked by their distance, updating D may require
distance changes. Decremental Subset Construction performs distance relocation
only as much as necessary, specifically up to stratum Dδ̂+1. Only when the bud
stack becomes empty is distance relocation performed on the suffix of D. To this
end, a relocation sequence R is exploited, where states with possible changed
distance are inserted.

The pseudo-code of Decremental Subset Construction (lines 1–53) is split
into two parts, namely Algorithms 1 and 2. First, the main data structures are
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Algorithm 1. Decremental Subset Construction (Part 1)
1: procedure DecrementalSubsetConstruction(N , D, ΔN )
2: N = (N, Σ, Tn, n0, Fn): an NFA
3: D = (D, Σ, Td, d0, Fd): the DFA SC -equivalent to N
4: ΔN = (ΔN, ΔTn): a decrement of N

5: N̄ ← {n | n ∈ N, n
�−→ n′ ∈ ΔTn}

6: Remove from N all states and transitions in ΔN
7: Bd0 ← {(d0, ε,N) | n0

ε−→ n′ ∈ ΔTn,N = ε-closure(n0)}
8: Bε ← {(d, �,N) | d

�−→ d′ ∈ Td, n ∈ ‖d′‖ ∩ N̄, n
ε−→ n′ ∈ ΔTn,N = �-closure(‖d‖)}

9: B� ← {(d, �,N) | � �= ε, d ∈ D, n ∈ ‖d‖ ∩ N̄, n
�−→ n′ ∈ ΔTn,N = �-closure(‖d‖)}

10: B ← Bd0 � Bε � B� – The union � keeps buds partially ordered based on state
distance

11: R ← [ ], δ̂ ← 0 – Initialization of relocation sequence R and front distance δ̂
12: while B is not empty, with d̄ being the state within the first bud of B do
13: if δ(d̄) > δ̂ then
14: Propagate(R) – Lazy distance propagation
15: end if
16: Remove the first bud (d, �,N) from B
17: δ̂ ← δ(d)

18: if � = ε then – Rule R0

19: Update(d,N)
20: else if no transition marked by � exits d then
21: if d′ ∈ D, ‖d′‖ = N then – Rule R1

22: Insert transition d
�−→ d′ into D

23: Relocate(d′, δ(d) + 1)

24: else – Rule R2

25: Create a new state d′ in D, where ‖d′‖ = N, along with relevant buds

26: Insert transition d
�−→ d′ into D

27: δ(d′) ← δ(d) + 1
28: end if – Part 2 continued in Algorithm 2

initialized (lines 5–11), this being bud sequence B, front distance δ̂, and reloca-
tion sequence R. Then, one bud at a time is removed from B and processed in
the main loop (lines 12–48). In lines 13–15, before actually processing the bud,
a check is performed on the distance of the involved state d̄: if d̄ belongs to the
suffix of D then distance propagation is carried out by auxiliary procedure Prop-
agate (Algorithm 7). After removing the first bud (d, �,N) from B and setting
front distance δ̂ (lines 16–17), the bud is processed based on � and the current
transitions exiting d. Seven processing rules are considered, namely R0, . . . ,R6,
which are detailed below.

In rule R0 (lines 18–19), when � = ε, ‖d‖ is replaced by N. Notice how, based
on line 7, d is necessarily the initial state d0.

In rule R1 (lines 21–23), when d is not exited by a transition marked by �

and there is a state d′ such that ‖d′‖ = N, a transition d
�−→ d′ is created in D,
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Algorithm 2. Decremental Subset Construction (Part 2)
29: else – At least one transition marked by � exits d

30: for all t ∈ Td, t = d
�−→ d′ do

31: if d′ �= d0 and no other transition enters d′ then – Rule R3

32: Update(d′,N)
33: else if d′ = d0 or t′ ∈ Td, t′ �= t, t′ = dp

x−→ d′, δ(dp) ≤ δ̂ then

34: if d′′ ∈ D, ‖d′′‖ = N then – Rule R4

35: Redirect t toward d′′

36: Relocate(d′′, δ(d) + 1)

37: else – Rule R5

38: Create a new state d′′ in D, where ‖d′′‖ = N, along with relevant buds
39: Redirect t toward d′′

40: δ(d′′) ← δ(d) + 1
41: end if
42: else – Rule R6

43: Remove transitions entering d′ other than t and surrogate them with buds
44: Update(d′,N)
45: end if
46: end for
47: end if
48: end while
49: if d ∈ D, ‖d‖ = ∅ then
50: Remove from D all transitions entering/exiting d, as well as d
51: end if
52: Propagate(R) – Distance propagation on the suffix of D
53: end procedure

with the distance of d′ being possibly updated by auxiliary procedure Relocate
(Algorithm 6).

In rule R2 (lines 25–27), when d is not exited by a transition marked by �
and there is no state d′ such that ‖d′‖ = N, both a new state d′, with ‖d′‖ = N,
and a new transition d

�−→ d′ are created. To subsequently generate the transition
function of d′, buds for d′ are inserted into B based on the transition function
of NFA states in ‖d′‖.

Rules R3, . . . ,R6 (outlined in Part 2, Algorithm 2), occur when there is at
least one transition exiting d and marked by �.1 Hence, each of such rules can be
applied several times for the same bud, as specified by the loop in lines 30–46.

In rule R3 (lines 31–32), when d′ is not the initial state and no other tran-
sition enters d′, the extension of d′ is updated by auxiliary procedure Update
(Algorithm 3).

1 Because of possible merging of states by auxiliary procedure Merge (Algorithm 5),
several transitions marked by the same symbol may exit the same state in D. How-
ever, such nondeterminism in D disappears before ending the processing of buds, as
guaranteed by Theorem 1.
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Algorithm 3. Update replaces ‖d‖ with N, possibly generating new buds and
removing existing ones. If there is already a state d′ with same extension as d,
depending on the distance of d′ relative to δ̂, either a pruning of D or a merging
of d and d′ is performed.
1: procedure Update(d,N)
2: if N ⊂ ‖d‖ then
3: Nd ← ‖d‖ \ N

4: B ← {(d, �,N′) | n ∈ Nd, n
�−→ n′ ∈ N ′,N′ = �-closure(N)}

5: for all B ∈ B, B = (d, �,N′) do
6: if B′ ∈ B, B′ = (d, �,N′′),N′′ �= N

′ then
7: Remove B′ from B
8: end if
9: B ← B � [B]

10: end for
11: ‖d‖ ← N

12: if d ∈ Fd,N ∩ Fn = ∅ then
13: Remove d from Fd

14: end if
15: if d′ ∈ D, ‖d′‖ = ‖d‖ then
16: if δ(d′) < δ̂ then
17: Prune(d, d′)
18: else
19: Merge(d, d′)
20: end if
21: end if
22: end if
23: end procedure

In rule R4 (lines 34–36), when d is the initial state or there is another transi-
tion entering d′ from a parent state dp such that δ(dp) ≤ δ̂ and there is d′′ such
that ‖d′′‖ = N, the transition exiting d is redirected toward d′′, whose distance
needs relocation.

Rule R5 (lines 38–40) is applied based on the same conditions of R4, except
that there is no state d′′ such that ‖d′′‖ = N. If so, a new state d′′ is created
(along with relevant buds), with ‖d′′‖ = N, and t is redirected toward d′′.

Rule R6 (lines 43–44) occurs when condition in line 33 is not fulfilled. When
so, all other transitions entering d′ are removed and surrogated by buds, while
the extension of d′ is updated based on N.

Notice that, when condition in line 33 holds, the connection of d′ with the
initial state does not depend on t, which can then be redirected to another state
(rules R4 and R5). By contrast, when such condition does not hold, redirecting
t away from d′ may result in the disconnection of d′. This is why in R6, all other
transitions entering d′ are removed (and surrogated by buds), while preserving
d

�−→ d′.
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Algorithm 4. Prune is called in Line 17 of Update (Algorithm 3) because
‖d‖ = ‖d′‖ and δ(d′) < δ̂. Since the transition function of d′ is complete, it is
more efficient to perform a cascade pruning on the transition function of d (as
long as state distances are greater than δ̂) rather than performing a cascade
merging starting with d and d′.
1: procedure Prune(d, d′)
2: Redirect to d′ all transitions entering d
3: P ← [(d, d′)]
4: repeat
5: Remove the first pair (d1, d2) from P

6: for all transition t = d1
�−→ d′

1 in D do
7: Remove t from D
8: if δ(d′

1) > δ̂ then
9: Remove all transitions entering d′

1 and surrogates them with buds
10: Let d′

2 be the state entered by the transition exiting d2 and marked by �
11: if δ(d′

2 < δ̂) then
12: P ← P ∪ [(d′

1, d
′
2)]

13: else
14: Update(d′

1, ‖d′
2‖)

15: end if
16: end if
17: end for
18: Remove d1 from D and relevant buds from B
19: until P = [ ]
20: end procedure

When B becomes empty, in lines 49–51, if D includes a state d with empty
extension then d and all transitions entering/exiting d are removed from D.2

Eventually, in line 52, distance relocation is propagated on the suffix of D (Prop-
agate, Algorithm 7).

The processing state of Decremental Subset Construction is called a config-
uration, namely a pair (D̄, B̄), where D̄ is the current instance of automaton
D and B̄ the current instance of bud stack B. As such, the algorithm performs
a trajectory, namely a finite sequence [α0, α1, . . . , αq] of configurations, where
α0 = (D0,B0) is the initial configuration, with D0 being the DFA equivalent to
N and B0 the initial instance of B (line 10, Algorithm 1), while αq = (Dq,Bq)
is the final configuration, with Dq being the DFA equivalent to the decremented
NFA N ′ = N \ ΔN and Bq = ∅.

Example 3. Depicted on the left of Fig. 3 is an NFA N ′ = N \ΔN , with ΔN being
dashed. On the center is the DFA D equivalent to N . On the right is the DFA D′

equivalent to N ′. The trajectory of Decremental Subset Construction in deter-
minizing N ′ is outlined in Fig. 4. For each configuration αi = (Di,Bi), i ∈ [0 .. 9],

2 Retaining the empty state until B = ∅ is essential in order to avoid the disconnection
of D.



30 G. Lamperti and X. Zhao

Algorithm 5. Merge merges two states d and d′ with same extension into a
single state. It also performs distance relocation.
1: procedure Merge(d, d′)
2: if δ(d) > δ(d′) then
3: Swap d and d′

4: end if
5: Redirect to/from d all transitions entering/exiting d′, while removing duplicated

transitions
6: Remove d′ from D
7: Convert to d and recompute all buds in B relevant to d′

8: for all additional child state dc of d do
9: Relocate(dc, δ(d) + 1)

10: end for
11: end procedure

Fig. 3. An NFA N ′ = N \ ΔN , with ΔN being dashed (left), the DFA D equivalent
to N (center), and the DFA D′ equivalent to N ′ (right).

the processed bud and the activated rule are highlighted. In configuration α9, bud
stack B is empty. Thus, according to Line 50, the dashed part relevant to empty
state d2 is removed. As expected, the resulting automaton equals the DFA D′ dis-
played on the right of Fig. 3.

4 Soundness and Completeness

Decremental Subset Construction is functionally equivalent to Subset Construc-
tion, as supported by Theorem 1, whose proof is based on Definitions 5–6, and
Lemmas 1–10.

Definition 5 (Balanced Transition). Let (D̄, B̄) be a configuration of the
algorithm. A transition d

�−→ d′ in D̄ is balanced iff ‖d′‖ = �-closure(‖d‖). Oth-
erwise, the transition is unbalanced.

Definition 6 (Viable Configuration). A configuration αi = (Di,Bi) is
viable iff, for each unbalanced transition d

�−→ d′ in Di, bud sequence Bi includes
a set of buds whose processing makes the transition balanced.
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α0

(R0)

(d0, ε, {0, 1})

(d0, b, {6})
(d1, a, ∅)

(d1, b, {6})

α2

(R4)

(d1, a, ∅)

(d1, b, {6})
(d2, a, ∅)
(d2, b, ∅)

(d3, b, {6})

α4

(R3)

(d2, a, ∅)

(d2, b, ∅)
(d3, b, {6})
(d4, a, {5})

α6

(R1)

(d2, b, ∅)

(d4, a, {5})

α8

(R1)

(d5, b, {6})

α1

(R6)

(d0, b, ∅)

(d1, a, ∅)
(d1, b, {6})

α3

(R2)

(d1, b, {6})

(d2, a, ∅)
(d2, b, ∅)

(d3, b, {6})

α5

(R4)

(d2, a, ∅)

(d2, b, ∅)
(d4, a, {5})

α7

(R2)

(d4, a, {5})

α9 B is empty

Fig. 4. Trajectory of Decremental Subset Construction for the decremented NFA N ′

in Fig. 3. For each configuration αi = (Di, Bi), i ∈ [0 .. 9], both the processed bud and
the activated rule are highlighted.



32 G. Lamperti and X. Zhao

Algorithm 6. Relocate performs distance relocation of state d based on distance
δ̄. It also rearranges buds of d within B based on the new distance of d, and inserts
d into relocation distance R for successive distance propagation by Propagate
(Algorithm 7).
1: procedure Relocate(d, δ̄)
2: if δ(d) > δ̄ then
3: δ(d) ← δ̄
4: Rearrange buds of d within B based on distance δ(d)
5: R ← R ∪ [d]
6: end if
7: end procedure

Theorem 1. Let N be an NFA, D the DFA SC-equivalent to N , ΔN =
(ΔN,ΔT ) a decrement of N , N ′ = N \ ΔN the decremented NFA, D′ the
DFA SC-equivalent to N ′, and D′

Δ the DFA generated by Decremental Subset
Construction by updating D based on N and ΔN . We have that D′

Δ is identical
to D′.

The proof of Theorem 1 is grounded on Lemmas 1–10. Each lemma is followed
by a short rationale.

Lemma 1. Let (Di,Bi) be a configuration of Decremental Subset Construction,
i ≥ 0, d a state in Di, δ(d) the distance marking d, and δ∗(d) the actual distance
of d. If δ∗(d) ≤ δ̂ + 1 then δ(d) equals δ∗(d) else δ(d) > δ̂.

This property is essential to distinguish between states with correct exten-
sion (up to distance δ̂) from states with possibly incorrect extension (at dis-
tance greater than δ̂). Lemma 1 can be proven by induction on the trajectory
[α0, α1, . . .] of the algorithm. Specifically, each rule, involving a possible change
in state distance, performs distance relocation correctly up to δ̂ + 1.

Lemma 2. Algorithm Decremental Subset Construction terminates.

Nontermination might be caused by two reasons: either nontermination of aux-
iliary procedures or nontermination of the main loop (lines 12–48). It can be
shown that both scenarios are impossible. In particular, nontermination of the
main loop implies the consumption of an infinite number of buds. Being the
number of possible buds (d, �,N) finite, the same bud shall be generated (and
consumed) an infinite number of times when processing the front stratum Dδ̂.
Since the number of transitions exiting states in Dδ̂ is finite and since such transi-
tions cannot be removed by rule R6, at a certain point, when all such transitions
have been generated, the creation of a bud (d, �,N) for a state d ∈ Dδ̂ is processed
by no actions as ‖d‖ = N, thus terminating bud generation.

Lemma 3. Each transition in D′
Δ is balanced (Definition 5).
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Algorithm 7. In Line 14 of Algorithm 1, Propagate performs distance propa-
gation up to stratum δ(d)+1, where d is the state of the first bud in B. Instead,
in Line 52 of Algorithm 2, since B is empty, distance propagation is performed
on the suffix of D.
1: procedure Propagate(R)
2: if R �= [ ] then
3: repeat
4: Remove from R the first state d
5: for all child state dc of d do
6: if δ(dc) > δ(d) + 1 then
7: δ(dc) ← δ(d) + 1
8: Rearrange buds of dc within B based on distance δ(dc)
9: R ← R ∪ [dc]

10: end if
11: end for
12: if B = [(d, �,N), . . .] then – B is not empty, with (d, �,N) being the first bud
13: δ̄ ← δ(d) + 1
14: end if
15: until R = [ ] or R = [d′, . . .], δ(d′) > δ̄
16: end if
17: end procedure

This can be proven by induction on the trajectory of the algorithm, by showing
that each configuration is viable (Definition 6). Specifically, the proof comes
from the fact that D′

Δ is the automaton in the last configuration, with the bud
sequence being empty.

Lemma 4. Let n
�−→ n′ be a transition in N ′. Each state d in D′

Δ, such that
n ∈ ‖d‖, is exited by an �-transition.

If n ∈ ‖d‖ in D already and n is not removed from ‖d‖, then the property holds
(even if the exiting �-transition is temporarily removed and surrogated by buds).
If n is not initially in ‖d‖ (possibly because d is created later) then the insertion
of n into ‖d‖ is accompanied by the creation of a bud (d, �,N), whose processing
will create the �-transition exiting d.

Lemma 5. The initial states of D′ and D′
Δ have equal extension.

Since the extension of the initial state d0 of D can be changed only by rule R0,
if a bud (d0, ε,N) is created then ‖d0‖ will become equal to that of the initial
state of D′.

Lemma 6. D′
Δ is deterministic.

Since D′
Δ cannot include ε-transitions, nondeterminism in D′

Δ can only be caused
by two �-transitions exiting d and entering two states, d′ and d′′, respectively,
where ‖d′‖ �= ‖d′′‖ (otherwise, d′ and d′′ would be merged). However, based on
Lemma 3, the two transition are balanced, hence, ‖d′‖ = ‖d′′‖, a contradiction.
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Lemma 7. Each state in D′
Δ is reachable from the initial state.

Since the property initially holds for D, a disconnection may be caused by the
processing of buds, either in auxiliary procedures Merge and Prune or in rules
R4, R5, and R6. However, by exploiting state distance, states keep being con-
nected.

Lemma 8. The transition function of D′
Δ equals the transition function of D′.

This property is grounded on three facts: equality of initial states (Lemma 5),
balanced transitions (Lemma 3), and property of exiting transitions (Lemma 4).

Lemma 9. The set of states of D′
Δ equals the set of states of D′.

This property is a consequence of Lemmas 5 and 8.

Lemma 10. The set of final states of D′
Δ equals the set of final states of D′.

Grounded on the implicit maintenance of final states in D: d is final iff
‖d‖ ∩ Fn �= ∅.

5 Is Decremental Subset Construction Worthwhile?

Decremental Subset Construction is meant to deal with decremental determin-
zation of large NFAs. However, this algorithm is not an absolute panacea. To
compare the performances of Subset Construction versus Decremental Subset
Construction, we consider the worst-case time complexity, with CSC and CDSC

denoting the complexity of the two algorithms, respectively. By approximation,
we assume that time complexity is proportional to the number of processed
states. Let N be an NFA, ΔN a decrement of N , and N ′ = N \ ΔN . Let n
and n′ be the numbers of states in N and N ′, respectively. Let D and D′ be
the DFAs SC -equivalent to N and N ′, respectively, and D and D′ the sets of
states in D and D′, respectively. Starting from N ′, the generation of D′ by Subset
Construction requires the creation of 2n′

states. Instead, the generation of D′

via Decremental Subset Construction requires the removal of all states in D\D′,
hence:

CDSC = 2n − 2n′
= 2n

(
1 − 1

2n−n′

)
≈ 2n. (1)

Surprisingly, CDSC is exponential with n, the number of states in N . Hence, in a
worst-case scenario, Decremental Subset Construction is not better than Subset
Construction. However, the point is, worst-case scenario is very pessimistic in
nature. For instance, if n′ = 100 then D′ will include 2100 ≈ 1030 states, a
number that goes well beyond the computational power of any computer. If
these figures compare with those in real applications, then there will be no point
in using either determinization algorithm, be it decremental or not. In fact,
evidence from massive experimentation conducted in [5] shows that, more often
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than not, the size of D resulting from determinization of N compares with the
size of N (rather than being exponential with the size of N ). This is why it is
possible determinizing an NFA with several tens of thousands of states without
memory explosion. Besides, as shown in [5], there are some classes of expanding
automata which result in a small variation of D. The same applies in reverse,
when the automaton shrinks by a decrement. Thus, assuming that N is large
and ΔN relatively small, so that n ≈ n′, the actual number of states processed
by Decremental Subset Construction, namely nd, may be realistically small. By
contrast (and this is unquestionable), Subset Construction always creates all
states in D′, possibly much more than nd. In these circumstances, Decremental
Subset Construction may outperform Subset Construction to a large degree.

6 Conclusion

Worst-case complexity analysis indicates that there is no benefit in Decremen-
tal Subset Construction. However, in real contexts, when N is large and ΔN
relatively small, chances are that the difference between D and D′ is small. If
so, Decremental Subset Construction may outperform Subset Construction to
a large degree. Decremental Subset Construction opens the way to solve more
general determinization problems, where an NFA changes its topology over time
either by augmentation or decrement. Solving such general dynamical deter-
minization problems is a topic for future research.
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generation. In: Veanes, M., Viganò, L. (eds.) TAP 2013. LNCS, vol. 7942, pp. 1–19.
Springer, Heidelberg (2013)
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Abstract. Owning the right and high quality set of information is a crucial factor
for developing business activities and consequently gaining competitive advan‐
tages. However, retrieving information is not enough. The possibility to simulate
hypothetical scenarios without harming the business using What-If analysis tools
and to retrieve highly refined information is an interesting way of achieving such
advantages. Based on this, we designed and developed a specific piece of software
especially oriented for discovering the best recommendations for What-If analysis
scenarios’ parameters, using OLAP usage preferences. In this paper, we propose
a formal description and verification of one of the phases of the hybridization
model we developed related to the extraction of OLAP usage preferences. We
used Alloy to specify and verify the viability of the process, and discover possible
ambiguity and inconsistencies cases.

Keywords: Decision support systems · What-If analysis · On-Line Analytical
Processing · Usage preferences · Analysis systems specification · Alloy

1 Introduction

Within a company, the presence of analytical information systems and the availability of
techniques and models for multidimensional data exploration and analysis is no longer a
novelty in enterprise business environments. To compete in a knowledge-based society and
to be a part of a rapidly changing global economy, companies must try gaining some
competitive advantage from a better use of information and knowledge they have. Based
on previous experiences, we know that is possible to improve the effectiveness of What-If
analysis scenarios with On-line Analytical Processing (OLAP) usage preferences [7, 11].
The use of OLAP usage preferences may help filtering business information, meeting the
users’ needs and business requirements without losing data quality. In this paper we
present a formal description and verification of the phase of extracting OLAP usage pref‐
erences, applying a specific hybridization process we designed. The enrichment of What-
If scenarios with OLAP usage preferences improves the quality of decision models from
the user point of view. This allows for avoiding the lack of expertise of users in the imple‐
mentation of What-If scenarios and models. The system we developed has the ability to
suggest OLAP preferences, providing to the user the most adequate scenario parameters
according to its needs and making What-If scenarios more valuable. Given the complexity
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of such hybridization process, it is imperative to run a formal verification of the process to
check for defects or inconsistencies in the process using formal methods [5]. Thus, this
paper is organized as follows. In Sect. 2 we present some related work about the process
of extracting OLAP preferences in analytical environments. Then, in Sect. 3, we describe
briefly the hybridization model we designed and implemented for extracting OLAP pref‐
erences, how we extracted them from OLAP sessions, and how we used Alloy for veri‐
fying the viability of the extraction process. Finally, in Sect. 4, we present the conclusions
about the work we done.

2 Related Work

OLAP usage preferences reflect the most interesting data that decision-making agents
selected and analyzed in past OLAP sessions [9]. More recently, preferences capture
the attention of many researchers in the OLAP domain, approaching the extraction of
preferences using data mining over MDX queries logs [2], or specifying OLAP prefer‐
ences algebras [7]. Meanwhile, in [6] it was presented a recommender system for OLAP
users having the ability to recommend to the user discoveries detected on former
sessions. Later, in [18] it was proposed another framework with the ability for assisting
users in the automation of their activities in the context of the next generation of business
intelligence systems using query recommendation support. More recently, Kozmina
[13] provided a method for generating report recommendations taking into consideration
user preferences, while Bimonte and Negre [4] showed the usefulness of OLAP recom‐
mender systems on decision-making activities. However, only few papers have focused
on formal verification in OLAP systems. Most of the formal verification done so far was
in the verification process of data warehouses construction. For instance, Zhao and Ma
[19] started developing an Abstract State Machine (ASM) ground model for data ware‐
houses and OLAP system to overcome the data warehouse design complexity. Later,
Sen, et al. [16] proposed an optimal aggregation methodology on the multidimensional
data cube, using Galois connection formal analysis to guarantee the storage space and
time complexity optimizations. In the same direction, Salem, et al. [15] and Stefanov
[17] proposed, respectively, a UML profile to design data warehouses, and some formal
algorithms (methods) for the detection of conflicts and heterogeneities that can arise in
the integration of data marts. Finally, Mezzanzanica, et al. [14] proposed a model-based
approach quite useful to identify poor quality data, using formal methods to perform
sensitivity analysis.

3 Integrating OLAP Preferences in What-If Scenarios

OLAP preferences can be used as recommendations for enriching What-If application
scenarios. This makes possible to simulate the behavior of a system based on past data
extracted from OLAP sessions. Preferences have the ability to recommend to business
users the axes of analysis that are strongly related to each other, helping them to introduce
valuable information in the application scenario under construction. To do that, we
designed a specific process (Fig. 1) for enhancing the effectiveness of a What-If
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application. We start the process using an OLAP data cube as input, we define an appli‐
cation scenario based on historical data extract from previous OLAP sessions and stored
in a MDX querying log file. Then, the scenario settings are defined, delineating the axis
of analysis, the set of values for analyzing, and the set of values to change according to
previous defined goals - usually this differs among distinct analysis tools. Finishing this,
the What-If process proceeds with choosing a tool, and returning an OLAP data cube
for prediction support.

Fig. 1. The hybridization process.

3.1 Dealing with Preferences

According to [12], given a set of attributes A, a preference P is a strict partial order
defined as P (A, <P), where <P is an irreflexive, transitive and asymmetric binary rela‐
tion, <P ⊆ dom(A) × dom(A). If X <P Y, then ‘Y is preferred to X’. A preference
P = (A, <P) is an irreflexive, transitive and asymmetric binary relation <P on the domain
of values of attributes set A. Consider the following example. If we consider to analyze,
in some retail application, how sales vary with the number of customers having children
living at home, to set its preferences a user need to choose one of the elements included
in the set of the frequent item sets. Given the set of attributes “Marital Status”, “Gender”,
“Yearly Income”, “Number Cars Owned”, “Birth Date”, “English Education”, “Total
Children” and “Number Children At Home” and assuming that the user chooses
“Number Children At Home”, using the previous defined semantics, we got something
like:

“Marital Status” ≡ “Gender”
“Gender” ≡ “Yearly Income”
“Yearly Income” ≡ “Number Cars Owned”
“Number Cars Owned” ≡ “Birth Date”
“Birth Date” ≡ “English Education”
“English Education” ≡ “Total Children”
“Total Children” <P “Number Children At Home”

In other words, this can be interpreted as the attribute “Number Children At Home”
is preferred to the attribute “Total Children”, “Marital Status”, “Gender”, “Yearly
Income”, “Number Cars Owned”, “Birth Date”, and so on. Thus, “Marital Status” is
equivalent to “Gender”; “Gender” is equivalent to “Yearly Income”, “Yearly Income”
is equivalent to “Number Cars Owned”, and so on. Based on this set of previous pref‐
erences, it is possible to select a set of association rules that contains the attribute
“Number Children At Home”.
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3.2 Extracting OLAP Preferences

The identification and extraction of OLAP preferences provide us strong arguments for
improving the simulation of a given system’s behavior based on the preferences of its
users. This approach gave us the ability to suggest recommendations, providing the user
with the most adequate scenario parameters and thus supporting better a potential devel‐
opment of a What-If scenario application. OLAP preferences allow for discovering the
strongly related axes of analysis based on the usage of a certain user – predicting future
demands valuable information of provable new scenarios. The main differences between
our hybrid approach and a standard What-If analysis method is the introduction of a
process of extraction of usage preferences on a business multidimensional database and
their use in the simulation of the model, allowing for setting the basis to predict the
behavior of a given application scenario. The process of extracting OLAP usage pref‐
erences and using them to enrich What-If scenarios considers five distinct phases,
namely: (1) data warehouse’s view selection; (2) OLAP cube construction; (3) associ‐
ation rules extraction; (4) OLAP usage preferences extraction; and (5) What-If analysis
using suggested preferences. In this paper, we focus exclusively on the description of
the process of extraction of usage preferences of the association rules – a filter process.
But first we need to explain how to get the mining model.

The data cube was created using data from the database example “Adventure‐
WorksDW2014” [3], integrating a fact table - “Internet Sales” - and some related
dimension tables – “Dim Currency”, “Dim Customer”, “Dim Product”, “Dim Promo‐
tion”, “Dim Sales Territory”, and “Dim Date”. Next, we applied a mining association
process over the data of the cube, using an OLAP mining process [8]. To do that, we
selected the Microsoft Association Rules algorithm [1] that comes with Microsoft Anal‐
ysis Services. We created the mining structure and the mining model. The mining struc‐
ture defines the data from which mining models are built and the mining model is created
by applying an algorithm to data. All the rules and item sets extracted were stored in the
mining model. Item set information nodes include the definition of the item set, the
number of cases that it contains, and other diverse information. In turn, a rule information
node describes a general pattern for the association of items. The filter process starts
with the list of association rules and item sets extracted and stored in the mining model
and with the choice of a user preference item from a list of frequent item sets of the
mining model, ordered by decreasing values of probability. The list of association rules
is filtered, returning only a list of association rules that contains the item set chosen by
the user. This item set corresponds to the user’s main research focus the user intends to
analyze. The returned list of association rules is organized by importance, using the
performance measures of each rule. This part helps to get first the strong association
rules, which help us to discover the item sets strongly related to the chosen attribute.
This list is suggested to the user as its business preferences that are taken into consid‐
eration in the What-If scenario as configuration parameters. In order to discover the list
of preferences, we use the performance measures of the rules obtained in the previous
phase.

Lets consider the following example. Initially the process starts with the definition
of a what-if question, which corresponds to an analysis goal: “What-if we want to
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increase the profit sales by 10%, focusing mainly on customers who have children living
at home?” This corresponds to increase the sales profit and to focus on people who have
children. To do this, we intend to discover which attributes in the data are related to the
goal attribute (“Number of Children”). Next, we apply the association mining algorithm
over the data of the cube and the returned list of association rules is filtered, returning
only rules containing “Number of Children” (Fig. 2).

Fig. 2. The association rules for a given preference - ‘Number Children At Home’.

The returned list of association rules is then organized by importance, using the
performance measures of each rule, showing the strong association rules. With these
rules, we discover the attributes’ set strongly related to “Number Children At Home”,
for example the top 3 strong association rules (Fig. 3) of the previous set (Fig. 2), which
will be used later to define his OLAP preferences. For example, if the returned list of
association rules is the list presented in Fig. 3, the recommendations to the user will are
“Number Children At Home”, and, obviously, “Birth Date”, “Yearly Income”, “English
Education” and “Total Children”. After this step, the user chooses the item sets of his
preference that will be used in the What-If scenario as configuration parameters.

Fig. 3. A list of some filtered association rules.

3.3 A Formal Approach Using Alloy

The model we designed was formalized using Alloy [10]. It is a formal object-oriented
modeling language based on first-order logic. Alloy is designed for performing auto‐
matic analysis and includes friendly tool-support (Alloy Analyzer), which is based on
a bounded to a SAT (boolean satisfiability) technology. It works by translating all the
constraints in the model into Boolean constraints and calls a SAT solver to answer them.
Alloy was chosen due to its ability to generate an abstract initial model that becomes
more complex, as the project evolves. We can use Alloy as a modeling language for
specification, and the Alloy Analyzer, which provides graphic instant feedback for
verification and validation. We can run the specification model and get an instance of
the abstract model or we can check an assertion by looking for counter-examples and
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validate the model. In the first case, the Alloy Analyzer finds an instance of the model
that satisfies the specification within the specified scope, which means that the Alloy
Analyzer returns an example of an instance with signatures and respective relations that
make facts in the specification always true. In the latter case, the Alloy Analyzer finds
counter-examples that violate the assertion. When a counter-example is found, this
means that the model contains errors or inconsistencies. We can use Alloy Analyzer to
visualize and analyze the counter-example to understand where it failed, and conse‐
quently correct the specification of the model. First we start by specify the whole process
and define the objects using signature and the relation between them. A signature decla‐
ration represents an object. For example, if we want to represent an OLAP cube in the
model, we specify sig OLAPCube{}. Signature declarations can introduce fields, which
represent a relation among objects, for example: sig OLAPCube{getMiningStructure :
MiningStructure}. In the Alloy specification, we start with the definition of all objects
and the relation among them:

sig OLAPCube {
getMiningStructure :  MiningStructure,
disj a1,a2,a3 : one Attribute, 
m : one Measure } 

sig MiningStructure {getMiningModel :  MiningModel}
sig MiningModel { getRules: some Rules }

Other object that needs attention in the specification phase is the object Rule. We
need to specify the format of the association rules, which can only be one of two types:
each rule can be either ruleType1 (A → A) or ruleType2 (A × A → A). And each rule
must have associated with it a pair of PerformanceMeasures (Support and Confidence).

sig Rule extends Rules {ruleType1 : Attribute ->  Attribute, 
ruleType2 : Attribute -> Attribute ->  Attribute, getPerformance : 
one PerformanceMeasures }
sig PerformanceMeasures {getS : Support, getC : Confidence }

In this phase, there are some restrictions that need some attention in the Alloy spec‐
ification, in order to keep the consistency between the relations between the objects of
the model. To do this, we need to define some facts in the Alloy specification. These
facts describe invariants or constraints that are always true, being represented by the fact
X {}. In our case, we need to guarantee the coherence of the relations between the
objects. Without the following fact miningModel{…}, some objects appear isolated in
the instance. For example, the object MiningModel needs to be related to the object
MiningStructure, through a mining model algorithm and cannot appear isolated in the
Alloy instance. Other facts like: the set of Rules must be related with a mining model
through a getRules relation. We can specify all these restrictions with:

fact miningModel{
all ms : MiningStructure , o : OLAPCube | ms in 

o.getMiningStructure
all mm : MiningModel, ms : MiningStructure | mm in ms.getMiningModel

all mm : MiningModel, r : Rules | r in mm.getRules getRules }
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Next, we specify the extraction of preferences from the mining rules discovered in
the previous phase (Fig. 4), as follows. We want to discover the strongly related attributes
with the attribute (item set) of the main research focus. It starts with displaying to the
user the set of returned association rules by the mining algorithm. The user chooses an
attribute, which usually it is the main focus of analysis. In other words, we want to know
how sales vary considering the parameter A1. The user chooses attribute A1, and it is
preferred to the attribute A2, A3, A4, A5, A6, and so on. All the association rules returned
by the previous phase are filtered and a list of rules is created.

Fig. 4. OLAP preferences extraction – an example.

All of the rules of this created list contain the chosen Attribute. With this list, we can
analyze which attributes are strongly related with the chosen attribute, since this list only
contains the “best/higher” performance measures’ rules. Therefore, we can conclude
that the remaining list contain the attributes strongly related with the chosen attribute.
This list is used then to form the set of OLAP preferences for the user. This means that
the attributes of the association rules filtered and returned are suggested to the user as
its business preferences and then they will be taken into consideration in the What-If
scenario as configuration parameters. To specify this filter process in Alloy, we need to
add a field to the object Rules (a set of Rules, not a single Rule): the relation getStron‐
gRules, which is going to include an Attribute and PerformanceMeasures; and return a
set of Rules denoted by StrongRules. This set of rules (StrongRules) defines the Sour‐
ceVariables that will be used in the What-If analysis scenario. We can specify the filter
process using the following Alloy statement:

sig Rules {getStrongRules : Attribute -> PerformanceMeasures -> 
StrongRules}
sig StrongRules {getPreferences : SourceVariables}

After the Alloy specification, we define a predicate (pred showInstance(){}), in order
to get an instance of the specified model. A predicate is similar to a fact: it always
describes something true but is only verified when invoked (unlike facts which are
always true in returned instances). To invoke a predicate, Alloy uses a run (run show‐
Instance). With these commands, the Alloy Analyzer returns an example of an instance
consistent with the defined specifications. We start by defining an empty predicate,
which is often a useful starting point to determine whether the model is consistent or
not, in other words, if the Alloy Analyzer can find an instance of the model that satisfies
the specified facts. The specification model can be resumed in the following instance
found by the Alloy Analyzer represented in Fig. 5. We get a set of Rules by apply mining
to the OLAP Cube. The objects Mining Structure and Mining Model were omitted in
the figure in order to keep it legible. A set of rules (Rule represented by the top circle)
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is filtered based on a specific attribute and performance measures (PerformanceMeas‐
ures) using the getStrongRules and the returned set of strong rules (StrongRules) is used
to create the preferences (SourceVariables) that are used as recommendations to the
What-If scenario (represented by the object OLAPCubePrediction). The new prediction
is obtained using getPrediction with the data from an OLAPCube. We specify our model
using signatures and facts. To validate the abstract model, we need to define assertions.

Fig. 5. An example of an instance of the alloy analyzer.

The assert instructs the Alloy Analyzer to search for counter-example within the
scope. Assertions allow for expressing properties that are expected to hold as conse‐
quence of specified facts. Alloy Analyzer checks an assertion through the command
check. This command verifies an assertion by searching for a counter-example, which
violates the assertion property. If no counter-example is found, the model may be valid,
but it is not guarantee. There are several properties that we could verified (some very
obvious): all the data contained in the association rules must be contained in the OLAP‐
Cube data; in an association rule, the antecedent and the consequent must be different,
in X -> Y, X must be different of Y. Considering the latter property, we already have
the definition of association rules:

sig Rule extends Rules 
{ruleType1: Attribute -> Attribute}

We want to ensure that there is no association rule (attribute1 -> attribute2) that has
the antecedent (attribute1) equal to the consequent (attribute2). To verify this property
we define an assertion. If the Alloy Analyzer creates a counter-example, it means that
our assertion failed: there is an instance of our model where exists a rule that could have
the antecedent attribute equal to the consequent attribute (which cannot happen).
Considering this property we define the assertion:
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assert rule{ no a1, a2 : Attribute,  r:Rule 
| a1 -> a2 in r.ruleType1 implies (a1=a2)}

check rule for 2 

Using check rule for 2, a counter-example was not found, meaning that our assertion
is valid. Figure 6 illustrates a counter-example that was found by Alloy Analyzer by
using the same defined assertion (assert rule) and check rule for 3, which is a different
scope from the previous case (3 Attributes instead of 2 Attributes). The counter-example
shows up because in the defined assertion, we only take into account the existence of
two attributes (ruleType1 : Attribute -> Attribute) and the Alloy Analyzer creates an
counter-example adding a third attribute (Attribute0 represented by the red boxes),
which invalidates the previous assertion. This particular case does not invalidate the
syntax of our model. We can check that the syntax is still correct in Fig. 6, there is no
rule that has the same antecedent and consequent in ruleType1.

Fig. 6. An example of a counter-example of the alloy analyzer.

4 Conclusions

In this paper we presented and discussed the formal verification of the process of extracting
usage preferences in a hybrid model for enhancing What-If scenarios, in order to check for
inconsistencies and prove the validity of the model we developed. Alloy was chosen to
support such task. The preferences extraction process gave us the ability for enriching
What-If analysis scenarios using OLAP usage preferences. Usage preferences can be
defined based on historical data provided by a simple business application or from a more
sophisticated piece of software like a data mining system. Often, a preference reflects also
hidden patterns that were detected in the data set. Using association rules based on prefer‐
ences has the advantage that the user does not need to know the business domain. Prefer‐
ences can also help to control over the returned information, providing access to relevant
information and eliminating the irrelevant one. One may not know the proportions of the
outcome: it may be an empty result, or an information flooding. Due to this, query runtime
can be enhanced against cases without preferences. Consequently, in our process, we get
more focused and refined results, which helps both a user who is not familiar with the
business analysis and an analyst who is familiar with the business modeling data. We have
shown that we were able use Alloy to successfully specify the model and validate some
properties of the syntax of our model. The model produced was validated using formal
verification and no inconsistencies or flaws were found.
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Abstract. The paper presents an optimization method for electrohy-
drodynamic effect basing on results of its simulation. The EHD effect is
simulated using neural networks and differential equations describing a
mathematical model of the phenomenon, which are solved using Runge -
Kutta algorithm. The optimization of this effect allows finding for par-
ticular input parameters of the generator an optimal diameter of the
wire, which burned in a thermo-physical process gives a maximal energy
release in the form of an acoustic pressure wave.

Keywords: Electrohydrodynamic effect · Neural networks ·
Optimization

1 Introduction

The electrohydrodynamic effect finds its application in a geophysical prospecting
method, which involves excitation of a seismic wave with the EHD generator [8]
or with the controlled spark generator [7]. The generator through the release
of electrical energy stored in its capacitors to the material of the conductor
initiates an explosion of the conductor in a liquid or a gaseous medium [3].
The phenomenon is modelled as a regression problem using neural networks
[9]. The input parameters for the neural network are temperature, voltage and
current intensity in the generator’s circuit. The values of input parameters are
derived through solving a set of nonlinear differential equations using Runge-
Kutta numerical method. The output parameter is current in the release circuit
registered by the oscilloscope. The amount of energy converted into the seismic
wave is dependent on the electrical parameters of the generator’s circuit as well
as on the mechanical parameters such as material and geometric dimension of
the conductor placed in the sonde [5,6]. The diameter of the conductor has a
decisive influence on the process of the electrohydrodynamic phenomenon. If the
diameter is too small a premature burning of the conductor occurs, whereas in
the case of choosing too large a parameter the conductor’s material won’t even
reach boiling temperature [1].

c© Springer International Publishing AG 2018
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2 Mathematical Model of the EHD Explosion

The mathematical model of the electrohydrodynamic phenomenon is comprised
of three major phases. The first of them is a heating phase of the conductor
from the initial temperature T0 to the flow temperature Tpl. The second phase
encompasses the process of melting of exploding conductor. The third phase
covers the process of heating the melted conductor from the temperature Tpl to
the boiling temperature denoted as Twrz. The system of differential equations
describing EHD phenomenon can be presented as:

di

dτ
=

1
lk + lp

{{
u − iα0

{
ak + zpr +

Δlpr

R
kνMi2

}}}
, (1)

du

dτ
= −i, (2)

dΘ

dτ
= 2Bα0Mi2 (3)

dv

dτ
=

Kνα0√
R3

Mi2 − A
α0αpkplP

νNhΘpl
i2, (4)

where:

P = 1 + c1(nΘΘ − 1),

Q = 1 + c2(nΘΘ − 1),

N = [(1 + kpl)ν2 − 2ν]D + 1,

lpr = lp + Δlpr

2 lnR,

R = 1 − kν(nΘΘ − 1),

zpr = aplpl
PQR

N ,

M = zpr

q0[1+b1(2nΘΘ−1] .

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(5)

τ time, Θ temperature, i current intensity in the discharge circuit, u volt-
age on plates of the capacitor, v wire diameter, lk, lp, α0, ak, ap, q0, c1, b1
dimensionless parameters.

Following equations and initial conditions must be satisfied:

– for the first phase (0 ≤ τ ≤ τ1) of heating the exploding conductor from
temperature T0 to the flow temperature Tpl:

τ = 0
{

u = 1, Θ = 1,
i = 0, ν = 1.

(6)

A = 0, B = 1, D = 1, nΘ = 1, it is also assumed that Δlpl = 0, kγ = 0,
c2 = 0, kpr = 1;
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– for the second phase τ1 ≤ τ ≤ τ2 flow phase of the exploding conductor:

τ = τ1

{
u = uτ1 , Θ = Θpl,
i = iτ1 , ν = 1, ξ = 1.

(7)

A = 1, B = 0, D = 1, nΘ = Θpl

Θ , it is formally assumed that Δlpl = 0,
kγ = 0, c2 = 0;

– for the third phase (τ2 ≤ τ ≤ τ3) heating phase of the melted conductor from
Tpl to the boiling temperature Twrz:

τ = τ2

{
u = uτ2 , Θ = Θpl,
i = iτ2 , v = 1,

(8)

A = 0, B = 1, D = 0, nΘ = Θpl

Θ .
The differential equations, under proper initial conditions, can be simulated

using Runge-Kutta method. Figure 1 shows results of solving Eqs. (1)–(5) under
initial conditions (6)–(8) and under following values of dimensionless coefficients:

Particular curves in Fig. 1 correspond to: dimensionless voltage on plates of
the capacitor u, current intensity in the discharge circuit i, temperature t.

Fig. 1. Numerically calculated, using Runge-Kutta method, values of dimensionless
voltage on plates of the capacitor u, current intensity in the discharge circuit i and
temperature t, of the electro-explosion of a 0.20 mm diameter and 55 mm lenght Cu
wire.
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3 Data for the Training of Neural Networks

In the research two types of data were utilized. The first type is data resulting
from solving differential equations, which describe the EHD phenomenon. A set
of these results is used as an input vector for neural networks training. The second
type is data obtained during practical experiments i.e. oscillographs containing
current intensity and pressure values. These data after appropriate processing are
used as input signals for neural networks. The complete information describing a
case of electro-explosion is constructed from pairs of data, which are comprised of
a vector fed to the input layer of a neural network and a vector containing output
reference values, which the neural network should learn to predict. A prepared
set of input data as well as knowledge about the content of vectors, which are
considered as output signals for a neural network allows for building of a tool
with which a simulation of the phenomenon is carried out.

4 Training of Neural Networks with Data Describing
EHD Phenomenon

For the approximation of current intensity variation registered by the oscilloscope
the following algorithms were used: a three-layered MLP neural network trained
with Levenberg-Marquardt algorithm, a three-layered neural network trained
with Bayesian regularization algorithm and a general regression neural network.
For the training of neural networks sets of data representing electro-explosions
of copper wires of 0.15 mm, 0.3 mm and 0.45 mm diameters were used. The set
of data for the copper wire of 0.22 mm diameter was used to test prediction
accuracy of the trained neural networks’ models. Additionally in order to improve
training and testing results for the three-layered MLP neural network the data
was standardized. The generalization capabilities of trained neural networks were
tested with leave-one-out cross validation method. The training error goal was
ascertained by the early stopping method. The optimal architecture for three-
layered neural networks was obtained by gradual change of network configuration
by adding neurons to the hidden layer and computing values of criterion functions
for each of the trained models. The best architecture was selected considering
a trade-off between error values in validation and testing phases. The three-
layered MLP neural network showed high accuracy of training results (Fig. 2a,
b, c and d) and capabilities to accurately predict outcomes of electro-explosions
for the sets of input data not shown in the training phase (Fig. 3). Ordinate
axes of the graphs correspond to the time measured in microseconds. Abscissa
axes of the graphs correspond to the values of current intensity registered by the
oscilloscope. Circles denote data on the graph representing real values of current
intensity; points on the graphs denoted with crosses represent values of training
data simulated by neural network and values of neural network output in the
testing phase.
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Fig. 2. MLP training results
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Fig. 3. Test results of the simulation of an electro-explosion of a Cu wire of 0.3 mm
diameter and 143mm length (a), error calculated between real values and neural net-
work output values (b).

Fig. 4. Graph of the function of current intensities in the release circuit occurring in
time for the continuous interval of copper wire diameters from 0.15 mm to 0.3 mm
approximated basing on outputs of three-layered neural network model.
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5 Approximation of the Function Describing Changes
in the Release Circuit of the EHD Generator

The application of algorithmic procedures for finding optimal geometrical para-
meters of the exploding wire is possible after approximating the function describ-
ing variations in current intensity values in the release circuit for the particular
continuous interval of wire diameters. For the approximation of this function a
TableCurve3D was used taking advantage of ‘Selective Subset’ fitting algorithm.
This algorithm uses single pass Gauss elimination method to calculate coeffi-
cients matrix and single pass Gauss-Jordan algorithm for matrix inversion in
order to calculate standard errors and confidence bounds. The result of the algo-
rithm application for the empirical data from electro-explosions is a function,
which general equation and values of constant parameters are shown in Fig. 4.
Figure 5 shows deviations between real values and values of the function found
in the approximation process.

Fig. 5. Graph of errors between values of the approximated function of current inten-
sities in the release circuit occurring in time for the continuous interval of copper
wire diameters from 0.15 mm to 0.3 mm and values of outputs of three-layered neural
network model.
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6 Optimization of EHD Phenomenon

In order to create an accurate optimization model the target function was
approximated using first nine values of sets obtained from a trained three-layer
feed-forward neural network model consisting of five neurons in an input layer,
nine neurons in a first hidden layer and three neurons in a second hidden layer.
Optimization is limited to the first nine values for the reason that at this point
in time the first local maximum occurs on the plot of current intensities regis-
tered by the oscilloscope for the explosion of the 0.22 mm diameter copper wire.
The vertex at this point coincides with the end of the third phase of electro-
hydrodynamic effect, and marks the end of the usable range for the secondary
discharge. For this reason it is desirable to achieve at this graph point the high-
est possible value of current intensity. The smooth shape of the plot without
the first discernible increase of current intensity vale on the oscillograph is inter-
preted as disadvantageous and corresponds to the too small amount of energy
supplied to the wire of too large diameter. The comparison of plots for electro-
explosions of copper wires of 0.22 mm and 0.45 mm diameters shows that the
area under the plot of current intensity for the 0.45 mm diameter is larger but
its plot is a completely smooth curve, which means that the ratio of the amount
of energy supplied to the wire diameter is worse than the ratio for the diameter
of 0.22 mm. The value of energy registered during the electro-explosion at this
point marking the end of the third phase of EHD phenomenon is the highest
in the range of empiric data for the interval of diameters between 0.15 mm and
0.30 mm. The responses of three-layer MLP network of the structure consisting
of five neurons in an input layer, nine neurons in a first hidden layer and three
neurons in a second hidden layer are approximated with the function described
by cosine bivariate series of the eight order and their plot is shown in Fig. 4.
The analysis of the surface constructed through merging of real data with data
from the neural network model shows, that the responses are accurate both in
the interval of smaller diameters 0.15 mm–0.18 mm as well as for the more typi-
cal diameters in the interval of 0.20 mm–0.25 mm. The obtained target function
accurately maps variances of plots representing electro-explosions of conductors.
The optimal diameter of the copper wire calculated on the basis of this function
is 0.24 mm. In result of the comparison of the quality of obtained models, the
model of three-layer MLP of the structure consisting of five neurons in the input
layer, nine neurons in the first hidden layer and three neurons in the second hid-
den layer was considered to be the best, and the optimal diameter of copper wire
determined by this model on the basis of quadratic programming calculations is
equal to 0.24 mm. This diameter is close to the diameter of 0.22 mm for which
field explosion was carried out and, which was evaluated after a series of field
experiments by the human expert to be very close to the optimal diameter. The
plot of the electro-explosion of copper wire of 0.24 mm diameter obtained from
the approximated surface and the plot of neural network responses for the same
diameter of copper wire are shown in Fig. 6a. Deviations between values of these
plots are shown in Fig. 6b. Due to the fact that the conductor’s diameter has
a far greater influence on the course of the electro-explosion than its length it
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Fig. 6. Plot of neural network responses for the Cu conductor of diameter 0.24 mm and
plot of values obtained from the target function for the conductor of the same diameter
(a), deviations between values of neural network responses and values calculated from
the target function for the Cu wire of 0.24 mm diameter (b).

can be predicted that in case of copper wires of different lengths the optimum
can be found in the interval of diameters between 0.21 mm and 0.25 mm. The
analysis carried out of the electro-explosion phenomenon of conducting material
submerged in water allows for optimization of the electrical energy conversion
process into the energy of seismic impulse. The energy of impulse pressure in
water and the remaining parameters such as: steepness of the impulse rise, ampli-
tude of the impulse front, time duration of impulse and its orientation, for the
constant values of voltage and discharge capacity are dependent on the electro-
mechanical properties and geometry of the conducting material subjected to the
process of electro-explosion.

7 Conclusions

The analysis of trained neural network models’ responses allowed for finding in
the optimization process the best networks’ response, which corresponds to the
highest amount of energy passed in the form of pressure wave to a copper con-
ductor of a particular diameter. Through the approximation of real data sets
and combining them with outputs from trained neural networks an optimization
function was created for all considered neural network models of different archi-
tectures used for the prediction of EHD phenomenon. Combining in the opti-
mization function of real data with data obtained from neural network model
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made it possible to precisely determine the best conductor’s diameter for which
the efficiency of EHD process is the highest. Additionally plotting outputs of
neural network models in the considered interval of conductors’ diameters in the
three dimensional presentation space, which is easily understandable and conve-
nient for human interpretation, allowed for better estimation of their quality. The
appraisal of the shape of obtained surfaces by the human expert enables selec-
tion of the best model without relying solely on mathematical criteria for which
calculated values for some of the models were very similar despite the varying
quality of responses in the most interesting local areas of the generated surfaces.
The results achieved in the course of research fully justify purposefulness of using
neural network algorithms for the analysis of real data sets describing EHD phe-
nomenon. The trained neural network models allow for generation of new sets of
data without the need for carrying out series of time consuming and costly field
experiments. The optimization procedures applied to the optimization function
created on the basis of real data sets and data generated by neural network allow
for the selection of wire and circuit parameters, for which the highest working
capacity is achieved, manifested as the magnitude of the pressure wave front
being a result of a wire explosion.
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Abstract. In this paper we propose a new incremental Gene Expression
Programming (GEP) ensemble classifier. Our base classifiers are induced
from a chunk of data instances using GEP. Size of the chunk controls
the number of instances with known class labels used to induce base
classifiers iteratively. Instances with unknown class label are classified
in sequence, one by one. It is assumed that after a decision as to the
class label of the new instance has been taken its true class label is
revealed. From a set of base classifier a metagene is induced and used to
predict class label of instances with unknown class labels. To validate the
approach an extensive computational experiment has been carried-out.

Keywords: Incremental classification · Gene expression programming ·
Metagene

1 Introduction

Incremental learners allow an existing model to be updated using only newly
available individual data instances, without having to re-process all of the past
instances. Incremental learners date back to eighties with paper of [17]. Later
on [21] proposed an efficient method for incrementally inducing decision trees.
Very fast incremental decision tree learner was suggested by [7]. Another impor-
tant step in constructing effective incremental learners was info-fuzzy approach
of [3]. More recently several Extreme Learning Machine (ELM) approaches to
incremental learning have been discussed. For example [14] proposed a forgetting
parameters concept named FP-ELM.

One of the effective approaches to incremental learning is constructing and
applying an ensemble of classifiers. Ensembles are constructed from base classi-
fiers. Combining base classifiers requires some kind of voting (including bagging
and boosting) or building a meta-classifier. The approach is known as stacked
generalization or stacking [25]. Example application of stacked generalization to
batch learning can be found in [18]. Combining base classifiers for incremen-
tal learning was discussed in [4]. The approach of [26] utilizes ELMs as base
classifiers and adaptively decides the number of the neurons in hidden layer.
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 72, DOI 10.1007/978-3-319-59421-7 6
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Finally, the algorithm trains a series of classifiers and the decision results for
unlabeled data are made by weighted voting strategy. Another useful approach
to ensemble incremental learning was suggested by [12] where several different
base classifiers form input to the voting scheme. In this paper we also propose to
use the power of ensemble classifiers. Our base classifiers are induced using gene
expression programming. Gene expression programming (GEP) introduced by
Ferreira [5] is an automatic programming approach. In GEP computer programs
are represented as linear character strings of fixed-length called chromosomes
which, in the subsequent fitness evaluation, can be expressed as expression trees
of different sizes and shapes. The approach has flexibility and power to explore
the entire search space, which comes from the separation of genotype and pheno-
type. As it has been observed by Ferreira [6] GEP can be used to design decision
trees, with the advantage that all the decisions concerning the growth of the tree
are made by the algorithm itself without any human input, that is the growth
of the tree is totally determined and refined by evolution. The ability of GEP to
generate decision trees makes it a natural tool for solving classification problems.
Ferreira [6] showed several example applications of GEP including classification.

In the proposed approach there are two crucial parameters controlling process
of classification. The first one is the number of ensemble members. The second is
the chunk size. Chunk of instances has, in our case, a special meaning. It is used
to control the number of instances with known class labels used to induce genes,
which are base classifiers. Independently from the chunk size, instances with the
unknown class labels are classified sequentially, one by one. It is assumed that
after decision as to the predicted class label of an instance has been taken, its
true class label is revealed. As soon as the number of instances that have been
already classified (correctly or wrongly) reaches the chunk size a set of base
classifiers can be induced from such chunk. It is also assumed that true class
labels of instances forming the first chunk in the sequence of all instances are
known. Size of the chunk determines how often the internal hypotheses of our
classifier is adopted to changes in the data distribution. It can be observed that
setting chunk size to 1 means adopting the internal hypotheses each time a new
instance is processed.

After the set of base classifiers has been induced we use the concept of stacked
generalization to predict a class label of the considered instance. To this end we
propose a procedure to induce from the set of base classifiers a metagene rep-
resenting classifier internal hypotheses and directly providing prediction of the
required class label. The remainder of this paper is organized as follows. Section 2
explains using GEP to induce classifiers. Section 3 contains a detailed description
of the proposed incremental ensemble classifier. Section 4 presents results of the
validating computational experiment. Finally, Section 5 summarizes conclusions
and future work.
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2 Using Gene Expression Programming to Induce
Classifiers

Consider the following model of data classification. The learning algorithm is
provided with the training set TR = {< d, c > | d ∈ D, c ∈ {0, 1}}, where D
is the space of attribute vectors d = (wd

1 , . . . , w
d
n) with wd

i being symbolic or
numeric values of attribute i. The learning algorithm is used to find the best
possible approximation f̄ of the unknown function f such that f(d) = c.

As usual when applying GEP methodology, the algorithm uses a popula-
tion of chromosomes, selects them according to fitness and introduces genetic
variation using several genetic operators. Each chromosome is composed of a
single gene (chromosome and gene mean the same in what follows) divided into
two parts as in the original head-tail method [5]. The size of the head (h) is
determined by the user with the suggested size not less than the number of
attributes in the dataset. The size of the tail (t) is computed as t = h(m−1)+1
where m is the largest arity found in the function set. In the computational
experiments the functions are: logical AND, OR, XOR, NOR and NOT. Thus
m = 2 and the size of the gene is h + t = 2h + 1. The terminal set contains
triples (op, attrib, const) where op is one of relational operators <, ≤, >, ≥,
=, �=, attrib is the attribute number, and finally const is a value belonging to
the domain of the attribute attrib. As usual in GEP, the tail part of a gene
always contains terminals and head can have both, terminals and functions.
Observe that in this model each gene is syntactically correct and corresponds to
a valid expression. Each attribute can appear once, many times or not at all. This
allows to define flexible characteristics like for example (attribute1 > 0.57) AND
(attribute1 < 0.80). On the other hand, it can also introduce inconsistencies like
for example (attribute1 > 0.57) AND (attribute1 < 0.40). This does not cause
problems since a decision subtree corresponding to such a subexpression would
evaluate it to false. Besides, when studying the structure of the best classifiers
in our experiments the above inconsistencies did not appear.

Attaching an expression tree to a gene is done in exactly the same manner
as in all GEP systems. Consider the gene g with head = 6, defined below.

0 1 2 3 4 5 6 7 8

OR AND AND (>, 1, 0) (=, 2, 5) (>, 3, 0) (<, 1, 10) (>, 3, 0) · · ·

The start position (position 0) in the chromosome corresponds to the root of
the expression tree (OR, in the example). Then, below each function branches
are attached and there are as many of them as the arity of the function −2 in
our case. The following symbols in the chromosome are attached to the branches
on a given level. The process is complete when each branch is completed with a
terminal. The number of symbols from the chromosome to form the expression
tree is denoted as the termination point. For the discussed example, the termi-
nation point is 7. For the attribute vector rw = (8.0, 5.0, 2.5, · · · ) the value of
the above gene g is
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g(rw) = true.

The algorithm for learning the best classifier using GEP works as follows.
Suppose that a training dataset is given and each vector in the dataset has a
correct label representing the class. In the initial step the minimal and maximal
value of each attribute is calculated and a random population of chromosomes
is generated. For each gene the symbols in the head part are randomly selected
from the set of functions AND, OR, NOT, XOR, NOR and the set of terminals
of type (op, attrib, const), where the value of const is in the range of attrib.
The symbols in the tail part are all terminals. To introduce variation in the
population the following genetic operators are used:

– mutation,
– transposition of insertion sequence elements (IS transposition),
– root transposition (RIS transposition),
– one-point recombination,
– two-point recombination.

Details on GEP operators can be found in [8–10].
For a fixed training set TR and fixed gene g the fitness function counts the

proportion of vectors from TR classified correctly

fitTR(g) =

∑
rw∈TR, g(rw) is true sg(rw is from class 1)

|TR| (1)

where

sg(ϕ) =
{

1 if ϕ is true
0 otherwise

2.1 Creating Metagenes

Having generated a population of genes it is possible to create a population of
metagens which corresponds to creating an ensemble classifier. The idea is as
follows. Let pop be a population of genes, with each gene identified by its id. To
create metagens from pop define the set of functions again as boolean ones as
above and set terminals equal to identifiers of genes. For example the metagene
mg makes use of two genes g1 = g and g2 defined below:

mg : 0 1 2 3 4
AND NOT g1 g2 · · · g2 : 0 1 2

NOT (=, 2, 7) · · ·
For a fixed attribute vector rw each terminal (i.e. gene) has a boolean value
and thus the value of metagene can be computed. For example for the above
metagene mg and rw = (8.0, 5.0, 2.5, · · · ) we have

g1(rw) = true, g2(rw) = false, mg(rw) = true

Similarly as in (1), for a fixed training set TR and fixed metagene mg the fitness
function counts the proportion of vectors from the testing set classified correctly:

FITTR(mg) =

∑
rw∈TR, mg(rw) is true sg(rw is from class 1)

|TR| (2)
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3 Incremental Classification

The incremental algorithm works in rounds. In each round a chunk of training
data c1 is used to create a population of genes (as in Algorithm1), next chunk
of data c2 is used to create the population of metagenes and to choose one best
fitted mg (as in Algorithm 2), and the following chunk c3 is tested by metagene
mg. In the next round c1 = c2, c2 = c3 and next chunk is used as c3. Thus the
number of rounds is |TR|

|chunk| −2. The first K steps of the Algorithm 3 (lines 3−9)
are used to start the population of genes, K is a parameter.

Algorithm 1. Generating the population of genes
Input: training data TR, nG - number of iterations, popS - population size,

eliteS - size of elite
Output: population of best fitted genes.

1 generate random popS genes as an initial population pop
2 calculate fitness of all genes using (1)
3 for i = 0 to nG do
4 select genes for the new population using tournament selection method
5 apply genetic operations : mutation, transposition of insertion sequence

elements (IS transposition), root transposition (RIS transposition),
one-point recombination, two-point recombination,

6 keep eliteS best fitted genes in the population

7 return pop

Algorithm 2. Creating metagenes
Input: training data TR, population of genes popG, nG - number of iterations,

popS - population size, eliteS - size of elite,
Output: best fitted metagene mg.

1 generate random popS metagens using population of genes popG
2 calculate fitness of all metagenes using (2)
3 for i = 0 to nG do
4 select metagenes for the new population using tournament selection method
5 apply genetic operations : mutation, transposition of insertion sequence

elements (IS transposition), root transposition (RIS transposition),
one-point recombination, two-point recombination,

6 keep eliteS best fitted metagenes in the population

7 return mg=best fitted metagene from the population
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Algorithm 3. Incremental algorithm
Input: data D, chunk size ch, K-number of genes in population
Output: qc - quality of the incremental classification

1 initialize correctClsf ← 0
2 dataTrain ← first ch vectors from D
3 for i = 1 to K do
4 apply Algorithm 1 to generate gene g
5 dataTest ← next ch vectors from D
6 corr ← number of vectors from dataTest correctly classified by g
7 correctClsf ← correctClsf + corr
8 add g to population of genes pop
9 dataTrain ← dataTest

10 dataTrainMeta ← next ch vectors from D
11 while vectors in D not considered yet do
12 apply Algorithm 1 to dataTrain to generate gene g
13 add g to population of genes pop
14 delete from pop the gene with the lowest fitness
15 apply Algorithm 2 to dataTrainMeta and pop to generate metagene mg
16 dataTest ← next ch vectors from D
17 corr ← number of vectors from dataTest correctly classified by mg
18 correctClsf ← correctClsf + corr
19 dataTrain ← dataTrainM
20 dataTrainM ← dataTest

21 qc ← correctClfs
|D|−2·ch

22 return qc

4 Computational Experiment Results

To evaluate performance of the proposed approach we tested it over a set of pub-
licly available benchmark datasets including data often used to test incremental
learning algorithms. Datasets used in the experiment are shown in Table 1.

In the experiment the following settings have been used: number of classi-
fiers - 5; population size and number of iterations - both 100 for dataset with
2000 or less instances and both 50 for the remaining datasets, probability of
mutation - 0, 5; probability of RIS transposition, IS transposition, 1-point and
2-point recombination - each 0, 2. For selection we used tournament-from-the-
pair rule. Chunk size have been set to 1 in case of a small dataset. For a bigger
dataset it has been set to assure time feasibility during computation. Average
accuracy and standard deviation achieved by the proposed approach in 20 runs
is shown in Table 2. In Table 3 we compare accuracy of the incremetal GEP-
based ensemble classifier with results of some state-of-the-art incremental classi-
fiers. There are several factors affecting performance of the proposed incremen-
tal GEP-based ensemble classifier. The most important are dataset size, number
of attributes, chunk size and set of parameters controlling evolution of genes.
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Example interrelations between chunk size, classifier accuracy and computation
time needed to classify single instance (Intel Core i7 processor) for Thyroid and
Sonar datasets are shown in Table 4.

Table 1. Benchmark datasets used in the experiment.

Dataset Source Instances Attributes Classes

Banana [13] 5300 3 2

Bank M [13] 4522 17 2

Breast cancer [13] 263 10 2

Chess [27] 503 9 2

CMC [13] 1473 10 3

Diabetes [13] 768 9 2

Electricity [1] 44976 6 2

Heart [13] 303 14 2

Hepatitis [13] 155 20 2

Image [13] 2086 19 2

Ionosphere [13] 351 35 2

Luxembourg [27] 1901 32 2

Magic [13] 19020 11 2

Poker hand [13] 141179 11 10

Sonar [13] 208 61 2

Solar flare [13] 1066 12 6

Spam [13] 4601 58 2

Thyroid [13] 7000 22 3

Twonorm [15] 7400 21 2

Waveform [13] 5000 41 3

Table 2. Accuracy of the incremental GEP-based ensemble classifier

Dataset Accuracy (%) St.dev. (%) Chunk size

Banana 89,3 2,3 1

Bank M 93,3 1,8 1

Breast 82,1 0,7 1

Chess 85,9 1,6 1

Cmc 82,6 0,6 1

Diabetes 85,0 0,9 1

Electricity 88,1 3,1 50

Heart 88,9 1,1 1

Hepatitis 94,6 0,8 1

Image 89,6 2,3 1
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Table 2. (Continued)

Dataset Accuracy (%) St.dev. (%) Chunk size

Ionosphere 92,9 1 1

Luxembourg 100,0 0 200

Poker-hand 59,4 1,2 1000

Solar flare 81,2 0,8 20

Sonar 90,6 0,5 1

Spam 87,7 1,2 10

Thyroid 99,4 0,3 50

Twonorm 92,3 1,3 20

Waveform 90,3 0,9 10

Table 3. Comparison of accuracy incremental GEP-based ensemble classifier vs. other
incremental classifiers.

Dataset GEP ensemble Other Algorithm Source

Banana 89,3 89,3 Inc. SVM [22]

Bank M 93,3 86,9 LibSVM [24]

Breast cancer 82,1 72,2 IncSVM [22]

Chess 85,9 71,8 EDDM [27]

CMC 82,6 86,3 Granular SVM [23]

Diabetes 85,0 75,7 Inc. N-B [12]

Electricity 88,1 90,7 KFCM [11]

Heart 88,9 83,8 IncSVM [22]

Hepatitis 94,6 83,8 Inc. Ensemble [12]

Image 89,6 94,2 SVM [16]

Ionosphere 92,9 92,4 Inc. Ensemble [12]

Luxembourg 100,0 85,6 LCD [20]

Magic 59,4 52,0 LWF [19]

Poker hand 81,2 64,1 FPA [22]

Sonar 90,6 81,8 Inc. Ensemble [12]

Solar flare 87,7 85,5 K-a graph [2]

Spam 99,4 95,8 LibSVM [24]

Thyroid 92,3 97,6 FPA [22]

Twonorm 90,3 86,7 Inc. SVM [22]
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Table 4. Accuracy, chunk size and computation time for Thyroid and Sonar dataset

Chunk size Accuracy (%) Time (s.)

50 99,4 0,222
100 99,2 0,097
200 99,0 0,052
300 98,9 0,027
400 98,8 0,017
500 98,8 0,013
1000 98,4 0,009

Chunk size Accuracy (%) Time (s.)

1 90,6 0,855
5 82,2 0,158
10 81,2 0,098
15 78,6 0,056
20 76,9 0,024

5 Conclusions

It can be observed that the proposed incremental GEP-based ensemble classifier
performs very well. Comparison with the state-of-the-art incremental classifiers
shows that our approach outperforms in majority of cases the existing solutions
in terms of classification accuracy. In several cases the improvement has been dra-
matically high. A weaker side of the proposed approach is the number of parame-
ters that have to be set by the user. This results in costs needed for fine-tuning.
Another disadvantage is a rather high demand for computational resources, typi-
cal for population based algorithms. In the future work we will focus on improving
efficiency of the approach especially with respect to computation time.
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Abstract. Scheduling personnel to complete tasks is a complex com-
binatorial optimisation problem. In large organisations, finding qual-
ity solutions is of paramount importance due to the costs associated
with staffing. In this paper we have generated and solved a set of novel
large scale technician and task scheduling problems. The datasets include
complexities such as priority levels, precedence constraints, skill require-
ments, teaming and outsourcing. The problems are considerably larger
than those featured previously in the literature and are more represen-
tative of industrial scale problems, with up to 2500 jobs. We present our
data generator and apply two heuristics, the intelligent decision heuristic
and greedy heuristic, to provide a comparative analysis.

Keywords: Combinatorial optimisation · Large scale technician and
task scheduling problems · Data generator · Intelligent decision heuristic

1 Introduction

The importance of finding quality solutions to scheduling problems was high-
lighted in [5]. There are many benefits to optimised scheduling; such as main-
taining customer satisfaction and providing a balanced working schedule for
employees. The importance of field service scheduling is growing due to the
increasing number of machines that are used and therefore the number of spe-
cialized technicians needed to meet the demand [8]. There are many different
types of scheduling problems that can be categorized by the constraints that
they include. This paper focuses on generating and solving a set of large scale
technician and task scheduling problems.

This problem is NP-hard, there are no known polynomial time algorithms
for solving them optimally, which makes using exact methods prohibitive. In
large businesses, there is also often a conflict between computational time and
solution quality, whilst a solution of high quality is desired, it is desired within a
reasonable computational time. The use of heuristic methods is popular for larger
sized problems and has produced competitive results in many combinatorial opti-
mization problems such as; graph colouring [17], the vehicle routing problem [3]
c© Springer International Publishing AG 2018
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and nurse rostering [1]. Whilst approximate methods have no guarantee of find-
ing a globally optimal solution, they generally produce high quality results in
short computational times and are scalable and robust.

Literature in the field of technician and task scheduling problems has included
solving both artificial and real world problems. Technician and task scheduling
problems have been studied by [11,12,14]. In addition the ROADEF 2007 chal-
lenge was based on France Telecom’s technician and task scheduling problem
and has attracted much research interest; [2,6,7,9,10].

The ROADEF 2007 challenge problem used real world datasets [4]. France
Telecom aimed to reduce the cost of its workforce whilst maintaining a satisfied
client base and dominating the market share. This optimisation problem involves
creating a set of teams over a scheduling horizon to service or outsource a set of
jobs [15]. The problem includes many constraints such as technician unavailabil-
ity, priority levels, outsourcing, skill requirements and precedence relationships.
Instances in the ROADEF 2007 challenge ranged from 5 to 800 jobs, however,
the problems that arise in industrial settings may include many more jobs to
allocate.

A technician routing and scheduling problem was proposed by Pillac et al.
[14]. In this work, vehicle routing problem instances proposed by Solomon [16]
were extended to create a technician routing and scheduling problem. To do
this, random skill requirements were created for each customer and each vehicle
(technician) had intrinsic skill levels. This problem included location informa-
tion and tools and spare parts constraints but did not include the complexity
of teaming or precedence relationships. Instances in these datasets contained at
most 100 jobs. A service technician routing and scheduling problem was created
by Kovacs et al. [11] which also extended instances from [16]. This work, con-
catenated skill domain information from the ROADEF 2007 challenge problem
on to the customer information from the vehicle routing instances. Again these
instances contained at most 100 jobs.

A personnel task scheduling problem was also studied by [12] who procedu-
rally generated the datasets used. In this work, the objective was to minimize
the make span of the scheduling horizon (similar to ROADEF 2007 challenge
but without priority levels). A heuristic approach was compared against mixed
integer programming using data instances with up to 2105 jobs. This work con-
sidered a heterogeneous workforce, however not in the same way as the ROADEF
2007 challenge, which used skill domain areas and multiple levels of skill within
those domains. This research concluded that mixed integer programming was not
an appropriate solution technique for large scale scheduling problems. Also the
heuristic approaches tested produced quality solutions in short computational
times and, most importantly, were scalable.

It appears that the ROADEF 2007 challenge problem includes the most rele-
vant features of the problems studied in the literature. The problem includes the
complexity of outsourcing which itself is an NP-hard problem, as well as skill
compatibility, unavailability, precedence and priority etc. However, the prob-
lems featured range from 5 to 800 jobs. To our knowledge, there is no current
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literature that includes solving large scale (1000 + jobs) scheduling problems that
have precedence relationships, skill requirements and teaming. In this paper, we
have generated large scale technician and task scheduling problems (created
under the ROADEF 2007 challenge problem definition) and evaluated our intel-
ligent decision heuristic and greedy heuristic on the data.

This paper is structured as follows; Sect. 2 presents the mathematical for-
mulation of the ROADEF 2007 challenge problem. Section 3 describes the large
scale technician and task scheduling problem datasets that have been gener-
ated. Section 4 describes the two heuristics, an intelligent decision heuristic and
a greedy randomized heuristic, that have been used to test the large scale data
instances. Section 5 presents the experimental results and Sect. 6 discusses the
performance of the intelligent decision and greedy heuristic. Lastly, Sect. 7 iden-
tifies areas for further research.

2 ROADEF 2007 Challenge Mathematical Formulation

The aim of the ROADEF 2007 challenge problem is to construct a set of teams
to service a set of jobs over a scheduling horizon K = [1...k]. Each job i belonging
to set N has certain properties, a priority level p where p ∈ [1...4], an execution
time di, a domain skill requirement matrix si

δα (where δ is the domain and α is
the skill level), an outsourcing cost ci and a set of successor jobs σi. The set of
teams is denoted by M = [1...m], which are made up of technicians T = [1...t].
The objective function set in the challenge is shown in Eq. (1). The objective
function is a weighted sum of the latest ending times, ep, of each priority group
where wp = [28, 14, 4, 1] for p = [1, 2, 3, 4].

Minimize
4∑

p=1

wp ∗ ep (1)

The start times of jobs are denoted as bi. Equation (2) ensures that the latest
ending time for each priority group, p ∈ [1...3], must be greater than, or equal
to, the start time of every job plus the duration of the job.

ep ≥ bi + di ∀p ∈ 1, 2, 3, i ∈ Np (2)

In addition, Eq. (3) ensures the latest ending time overall e4, is greater than, or
equal to, the start time of every job plus the duration of every job belonging to
the entire set of jobs.

e4 ≥ bi + di ∀, i ∈ N (3)

Let xt,k,m = 1 if technician t belongs to team m on day k. Equation (4) guaran-
tees that if a technician is available to work i.e. belongs to the set Tk, then the
technician may only be a member of one team that day.

∑

m∈M

xt,k,m ≤ 1 ∀k ∈ K, t ∈ Tk (4)
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Conversely, Eq. (5) confirms if a technician may not work i.e. does not belong to
the set Tk, then the technician is not a member of any team on that day.

∑

m∈M

xt,k,m = 0 ∀k ∈ K, t /∈ Tk (5)

Let yi,k,m = 1 if job i is assigned to team m on day k. Equation (6) states that
every job belonging to the set of jobs N , must be either outsourced, zi = 1, or
scheduled during the scheduling horizon.

zi +
∑

k∈K

∑

m∈M

yi,k,m = 1 ∀i ∈ N (6)

Equation (7) ensures that if a team is assigned a job i.e. yi,k,m = 1, then the col-
lective skill levels of the team are greater than or equal to the skill requirements
needed to complete the job.

yi,k,m ∗ si
δα ≤

∑

t∈Tk

vt
δα ∗ xt,k,m ∀i ∈ N, k ∈ K,m ∈ M,α ∈ A, δ ∈ D (7)

Equation (8) deals with the precedence relationships between jobs, so that if job
i′ is a successor of job i, i.e. belongs to the set σi, i′ may not begin until i has
been completed.

bi + di ≤ b′
i ∀i ∈ N, i′ ∈ σi (8)

Equations (9) and (10) deal with the working hours of the day. Equation (9)
ensures that if a job is scheduled to begin on day k, then the start time of the
job is greater than or equal to the beginning of that day. Equation (10) states that
if a job is scheduled to be completed on day k then the job must be completed
before the working day ends.

120(k − 1) ∗
∑

m∈M

yi,k,m ≤ bi ∀i ∈ N, k ∈ K (9)

120(k) ∗
∑

m∈M

yi,k,m ≥ bi + di ∀i ∈ N, k ∈ K (10)

Let ui,i′ = 1 if jobs i and i′ are assigned to the same team on the same day and
i′ begins after i is completed. Equation (11) ensures time continuity, if two jobs
happen sequentially then the end time of job i is less than or equal to the start
time of the job i′. Here, G is a large number to satisfy the constraint when jobs
do not happen sequentially.

bi + di − G(1 − ui,i′) ≤ b′
i ∀i, i′ ∈ N, i �= i′ (11)

Equation (12) helps with the ordering of jobs. If two jobs happen sequentially
then they must both be allocated to the same team and one must be scheduled
before the other.

yi,k,m + yi′,k,m − ui,i′ − ui′,i ≤ 1 ∀i, i′ ∈ Ni �= i′, k ∈ K,m ∈ M (12)



Applying the Intelligent Decision Heuristic 75

In some problem instances of the ROADEF 2007 challenge problem there is an
outsourcing budget available, C. Jobs that are outsourced do not contribute
to the objective function, therefore utilization of this budget is important. Let
zi = 1 if job i is outsourced. Equation (13) ensures that the outsourcing budget
is not exceeded. ∑

zi ∗ ci ≤ C ∀i ∈ N (13)

The set of jobs that are outsourced must adhere to precedence constraints, so if
a job is outsourced then so are all successor tasks, Eq. (14).

|σi| ∗ zi ≤
∑

i∈σi

z′
i ∀i ∈ Nσ (14)

Equations (15)–(18) show that variables; xt,k,m, yi,k,m, ui,i′ and zi are binary.

xt,k,m = [0, 1] ∀k ∈ K,m ∈ M, t ∈ T (15)

yi,k,m = [0, 1] ∀k ∈ K,m ∈ M, i ∈ N (16)

ui,i′ = [0, 1] ∀i, i′ ∈ N, i �= i′ (17)

zi = [0, 1] ∀i ∈ N (18)

Lastly, Equations (19) and (20) show that the start and end times of jobs are
non-negative.

ep ≥ 0 ∀i ∈ Np (19)

bi ≥ 0 ∀i ∈ N (20)

3 Large Scale Technician and Task Scheduling Problem
Instances

Table 1 shows the large scale technician and task scheduling problems that have
been designed for this research. To our knowledge, there is only one piece of
research that generated technician and task scheduling problem datasets inde-
pendently, this was [12]. Two other works we are aware of extended existing
vehicle routing datasets, [11] and [13], by concatenating skill requirements from
other scheduling problems or generating them randomly.

The datasets created in this research are novel, they involve solving a multi-
period scheduling problem, with an outsourcing budget, respecting unavailability
of resources and teaming. Column one shows the name of each dataset created,
column two (Jobs) shows the number of jobs to be scheduled, column three
(Techs) displays the number of available technicians and column four (Budget)
displays the outsourcing budget available. Lastly, columns five and six (Domains
and Levels) show the number of domains and levels.

There are twelve data instances that range from 1000 to 2500 jobs. These
new datasets can be split into four groups; L1–L3, L4–L6, L7–L9 and L10–L12.
Each group of data contains the same set of jobs to be scheduled, but contains
a varying number of available technicians.
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Table 1. Large scale technician and task scheduling problem instances

Dataset Jobs Techs Budget Domains Levels

L1 1000 25 500 3 3

L2 1000 50 500 3 3

L3 1000 100 500 3 3

L4 1500 25 1000 4 4

L5 1500 50 1000 4 4

L6 1500 100 1000 4 4

L7 2000 25 1500 3 3

L8 2000 50 1500 3 3

L9 2000 100 1500 3 3

L10 2500 25 2000 4 4

L11 2500 50 2000 4 4

L12 2500 100 2000 4 4

3.1 Generating Large Scale Instances

Each data instance was made up of three files, an instance file, a technician
file, and a job file. Firstly, the instance file was generated which contains the
number of jobs, technicians, domains, levels and outsourcing budget. Next the
set of technicians can be created. Each technician is randomly given a level of
expertise in each of the domains and assigned days off within the scheduling
horizon. Lastly, the job file is created. Each job is randomly assigned a duration,
an outsourcing cost and a priority level. However, the jobs also have two other
important attributes, domain skill requirements and precedence and successor
relationships.

Generating Job Durations. In the ROADEF 2007 challenge problem the
length of a working day is limited to 120 time units. In the original problem
instances, the job durations ranged from 15 time units to 120 time units, in 15
time unit intervals. Therefore, the job durations in the new datasets have been
randomly assigned to be of a length that is a multiple of 15 time units and not
greater than 120 time units.

Generating Skill Domain Requirements. The total number of technicians
skilled in each domain skill level is recorded. When it comes to generating the skill
domain requirements of a job, for the first level in each domain a random number
is selected from 0 to the maximum number of technicians who possess this area of
expertise. For each subsequent level of expertise in a domain a random number is
selected between 0 and the previous required level of expertise. This is to ensure
that skill levels are hierarchical i.e. if four technicians are required to be skilled
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in domain 2 to level 3, then the next level, i.e. domain 2 level 4 must require
four or fewer technicians.

Generating Precedence and Successor Relationships. Generating prece-
dence and successor relationships between jobs was a complex task. In the
ROADEF 2007 challenge problem, there were multi layered precedence and suc-
cessor relationships that contained many layers and many jobs. In order to gen-
erate these types of constraints an algorithm had to be designed.

This algorithm randomly selected a set of jobs, and ordered them in terms
of their priority levels in descending order of importance. This is to ensure that
jobs of priority group p are dependent on jobs that are priority p or higher, as
this is the way the objective function is calculated, a weighted sum of priority
end times.

The algorithm then iterates through the list of priority ordered jobs selecting
a random number of jobs for each layer of the relationship tree. Next, each job
is assigned to its layer. The algorithm then iterates through each job in the tree
ensuring each job has at least one connection to another layer; either upwards
(successor) or downwards (precedence).

As this algorithm has a random nature the following relationship trees, as
shown in Fig. 1, have been created using the same set of jobs. In Fig. 1a the
relationship tree has four layers. On the first layer are jobs 1 and 2, on the
second, job 3 (which is a successor of jobs 1 and 2), the third layer contains jobs
4 and 5 (which are successors of job 3), and lastly, on the fourth layer, jobs 6
and 7 (both dependent on job 4, and one dependent on job 5).

Fig. 1. Example of the dynamic precedence and successor relationship trees
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In Fig. 1b, the relationship tree has 5 layers, with one initial job node and
one end job node. This figure depicts that jobs can be a member of the rela-
tionship tree without having to have both a successor and predecessor (jobs 3
and 6), reiterating the complexity of job relationships within the ROADEF 2007
challenge problem framework.

4 Heuristic Approaches

4.1 Intelligent Decision Heuristic

The intelligent decision heuristic considers multiple scenarios before making a
job allocation decision [10]. Given a set of jobs, the heuristic checks to see if a
dummy team could be made for each job. Each dummy team is then checked to
see which further job allocations could be made. Each scenario is then scored
for skill utilization of the team and the utilisation of available time. The highest
scoring scenario is selected and the job allocations are made.

4.2 Greedy Heuristic

In order to benchmark the intelligent decision heuristic we will also implement
a greedy heuristic on the large scale technician and task scheduling problem
instances. The greedy heuristic does not include the intelligent step that checks
the implications of an allocation decision. The greedy heuristic selects a single
job randomly, creates a team and then makes further allocation decisions based
on the skill waste of the team.

5 Experimental Results

Under the competition rules of the ROADEF 2007 challenge, each run of the
heuristic is allowed a 20 min computational time limit and so in this work, we
have used a 20 min run time. The heuristics were programmed in Java and tested
on an HP Z210 Workstation, with an i7-2600 CPU with 3.4 GHZ with 12GB of
RAM. Table 2 presents the best result obtained over five runs for each heuristic.
In column two the results of the intelligent decision heuristic are displayed, in
column three the best result obtained for the greedy heuristic is shown and in
column four (% Gap) the percentage gap between the results of the intelligent
decision and greedy heuristic are displayed.

6 Discussion

The previous section shows the results obtained for each heuristic approach on
the large scale technician and task scheduling problem instances. It is shown
that overall the ID heuristic outperforms the greedy heuristic in all problem
instances.
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Table 2. Experimental results for the large scale problem instances

Dataset ID Greedy % Gap

L1 192810 203850 5.7

L2 97725 103440 5.8

L3 48330 50700 4.9

L4 296940 315210 6.2

L5 147480 156960 6.4

L6 76110 80880 6.3

L7 420660 445335 5.8

L8 198900 207405 4.3

L9 97080 102870 6

L10 574465 607890 5.8

L11 280260 290745 3.7

L12 140970 144840 2.7

Average 214311 225844 5.3

Also as the number of technicians available increases, the gap in solution
quality generally decreases. This can be expected, because as the number of
available technicians on each day increases, there are fewer shortages of skills,
and therefore less consideration can be made for team configurations.

Overall the intelligent decision heuristic finds a solution that is on average
5% better than the quality of solution found by the greedy heuristic. A saving
of 5% in personnel costs has the potential to save significant amounts of money
in large businesses.

This paper has demonstrated that although the ID heuristic is far more com-
putationally expensive than the greedy heuristic, it can produce better quality
results in the same computational time limit. The research has shown that the
ID heuristic is both a robust and scalable approach to solving technician and
task scheduling problems within strict computational time limits.

7 Conclusion

This paper has shown the benefits of finding efficient ways to solve large scale
technician and task scheduling problems in time constrained conditions. In these
large scale problems, finding a better quality solution of even 1% can result in
large financial savings.

Our contributions to the field are; (i) a methodology for creating techni-
cian and task scheduling problem instances, (ii) twelve new large scale techni-
cian and task scheduling problems available at https://akhalfay.wordpress.com/
large-scale-ttsps/, and (iii) a comparative analysis of the greedy heuristic and the
intelligent decision heuristic. It is hoped that other researchers will also evaluate
their algorithms on these datasets.

https://akhalfay.wordpress.com/large-scale-ttsps/
https://akhalfay.wordpress.com/large-scale-ttsps/
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Future work will explore related large scale technician and task scheduling
problems, that contain the complexity of routing or time windows in which a
customer must be visited.
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Abstract. In the problem of aggregation of rankings or preferences of several
agents, there is a well-known result that reasonable social ranking is not strategy-
proof. In other words, there are some situations when at least one agent can submit
insincere ranking and change the final result in a way beneficial to him. We call
this situation manipulable and using computer modelling we study 10 majority
relation-based collective decision rules and compare them by their degree of
manipulability, i.e. by the share of the situation in which manipulation is possible.
We found that there is no rule that is best for all possible cases but some rules
like Fishburn rule, Minimal undominated set and Uncovered set II are among the
least manipulable ones.

Keywords: Manipulation · Voting rules · Extended preferences

1 Introduction

Constructing an intelligent decision system in almost any area assumes that we need to
take into account preferences of individual agents. As a result, any agent may influence
the final choice by submitting insincere preferences in the system. For the situation when
there are at least three alternatives and we need to choose exactly one, every non-dicta‐
torial collective decision rule is individually manipulable [7, 15]. Then an interesting
question arises: if we know that every rule is manipulable, how can we find the least
manipulable one? This question initiated a lot of papers studying to which extent known
rules are manipulable. The non-exahustive list of papers is [3, 4, 6, 11, 13, 16]. Similar
question was considered in [5, 8, 9, 12, 14, 17].

The main problem with the analysis of the real collective decision rules is the possi‐
bility of ties: situations when the rule cannot decide between several alternatives. All the
above papers use so called alphabetical tie-breaking rule, that is easy to implement but not
likely to be seen in real life. Aleskerov et al. [1, 2] studied general framework for posi‐
tional rules and showed that alphabetical tie-breaking crucially influences the estimated
results as well. In this paper we use the similar model as in [1, 2] but look at the majority
relation-based rules: set of rules based on pairwise comparison of the alternatives.
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The paper is organized as follows. In Sect. 2 we describe the model. In Sect. 3
decision rules are defined. In Sect. 4 computation scheme is defined. Section 5 discusses
the results. Section 6 concludes.

2 Model

We use a common notation - there is a set of m alternatives denoted as A, which consists
hereafter of either 3, 4 or 5 alternatives. There are n voters or agents, each of them has
a strict preference Pi which is a linear order (i.e. transitive, antisymmetric and connected
binary relation) over the set of alternatives A. All possible choices can be represented
as elements of the set  = 2A∖{∅}, i.e. as all possible non-empty subsets of the set of
alternatives.

A set of n agents each of them having a certain preference Pi represents a preference
profile P⃗. An aggregation procedure C is a mapping of a profile P⃗ to . In other words,
when we apply collective decision rule to a profile, we may confront a situation when
two or more alternatives are chosen. In order to deal with this situation we should define
preferences over the sets called extended preferences (EPi).

In this paper we use two types of preferences introduced in [1] and [10]: PWorst and
PBest.

PWorst is the ordering based on the probability of the worst alternatives under the
assumption of an absence of information about tie-breaking. We assign equal probabil‐
ities to all alternatives in one multi-valued choice. When we compare two different multi-
valued choices, the choice with lower probability of the worst alternative is more pref‐
erable. If these probabilities are the same then we look to the probability of second-worst
alternative, and so on. For 3 alternatives and alphabetical preferences,
EPPWorst

i
= {a} ≻ {a, b} ≻ {b} ≻ {a, b, c} ≻ {a, c} ≻ {b, c} ≻ {c}. PBest is similar, but

the ordering is based on the probability of the best alternatives (the higher it is the better
is the set). For 3 alternatives and alphabetical preferences,
EPPBest

i
= {a} ≻ {a, b} ≻ {a, c} ≻ {a, b, c} ≻ {b} ≻ {b, c} ≻ {c}.

The case of individual manipulability can be described as follows. Let
P⃗ = {P1, P2,…Pi,…Pn} be a profile of sincere preferences, and
P⃗−i = {P1, P2,…P

′

i
,…Pn} be a profile where agent i tries to manipulate by substituting

her sincere preference Pi by insincere preference P′
i
. Individual manipulation takes place

if C
(

P⃗−i

)
EPiC(P⃗), i.e. the choice after misrepresenting preferences is better than the

choice when manipulation does not hold.

3 The Rules

We consider 10 majority relation-based aggregation procedures. The majority relation
𝜇 is defined as a binary relation over the set of alternatives

x𝜇y ↔ card
{

i𝜖N |xPiy
}
> card

{
i𝜖N |yPix

}
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We will show how the rule works on a sample profile with 4 alternatives and 6 agents
(higher alternative is more preferable).

P1
a

b

c

d

P2
a

d

c

b

P3
a

c

d

b

P4
d

b

c

a

P5
d

b

c

a

P6
b

c

d

a

Let us construct the majority relation for this profile. The relation 𝜇 is defined as b𝜇c

and d𝜇b.
We use the following aggregation procedures. In the brackets we use short names

that later will be used in the results.

1. (Mds) Minimal dominant set. A set Q is called a dominant set, if each alternative in
Q dominates each alternative outside Q via majority relation. A dominant set is called
a minimal one if no its proper subsets are dominant. If there are more than one
minimal dominant set, the choice is comprised of the union of such minimal domi‐
nant sets. For the example profile, the minimal dominant set will be {a,b,c,d}.

2. (Mus) Minimal undominated set. A set Q is called an undominated set, if no alterna‐
tive outside Q dominates any alternative in Q via majority relation. An undominated set
is called a minimal one if none of its proper subsets is undominated set. If there are
more than one minimal undominated set, the choice is comprised of the union of such
minimal undominated sets. For the sample profile there are two minimal undominated
sets, {a} and {d}. Thus the choice is the union of them, i.e., {a,d}.

3. (Us1) Uncovered set I (version used in [3]). We define lower contour set of an alter‐
native x for majority relation 𝜇 as L(x) = {y ∈ A | x𝜇y}. For Uncovered set I we
define a new binary relation 𝛿 such that x𝛿y ↔ L(x) ⊃ L(y). Undominated alterna‐
tives on the relation 𝛿 are chosen. The lower contours for the sample profile are
L(a) = ∅, L(b) = {c}, L(c) = ∅, L(d) = {b, c}. Then the binary relation 𝛿 will include
the following pairs: b 𝛿 a, b 𝛿 c, d 𝛿 b, d 𝛿 a, d 𝛿 c and the choice will be {b,d}.

4. (Us2) Uncovered set II (version used in [3]). We define the upper contour set of an
alternative x for majority relation 𝜇 as D(x) = {y ∈ A | y𝜇x}. An alternative x is said
to B-dominate an alternative y, i.e. xBy if x𝜇y and D(x) ⊆ D(y). The result of Uncov‐
ered set II aggregation procedure is B-undominated alternatives. Since the upper
contours for our example are D(a) = ∅, D(b) = {d}, D(c) = {b, d}D(d) = ∅, then the
binary relation B will include a B b, a B c, d B b, d B c. Thus the choice will be {a,d}.

5. (R) Richelson’s rule. First, we construct the lower and upper contour sets for the
majority relation. Then, we construct a new binary relation 𝜎 such that Undominated

x𝜎y ↔ [L(x) ⊇ L(y) ∧ D(x) ⊆ D(y) ∧
([

L(x) ⊃ L(y)
]
∨
[
D(x) ⊂ D(y)

])
]

alternatives on the relation 𝜎 are chosen. In our example the binary relation 𝜎 consists
of the only pair d 𝜎 c. So, the choice will be {a,b,d}.
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6. (Mws) Minimal weakly stable set [3]. A set Q is called a weakly stable set if and
only if it satisfies the following property: if for x ∈ Q y𝜇x holds for some y, than
either y ∈ Q or ∃z ∈ Q s.t.z𝜇y. A weakly stable set is called a minimal one if no its
proper subsets are weakly stable sets. If there are more than one minimal weakly
stable set, the choice is comprised of the union of such minimal weakly stable sets.
The majority relation for the sample profile is b𝜇c and d𝜇b. The minimal weakly
stable sets are {a} and {d}. The resulting choice is the union of these sets {a,d}.

7. (F) Fishburn’s Rule. First we construct upper contour set D(x) for the majority
relation. Then, we construct a binary relation 𝛾 such that x𝛾y ↔ D(x) ⊂ D(y).
Undominated alternatives on the relation 𝛾 are chosen. For the sample profile the
upper contours of the alternatives are D(a) = ∅, D(b) = {d}, D(c) = {b, d},
D(d) = ∅. The binary relation 𝛾 consists of the following pairs:
a𝛾b, a𝛾c, d𝛾b, b𝛾c, d𝛾c. Thus, the choice will be {a,d}, since alternatives “a” and
“d” are undominated via 𝛾.

8. (C1) Copeland’s rule I [3]. First, we construct upper contour set D(x) and lower
contour set L(x) in majority relation. Then, we define a function u(x) such that
u(x) = card{L(x)} − card{D(x)}. The social choice is comprised of alternatives
with largest values of u(x). For our example the function u is equal to u(a) = u(b) = 0,
u(c) = −1, u(d) = 1. Thus the choice is {d}.

9. (C2) Copeland’s rule II [3]. Function u(x) is defined as a cardinality of lower contour
set in the majority relation for a given alternative x. The social choice is comprised
of the alternatives with the maximum values of u(x). For our example the function
u is equal to u(a) = u(c) = 0, u(b) = u(d) = 1. Thus the choice is {b,d}.

10. (C3) Copeland’s rule III [3]. Function u(x) is defined as a cardinality of upper
contour set in the majority relation for a given alternative x. The social choice is
comprised of the alternatives with the minimum values of u(x). Since the function
u for the sample example is u(a) = u(d) = 0, u(b) = u(c) = 1, then the choice is
{a,d}.

4 Computation Scheme

We estimate the degree of manipulability of 10 aggregation procedures defined above.
By the degree of manipulability we understand the share of all manipulable profiles. The
question is how we define the number of all possible profiles. There are two main
concepts: Impartial Culture (IC) and Impartial Anonymous Culture (IAC).

Under Impartial Culture it is assumed that all preferences and profiles have equal
probabilities. In terms of computations, it means that if we would like to generate one
profile, we need to generate s numbers from 1 to m!, where each number stands to a
permutation of m alternatives.

In Impartial Anonymous Culture model only anonymous profiles (called voting
situations) are considered. In other words, two profiles obtained one from another by
permutation of agents are not considered. Thus, the total number of profiles under IAC
is less than under IC. All voting situations are considered equally likely.
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In order to estimate the degree of manipulability we use the following measure
introduced by Nitzan [13] and Kelly [11]. For the case of Impartial Culture

NKIC =
d0

(m!)n
,

where d0 is the number of manipulable profiles, m! is the number of all possible prefer‐
ences (linear orders) on the set of alternatives, (m!)n is the number of all possible profiles.
In other words, NK index stands for the share of manipulable profiles out of all possible
profiles.

For the case of Impartial Anonymous Culture the formula is

NKIAC =
d0

Cn
(m!)n+n−1

It can be noticed that the main difference is in the denominator which stands for the
total number of profiles.

It is obvious that we cannot calculate NK-index directly. For this reason, we use
Monte-Carlo approach and generate 1 million profiles for each case.

To estimate the degree of manipulability of aggregation procedures, we need to
perform computer simulation. The scheme of computer simulation is the following

1. For each profile we determine whether it is manipulable. By definition, a profile is
manipulable if there is at least one agent, which can manipulate. Whether a profile
is manipulable is checked as follows:
(a) Consider each (out of n) agent,
(b) For each agent generate m! − 1 manipulations attempts (i.e. all possible ways

of misrepresenting preferences),
(c) For each manipulation attempt calculate social choices before and after a

manipulation attempt. If the choice after manipulation attempt is better than the
choice without a manipulation attempt, mark the profile as manipulable,

2. Calculate NK index by dividing the number of manipulable profiles by the total
number of generated profiles (i.e. 1,000,000).

5 Results

We obtained the results for 10 aggregation procedures for 3, 4 and 5 alternatives for
Impartial Culture and Impartial Anonymous Culture. At the Figs. 1 and 2 the results for
five rules for 3 alternatives and even number of agents are given. At the Fig. 3 the results
for odd number of agents are given.
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Fig. 1. NK index for PBest extension, 3 alternatives and even number of agents. Impartial Culture
(left), Impartial Anonymous Culture (right)
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Fig. 2. NK index for PWorst extension, 3 alternatives and even number of agents. Impartial
Culture (left), Impartial Anonymous Culture (right)
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Fig. 3. NK index for 3 alternatives and odd number of agents. All rules give the same degree of
manipulation for specific extension and probabilistic model

We decided to separate odd and even number of agents in order to have more repre‐
sentable results. For odd number of agents majority relation graph is always complete
since all alternatives can be compared. Moreover for 3 alternative case all rules coincide
for odd number of agents that can be seen from Fig. 3. That happens because there are
just two possible different graphs of majority relation for 3 alternatives: a𝜇b, a𝜇c, b𝜇c

and a𝜇b, c𝜇a, b𝜇c. We mean that they are different in terms of ordering of alternatives,
not their names, since all the rules under study are neutral – they are not influenced by
the names of alternatives. The former type of graph has one alternative that is not domi‐
nated by any other, while latter type has cycle – all alternative dominate each other. For
even number of agents we have 5 groups of rules since Us1, R and C2 coincide as well
as Mus, Mws, F, C3.

From Figs. 1 and 2 we observe that the degree of manipulability decreases for all
rules with the number of agents increases, but the velocity is different. Thus, if some
rule is the least manipulable for small number of agents, it may not be the same for larger
number (see for example, Us2). Under IAC degree of manipulability is generally lower,
but the ordering of the rules is almost the same. At the same time extension axiom
influence the ordering. From Fig. 3 we can see that influence of extension axiom is almost
negligible for large number of agents and IAC.

We can summarize the results in the following tables where the names of the least
manipulable rules are given. Since our computation scheme gives us about 0.001 error
in estimation (95% confidence interval) in the table we name the rule which have the
lowest Nitzan-Kelly index and all rules in 0.001 interval of it. Since as we explained
above for the case of 3 alternatives all rules gives the same manipulability in Table 1
only results for even number of voters are given.
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Table 1. Least manipulable rules for 3 alternatives. Note: MMF – Mus, Mws and F

Agents 4 6 8 10 even
IC-PWorst3 MMF, C3,

Us2
Us2 Us2 MMF, C3 MMF, C3

IC-PBest3 Us2 Us2 Us2 Us2 MMF, C3
IAC-PWorst3 MMF, C3,

Us2
MMF, C3 MMF, C3 MMF, C3 MMF, C3

IAC-PBest3 MMF, C3,
Us2

MMF, C3 MMF, C3 MMF, C3 MMF, C3

While we observe from figures differences in Nitzan-Kelly indices, from tables we
can see that there is almost no difference between probabilistic models if we look for
names of least manipulable rules in each case. It can be seen from Tables 2 and 3, that
IC-PWorst4 coincide with IAC-PWorst4, the same for PBest. For the case of 5 alterna‐
tives and IAC-PWorst5, more rules lie in the confidence interval of the least manipulable
rule.

Table 2. Least manipulable rules for 4 alternatives. Note: FUUR – F, Us1, Us2 and R; MMF –
Mus, Mws and F; MMM – Mds, Mus, Mws

Agents 3 4 5 6 7 8 9 10
IC-PWorst4 MMM,

FUUR
MMF,
C3

MMM,
FUUR

MMF,
C3

MMM,
FUUR

MMF MMM,
FUUR

MMF

IC-PBest4 FUUR Us2 FUUR Us2 FUUR Us2 FUUR Us2
IAC-PWorst4 MMM,

FUUR
MMF,
C3

MMM,
FUUR

MMF,
C3

MMM,
FUUR

MMF MMM,
FUUR

MMF

IAC-PBest4 FUUR Us2 FUUR Us2 FUUR Us2 FUUR Us2

Table 3. Least manipulable rules for 5 alternatives. Note: FUUR – F, Us1, Us2 and R; MMF –
Mus, Mws and F; MMM – Mds, Mus, Mws

Agents 3 4 5 6 7 8 9 10
IC-PWorst5 MMM,

FUUR
MMF,
C3

MMM,
FUUR

Mus, F MMM,
FUUR

MMF MMM,
FUUR

Mus,
Mws

IC-PBest5 FUUR Us2 FUUR Us2 FUUR Us2 FUUR Us2
IAC-PWorst5 MMM,

FUUR
MMF,
C3

MMM,
FUUR

MMF,
C3

MMM,
FUUR

MMF,
C3

MMM,
FUUR

MMF

IAC-PBest5 FUUR Us2 FUUR Us2 FUUR Us2 FUUR Us2

For 4 and 5 alternatives that for the case of odd number of agents some rules still
coincide, but results now depend on the extension axiom and only 4 or 7 rules out of 10
are least manipulable ones. For even number of agents results are more specific: Us2,
Mus and F are among the least manipulable ones, for some cases Mws and C3 are also
in this list. If we take to the account even and odd number of alternatives we can see,
that for PWorst extension F and Mus are the least manipulable for 3 to 10 agents, while
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for PBest extension Us2 is the least manipulable rule. At the same time, when number
of agents is high enough situation changes. We see from figures different velocity of
manipulability of rules when number of agents goes up for the case of 3 alternatives.
The same situation holds for the case of 4 and 5 alternatives. For example, for 4 alter‐
natives and 100 voters, IC and PBest extension, Us2 is no longer least manipulable rule
while Mus is.

6 Conclusions

Shortly the results can be summarized as follows:

1. The values of NK index are different for even and odd numbers of agents. Main
reason for that is the different nature of majority matrices for the two scenarios. For
the case of odd number of agents, the majority matrix will have connection either
way between each pair of alternatives. For the case of even number of agents, there
can be some ties in the majority relation, i.e. incomparable pairs of alternatives.

2. For some aggregation procedures this difference can be relatively large. For example,
for the Richelson rule NK-index for 23 agents is equal to 0.077, while for 24 agents
it is equal to 0.347. This is more than 4 times difference.

3. The values of NK index decrease with growing number of agents. It means that for
larger numbers of agents situations when one agent can influence the collective
choice are less probable.

4. There is no rule that is least manipulable for any number of voters and any extension
method. For example, for small number of voters and PBest extension Uncovered
set II is the least manipulable rule, but for 15 and more agents this rule is not among
the least manipulable ones.

5. When there are more than 20 voters the least manipulable aggregation procedures
are Fishburn rule, Minimal undominated set and Minimal Weakly stable set. They
show very similar results.
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Abstract. Integrated machine learning is understood as integration of the data
reduction with the learning process. Such integration allows to introduce adap‐
tation mechanisms within the learning process by modification of the data with a
view to finding its better representation from the point of view of the learning
performance criterion. Data modification can be carried out through data reduc‐
tion in both dimensions, i.e. the feature and the instance ones producing the set
of prototypes. Currently, data reduction has become a crucial technique for big
data analysis and improvement of the machine learning process results. In this
paper the stacking technique has been proposed for improving the process of the
integrated machine classification and to assure diversification among prototypes.
To validate the proposed approach we have carried-out computational experi‐
ment. The paper includes the description of the approach and the discussion of
the validating experiment results.

Keywords: Classification · Learning from data · Data reduction · Prototype
selection · Stacked generalization

1 Introduction

The paper focuses on the problem of the integrated machine classification. The inte‐
grated machine classification is understood as integration of the two main knowledge
discovery stages, i.e. data pre-processing and data mining.

Classification is one of the typical data mining tasks. Its main goal is to predict
unknown objects or concepts. Classification requires finding the model (or function) that
describes and distinguishes data, classes or concepts. The model is called a classifier.
The process of finding the classification model is called learning process or classifier
learning and it can be used to predict classes of objects whose class labels are unknown
[10]. So, the derived model is based on the analysis of the set of training data (i.e., data
objects whose class label is known). Data pre-processing comprises data collecting, data
integration, data transformation, data cleaning, and data reduction.

Integration of both important stages of the knowledge discovery process, i.e. data
pre-processing with data mining, has been recognized as an important step towards
improving quality of machine learning tools. It was already proposed in earlier papers
of authors [10]. Such integration allows to introduce adaptation mechanisms within the
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learning process by modification of the data with a view to finding its better represen‐
tation from the point of view of the learning performance criterion. Introducing the
proposed adaptation mechanisms exemplifies the idea of learning classifier systems
introduced by [15, 24, 3].

Data modification can be carried out by data reduction. Data reduction carried-out
without losing extractable information is considered as an important approach to
increasing effectiveness of the learning process when the available data sets are large
[17]. Data reduction is perhaps the most critical component in retrieving information
from big data (i.e., petascale-sized data) in many data-mining processes [27]. Data
reduction is carried out by selection of relevant information and construction of proto‐
types. It is an effective approach for analyzing complex high dimensional data and allows
efficient implementation of the classification and decision algorithms.

On the modelling side, an effective approach to substantially increase accuracy of
the machine learning is to use the concept of the classifier ensemble also known as the
multiple model technique. Multiple model techniques have proven useful in substan‐
tially increasing quality of the results produced by the machine learning models and
tools. These techniques integrate a number of learning models into a single machine
learning system. In case of the classification task such system is called an ensemble of
classifiers or a combined classification system. It has been shown that machine learning
systems using the multiple learning models offer practical and effective solutions to
different classification problems [22]. Integration of the multiple learning models aims
at achieving better accuracy of the resulting system [14]. Main strategy for the classifier
ensemble construction is to combine outputs of the different classification models,
known as base classifiers, such that their combination outperforms each of the single
classifiers.

Techniques for assuring diversification among base classifiers include using different
learning algorithms or using different subsets of the original dataset. One of such tech‐
niques is stacked generalization or stacking. In stacking diversity of the ensemble is
achieved by generating base learners using different training parameters, including
different training sets.

The paper extends earlier research results, where the integrated data reduction with
learning classifiers was considered [10], and data reduction, through instance selection,
and stacked generalization for learning from examples were investigated [7, 9]. In [7, 9]
two different approaches were considered for instance selection.

The proposed approach focuses on the adaptive and integrated machine classification
based on data reduction, where the stacking has been applied for improving the learning
from examples process. Diversified base classifiers are trained using prototypes selected
from clusters produced by the kernel-based fuzzy clustering algorithm, i.e. in the process
of data reduction. To validate the approach, an extensive computational experiment has
been carried out using several benchmark datasets from UCI repository [1]. The paper
includes the description of the approach and the discussion of the validating experiment
results.

The paper is organized as follows. In Sect. 2 the problem of integrated learning from
example with data reduction is described. This section also contains a short review of
current instance reduction techniques. Section 3 includes brief description of the stacked
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generalization. Section 4 provides a detailed description of the proposed approach.
Section 5 discusses computational experiment plan and results. Finally, the last section
contains conclusions and suggestions for future research.

2 Integrated Machine Classification and Data Reduction

The process of finding the classification model is called the learning process or the
classifier learning [10]. Formally, the learner outputs a classifier h∈H, called the
hypothesis, that has been induced based on the set D, where H is the hypothesis space,
i.e. a set of all possible hypotheses that a learner can draw on in order to construct the
classifier. Thus, a learning algorithm outputs an element h∈H. The hypothesis may be
viewed as a logical predicate that may be true or false with respect to the considered
data, or a function that maps examples into, for example, category (data class) space [10].

The problem of learning from examples can be defined as follows: The goal of
learning from examples is to find a hypothesis h = L(D) assuring a good approximation
of the target concept, and where the hypothesis is optimal with respect to some perform‐
ance criterion F, and where D is a non-empty dataset of examples x, each x is described
by a fixed set of attributes (features), A={a1,a2,…,am}, and h is a classifier belonging to
a set of hypotheses H and induced by the learning algorithm L. In the end, the learning
task takes the following form:

h = arg max
h∈H

f (h). (1)

Finally, the role of the classification model (classifier) is to predict the class of the
object whose labels are unknown. If for given x∈D, h(x) = d(x) then h makes a correct
decision with respect to x (where d is a function, such that d(x) is the value of decision
class for the example x).

Integrated adaptive classifiers should possess two important features:

– Integration, at least partial, of the data reduction and the data mining stages.
– The existence of a positive feedback whereby more effective data reduction leads to

higher classification accuracy, and in return, higher classification accuracy results in
even more effective data reduction.

In Fig. 1 the idea of integrated approach to constructing machine classifiers is shown.
From the technical point of view, the introduction of the integrated and adaptive learning
means, that some processes within the pre-processing stage, like instance selection and/
or attribute selection can be integrated with the construction of the classifier, which
allows for introducing the adaptability of the approximation space. Thus, the machine
learning problem can be formulated as follows: construct hypothesis performing best
from the point of view of the performance criterion by finding the representation of the
approximation space and, at the same time, deciding on the classifier features.
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Fig. 1. Integrated and adaptive approach to constructing machine classifiers

Thus, when we assume that the goal of learning from examples is to find a hypothesis
h that is a good approximation of the target concept and where the learner used to produce
h requires setting of some parameters decisive from the point of view of its performance.
Let the set of parameters g describe the way the training set should be transformed. Thus,
it can be said that the goal of learning from examples is to find the hypothesis h = L(D,g)
where parameters g affect the learning process and influence the performance measure f.
In such case the learning task takes the following form:

h = arg max
h∈H,g∈G

f (h = L(D, g)), (2)

where G is the parameter space. Thus, the learning process is realized in the hypothesis
space H and the parameter space G. From the implementation point of view, it means that
instances and features are selected iteratively while constructing the classifier.

Considering to apply data reduction techniques aiming at reinforcement of the
learning process, one expects that classifier built on the reduced dataset is better or at
least not worse than a classifier induced using the original dataset [12]. In other words,
data reduction is especially useful to boost up effectiveness of the machine learning
process, especially when the processed datasets are large [4, 5]. A small set of instances
called prototypes, selected from an original and large dataset, can assure construction
of the classification model superior to one constructed using the whole original and large
dataset. Besides, data reduction is the best way to avoid working on the whole original
dataset all time [29]. On the other hand, removing some instances from the training set
diminishes time and memory complexity of the learning process [23, 25].

Thus, the problem of data reduction is to find the optimal prototype dataset, Sopt, as
a subset of the original non-reduced dataset D, ensuring maximum value of the perform‐
ance criterion or criteria of the learning algorithm L.

In this paper it is assumed that the data reduction is carried out in both dimensions.
Thus the optimal prototype dataset, Sopt, is a subset of the dataset D, where each example
is described by a set of A’⊂A. With respect to the problem of learning from data, when
data reduction process is carried out, the task of learner L is to output the hypothesis h∈H
that optimizes performance criterion F using dataset S which is a subset of the set D,
such that |S| < |D| (ideally S = Sopt), where each example x∈S is described by a set A’,
where |A’| < |A|. With regard to formula (2), instances and features which finally are
used in the learning process are described by the set g. From mathematical point of view,
it can be written that g is a vector of data transformation.
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3 Stacked Generalization

Stacking, introduced by Wolpert in [26], has been proposed as a technique for increasing
accuracy of the machine classification. Wolpert in [26] defines the stacked generalization
as a way of combining multiple models that have been learned for a classification task.
The stacking produces an ensemble of classifiers in which each base classifier is built
using different training parameters, and in the next step the outputs of the base classifiers
can be combined using selected schemas.

In the standard stacking algorithm q different subsets of the training data set are
created using stratified sampling with replacement. The subsets are generated assuring
relative proportion of the different classes as in the original dataset. Subsets of the
training set, without one of them are used to induce base classifiers. Base classifiers
induced on q-1 training sets are called the level-0 models. Next, the level-0 models
produce vector of predictions that form the input to the level-1 model, which in turn,
predicts class label for new instances with unknown class labels. At the level-1 the
omitted set at the level-0 is the test for the respective iteration. The process is repeated
q times following the pattern of the q-fold cross-validation procedure. In such approach
a meta classifier in term of relative weights for each level-0 classifier is induced by
assigning weights to classifiers, proportionally to their performance.

Based on assumptions for the standard approach, the stacking works as follows:
Suppose that there are q different learners L1,…,Lq and q different training sets – D1,
…,Dq, where D = D1∪D2 …∪Dq,. It is also assumed, that each learner induced from
training sets D1,…,Dq respectively, outputs hypotheses h1,…,hq, where q is the number
of base classifiers and ∀hi:i=1,…,q∈H. The goal of stacking is to learn a good combined
classifier h such that the final classification will be computed from h1(x),…,hq(x) as
shown in the Eq. (3):

h = arg max
hi∈H

q∑

i=1

wi f (hi), (3)

where w represents respective weights.
Different modifications of the standard approach are possible. There are several

studies where different stacking variants have been proposed and investigated. A broad
overview of the stacking is presented in [26]. In this paper the stacking technique
proposed by Skalak in [21] is used. We select a few prototypes per class as the level-0
classifiers, and next use their outputs at the level-1 for generating the meta-classifier.

We also suggest the procedure of selecting prototypes, through instance and feature
selection carried out simultaneously in parallel, within the integrated machine classifi‐
cation scheme as described in Sect. 2. The stacking technique is proposed for improving
of the process of the integrated machine classification and to assure diversification
among prototypes. Stacking technique generates a set of different base classifiers
induced using different training sets. A diversity of the ensemble is achieved by gener‐
ating base learners using different training parameters, including different training sets.
In our case, the final classification will be computed in the following way:
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h = arg max
hi∈H,gi∈G

q∑

i=1

wi f (hi = L(D, gi)), (4)

where gi,…,gq are vectors of data transformation, respectively, for D1,…,Dq,

4 Integrated Machine Classification and Stacking Ensemble
Learning

This paper deals with the problem of integrated machine learning using prototypes
produced in the process of data reduction. Data reduction is the computationally difficult
combinatorial optimization problem. Hence, the approximate algorithms seem to be a
most effective way of solving it. In our case it is the metaheuristic known as the agent-
based population learning algorithm [2].

The discussed approach is based on selection of prototypes from clusters of instances.
That means that, at the first step (initial phase) of computations the algorithm constructs
clusters of instances. Next, from the clusters the prototypes are selected using the popu‐
lation-based search, and the searching process is carried out in two dimensions simul‐
taneously.

At the initial phase to produce clusters the clustering procedure must be run. In this
paper we consider two procedures for clustering

– the first one is based on the similarity coefficient,
– the second is based on an applying the kernel-based C-means (KFCM) algorithm.

The procedure based on the similarity coefficient groups instances into clusters
according to their similarity coefficient calculated as in [9, 11]. Finally, each produced
cluster contains instances with identical similarity coefficients.

The implemented procedure for cluster initialization is based on the kernel-based C-
means (KFCM) algorithm. The clustering procedure based on KFCM) algorithm has
been implemented in previous works of authors (see, for example [11]) and the obtained
results show that the procedure assures good clustering quality as compared with other
clustering methods. Originally, the kernel-based fuzzy C-means was introduced to over‐
come noise and outliers sensitivity in fuzzy C-means [28] by transforming input data
into a higher dimensional kernel space via a non-linear mapping, which increases the
possibility of linear scalability of the instances in the kernel space and allows for fuzzy
C-means clustering in the feature space [18].

Finally, both clustering procedures produce clusters (subsets of the initial data set),
and next, as it has been mentioned, from obtained subsets, prototypes are selected.

In the presented approach the process of data reduction via prototype selection is
carried out under umbrella of the stacked generalization. Thus the described integrated
machine learning with data reduction is repeated q-times. In details, the training data set
is split into q training subsets. Next the q-1 subsets are used as the input data for the
agent-based population learning algorithm. The process is repeated q times and in each
iteration the representative set of the prototypes is selected and used to induce decision
tree implemented in this work as a base model. Each base model is evaluated using the
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subset omitted at the current iteration. It means that a pool of diverse decision trees is
obtained, and the ensemble of base classifiers is heterogeneous. Next, the ensemble is
used to predict class label of the newly coming examples. The pseudo-code of the
described process is shown below as Algorithm 1.

The functionality of the above described procedure based on implementation of the
agent-based population learning approach can be defined as the organized and incre‐
mental search for the best solution. The agent-based population learning algorithm,
where the specialized team of agents can work asynchronously and in parallel, selects
prototypes executing various improvement procedures and cooperating with a view to
solve the data reduction problem. Agents working in the A-Team achieve an implicit
cooperation by sharing the population of solutions, also called individuals, to the
problem to be solved. Generally, A-Team can be also defined as a set of agents and a
set of memories, forming a network in which every agent remains in a closed loop.
Agents cooperate to construct, find and improve solutions which are read from the shared
common memory. More information on the PLA and more details on implementation
of A-Teams can be found in [2].

The discussed approach is based on selection of prototypes from clusters of instances.
The approach generates the initial population, after the cluster initialization phase, and
potential solutions are constructed through randomly selecting exactly one single
instance from each of the considered clusters, and through randomly selecting the
number of features from the original feature set. Finally, a potential solution is formed
as a string of numbers representing the selected instances and the selected features.

A selection of the representation of instances through population-based search is
carried out by the team of optimizing agents. Each agent is the implementation of the
local search procedure and operates on individuals. The selection in the instance dimen‐
sion is carried out for each cluster and removal of the remaining instances constitute the
step of the data reduction in this case. The selection in the feature dimension is carried
out for all instances regardless which cluster they are belonging to. In other words, each
optimizing agent tries to improve quality of the received solutions by applying the
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implemented improvement procedure. An agent, after being supplied with an individual
to be improved, explores its neighborhood with the aim of finding a new, better solution
in this neighborhood.

Each individual representing a solution from the population of individuals is evalu‐
ated through calculating value of its fitness function. In the discussed case the evaluation
procedure involves estimation of the classification accuracy assuming that the classifier
is induced from the reduced dataset as indicated by the individual under consideration.

To obtain the solution of the data reduction problem several kinds of the optimization
agents carrying out different local search based optimization heuristics have been imple‐
mented. Among these procedures there are two simple greedy local searches, one
random search and the tabu search for instance and feature selection.

Optimization agents work in cycles. In response to the signal that an agent is ready
to undertake an improvement task, a solution is selected from the population and send
to this agent. After an attempted improvement a solution is returned and a new cycle
begins. Solutions to be forwarded for improvement are selected from the population in
accordance with the user defined working strategy specifying rules for selection and
replacement of individuals in the common memory.

5 Computational Experiment

This section contains results of the computational experiment carried out with a view to
evaluate the performance of the discussed approach, i.e. stacking-based integrated
machine learning with data reduction. The two versions of the stacking-based integrated
machine learning with data reduction considered in the paper are called respectively:
ABInDRkfStE (Agent-Based Integrated Data-Reduction based on the KFCM with the
Stacking Ensemble Learning) and ABInDRStE (Agent-Based Integrated Data-Reduc‐
tion based on the similarity coefficient with the Stacking Ensemble Learning).

In particular, the reported experiments aimed at comparing quality of the approach
and investigating influence of the clustering algorithms on classifier performance. The
experiment aimed also at evaluating whether the discussed approach produces, on
average, better results than results produced by its earlier versions proposed in:

– ABDRkfStE - Agent-Based Data-Reduction based on the KFCM with Stacking
Ensemble Learning and without feature selection - introduced in [9],

– ABDRStE - Agent-Based Data-Reduction based on the similarity coefficient with
Stacking Ensemble Learning and without feature selection - introduced in [7].

The reported experiment also includes results obtained by: ABIS (Agent-Based
Instance Selection) - proposed in [10], ABDRE (Agent-Based Data-Reduction with
Ensemble) with RM-RR (Random Move and Replace Randomly strategy) and ABDRE
with RM-RW (Random Move and Replaces First Worst strategy) - proposed in [6],
AdaBoost, Bagging and Random Subspace Method - for which the results have been
presented in [6].
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Evaluation of the proposed approach and performance comparisons are based on
solving several classification benchmark datasets obtained from the UCI Machine
Learning Repository [1] (see Table 1).

Table 1. Information about the datasets

Dataset Instances Attributes Classes Best reported results
classification accuracy

Heart 303 13 2 90.0% [3]
Diabetes 768 8 2 77.34% 16
Breast cancer 699 9 2 97.5% [1]
Australian credit 690 15 2 86.9% [1]
German credit 1000 20 2 77.47% [16]
Sonar 208 60 2 97.1% [1]
Shuttle 58000 9 7 95.6% [20]

The computational experiment was repeated several times. The number of stacking
folds has been set, respectively, from 3 to 10. Each benchmark problem has been solved
50 times. The experiment plan has involved 10 repetitions based on the 10-cross-vali‐
dation scheme. Finally, the reported values of the quality measure have been averaged
over all runs.

Table 2. Classification results (%) and comparison of different classifiers

Algorithm Heart Diabetes WBC ACredit GCredit Sonar Shuttle
ABInDRkfStE 93.01 80.71 98.08 92.04 78.45 90.57 98.41
ABInDRStE 92.87 79.84 98.13 91.89 80.24 91.15 98.73
ABDRkfStE 90.45 75.15 96.91 90.78 77.41 80.42 99.66
ABDRStE 92.12 79.12 96.91 91.45 80.21 85.63 98.75
ABDRERM-RR 92.84 80.4 96.4 90.8 78.2 83.4 97.51
ABDRERM-RW 90.84 78.07 97.6 89.45 76.28 81.75 97.74
ABIS 91.21 76.54 97.44 90.72 77.7 83.65 95.48
AdaBoost 82.23 73.55 63.09 91.05 73.01 86.09 96.13
Bagging 79.69 76.37 95.77 85.87 74.19 76.2 95.27
Random subspace
method

84.44 74.81 71.08 82.14 75.4 85.18 92.81

C 4.5 77.8 73 94.7 84.5 70.5 76.09 95.6
SVM 81.5 77 97.2 84.8 72.5 90.4* –
DROP 4 80.90 72.4 96.28 84.78 – 82.81 –

Source for ABDRERM-RR and ABDRERM-RW – [6]; Source for ABIS – [10]; C 4.5 – [6]; DROP 4 – [25]; * – [13]

The C4.5 algorithm has been applied to induce all of the base models for all ensemble
classifiers [19]. In each experiment and for each investigated A-Team parameters have
been set to values corresponding to those used in earlier experiments, for which results
have been presented in [7–9]. Thus the population size was set to 40. The searching for
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the best solution of each A-Team has been stopped either after 100 iterations or after
there has been no improvement of the current best solution for one minute of computa‐
tion. In case of the proposed algorithm the number of instance subsets has been set to
4. In case of Bagging and Random Subspace Method the size of bags has been set to
50% of the original training set. In case of ABDRE with RM-RR and ABDRE with RM-
RW the number of base models has been set to 40.

The experiment results obtained using the ABInDRkfStE and the ABInDRStE, as
averages values and the best values for different values of stacking folds are shown in
Table 2. Table 2 also shows results obtained by other ensemble classifiers, some example
non-ensemble classifiers, like for example C 4.5 (without data reduction and without
any other pre-processing actions), as well as the results of other data reduction algorithms
(i.e. DROP 4).

From Table 2 it is easy to observe that the stacking-based integrated machine learning
with data reduction increases accuracy of the classification as compared with cases when
classifier is induced using earlier versions of the proposed algorithms, other ensemble-
based algorithms and using a non-reduced dataset. The proposed approach outperforms
also the DROP technique and other methods, i.e. C4.5 and SVM. Thus, it can be noted
that the stacked generalization can be promising mechanism influencing the quality of
the classification system and providing a way for diversification of the learning models
based on the reduced data. When we compare results of the proposed approach with
respect to the clustering procedure used, it can be noticed that the similarity-based clus‐
tering assures better results.

6 Conclusions

The paper contributes through proposing a novel integrated approach to machine
learning from examples with data reduction and stacking, where data reduction is carried
out in two dimension, by instance and feature selection. Because, the clustering proce‐
dure is a crucial for the data reduction by the proposed algorithm, the paper also inves‐
tigates influence of the clustering procedure on the quality and performance of the
approach. The kernel-based fuzzy clustering algorithm and the procedure based on the
similarity coefficient have been used, and it can be observed, that selection of the clus‐
tering procedure can have an impact on the performance with more accurate results
produced by the second of the above discussed procedures.

Computational experiment results confirm, that the stacking method and data reduc‐
tion in both dimension assures generation of diversified heterogeneous members of the
ensemble, which are subsequently used for forming the meta-classifier.

Future research will aim at investigating influence of several independent factors on
the integrated machine learning with data reduction and based on stacking.
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Abstract. Due to the constant growth in online recruitment, job portals are
starting to receive thousands of resumes in diverse styles and formats from job
seekers who have different fields of expertise and specialize in various domains.
Accordingly, automatically extracting structured information from such resumes
is needed not only to support the automatic matching between candidate
resumes and their corresponding job offers, but also to efficiently route them to
their appropriate occupational categories to minimize the effort required for
managing and organizing them. As a result, instead of searching globally in the
entire space of resumes and job posts, resumes that fall under a certain occu-
pational category are only those that will be matched to their relevant job post.
In this research work, we present a hybrid approach that employs conceptual-
based classification of resumes and job postings and automatically ranks can-
didate resumes (that fall under each category) to their corresponding job offers.
In this context, we exploit an integrated knowledge base for carrying out the
classification task and experimentally demonstrate - using a real-world recruit-
ment dataset- achieving promising precision results compared to conventional
machine learning based resume classification approaches.

Keywords: Online recruitment � Concept-based classification � Job matching

1 Introduction

In recent years, online recruitment has expanded significantly [1, 2]. This expansion
has led to a continuous growth in the number of job portals and hiring agencies on the
Internet [3, 4]. It has also led to a constant increase in the number of job seekers
searching for new career opportunities [5, 6]. Accordingly, online job portals are
starting to receive thousands of resumes (in diverse styles and formats) from job
seekers who have different fields of expertise and specialize in different domains [7].
Several approaches have been proposed to support the automatic matching between
candidate resumes and their corresponding job offers [8–10]. Examples on these
approaches are automatic keyword-based resume matching techniques [8] machine
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leaning based approaches [9], and semantics-based techniques [10]. The main goal of
these approaches is achieving high precision ratios i.e. finding the best candidates for a
given job post ignoring the cost (run time complexity) of the matching process. Other
systems have attempted to reduce the cost issue by segmenting the content of both
resumes and job posts and finding matches between important segments in both instead
of matching between the content of the whole resumes and job posts. For instance, the
authors of [11, 12] propose using machine learning algorithms (Support vector
machines (SVM) [11] and Hidden Markov Model (HMM) [12]) to automatically
extract structured information from job posts and resumes by annotating the segments
of job posts and resumes with the appropriate features and topics. While the authors of
[8] use Natural Language Processing (NLP) techniques to implement the segmentation
and information extraction module. Although these approaches have proved to be more
efficient in carrying out the matching task [8], every newly obtained resume still needs
to be matched with all job offers in the corpus. To overcome this issue, other
researchers propose utilizing machine learning-based techniques to classify job posts
and resumes into occupational categories prior conducting the matching task [13].
However, as pointed in [2], these techniques suffer from low precision ratios and
produce high error rates. To address the issues associated with the previously high-
lighted techniques, we present a hybrid approach that employs conceptual-based
classification of resumes and job postings and automatically ranks candidate resumes
(that fall under each occupational category) to their corresponding job postings. We
summarize the contributions of our work as follows:

• Automatic Occupational Category based Classification of Resumes and Job
Postings.

• Employing a Section-based Segmentation heuristic by exploiting an integrated
occupational categories knowledge base.

The remainder of this paper is organized as follows. In Sect. 2, we introduce the
work related. Section 3 describes the overall architecture of the proposed system.
Experimental validation of the effectiveness and efficiency of the proposed system is
presented in Sect. 4. In Sect. 5, we discuss the conclusions and outline future work.

2 Related Work

Many techniques have been proposed to precisely match between candidate resumes
and their corresponding job offers [14, 15]. However, little attention has been paid to
addressing problems associated with automatic resumes and job posts classification
[16]. For instance, when an employer seeks a “Web Developer” that falls under “Web
Development” occupational category, the conventional systems search globally in the
entire space of resumes for finding applicants that best match the offered position. In
this context, each and every resume in the resumes collection will be matched to the
offered job post instead of matching only those that fall under the corresponding
occupational category (“Web Development” in this scenario). To address this issue, the
authors of [12] have proposed resume Information Extraction (IE) with Cascaded
Hybrid Model. This system employs HMM and SVM classification algorithms in order
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to annotate segments of resumes with the appropriate category, taking the advantage of
the resume contextual structure where the related information units usually occur in the
same textual segments. Accordingly, resumes pass through two layers; where in the
first layer a HMM is applied to segment the entire resume into consecutive blocks and
each block is annotated with a category such as Personal Information, Education, and
Research Experience. After that, in the second layer SVM is applied in order to extract
the detailed information from the blocks that have been labeled with Education and
Personal Information respectively. However, a large fraction of the produced results by
this system suffer from low precision since the information extraction process passes
through two loosely-coupled stages. Another system (E-gen) [17] has been built in
order to automate the recruitment process by segmenting and classifying job posts.
First, job posts are transformed into vector space representations. Then, SVM classi-
fication algorithm is utilized to annotate segments of job posts with the appropriate
topics and features. A correction algorithm is further applied because during the
classification process some segments were incorrectly classified [17]. The main
drawback of this system is the time needed to pre-process and post-process job posts in
order to minimize the error and maximize the matching probability. On the other hand,
JobDiSC system [18] attempts to classify job openings automatically by employing a
standard classification scheme called Dictionary of Occupational Titles (DOT). The
proposed system comprises three main modules: (1) Parser/Analyzer: which creates an
unclassified job opening for each job listings captured from electronic forms prepared
by employers. (2) Learning System to automatically generate classification rules from a
set of pre-classified job openings and (3) Classifier that assigns one or more class for
each job post depending on its confidence level for any potential class assigned to it.
The main drawback of this system is that DOT’s usefulness has waned since it doesn’t
cover the occupational information that is more relevant to the modern workplace [19].

3 Overview of the Architecture of the Proposed System

In this section, we present an overview of the architecture of the proposed system and
discuss its main constituents.

As shown in Fig. 1, when a user submits a CV, the system directs it to the
Section-based Segmentation module which is used to extract personal, education,
experience information and employment history, in addition to a list of candidate
matching concepts. After that, the Filtration module refines the concept lists by
removing concepts that have low tf-idf [8] weights and concepts that don’t contribute to
the semantics of each segment. Next, the Classification module takes a set of skills
from both resumes and job posts as an input in order to classify job posts and resumes
to their corresponding occupational categories. At this step, we exploit an integrated
knowledge base which combines two main semantic resources: DICE1 and O*NET2.
More details on these resources will be provided in Sect. 3.1. Then, the Category-based

1 http://www.dice.com/skills.
2 http://www.onetcenter.org/taxonomy/2010/list.html.
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Matching module takes lists of concepts from both resumes and job posts to construct
semantic networks by deriving the semantic relatedness between them using semantic
resources. Finally, the matching algorithm takes the semantic networks as an input and
produces the measures of semantic closeness between them as an output. The following
sections detail the steps carried out in each module of the system.

3.1 Section-Based Segmentation and Conceptual Classification Modules

During this phase, an automatic extraction of segments such as Education, Experience,
Loyalty and other Employment information such as Company name, Applicant Role in
the company, Date of designation, Date of resignation and Loyalty is performed. In this
context, the system matches segments of resumes to their relevant segments of job
posts instead of matching the whole resumes and job posts. During this phase,
unstructured resumes are converted into segments (semi-structured document) based on
employing Natural language processing techniques (NLP) and rule-based regular
expressions. As detailed in [7], the NLP steps are: document splitting, n-gram tok-
enization, stop word removal, part-of-Speech-Tagging (POST) and Named Entity
Recognition (NER). Table 1 shows an example that illustrates the process of seg-
menting a sample resume.

In order to classify both resumes and job posts, we utilize an integrated
knowledge-base which combines Dice skills center (henceforth stated as DICE) and a
standardized hierarchy of occupation categories known as the Occupational Informa-
tion Network (O*NET) (henceforth stated as O*NET). In this context, we use DICE to
classify skills that belong to Information and communication technologies (ICT), and
economy field because we empirically found that O*NET is not scalable enough for
our classification needs. Furthermore, some skill acronyms are not classified correctly
in O*NET. However, and on the contrary of Dice, O*NET is able to better classify
skills that are related to the Medical and Artistic fields. Table 2 shows a comparative
analysis between Dice and O*NET classification.

Fig. 1. Overall architecture of the proposed system
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As shown in Table 2, some skill acronyms are not recognized by O*NET, and
accordingly they are not classified correctly. For instance, JPA which refers to “Java
Persistence” is classified under “Accountants” category by O*NET. However, we can
see that terms such as “Radiography” and “Medical analysis” are not classified in
DICE, but classified correctly under “Radiologic Technicians” and “Medical and
clinical Laboratory” categories in O*NET.

3.1.1 Skill-Based Resume Classification Module
In this module each skill in the skills set is submitted to the exploited skills knowledge
base sequentially in order to obtain a list of candidate job categories. As shown in
Fig. 2, the skill “android” is first submitted to the exploited skills knowledge base. For
this skill, the knowledge base returns one occupational category, that is “Software

Table 1. Results of the Section-based Segmentation Module

Input CV Segmentation Result Candidate 
Terms

Filtered 
List

Input CV:
I have 2 years of 
experience as a web 
designer And I have 
the following skills
android, ios, PHP, 
HTML, JavaScript, 
CSS, JQuery, VB, 
.NET and c#
Education: B.Sc. in 
CS.
Employment Details
I worked as web 
designer in ASAL 
Company from 2008 
to 2010.

<ApplicantData>
<Experience>

<Years>2</Years>
<Field>web designer</Field> </Experience>

<Education>
<Degree> B.Sc.</Degree>
<Field>CS</Field> </Education>

<EmploymentHistory>
<role> web designer</role>
<companyName>ASAL</companyName>
<FromDate>2008</fromDate>
<ToDate>2010</ToDate>
<loyalty> 2</loyalty> </EmploymentHistory>

<Skills> android, ios, PHP, HTML, JavaScript, CSS, 
JQuery, VB, .NET , c# </Skills>
</ApplicantData>

android
ios

HTML
Javascript

Jquery
designer

Asal
Web
php

skills
experience
company

VB
.NET
c#

CSS

android
ios

HTML
Javascript

Jquery
designer

web
php
VB

.NET
c#

CSS

Table 2. Comparative Analysis between DICE and O*NET Classification

O*NET DICE

Skill Classification result Skill Classification result

Submission of
Acronyms

JPA Accountants JPA Software Development
JCA Nursing Assistants JCA Software Development

J2ME Gem and Diamond
Workers

J2ME I.T.
Administration/Technical
Support

Skill Classification result skill Classification result
Correctness in
Classification

xcode Coaches and Scouts xcode Software
Development/Mobile
development

Radiography Radiologic
Technicians

Radiography NOT CLASSIFIED

Medical
analysis

Medical and clinical
Laboratory

Medical
analysis

NOT CLASSIFIED
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Development/Mobile Development”. Next, the rest of the skills in the skills set are
submitted to the exploited knowledge base. As a result, a list of weighted occupational
categories is obtained and sorted by the highest weight (as one skill may return zero,
one, or more than one occupational category). Accordingly, for the skills set that we
have obtained from CV1, the occupational category “Web Development” gets the
highest weight, followed by “Software Development/Application Development” and
then “Soft-ware Development/Mobile Development” respectively.

To produce weights for the occupational categories, we use the following algorithm.

In the used algorithm, skills are submitted to the skills knowledge-base respec-
tively. As a result, one occupational category is returned for each skill (Line 5). If the
same occupational category is returned for more than one skill, the algorithm increases

Fig. 2. List of occupational categories generated for the sample CV
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the weight for that particular occupational category, otherwise it sets its weight to 1.
(Lines 8, 11 and 12). Finally, the algorithm returns a list of weighted occupational
categories in the answer list (Line 15). Table 3 shows each occupational category
assigned to its corresponding skills.

3.1.2 Job Post Classification Module
In the Job Post Categorization module, we use both the job title and the required skills
from the structured job post for classification purposes. First, the job post is
pre-processed and filtered through removing noisy information such as: city names,
state and country acronyms that appear in the job title or job details. After that, we use
the skill knowledge base to classify job posts in the same manner as we do for
classifying resumes. Accordingly, we assign weights (Job Title = 70% and Required
Skills = 30%) since we believe that the job title is more significant than the required
skills and guides to better matching results. More examples on the results of this
module are presented in Sect. 4.2.

3.2 Matching Resumes and Their Corresponding Job Postings

In the same fashion as proposed by the authors of [7], we use the same semantic
resources (WordNet ontology [20] and YAGO2 ontology [21]) and statistical
concept-relatedness measures to derive the semantic aspects of resumes and job posts.
It is important to mention that we have considered additional weighting parameters
such as: loyalty parameter (degree of devotion to the company that the candidate
worked or currently working in) in order to increase the effectiveness of the matching
process. It is also important to point out that we use a dynamic threshold value to fairly
handle the loyalty parameter as shown in the following scoring formulae:

S ¼ Srf gj j
RSjf gj j � 50%þ Erf gj j

REjf gj j � 20%þ Xrf gj j
RXjf gj j � 20%þ

P
Ywj j

P
Cwj j � 10% ð1Þ

Where:

• S: is the relevance score result.
• Sr: is the set of applicant’s skills.
• RSj: the required skills in the job post.
• Er: is the set of concepts that describe applicant educational information.
• REj: is the set of concepts from the required educational information in job post.
• Xr: set of concepts that describe applicant experience information.
• RXj: concepts that represent the required experience information in the job post.

Table 3. Occupational categories returned for the CV used Example 1

Job category Skills

Software Development/Mobile Development Android, ios
Software Development/Application Development .Net, c#, VB
Web Development CSS, html, php, Javascript, jquery
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• Yw: the total number of employment years.
• Cw: number of companies that the applicant worked in.

As shown in the formula, we have set the following weighting values:
Skills weight = 50%, Educational level weight = 20%, Job experience weight =

20% and Loyalty level weight = 10%. The results of using the scoring formula are
detailed in the next section (Sect. 4.3).

4 Experimental Results

This section describes the experiments that we have conducted to evaluate the effi-
ciency and the effectiveness of the proposed system. In order to evaluate the accuracy
of the proposed system, we collected a data set of 2000 resumes downloaded from:

• http://www.amrood.com/resumelisting/listallresume.htm and
• http://www.indeed.com/resumes

and used 10,000 different job posts obtained from:

• http://jobs.monster.com,
• http://www.shine.com/job-search and
• http://www.careerbuilder.com.

The collected resumes are unstructured documents in different document formats
such as (.pdf) and (.doc) and we considered job posts as structured document having
sections (job title, description, required skills, required years and field of experience,
required education qualification and additional desired requirement). The experiments
of our system prototype show that the classification process for the training data of
resumes and job posts took 6 h on average on a PC with dual-core CPU (2.1 GHz) and
(4 GB) RAM. The used operating system is Windows 8.1.

4.1 Execution Time for Matching Resumes with Corresponding Job Post
with/Without Classification

In this section, we compare the results produced by our system with MatchingSem
system [7] which is semantics-based automatic recruitment system. As shown in Fig. 3,
our system Job Resume Classifier (JRC) was able to achieve better results than
MatchingSem System. And this is due to the fact that, unlike MatchingSem, we only
match job posts with corresponding resumes that fall under the same occupational
category instead of searching globally in the entire space of resumes. For instance,
“Front-End Developer” job post costs 6 h of execution time for finding the best can-
didate using MatchingSem, while it only took 1 h in JRC since resumes that fall under
“Web Development” category were considered in the matching process.
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4.2 Experiments of Job Post Classification

In this section we present job post classification. As mentioned in Sect. 3.1.2 we have
used job title and required skills in the classification process. In Table 4, we have used
7 job posts in order to clarify the classification process.

Fig. 3. Cost (Run-time complexity in hours) of the matching process

Table 4. Job post classification results

Job title Required skills Job classification Weight

Front End
Web
Developer

Backbone, CSS3, HTML5,
JSON, JQuery, JavaScript,
Angular

Software
Development/Web
Development

100%

Unity
Developer

3D, Unity Software
Development/Interactive
Multimedia

85%

Objective-C, Xcode Software
Development/Mobile
development

15%

Animator
Designer

3D, texture, compositing,
lighting, animation

Software
Development/Interactive
Multimedia

86.6%

Illustrator, After Effects,
Premiere Pro, Maya

Design/Multimedia Design 13.4%

IT Support
Specialist

printers, network routing
protocols, TCP/IP, smartphones,
VOIP, laptops, VLANs,
desktops

IT
Administration/Technical
Support

94%

SQL Express, SQL Server Data/Databases 6%
IT
Technician

DHCP, DNS, Troubleshooting,
Installation, Configuration

IT
Administration/Technical
Support

100%

(continued)
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As shown in Table 4, we can see that “Front EndWebDeveloper” job post falls under
“Software Development/Web Development” occupational category with weight equals
100%, and this is because when we submit the job title to our skills knowledge base it
returns “Software Development/Web Development” category with weight 70%, then we
submit the required skills and we find that all of them fall under the same space with
weight 30%. However, “Unity Developer” job post falls under “Software
Development/Interactive Multimedia” space with weight 85%, 70% for job title under
“Software Development/Interactive Multimedia” category. When we submit “3D and
unity” skills we see that they fall under the same space as job title with weight 15%, but
“Objective-C, Xcode” skills fall under “Software Development/Mobile Development”
space with weight 15%. And the same for “Data Entry Assistant” job post, that falls under
three categories: “Industry-specific/General skills” with weight 79%, “Industry-
specific/Microsoft Office” with weight 12%, and “Software Development/Web Devel-
opment” with weight 9%.

4.3 Precision Results of Matching Resumes with Corresponding Job Post

In this section we evaluate our system’s effectiveness using precision indicator. For
each job post, we compare between the manually assigned scores and their corre-
sponding scores that are automatically produced by the system. Table 5, shows the
precision results of matching resumes with corresponding job post.

As shown in Table 5, we match job posts with their corresponding resumes that fall
under the same occupational categories. For instance, “Android Developer” job post is
matched only with resumes that fall under “Mobile Development” category. As such,
CV1 and CV3 are matched with “Android developer” and “Web developer” job posts.
And this is because these CVs exist in both “Mobile Development” and “Web Devel-
opment” categories. However, the matching score differ from job post to another.

Table 4. (continued)

Job title Required skills Job classification Weight

Database
Administrator

Oracle Data Guard,
Oracle RMAN, RDBMS,
Oracle RAC, ASM, Oracle 11 g,
PeopleSoft DBA

Data/Databases 92.5%

EMC Storage, Symmetrix, DMX IT
Administration/Technical
Support

7.5%

Data Entry
Assistant

Typing, Filing, Clerk Industry-specific/General
skills

79%

Drupal, HTML, CSS Software
Development/Web
Development

9%

MS Word, Excel, PowerPoint,
Outlook

Industry-specific/Microsoft
Office

12%
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For instance, CV3 achieved a very low matching score when matched with Android
Developer job post (0.05 manual score, 0.09 automatic score), but CV1 achieved better
score for the same job post (0.8 manual score, 0.8 automatic score). On the other hand,
CV3 achieved better results than CV1 when it was matched with “Web developer” job
post (0.70 manual score, 0.75 automatic score) and this is because CV3 falls under “Web
developer” with weight 80% and falls under “Mobile Development” with weight 35%.

In order to validate our proposal and evaluate the quality of the produced results by
our system, we have compared our system with one of the previously proposed sys-
tems, called MatchingSem [7]. Table 6, shows the results produced by our system
compared to MatchingSem system.

As shown in Table 6, for the job title “Android Developer” and the three CVs, the
quality of the produced results (namely, the precision) by our system is higher than
MatchingSem system. The reason behind this is that – unlike MatchingSem system –

we are integrating a section-based segmentation module to extract features such as
educational background, years of experience and employment information from
applicants’ resumes. When we incorporate these features, the matching scores produced
by our system are better than when using only a list of candidate concepts as proposed
in MatchingSem.

Table 5. Precision results of matching resumes with corresponding job post by the system

Occupation category Job title Resume
index

Manual
score

Auto
score

Precision

Software Development\
Mobile development

Android
developer

CV1 0.80 0.80 1.00
CV2 0.80 0.76 0.95
CV3 0.05 0.09 0.55

Software Development/Web
development

Web
developer

CV4 0.42 0.53 0.79
CV3 0.70 0.75 0.93
CV1 0.40 0.47 0.85

Software
Development/Interactive
Multimedia

Unity
developer

CV5 0.45 0.40 0.89
CV6 0.47 0.61 0.77
CV7 0.57 0.66 0.86

Table 6. Comparison with MatchingSem System

Job title Resume index JRC precision MatchingSem precision

Android Developer CV1 1.00 0.91
CV2 0.95 0.84
CV3 0.55 0.50
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5 Conclusions and Future Work

In this research work, we have introduced a hybrid approach that employs
conceptual-based classification of resumes and job postings and automatically matches
candidate resumes to their corresponding job postings that fall under each occupational
category. The proposed system first utilizes NLP techniques and regular expressions in
order to segment the resumes and extract a set of skills that are used in the classification
process. Next, the system exploits an integrated skills knowledge base for carrying out
the classification task. The conducted experiments using the exploited knowledge base
demonstrate that using the proposed classification module assists in achieving higher
precision results in a less execution time than conventional approaches. In the future
work, we plan to utilize the extracted information from applicants’ resumes to
dynamically generate user profiles to be further used for recommending jobs to job
seekers.
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Abstract. The eye movement analysis undertaken in many research is
conducted to better understand the biology of the brain and oculomotor
system functioning. The studies presented in this paper considered eye
movement signal as an output of a nonlinear dynamic system and are
concentrated on determining the chaotic behaviour existence. The sys-
tem nature was examined during a fixation, one of key components of
eye movement signal, taking its vertical velocity into account. The results
were compared with those obtained in the case of the horizontal direc-
tion. This comparison showed that both variables provide the similar
representation of the underlying dynamics. In both cases, the analysis
revealed the chaotic nature of eye movement for the first 200ms, just
after a stimulus position change. Subsequently, the signal characteristic
tended to be the convergent one, however, in some cases, depending on a
part of the fixation duration the chaotic behaviour was still observable.

Keywords: Eye movement · Fixation · Nonlinear system analysis ·
Chaotic behavior

1 Introduction

Eyes are admittedly one of the most important sensory systems, which facili-
tates people gathering information about surrounding world, developing skills
and making lots of decisions accompanying our life. To improve these processes
many eye tracking studies have been conducted for more than one hundred
years. The first one was published even earlier - in XVIII century [23]. All these
research have been undertaken to better understand the biology of the brain and
oculomotor system functioning. Some of them are devoted to the analysis of the
eye movement signal in terms of its features extraction and their quantification
[19–22]. In others works, methods for the selection of eye movement components
and mapping them to points of regard, may be found [11,25].

Two main components are distinguished in eye movement signal - a fixation,
when eyes are almost stable, in the process of acquiring information from a scene,
and a saccade, a very short and fast eye movement towards another fixation loca-
tion, during which no information is taken [14]. There is the noteworthy group
of studies, which based on selected components, try to reveal human behaviour
patterns while dealing with daily tasks: reading [6,15], learning [8], information
searching [9,13] or making choices [5,28].
c© Springer International Publishing AG 2018
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This paper presents the studies on eye movement signal considered as an
output of a nonlinear dynamic system and are concentrated on determining the
chaotic behaviour existence. The analysis of this type has already been conducted
in [3], yet was examined to assess an influence of a cognitive load on eyes work
and were based on saccades registered during the simple, visually-guided saccade
test and one with a cognitive load.

In the currently presented research the chaotic nature of eye movement sig-
nal was examined within the first of its, the above-mentioned components -
the fixation - when eyes are focused on a chosen part of a scene. During the
fixation eyes are not motionless but in constant micro-movements consisting
of tremors (aperiodic, wave-like motion), microsaccades (small, fast movements
during voluntary fixation) and drifts (slow motions of the eye that occur between
microsaccades) [21]. These micro-movements’ analysis may reveal dynamic pat-
terns of eye movement signal, which has been investigated in [10], where the
dynamic of eye movements during the fixation was explored taking the horizon-
tal velocity into consideration. The studies presented here are the extension of
that research and they focused on movements in the vertical direction, which is
the main their contribution. The description of the performed work is organized
as follows. The bases of the nonlinear dynamic system analysis are provided
in the second section. Subsequently, the experiment and results obtained were
discussed. The last part of the paper concludes the research.

2 Basis of the Nonlinear Dynamic Systems Analysis

Behaviour of a nonlinear dynamic system is described by a set of its states
defining system’s phase space, which may be determined by some differential or
difference equations. The system - evolving in time - follows a path referred to as
an orbit or trajectory. A subset of the phase space, towards which a system has a
tendency to evolve for various starting conditions, is called an attractor. When a
system moves in a deterministic, however not predictable way on a fractal object
called ‘strange attractor’, it manifests chaotic behaviour, which is also revealed
by the high sensitivity to initial conditions [26].

In the case of the majority of nonlinear systems, state equations are unknown
and the knowledge of a system has to be built based on the system proper-
ties’ observation. According to Takens’ embedding theorem [27], it is feasible to
reconstruct a state space spanned by a set of m variables, using N time-delayed
measurements (a time series) of a single observed property. For this purpose this
time series x(t) has to be at first transformed into a time delay embedded one,
according to the formula (1):

y (i) = [x (i) , x (i + τ) , · · · , x (i + (m − 1) τ)] , i = {1, 2 · · · ,M} (1)

where M = N−(m−1)∗τ and τ is a time delay and m is an embedding dimension.
Determination of these parameters is essential for the successful reconstruction
of a system phase space.
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2.1 Determining the Time Lag and Embedding Dimension

The process of the appropriate time lag selection should ensure that data are
not correlated too much, which means that [1]:

– the time lag is large enough to separate data in the reconstructed phase
space as much as possible to provide significantly different information about
an underlying system in time ti and ti + τ ,

– is not larger than a system memory in order not to lose information about
an initial state.

The most common approach utilised for this purpose is the usage of the
averaged mutual information factor (2):

I(τ) =
j∑

h=1

j∑

k=1

Ph,k(τ) log2
Phk

PhPk
(2)

where Ph and Pk denote the probabilities that the variable assumes a value inside
the hth and kth intervals, respectively, and Ph,k(τ) is the joint probability that
xi is taken from interval h and xi + τ from interval k. The time lag τ is defined
as the first local minimum among results returned by I(τ) [7].

The second of the aforementioned parameters - the minimal embedding
dimension - is understood as a dimension guaranteeing a sufficient number of
coordinates to unfold orbits from overlaps and is determined by means of the
False Nearest Neighbours (FNN) method [17]. In order to find the proper value
of m, it is continually increased to check whether for each point of a time series
yi and its nearest neighbours yNN

i , the ratio of distances between these points
seen in dimension m + 1 and in dimension m, is less than a predefined threshold
R – Eq. 3.

R >

∣∣∣xi+(m+1)τ − xNN
i+(m+1)τ

∣∣∣
∥∥yi − yNN

i

∥∥ (3)

According to Takens’ theorem, a system attractor can be recovered properly in an
embedding space whenever the embedding dimension m fulfils the requirement:
m ≥ 2d + 1, where d is the dimension of an attractor.

Given the reconstructed system phase space it is possible to examine its char-
acteristic in terms of the chaos existence, recognizable by the sensitive depen-
dence on initial conditions [1]. It is visible when neighbouring trajectories, which
start from very close initial conditions, very rapidly move to different states.
The mean divergence between such trajectories in the phase space at time t is
described by the following formula [24]:

d(t) = Ceλt (4)

where C is a normalised constant representing initial separation between neigh-
bouring points and λ is called the Largest Lyapunov Exponent (LLE), which
quantifies the strength of chaos. Negative Lyapunov exponents indicate conver-
gence, while positive Lyapunov exponents demonstrate divergence and chaos.
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3 The Experiment

Eye movement signals, used in the nonlinear time series analysis were collected
during the experiment based on a ‘jumping point’ - one of the most popular
stimulus type [12,18]. For this research purpose a set of 29 dark points of size
0.5× 0.5, distributed over a white 1280× 1024 (370 mm × 295 mm) screen as pre-
sented in Fig. 1, was applied. Each point was displayed for 3000 ms. The eye-
screen distance was equal to 450 mm and horizontal and vertical visual angles
were approximately 40 and 32 respectively. The experiment was conducted in
two sessions - both of them took place in the same room at the same time during
the day and on the same day in a week. Altogether 24 participants were involved
in the experiment in both sessions. They were female and male students with
normal vision, aged between 22 and 24, drawn from a group of unpaid volunteers,
which were expected to follow the stimulus with their eyes. Before each experi-
ment, the participants were informed about its general purpose, after which they
signed the consent form.

Fig. 1. Layout of stimuli applied during experiments – based on the universal scale –
the top–left corner of the screen is represented by (0.0, 0.0) coordinates and the bottom–
right corner by (1.0, 1.0) respectively.

Data was recorded using a head-mounted Jazz-Novo eye tracker (product
by Ober-consulting [16]) - recording eye positions with sampling rate 1000 Hz.
There were 48 recordings collected for 24 participants from two sessions. One
recording corresponded to 29 fixations and for each of them 3000 samples were
gathered, based on which 29× 48 = 1392 time series were built. They were cre-
ated by applying the standard procedure of the two-point signal differentiation
in order to achieve the first derivative of vertical coordinates representing subse-
quent eyes’ positions. Additionally, the ideal low-pass filter with the 50 Hz cut-off
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frequency (determined by means of Discrete Fourier Transform) was applied for
the purpose of noise reduction.

Each of prepared time series was subjected to the processing consisting of
following steps:

– estimating the time lag,
– estimation of the embedding dimension,
– system dynamics reconstruction,
– estimating the Largest Lyapunov Exponent.

4 Results Discussion

The aim of the described studies was twofold. On one hand it was revealing the
characteristic of vertical eye movements and its comparison with the character-
istic in the other direction on the other hand. For this reason obtained results
are discussed in regard to the outcomes achieved in [10] for time series acquired
during the same experiments, with the usage of the same procedure, yet built
based on horizontal coordinates. Therefore distributions of studied parameters’
values were collated.

The first analysed quantity was the time lag, which influences the selection
of measurements for constructing a time delay embedded series. As it can be
seen on histograms of movements registered along X and Y axes - presented
in Figs. 2a and b, respectively - values of the parameter calculated for both
directions are similar, yet in the case of the vertical direction are shifted toward
higher numbers. It may indicate that subsequent recordings along Y-axis keep
correlation longer than for X one. They are also more dispersed than in the
horizontal direction, where for 83% series, one of four values - 7, 8, 9, 10 - were
determined. Obtaining the same percentage along the second axis requires a set
of six time lag values - 7, 8, 9, 10, 11, 12 - to be taken into account.

In the case of the second analysed parameter - the embedding dimension -
similar parameter values were obtained as well (Figs. 3a and b). The most fre-
quently determined values in both cases are the same (3, 4), however percentage
of time series, for which three- or four-dimensional phase space was determined
is different. In the case of horizontal movements it was 38%, while in the other
case it is almost 71%. In the former direction, the contribution of higher dimen-
sions are still significant almost up to the end of the second ten, whereas in latter
one it is the end of the first ten.

Evaluation of both earlier-analysed parameters is the very important step of
the reconstruction of the nonlinear system dynamic. Based of them it is possible
to trace system’s states and its trajectories and further ascertain the nature of
the system, by the estimation the Largest Lyapunov Exponent (LLE) values.
These calculations, in the case of the studied series, were performed in several
time scopes, selected from a fixation: < 0 . . . 200 >, < 0 . . . 500 >, < 0 . . . 700 >,
<0 . . . 1500>, <200 . . . 700>, <500 . . . 1500>, <700 . . . 1500>. With the sam-
pling rate of measurements - 1000 Hz - one point in such a segment corresponds
to one millisecond. Hence, the first segment is designed to trace eye movement
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Fig. 2. Histograms of the time lag for all tested time series along both axes

Fig. 3. Histograms of the embedding dimension for all tested time series along both
axes.

dynamics during the saccadic latency period - the time a brain needs to react to
a stimulus change [4]. The second and third ones were introduced based on the
research discussed in [12], which aimed at the selection of the appropriate set of
measurements for defining an eye movement model. These studies revealed that
rejecting data, gathered during the first 700 ms of recordings, may improve such a
model adjustment. Additionally, the whole analysed scope <0 . . . 1500> and also
those divided into three parts <0 . . . 200>, <200 . . . 700>, <700 . . . 1500> were
taken into account. The last two segments in the above list – < 500 . . . 1500 >,
<700 . . . 1500> – represent time periods when a ‘core fixation’ takes place.
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Fig. 4. Averaged values of LLE with 95% confidence intervals within various time
scopes of time series - both axes

The LLE values, similarly to the other quantities, were presented in regard to
both horizontal and vertical movements independently in Figs. 4a and b, respec-
tively. All of them were subjected to the t-test with a 95% confidence interval and
null hypothesis stating that the averaged LLE value equals 0. In all but one case,
the null hypothesis was rejected, thus the statistical significance of the results was
confirmed. Only results for <0 . . . 500> period in horizontal direction turned to
be not significant, therefore this segment will be omitted in the further compari-
son. Studying charts in Figs. 4a and b it may be noticed that chaotic behaviour -
represented by positive LLE values - was revealed in the first part of the fixation
duration <0 . . . 200> in both movement directions. However, in the case of hor-
izontal one chaos was slightly stronger. During the remaining periods, negative
LLE values exhibit asymptotic stability of eye movements. The greatest stabil-
ity was discovered in the fifth of analysed periods: < 200 . . . 700 > and slightly
greater stability was presented in horizontal movements. On the other hand,
in the remaining four segments, greater stability regarded vertical movements.
Compounding results from all periods it may be reasoning that after changing a
stimulus position eye movements is characterised by a chaotic behaviour for first
200 ms, however, after that, this characteristic changes to the convergent one.
It is visible in both < 0 . . . 700> and < 0 . . . 1500> scopes. Introducing shorter
periods - < 500 . . . 1500 >, < 700 . . . 1500 > - made the deeper analysis possi-
ble, from which it may be inferred that during periods defined between 500 and
1500 ms, eyes strive toward a fixed point. However, it must be remembered that
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Fig. 5. Histograms of LLE values within various time scopes - X-axis [10] on the left
and Y-axis on the right

values presented on charts are averaged over all time series, thus it may also
mean the return to the chaotic behaviour for some of them. When analysing
charts presented in Fig. 5, it is visible that in each time period there are some
time series for which the chaotic behaviour is still observable. In the first scope
<200 . . . 700>, contribution of positive LLE values in both movement directions
are similar and amounts approximately 15%. In two next periods this percentage
is much higher and - averaged over directions - it is, in both cases, about 45%.
It clearly indicates, that in the case of near the half of time series eyes, after
achieving stability, yield again chaotic nature, which may be related to a stimuli
location, yet a further studies are required to explore this.

5 Summary

The analysis of nonlinear system dynamic proves helpful in revealing system’s
characteristic, especially when its state equations are unknown. In the presented
research this methods was used to investigate eye movement nature based on
its velocity measured in the vertical direction. The results obtained during the
studies were compared to the outcomes evaluated in [10] for the same measure-
ments but taking horizontal velocity into account. This comparison showed that
both variables provide the similar representation of the underlying dynamics,
thus they may be treated as equivalent in a system dynamic reconstruction [2].

Both evaluated parameters - the time lag and embedding dimension - took
comparable values in both analysed directiones. Although, their distributions
presented in the form of a histogram differed slightly, finally the nature of eye
movement signal, exposed on their basis, was almost the same. The only dis-
similarities visible in the Largest Lyapunov Exponent values were related to the
strength of chaotic behaviour. However, it is worth emphasising that its existence
was detected in the same fixation’s periods and determined differences were very
small as well as overall chaos strength.
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As it was mentioned above, for the experiment purpose participants with
normal vison were involved, thus knowledge about eye movement characteristic,
gained during described studies, may be utilized for a comparison with other
time series as reference values, especially in medical diagnostic concerning peo-
ple affected by various diseases. Furthermore, the participants were subjects aged
between 22 and 24, therefore, the investigated signal characteristic was related
to young people. It would be interesting to check whether this pattern changes
during lifetime. Additionally, because the results were obtained with the usage
of the particular eye tracker and experimental setup, the application of the pro-
posed method in other environments would also be valuable to analyse. Both of
issues are planned as the future work.
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Abstract. The main aim of this article is to apply the selection of
attributes method in a dispersed decision–making system, which was
proposed by the author in a previous work. The selection of attributes
method, that is used, is based on the rough sets theory. At first, reducts
of sets of attributes for local knowledge bases are generated and then
the attributes that do not occur in the reducts are removed from the
local bases. In the study, the accuracy of classification for the system
without the use of attributes selection was compared with the results
obtained for the system with attributes selection. The experiments were
performed using two data sets from the UCI Repository.

Keywords: Dispersed knowledge · Decision–making system · Attribute
selection

1 Introduction

In this study, knowledge that is accumulated in a dispersed form, i.e. in the form
of separate knowledge bases, is considered. In order to refer to the real situations
and applications, it is assumed that the local bases are collected independently
and limitations are not imposed on form of local bases.

The aim of the paper is to use the method of selection of attributes in a
system that copes with such a dispersed knowledge. For this purpose the method
of selection of attributes that is based on the rough sets theory was used. Rough
set theory was proposed by Pawlak [6] as a mathematical approach to deal with
the vague and incomplete knowledge. One of the most important applications of
this theory is a selection of the most significant attributes. This method allows
to select a subset of the original attributes that contains the same information
as the original one.

The concept of a dispersed decision–making system has been researched by
the author for several years. In recent papers a system with a dynamic structure
has been proposed [8–10] and various fusion methods in the system have been
analyzed [11]. In this paper an approach proposed in the article [8] is used.
The main novelty of this paper is to examine the impact of the method of
c© Springer International Publishing AG 2018
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attribute selection on the effectiveness of the inference in this system. The main
contributions of this paper are listed below:

– performing tests using the method of attribute selection and a dispersed sys-
tem with dynamically generated non–disjoint clusters,

– performing a comparison of the approaches with and without attribute
selection.

The issue of combining classifiers is a very important aspect in the literature.
Many models and methods have been proposed in the issue of multiple model
approach [4,5,7]. Also, areas such as the distributed decision–making [12,14] and
group decision making [1,2] deal with this issue. This study presents a completely
different approach to solution of the problem. The main differences appear in
the assumptions related to the form of dispersed data. In the models proposed
in the literature usually sets of objects/attributes of local bases are equal or
disjoint. In the approach that is considered in the paper, such assumptions are
not fulfilled. In addition, identification whether in the local knowledge bases the
same objects are included, is not possible.

2 Reduction of the Set of Attributes

Methods of feature selection are used to automatically select the attributes
in data that are most useful or most relevant for the problem that is consid-
ered. There are various methods to determine the most relevant attributes. The
method used in the paper is based on the rough set theory proposed by Pawlak
in 1982 [6]. This reduction method is very popular and widely used [3,13,16].
The two main definitions of this reduction methods are given below.

Definition 1. Let D = (U,A, d) be a decision table, where U is the universe, A
is a set of conditional attributes, d is a decision attribute. Let x, y ∈ U be given
objects and B ⊆ A be a subset of conditional attributes. We say that objects x
and y are discernible by B if and only if there exists a ∈ B such that a(x) �= a(y).

Definition 2. Let D = (U,A, d) be a decision table. A set of attributes B ⊆ A
is called a reduct of decision table D if and only if:

1. for any objects x, y ∈ U if d(x) �= d(y) and x, y are discernible by A, then
they are also discernible by B,

2. B is the minimal set that satisfies the condition 1.

The reduct of the decision table is a minimal subset of conditional attributes
that provides exactly the same possibility of the classification of objects to the
decision classes as the original set of conditional attributes. Sometimes in the
decision table, not all attributes are required to classify objects to the decision
classes. In such cases, the reduction allows to remove unnecessary attributes by
generating a subtable in which a set of attributes is limited to reduct.

In a situation that is considered in the study we are dealing with dispersed
data sets – set of local knowledge bases. Selection of attributes is particularly
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important in this case. Large data sets require high computational power. Reduc-
tion of the set of attributes to the necessary minimum is often a solution to this
problem. In the approach that is proposed in this paper set of reducts is gener-
ated for each local decision table. Then, one reduct, which contains the smallest
number of attributes is selected from this set. The conditional attributes that
do not occur in the reduct are removed from the local decision table. Based on
modified local decision tables, decisions are taken with the use of a dispersed
system that is discussed in the next section. The aim of this study is to analyze
the results obtained using the attribute selection in a dispersed decision–making
system.

3 Dispersed Decision–making System with Dynamically
Generated Non–disjoint Clusters

A dispersed decision–making system, which is used in the paper, was proposed
by the author in the article [8]. The classification process that is realized by
the dispersed system is as follows. First, based on each local knowledge base
a classifier is constructed, which generates a vector of probabilities for the test
object. Then, based on these vectors certain relationships between classifiers
are defined. Two types of relations are used: conflict and friendship relation.
Next, clusters, which consist of classifiers which are in friendship relation, are
generated. For each cluster an aggregated decision table is created based on
local knowledge bases included in the cluster. Decisions within the cluster are
determined based on such aggregated knowledge. In the last stage, the global
decisions are determined using the density algorithm.

The basic concepts and definitions of the system are very briefly described
below. A detailed discussion can be found in the paper [8].

We assume that the knowledge is available in a dispersed form, which means
in a form of several decision tables. The set of local knowledge bases that con-
tain data from one domain is pre–specified. The only condition which must be
satisfied by the local knowledge bases is to have common decision attributes. We
assume that each local decision table Dag = (Uag, Aag, dag) is managed by one
agent, which is called a resource agent ag. We want to designate homogeneous
groups of resource agents. The agents who agree on the classification for a test
object into the decision classes will be combined in the group. First, for each
agent we determine a vector of probabilities using the m1–nearest neighbors clas-
sifier. Based on the vector of probabilities a vector of ranks is generated. Then
the function φx

vj
for the test object x and each value of the decision attribute

vj ∈ V d is defined; φx
vj

: Ag × Ag → {0, 1}

φx
vj

(agi, agk) =
{

0 if ri,j(x) = rk,j(x)
1 if ri,j(x) �= rk,j(x)

where agi, agk ∈ Ag, Ag is a set of agents, [ri,1(x), . . . , ri,c(x)] is the vector of
ranks for agent agi.
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We also define the distance between agents ρx for the test object x: ρx :
Ag × Ag → [0, 1]

ρx(agi, agk) =

∑
vj∈V d

φx
vj

(agi, agk)

card{V d} ,

where agi, agk ∈ Ag.

Definition 3. We say that agents agi, agk ∈ Ag are in a friendship relation due
to the object x, which is written R+(agi, agk), if and only if ρx(agi, agk) < 0.5.
Agents agi, agk ∈ Ag are in a conflict relation due to the object x, which is
written R−(agi, agk), if and only if ρx(agi, agk) ≥ 0.5.

The cluster due to the classification of object x is the maximum subset of
resource agents X ⊆ Ag such that

∀agi,agk∈X R+(agi, agk).

For each cluster that contains at least two resource agents, a superordinate
agent is defined, which is called a synthesis agent, asj , where j is the number
of cluster. The synthesis agent, asj , has access to knowledge that is the result
of the process of inference carried out by the resource agents that belong to its
subordinate group. As is a finite set of synthesis agents.

Then for each synthesis agent an aggregated decision table is generated. In
previous papers the approximated method of the aggregation of decision tables
have been used for this purpose [8,9]. In this paper, we also use this method.
In the method, objects of the aggregated table are constructed by combining
relevant object from decision tables of the resource agents that belong to one
cluster. In order to define the relevant objects parameter m2 is used.

Based on the aggregated table of synthesis agent a vector of probabili-
ties is determined. Then, some transformations are performed on these vectors
(described in the paper [9]) and the set of decisions is generated. In this set there
are decisions which have the highest support among all agents. This set is gen-
erated using the DBSCAN algorithm, description of the method can be found
in the papers [8–10]. The DBSCAN algorithm was used to search for decisions
that are closest to the decision with the greatest support among agents.

4 Experiments

In the experimental part, at first the reduction of the sets of conditional
attributes of local knowledge bases was applied, and then the reduced knowledge
bases were used in a dispersed decision–making system with dynamically gener-
ated non–disjoint clusters. The results obtained in this way were compared with
the results obtained for a dispersed system and full sets of conditional attributes.

The author does not have access to dispersed data that are stored in the
form of a set of local knowledge bases and therefore some benchmark data that
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are stored in a single decision table were used. The division into a set of decision
tables was made for the used data.

The data from the UCI repository were used in the experiments: Soybean
data set and Landsat Satellite data set. Both data sets are available in the UCI
repository in the form divided into a training set and a test set. Table 1 presents
a numerical summary of the data sets.

Table 1. Data set summary

Data set # The # The # Conditional # Decision

training set test set attributes classes

Soybean 307 376 35 19

Landsat Satellite 4435 1000 36 6

For both sets of data the training set, that was originally written in the form of
a single decision table, was dispersed, which means divided into a set of decision
tables. The dispersed decision–making system with five different versions (with
3, 5, 7, 9 and 11 decision tables) were considered. The following designations are
used:

– WSDdyn
Ag1 – 3 decision tables;

– WSDdyn
Ag2 – 5 decision tables;

– WSDdyn
Ag3 – 7 decision tables;

– WSDdyn
Ag4 – 9 decision tables;

– WSDdyn
Ag5 – 11 decision tables.

The division into a set of decision tables was made in the following way. The
author defined the number of conditional attributes in each of the local decision
tables. Then the attributes from the original table were assigned to the local
tables randomly. As a result of this division, some local tables have common
conditional attributes. The universes of the local tables are the same as the
universe of the original table, but in the local tables identifiers of object are not
stored.

The measures for determining the quality of the classifications were:

– estimator of classification error e in which an object is considered to be
properly classified if the decision class that is used for the object belonged to
the set of global decisions that were generated by the system;

– estimator of classification ambiguity error eONE in which an object is con-
sidered to be properly classified if only one correct value of the decision was
generated for this object;

– the average size of the global decisions sets dWSDdyn
Ag

that was generated for
a test set.
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In the first stage of experiments for each local decision tables reducts of the
set of conditional attributes were generated. For this purpose, a program Rough
Set Exploration System (RSES [15]) was used. The program was developed at
the University of Warsaw, in Faculty of Mathematics, Informatics and Mechanics
under the direction of Professor Andrzej Skowron. For both analyzed data sets,
for each version of the dispersion (3, 5, 7, 9 and 11 decision tables) and for each
local decision table separately a set of reducts was generated. For this purpose,
the following settings of the RSES program were used: Discernibility matrix
settings – Full discernibility, Modulo decision; Method – Exhaustive algorithm.
For certain decision tables many reducts were generated. For example, for the
Landsat Satellite data set and the dispersed system with 3 local decision tables
for one of the tables 1469 reducts were obtained, and for another table 710
reducts were obtained. If more than one reduct was generated for the table, one
reduct was randomly selected, from the reducts that had the smallest number of
attributes. Table 2 shows the number of conditional attributes that were deleted
from the local decision tables by the reduction of knowledge. In the table the
following designations were applied: #Ag – is the number of local decision tables
(the number of agents) and Aagi – a set of conditional attributes of the ith local
table (of the ith agent). As can be seen for the Landsat Satellite data set and
the dispersed system with 7, 9 and 11 local decision tables, the reduction of the
set of conditional attributes did not bring any changes. Therefore in the rest of
the paper these systems will no longer be considered.

Table 2. The number of conditional attributes removed as a result of the reduction of
knowledge

Data set, #Ag Aag1 Aag2 Aag3 Aag4 Aag5 Aag6 Aag7 Aag8 Aag9 Aag10 Aag11

Soybean, 3 4 5 2 – – – – – – – –

Soybean, 5 4 0 0 1 0 – – – – – –

Soybean, 7 0 0 0 1 1 0 0 – – – –

Soybean, 9 0 0 0 0 0 1 1 0 0 – –

Soybean, 11 0 0 0 0 0 0 0 0 1 0 0

Landsat Satellite, 3 1 9 8 – – – – – – – –

Landsat Satellite, 5 0 0 1 0 0 – – – – – –

Landsat Satellite, 7 0 0 0 0 0 0 0 – – – –

Landsat Satellite, 9 0 0 0 0 0 0 0 0 0 – –

Landsat Satellite, 11 0 0 0 0 0 0 0 0 0 0 0

In the second stage of experiments, for both sets of data and each version of
a dispersed system, an optimization of the system’s parameters was carried out
according with the following test scenario.
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In the first step, the optimal values of parameters:

– m1 – parameter which determines the number of relevant objects that are
selected from each decision class of the decision table and are then used in
the process of cluster generation;

– m2 – parameter of the approximated method of the aggregation of decision
tables;

were determined. This is done by performing tests for different parameter values:
m1,m2 ∈ {1, . . . , 10} for the Soybean data set and m1,m2 ∈ {1, . . . , 5} for the
Landsat Satellite data set. In order to determine the optimal values of these
parameters, a dispersed decision–making system with dynamically generated
non–disjoint clusters and voting method instead of the DBSCAN algorithm were
used. Then, the minimum value of the parameters m1and m2 are chosen, for
which the lowest value of the estimator of the classification error is obtained.
In the second step parameters ε of the DBSCAN algorithm are optimized. For
this purpose, the optimal parameter values m1 and m2 that were previously set
were used. Parameter ε is optimized by performing a series of experiments with
different values of this parameter. Then, the values that indicate the greatest
improvement in the quality of classification are selected. The best results that
were obtained for the optimal values of the parameter m1, m2 and ε are presented
below.

The results of the experiments with both data sets and with conditional
attributes selection are presented in Table 3. In the table the following infor-
mation is given: the name of dispersed decision–making system (System); the
selected, optimal parameter values (Parameters); the estimator of classification
error e; the estimator of classification ambiguity error eONE and the average size
of the global decisions sets dWSDdyn

Ag
.

For comparison, Table 4 contains results for the same data sets and dispersed
systems but without the use of conditional attributes selection. These results
were taken from the paper [8].

Comparing the results given in Tables 3 and 4, it can be noted that in the case
of the Soybean data set, after applying the selection of attributes poorer quality
of the classification was usually obtained. Exceptions to this statement are only
the systems with nine WSDdyn

Ag4 and eleven WSDdyn
Ag5 resource agents. For the

Landsat Satellite data set, selection of attributes brought an improvement in the
quality of the classification.

The biggest improvement in the quality of the classification (the biggest dif-
ference in the values of the measure e) was observed for the Soybean data set
and the dispersed system with nine resource agents WSDdyn

Ag4. The largest dete-
rioration in the results was observed for the Soybean data set and the dispersed
system with three resource agents WSDdyn

Ag1. Which means that for the Soybean
data set using the attribute selection very unpredictable results were obtained.
For the Landsat Satellite data set the improvement in the quality of the classifi-
cation was obtained. This situation may be related to the occurrence of missing
values. In the Soybean data set there is a lot of missing values while in the
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Table 3. Results with conditional attributes selection

Experiments results with the Soybean data set

System Parameters e eONE d
WSD

dyn
Ag

WSDdyn
Ag1 m1 = 3, m2 = 1, ε = 0.0087 0.069 0.245 1.617

WSDdyn
Ag2 m1 = 3, m2 = 1, ε = 0.015 0.016 0.314 1.731

m1 = 3, m2 = 1, ε = 0.012 0.032 0.285 1.545

WSDdyn
Ag3 m1 = 6, m2 = 1, ε = 0.0175 0.019 0.295 1.902

m1 = 6, m2 = 1, ε = 0.0135 0.021 0.266 1.590

WSDdyn
Ag4 m1 = 7, m2 = 1, ε = 0.0205 0.019 0.261 1.779

m1 = 7, m2 = 1, ε = 0.017 0.032 0.231 1.551

WSDdyn
Ag5 m1 = 2, m2 = 2, ε = 0.0225 0.045 0.309 1.614

m1 = 2, m2 = 2, ε = 0.0115 0.080 0.258 1.287

Experiments results with the Landsat Satellite data set

System Parameters e eONE d
WSD

dyn
Ag

WSDdyn
Ag1 m1 = 2, m2 = 5, ε = 0.0034 0.017 0.413 1.757

WSDdyn
Ag2 m1 = 2, m2 = 2, ε = 0.00529 0.014 0.394 1.731

m1 = 2, m2 = 2, ε = 0.00235 0.037 0.237 1.268

Table 4. Results without conditional attributes selection

Experiments results with the Soybean data set

System Parameters e eONE d
WSD

dyn
Ag

WSDdyn
Ag1 m1 = 2, m2 = 1, ε = 0.00885 0.019 0.277 1.864

WSDdyn
Ag2 m1 = 3, m2 = 1, ε = 0.01365 0.008 0.266 2.000

m1 = 3, m2 = 1, ε = 0.01215 0.016 0.239 1.527

WSDdyn
Ag3 m1 = 6, m2 = 1, ε = 0.0188 0.016 0.298 2.016

m1 = 6, m2 = 1, ε = 0.0134 0.019 0.271 1.590

WSDdyn
Ag4 m1 = 2, m2 = 1, ε = 0.01775 0.027 0.287 1.761

m1 = 2, m2 = 1, ε = 0.01625 0.035 0.242 1.519

WSDdyn
Ag5 m1 = 2, m2 = 2, ε = 0.01825 0.035 0.319 1.910

m1 = 2, m2 = 2, ε = 0.00825 0.082 0.255 1.274

Experiments results with the Landsat Satellite data set

System Parameters e eONE d
WSD

dyn
Ag

WSDdyn
Ag1 m1 = 1, m2 = 4, ε = 0.0032 0.021 0.382 1.751

WSDdyn
Ag2 m1 = 2, m2 = 1, ε = 0.0052 0.019 0.402 1.739

m1 = 2, m2 = 1, ε = 0.0022 0.042 0.219 1.231
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Landsat Satellite data set missing values do not exist. This can be crucial for
the results that were obtained.

Of course, according to the well known principle, it can not be expected that
one method will be suitable for all classes of problems (all data). “No free lunch”
theorem also refers to this study. However, it can be said that for some data sets,
the method of selection of attributes that was applied in a dispersed system with
dynamically generated non–disjoint clusters results in improved of the quality
of classification. It should also be noted that the selection of attributes, in both
data sets, leads to reduction of the number of conditional attributes. This in
turn improves the readability of data and leads to reduce the effort that must
be incurred on the processing of data.

5 Conclusions

In this study, a dispersed system with dynamically generated non–disjoint clus-
ters, which has been proposed in the paper [8], is considered. In this system
the method of selection of attributes, which is based on the rough sets theory,
was applied. The experiments were performed on two data sets from the UCI
Repository. The data are dispersed in five different ways. Based on the results,
it was found that for one of the data sets the improvement in the quality of
classification was obtained after applying the method of selection of attributes.
For the second data set very unpredictable results were obtained. For one version
of dispersion noticeable improvement was achieved, and for another version of
dispersion significant deterioration in the quality of the classification was noted.
Probably it is related to missing values that occur in this data set. For data
without missing values the application of the method of attribute selection in a
dispersed system with dynamically generated non–disjoint clusters improves the
quality of the classification.
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Abstract. The recent increase of dimensionality of data is a target for many
existing feature selection methods with respect to efficiency and effectiveness. In
this paper, the all relevant feature selection method based on information
gathered using generational feature elimination was introduced. The successive
generations of feature subset were defined using DTLevelImp algorithm and in
each step the subset of most important features were eliminated from the pri-
mary investigated dataset. This process was executed until the most important
feature reach importance value on the level similar to importance of the random
shadow features. The proposed method was also initially tested on well-know
artificial and real-world datasets and the results confirm its efficiency. Thus, it
can be concluded that selected attributes are relevant.

Keywords: Feature selection � Feature ranking � Dimensionality reduction �
All relevant feature selection

1 Introduction

The main task of the feature selection (FS) process is to determine which predictors
should be included in a model to make the best prediction results. It is one of the most
critical questions as data are becoming increasingly high-dimensional. Specifically in
business research to find important relationships between customers and products, in
pharmaceutical research to define relationship between structure of molecules and their
activity, in the wide area of biology application to analysis of different genetic data
aspects to find relationships with diseases [1–5].

Basically, the feature selection methods could be divided into two categories:
unsupervised in which predictions are not considered during FS process, and super-
vised in which quality of predictions are the main aspect to estimate importance of
features. Feature selection is primarily focused on removing non-informative or
redundant predictors from the information systems. Thus, the development of efficient
methods for significant feature selection is valid.

The feature selection methods are also typically categorized into three classes
depends on how they combine the selection algorithm and the model building: filter,
wrapper and embedded FS methods. Filter methods select features regardless of the
model. They are based only on general features like the correlation with the variable to
predict, they are unsupervised. These methods select only the most interesting
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I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 72, DOI 10.1007/978-3-319-59421-7_13



attributes that will be part of a classification model [6]. However, some redundant, but
relevant features could not be recognized. Wrapper methods evaluate subsets of fea-
tures which allows to detect the possible interactions between variables [4, 7, 8]. But,
the increasing overfitting risk when the number of observations is insufficient is also
possible. Additionally, the significant increase of computation time is observed when
the number of variables is large. The third type called embedded methods try to
combine the advantages of both previous methods. Thus, the learning algorithm takes
advantage of its own FS algorithm. So, it needs to know initially what a good selection
is, which limits their exploitation [9]. During the selection process two main goals are
identified [2]:

– Minimal Optimal Feature Selection (MOSF), where the goal means identification of
minimal subset of features with optimal classification quality;

– All Relevant Feature Selection (ARFS), where the main goal is to discover all
informative features, even that with minimal importance value [8].

In this study proposed approach could be treated as the second type of FS. Some
motivation for this methodology was Recursive Feature Elimination (RFE) algorithm
in which by application of external estimator specific weights values are assigned to
each features [10, 11]. This procedure is repeated recursively, and in each step, features
whose weights are the smallest are removed from the current set of features. It works
until the desired set of features to select is eventually reached. In RFE approach a
number of feature to select should be initially defined. In turn, in this research, to
distinguish between relevant and irrelevant features the contrast variable concept [8]
have been applied. It is a variable that does not carry information on the decision
variable by design that is added to the system in order to discern relevant and irrelevant
variables. Here, it is obtained from the real variables by random permutation of values
between objects of the analyzed dataset. The use of contrast variables was for the first
time proposed by Stoppiglia [12] and then by Tuv [13]. Summarizing, the goal of
proposed methodology is to simplify and improve feature selection process by relevant
feature elimination during recursive generation of decision tree. The hypothesis is that
by removing subsets of relevant features in each step gradually all-relevant feature
subset could be discovered.

The paper is divided into three main sections besides Introduction. In the second
section, methods and algorithms are described in details. Then investigated datasets are
briefly characterized and the last section contains gathered results of experiments and
also some conclusions about efficiency of proposed approach.

2 Methods and Algorithms

2.1 The DTLevelImp Algorithm

During research the DTLevelImp algorithm [14] is used to define ranking values for
each investigated feature. This algorithm is based on the presence of different feature in
the decision tree structure generated from dataset. Thus, three different ranking mea-
sures could be defined. The first one, called Level-Weight based Importance
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(LWI) takes into consideration weight factor Wj assigned to a given level j of the tree in
which feature Ai occurs (Eq. 1).

LWIAi ¼
Xl

j¼1

Xx

node¼1

Wj � Aif g ð1Þ

where l is the number of levels inside the model, x is the number of nodes inside the
given level j and {Ai} describe the presence of the ith attribute, usually 1 (feature
occurred) or 0 (feature didn’t occur). The weight W of the level j is defined as follow:

Wj ¼ 1 j ¼ 1; j 2 N;
Wj�1

2 1\j� l

�
ð2Þ

In turn, the second measure, called Level-Percentage based Importance (LPI) takes
into account the percentage of cases p(node) occurring in a given tree node at each
level, where there is examined attribute Ai (Eq. 3).

LPIAi ¼
Xl

j¼1

Xx

node¼1

p nodeð Þ � Aif g ð3Þ

The third measure, called Level-Instance based Importance (LII) takes into account
the number of cases Inst(node) which are classified in a given tree node at each level,
where there is examined attribute Ai (Eq. 4).

LIIAi ¼
Xl

j¼1

Xx

node¼1

Inst nodeð Þ � Aif g ð4Þ

Additionally, a sum of LPI + LWI measures for each examined attribute was also
investigated. In this way, the next measure was introduced.

2.2 The Experimental Procedure

The experimental procedure, initially called Generational Feature Elimination, is
presented in form of pseudo-code below as an Algorithm 1. Generally, this algorithm
apply four importance measures (impMeasure) during the feature ranking process. The
original data (originalData) are extended by adding contrast variables (contrastData)
which are the result of permutation of original predictors. While x = 0 algorithm
recursively builds classification tree model (treeModel) from current dataset (cur-
rentSet). Then, based on applied importance measure the set of important features
(impDataSet) is defined from this features which have rank value (featureRankValue)
greater than maximal rank value of contrast feature (maxCFRankValue). Next,
extracted feature set is pruned from current data. These iterations execute until no one
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original feature have greater ranking value than contrast feature ranking value, the
impDataSet is ∅. Finally, a table with selected relevant features for each importance
measure finalSetimpMeasure is created.
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3 Investigated Dataset

During experiments well-known Madelon dataset in the domain of feature selection
was investigated. Madelon is an artificial data set, which was one of the Neural
Information Processing Systems challenge problems in 2003 (called NIPS2003) [15].
The data set contains 2600 objects (2000 of training cases + 600 of validation cases)
corresponding to points located in 32 vertices of a 5-dimensional hypercube. Each
vertex is randomly assigned to the one of two classes: −1 or +1, and the decision of
each object is a class of its vertex. Each object is described by 500 features which were
constructed in the following way: 5 of them are randomly jittered coordinates of points,
the other 15 attributes are random linear combinations of the first 5. The rest of the data
is a uniform random noise. The goal is to select 20 important attributes from the system
without false attributes selection.

Additionally, dataset that predict climate model simulation crashes and determine
the parameter value combinations that cause the failures was also investigated as an
example of real-world problem. This dataset contains records of simulation crashes
encountered during climate model uncertainty quantification (UQ) ensembles [16].
Ensemble members were constructed using a Latin hypercube method in LLNL’s UQ
Pipeline software system to sample the uncertainties of 18 model parameters within the
Parallel Ocean Program (POP2) component of the Community Climate System Model
(CCSM4). Data contain 540 of simulation and 46 of them failed for numerical reasons
at combinations of parameter values. The goal is to predict simulation outcomes: fail or
succeed. It was initially investigated using SVM models in [16] by Lucas et al., and
additional analysis were performed by the author in [4] using random forest approach
to estimate importance of variables. Both datasets are available for download from UCI
Machine Learning Repository.

4 Results and Conclusions

To illustrate the proposed methodology only experimental results for 2nd sample fold of
Madelon dataset using LII measure are presented (Table 1). As it was shown, four
iterations of the algorithm were utilized. During the first iteration, the classification tree
(the first generation of tree) has been built based on all input data. Using the LII
importance measure values, the subset of 10 features could be treated as important one
(grey cells marked), according to decreased value of LII parameter calculated from
developed decision tree structure. The eleventh feature, f335_1, which is contrast
feature, defines threshold for selection between relevant and irrelevant subset. Next, the
subset of selected features is removed from dataset. Then, in the 2nd iteration of
algorithm the next subset of six probably important features is selected using LII
parameter calculated from the tree built on the reduced dataset. The seventh feature,
f115_1, which is contrast feature defines threshold for selection of the next important
subset. This subset is also removed from dataset. Later, in the 3rd iteration of algorithm
the next subset of six probably important features is selected using LII measure cal-
culated from the tree built on the subsequently reduced dataset. The seventh feature,
f291_1, defines threshold for selection of the next important subset. This subset is
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therefore removed from dataset. Finally, in the 4th iteration the subset of important
features is empty, because the highest value of LII measure is reached by contrast
feature f187_1. Thus, the algorithm quits, and the subset of 22 features is defined as an
important one. The truly important features in Madelon dataset are written in bold. It
could be observed that three attributes: f85, f256 and f112, were also included in
discovered subset. However their importance is very random and unique what is clearly
presented in Table 2, where these attributes are only single-selected. They reach � 0.8
probability of attribute removing threshold during 10-fold cross-validation of investi-
gated Madelon dataset.

Table 1. The example of results gathered in 2nd fold using LII measure of importance. Bold
names denote truly relevant features, other denotes irrelevant features. Additionally, names with
_1 index denote contrast features. The grey colored cells contain feature set found as important
and removed from the data for the next iteration.

1st iteration 2nd iteration 3rd iteration 4th iteration
feature 
name LII value feature 

name LII value feature 
name LII value feature 

name LII value

f476 2 368.05    f242 2 353.78    f337 2 359.33    f187_1 2 340.66    
f339 625.03    f129 764.19    f454   1 104.63    f5   1 148.00    
f154 603.13    f319 552.59    f452 752.50    f231_1 456.00    
f379 455.50    f473 206.94    f256 92.50    f223_1 150.88    
f29 171.78    f282 150.00    f65 54.06    f291_1 118.00    
f443 83.54    f434 128.80    f112 23.13    f414 77.13    
f106 82.94     f115_1  124.25    f291_1 23.13    f86_1 51.19    
f85 39.38     f65  83.53    f258_1 23.00    f267_1 49.25    
f494 23.40    f409_1 60.63    f365_1 14.50    f11 32.75    
f49 22.75     f452  39.22    f119 12.71    f178_1 28.44    
f335_1 19.50     f200_1  23.69    f385_1 12.59    f264_1 23.88    
f454 13.94     f423  18.81    f164 12.06    f411_1 22.00    
f337 13.03     f163  16.19    f468_1 12.00    f17 20.38    
f319 11.74     f454  14.98    f157_1 10.69    f459 14.25    
f74 11.69     f442  11.50    f368_1 10.14    f135 12.50    
f322_1 10.38     f473_1  7.25    f307_1 9.72    f51_1 11.47    
f176_1 6.06    f293 6.63    f406 8.69    f56 9.86    
f33_1 5.47     f491  6.53    f20 8.13    f307 9.35    
f432 4.97     f214  4.69    f375_1 5.97    f109 8.00    
… … … … … … … … 
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For some comparison, experiments with real-world dataset about Climate Model
Simulation Crashes [16] were performed. The results (see Table 3) are very similar to
earlier investigations by Lucas et al. [16] and Paja et al. [4]. Here, the same subset of
variables are confirmed as relevant {V1, V2, V9, V13, V14, V16} using 10-fold CV.
Lucas et al. found that eight parameters {V1, V2, V4, V5, V13, V14, V16, V17} were
important, however, Paja et al. during deep analysis found that only six of them

Table 2. The number of selections of each feature during 10 folds CV using LII and LWI + LPI
importance measures. Bold names denote 20 known relevant features, other denotes irrelevant
features. The grey colored cells contain feature set found as important.

LII measure LWI+LPI measure
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f29 10 0.0 f5 4 0.6 f29 10 0.0 f53 1 0.9 
f49 10 0.0 f177 1 0.9 f49 10 0.0 f128 1 0.9 
f65 7 0.3 f359 1 0.9 f65 8 0.2 f325 1 0.9 
f106 10 0.0 f414 1 0.9 f106 10 0.0 f344 1 0.9 
f129 10 0.0 f85 1 0.9 f129 10 0.0 f264 1 0.9 
f154 10 0.0 f256 1 0.9 f154 9 0.1 f20 1 0.9 
f242 10 0.0 f112 1 0.9 f242 10 0.0 f142 1 0.9
f282 10 0.0 f286 2 0.8 f282 9 0.1 f278 1 0.9 
f319 10 0.0 f216 1 0.9 f319 10 0.0 f291 1 0.9 
f337 10 0.0 f292 2 0.8 f337 9 0.1 f314 1 0.9 
f339 10 0.0 f343 1 0.9 f339 10 0.0 f148 1 0.9 
f379 10 0.0 f74 1 0.9 f379 10 0.0 f19 1 0.9 
f434 8 0.2 f148 1 0.9 f434 8 0.2 f425 1 0.9 
f443 10 0.0 f472 1 0.9 f443 10 0.0 f222 1 0.9 
f452 10 0.0 f203 1 0.9 f452 10 0.0 f406 1 0.9
f454 6 0.4 f211 1 0.9 f454 7 0.3 f286 1 0.9 
f456 5 0.5 f304 1 0.9 f456 6 0.4 f18 1 0.9 
f473 10 0.0 f7 1 0.9 f473 10 0.0 f441 1 0.9 
f476 10 0.0 f440 1 0.9 f476 10 0.0 f145 1 0.9 
f494 6 0.4 f323 1 0.9 f494 7 0.3 f332 1 0.9 

f245 1 0.9 f497 1 0.9 
f200 1 0.9 
f335 1 0.9
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{V1, V2, V9, V13, V14, V16} are truly relevant and V4 could be treated as weekly
relevant feature.

Presented initial results are promising. However, it could be identified problem with
unequivocal definition of the threshold used to separate truly important feature from
other non-informative. For example, in case of Madelon dataset, the f5 feature which is
random noise was indicated 4 times during 10-fold cross-validation (see Table 2), thus
their probability estimator for pruning is 0.6. If we define non-informative features with
estimator � 0.8 then f5 would be treated as important in case of using LII importance
measure. However, in the case of using LWI + LPI all relevant feature were identified
properly.

The proposed procedure of generationally feature elimination seems to be effective
and let to find weakly relevant important attributes due to sequential elimination of
strongly relevant attributes. There is strong need to clearly define the not only statistical
way of separation between relevant and irrelevant features.

Acknowledgment. This work was supported by the Center for Innovation and Transfer of
Natural Sciences and Engineering Knowledge at the University of Rzeszów.

Table 3. The results of generational feature selection using dataset about Climate Model
Simulation Crashes. The grey colored cells contain feature set found as important.

Feature
name 

LII measure LWI+LPI measure
# of selec-

tions
removing 
probabilty

# of selec-
tions

removing 
probabilty

V1 10 0.0 9 0.1
V2 10 0.0 8 0.2
V3 0 1.0 0 1.0
V4 2 0.8 1 0.9
V5 0 1.0 0 1.0
V6 3 0.7 1 0.9
V7 0 1.0 0 1.0
V8 0 1.0 0 1.0
V9 7 0.3 5 0.5

V10 1 0.9 0 1.0
V11 0 1.0 1 0.9
V12 0 1.0 0 1.0
V13 10 0.0 5 0.5
V14 10 0.0 5 0.5
V15 1 0.9 0 1.0
V16 9 0.1 5 0.5
V17 2 0.8 3 0.7
V18 0 1.0 1 0.9
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Abstract. In the paper, an idea of modified dynamic programming
algorithm is used for optimization of exact decision rules relative to
length. The aims of the paper are: (i) study a length of decision rules,
and (ii) study a size of a directed acyclic graph (the number of nodes
and edges). The paper contains experimental results with decision tables
from UCI Machine Learning Repository and comparison with results for
dynamic programming algorithm.

Keywords: Decision rules · Optimization · Length · Dynamic
programming

1 Introduction

Decision rules are one of the most popular form of knowledge representation.
The rule length is important measure from the point of view of understanding
and interpreting of knowledge encoded by rules.

In the paper, an idea of modified dynamic programming algorithm [13,14]
is used for optimization of exact decision rules relative to length. The choice
of this measure is connected with the Minimum Description Length principle
introduced by Rissanen [9]: the best hypothesis for a given set of data is the
one that leads to the largest compression of the data. So, construction and
optimization of decision rules relative to length can be considered as important
task for knowledge representation [8,10–12].

Unfortunately, the problem of construction of rules with minimum length is
NP-hard [4,6]. The most part of approaches, with the exception of brute-force,
Boolean reasoning [5,7], and dynamic programming [2,4], cannot guarantee the
construction of rules with the minimum length.

This paper can be considered as possibility of finding a heuristic, modification
of a dynamic programming approach that allows one to obtain the values of
length of exact decision rules close to optimal ones.

There are two aims for a proposed algorithm: (i) study the length of exact
rules and comparison with the length of decision rules constructed by the
dynamic programming algorithm [2], (ii) study the size of a directed acyclic

c© Springer International Publishing AG 2018
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graph (the number of nodes and edges) and comparison with the size of a directed
acyclic graph constructed by the dynamic programming algorithm.

For a given decision table T a directed acyclic graph Δ∗(T ) is constructed.
Nodes of this graph are subtables of a decision table T described by descriptors
(pairs attribute = value). In comparison with classical algorithm presented in [2],
subtables of the graph Δ∗(T ) are constructed for one attribute with the minimum
number of values, and for the rest of attributes from T – the most frequent
value of each attribute (value of an attribute attached to the maximum number
of rows) is chosen. So, the size of the graph Δ∗(T ) is smaller than the size
of the graph constructed by the dynamic programming algorithm. This fact is
important from the point of view of scalability. Based on the graph Δ∗(T ),
sets of decision rules for rows of table T , are described. Then, using procedure
of optimization of the graph Δ∗(T ) relative to length, for each row r of T , a
decision rule with the minimum length is obtained.

The paper consists of six sections. Section 2 contains main notions. In Sect. 3,
modified dynamic programming algorithm for construction of a directed acyclic
graph is presented. Section 4 contains a description of a procedure of optimization
relative to length. Section 5 contains experimental results with decision tables
from UCI Machine Learning Repository, and Sect. 6 – conclusions.

2 Main Notions

In this section, notions corresponding to decision table and decision rules are
presented.

A decision table is a table which elements belong to the set {0, 1}. Columns
of this table are labeled with attributes f1, . . . , fn. Rows of the table are pairwise
different, and each row is labeled with a natural number (a decision), interpreted
as a value of the decision attribute. Formally, decision table is defined [7] as
T = (U,A ∪ {d}), where U = {r1, . . . , rx} is nonempty, finite set of objects
(rows), A = {f1, . . . , fn} is nonempty, finite set of attributes, f : U → Vf is a
function, for any f ∈ A, Vf is the set of values of an attribute f . Elements of
the set A are called conditional attributes, d /∈ A is a distinguished attribute,
called a decision attribute.

The table T is called degenerate if T is empty or all rows of T are labeled
with the same decision.

A table obtained from T by the removal of some rows is called a subtable of
the table T . Let T be nonempty, fi1 , . . . , fim ∈ {f1, . . . , fn} and a1, . . . , am be
nonnegative integers. The subtable of the table T that contains only rows that
have numbers a1, . . . , am at the intersection with columns fi1 , . . . , fim is denoted
by T (fi1 , a1) . . . (fim , am). Such nonempty subtables (including the table T ) are
called separable subtables of T .

An attribute fi ∈ {f1, . . . , fn} is not constant on T if it has at least two
different values. An attribute’s value attached to the maximum number of rows
in T is called the most frequent value of fi, i = 1, . . . , n.
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By E(T ) is denoted a set of attributes from {f1, . . . , fn} which are not con-
stant on T , by E(T, r) is denoted a set of attributes from E(T ) attached to the
row r.

For each attribute fi ∈ E(T ), let us define a set E∗(T, fi) of its values. If fi

is an attribute with minimum number of values, and it has the minimum index
i among such attributes (this attribute will be called the minimum attribute
for T ), then E∗(T, fi) is the set of all values of fi on T . Otherwise, E∗(T, fi)
contains only the most frequent value of fi on T .

The expression

fi1 = a1 ∧ . . . ∧ fim = am → d (1)

is called a decision rule over T if fi1 , . . . , fim ∈ {f1, . . . , fn}, and a1, . . . , am, d
are nonnegative integers. It is possible that m = 0. In this case (1) is equal to
the rule

→ d. (2)

Let r = (b1, . . . , bn) be a row of T . The rule (1) is called realizable for r,
if a1 = bi1 , . . . , am = bim . If m = 0 then the rule (2) is realizable for any row
from T . The rule (1) is true for T if each row of T for which the rule (1) is
realizable has the decision d attached to it. The considered rule is a rule for T
and r if this rule is true for T and realizable for r.

Let τ be a decision rule over T and τ be equal to (1). The length of τ it is
the number of descriptors (pairs attribute = value) from the left-hand side of
rule, it is denoted by l(τ).

3 Modified Algorithm for Directed Acyclic Graph
Construction

In this section, a modified dynamic programming algorithm which construct, for
a given decision table T , a directed acycylic graph Δ∗(T ), is presented. Based
on this graph it is possible to describe the set of decision rules for T and each
row r of T . Nodes of the graph are separable subtables of the table T . During
each step, the algorithm processes one node and marks it with the symbol * (see
Algorithm 1). A node of this graph will be called terminal if there are no edges
leaving this node. Note that a node Θ of Δ∗(T ) is terminal if and only if Θ is
degenerate.

Algorithm 1, in comparison with algorithm presented in [2] does not construct
complete directed acyclic graph but its part: instead of all nonconstant attributes
and all their values, an attribute with the minimum number of values and all
its values are used, and for the rest of attributes – the most frequent value of
each attribute is chosen. The size of this graph is smaller than the size of the
graph constructed by the classical dynamic programming algorithm. However,
the length of the rules obtained for this graph after the procedure of optimization,



152 B. Zielosko

Algorithm 1. Algorithm for construction of a graph Δ∗(T )
Input : Decision table T with attributes f1,. . .,fn

Output: Graph Δ∗(T ).
A graph contains a single node T which is not marked as processed;
while all nodes of the graph are not marked as processed do

Select a node (table) Θ, which is not marked as processed;
if Θ is degenerate then

The node is marked as processed;
end
if Θ is not degenerate then

For each fi ∈ E(Θ), draw a bundle of edges from the node Θ.
Let E∗(Θ, fi) = {b1, . . . , bt} (note that t ≥ 2 only for the minimum
attribute for Θ). Then draw t edges from Θ and label these edges with
pairs (fi, b1), . . . , (fi, bt), respectively. These edges enter to nodes
Θ(fi, b1), . . . , Θ(fi, bt).
If some of nodes Θ(fi, b1), . . . , Θ(fi, bt) are absent in the graph then add
these nodes to the graph. Each row r of Θ is labeled with the set of
attributes EΔ∗(T )(Θ, r) ⊆ E(Θ).
Mark the node Θ as processed;

end

end
return Graph Δ∗(T );

usually is not far, from the length of the rules obtained for classical algorithm,
after the procedure of optimization.

In the next section, a procedure of optimization of the graph Δ∗(T ) relative
to the length, will be presented. As a result, a graph G is obtained, with the
same sets of nodes and edges as in Δ∗(T ). The only difference is that any row
r of each nondegenerate table Θ from G is labeled with a set of attributes
EG(Θ, r) ⊆ EΔ∗(T )(Θ, r). It is possible also that G = Δ∗(T ).

Now, for each node Θ of G and for each row r of Θ a set of decision rules
RulG(Θ, r) will be described. Let us move from terminal nodes of G to the
node T .

Let Θ be a terminal node of G: Θ is a degenerate table, so each row is labeled
with the same decision d. Then

RulG(Θ, r) = {→ d}.

Let now Θ be a nonterminal node of G such that for each child Θ′ of Θ
and for each row r′ of Θ′ the set of rules RulG(Θ′, r′) is already defined. Let
r = (b1, . . . , bn) be a row of Θ. For any fi ∈ EG(Θ, r), let us define the set of
rules RulG(Θ, r, fi) as follows:

RulG(Θ, r, fi) = {fi = bi ∧ α → d : α → d ∈ RulG(Θ(fi, bi), r)}.

Then

RulG(Θ, r) =
⋃

fi∈EG(Θ,r)

RulG(Θ, r, fi).



Optimization of Exact Decision Rules Relative to Length 153

Fig. 1. A graph Δ∗(T0)

Figure 1 presents a directed acyclic graph Δ∗(T ) constructed by the Algo-
rithm1 for simple decision table T0. Based on the graph Δ∗(T0) it is possible
to describe, for each row ri, i = 1, . . . , 4, of the table T0, the set RulG(T0, ri) of
decision rules for T0 and ri. Sets of rules attached to rows of decision table T0

are the following:
RulG(T0, r1) = {f1 = 1 → 1, f2 = 1 → 1},
RulG(T0, r2) = {f1 = 1 → 1, f3 = 0∧f1 = 1 → 1, f3 = 0∧f2 = 0∧f1 = 1 → 1},
RulG(T0, r3) = {f1 = 0 → 2, f3 = 0∧f1 = 0 → 2, f3 = 0∧f2 = 0∧f1 = 0 → 2},
RulG(T0, r4) = {f1 = 1 → 1, f2 = 1 → 1, f3 = 0 ∧ f1 = 1 → 1}.

4 Procedure of Optimization Relative to Length

In this section, a procedure of optimization of the graph G relative to the length
l is presented. For each node Θ in the graph G, this procedure assigns to each
row r of Θ the set RullG(Θ, r) of decision rules with the minimum length from
RulG(Θ, r) and the number OptlG(Θ, r) – the minimum length of a decision rule
from RulG(Θ, r).

Let us move from the terminal nodes of the graph G to the node T . Each
row r of each table Θ has assigned the number OptlG(Θ, r) and the set EG(Θ, r)
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attached to the row r in the nonterminal node Θ of G is changed. The obtained
graph is denoted by Gl.

Let Θ be a terminal node of G. Then each row r of Θ has assigned the number
OptlG(Θ, r) = 0.

Let Θ be a nonterminal node of G and all children of Θ have already been
treated. Let r = (b1, . . . , bn) be a row of Θ. The number

OptlG(Θ, r) = min{OptlG(Θ(fi, bi), r) + 1 : fi ∈ EG(Θ, r)}
is assigned to the row r in the table Θ and we set

EGl(Θ, r) = {fi : fi ∈ EG(Θ, r), OptlG(Θ(fi, bi), r) + 1 = OptlG(Θ, r)}.

Figure 2 presents the directed acyclic graph Gl obtained from the graph G
(see Fig. 1) by the procedure of optimization relative to the length.

Fig. 2. Graph Gl

Based on the graph Gl it is possible to describe, for each row ri, i = 1, . . . , 4,
of the table T0, the set RullG(T0, ri) of decision rules for T0 and ri with the
minimum length. The value OptlG(T0, ri) is equal to the minimum length of
decision rule for T0 and ri. This value was obtained during the procedure of
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optimization of the graph G relative to the length. Sets of the shortest rules
attached to rows of decision table T0 are the following:
RulG(T0, r1) = {f1 = 1 → 1, f2 = 1 → 1}, OptlG(T0, r1) = 1;
RulG(T0, r2) = {f1 = 1 → 1}, OptlG(T0, r2) = 1;
RulG(T0, r3) = {f1 = 0 → 2}, OptlG(T0, r3) = 1;
RulG(T0, r4) = {f1 = 1 → 1, f2 = 1 → 1}, OptlG(T0, r4) = 1.

5 Experimental Results

Experiments were made on decision tables from UCI Machine Learning Reposi-
tory [3] using system Dagger [1] created in King Abdullah University of Science
and Technology. Some decision tables contain conditional attributes that take
unique value for each row. Such attributes were removed. In some tables there
were equal rows with, possibly, different decisions. In this case each group of iden-
tical rows was replaced with a single row from the group with the most common
decision for this group. In some tables there were missing values. Each such value
was replaced with the most common value of the corresponding attribute.

Let T be one of these decision tables. For each of the considered decision
table T and for each row r of the table T , the minimum length of a decision
rule for T and r was obtained. After that, for rows of T , the minimum (col-
umn min), average (column avg), and maximum (column max ) values of rules
with the minimum length were obtained. Column Attr contains the number of
conditional attributes, column Rows - the number of rows. To make comparison
with the optimal vales obtained by the dynamic programming algorithm, some
experiments were repeated and columns min dp, avg dp, and max dp present,

Table 1. Length of decision rules

Decision table Rows Attr Modified algorithm Dynamic programming

min avg max min dp avg dp max dp

Adult-stretch 16 4 1 1.75 4 1 1.25 2

Agaricus-lepiota 8124 22 1 2.04 5 1 1.18 2

Flags 193 26 2 3.91 6 1 1.93 3

Hause-votes 279 16 2 3.13 8 2 2.54 5

Lenses 10 4 1 2.13 4 1 1.40 3

Lymphography 148 18 2 3.14 7 1 1.99 4

Monks-1-train 124 6 2 2.42 3 1 2.27 3

Monks-2-test 432 6 3 4.70 6 3 4.52 6

Nursery 12960 8 1 4.39 8 1 3.12 8

Shuttle-landing 15 6 1 4.40 6 1 1.40 4

Spect-test 169 22 2 2.51 8 1 1.48 8

Teeth 23 8 2 3.35 4 1 2.26 4
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Table 2. Comparison of length of decision rules

Decision table Rows Attr min-diff avg-diff max-diff

Adult-stretch 16 4 1.00 1.40 2.00

Agaricus-lepiota 8124 22 1.00 1.73 2.50

Flags 193 26 2.00 2.02 2.00

Hause-votes 279 16 1.00 1.23 1.60

Lenses 10 4 1.00 1.52 1.33

Lymphography 148 18 2.00 1.58 1.75

Monks-1-train 124 6 2.00 1.07 1.00

Monks-2-test 432 6 1.00 1.04 1.00

Nursery 12960 8 1.00 1.41 1.00

Shuttle-landing 15 6 1.00 3.14 1.50

Spect-test 169 22 2.00 1.70 1.00

Teeth 23 8 2.00 1.48 1.00

respectively, minimum, average, and maximum values of length of rules with the
minimum length.

Table 2 presents a difference regarding to minimum (column min-diff ), aver-
age (column avg-diff ) and maximum (column max-diff ) length of rules. The cells
of the table contain values which are equal to, respectively, minimum, average,
and maximum length of rules constructed by modified dynamic programming
algorithm divided by corresponding values obtained by dynamic programming
algorithm. Values in bold presented in Table 2 show that the length of rules con-
structed by modified and classical dynamic programming algorithms, are equal.
Should be also noticed, that usually, the average difference of length is small,
especially for “Monks-1-train”, “Monks-2-test”, “Hause-votes” and “Nursery”.

Table 3 presents a size of the directed acyclic graph, i.e., number of nodes and
number of edges in the graph constructed by the modified dynamic program-
ming algorithm (column Modified algorithm) and dynamic programming algo-
rithm (column Dynamic programming). The last column Difference presents the
number of nodes/edges in the directed acyclic graph constructed by the modified
algorithm divided by the number of nodes/edges in the directed acyclic graph
constructed by the dynamic programming algorithm.

Presented results show that the size of the directed acyclic graph constructed
by the modified dynamic programming algorithm is smaller than the size of the
directed acyclic graph constructed by the dynamic programming algorithm. The
biggest values of difference are in bold. In particular, for dataset “Nursery” the
difference regarding to nodes is about six times, regarding to edges - about fifteen
times, however the results of length are comparable (see Table 1). In the case of
edges, for each dataset, the difference is at least one time.



Optimization of Exact Decision Rules Relative to Length 157

Table 3. Size of a directed acyclic graph

Decision table Rows Attr Modified algorithm Dynamic programming Difference

Nodes Edges Nodes Edges Nodes Edges

Adult-stretch 16 4 36 37 72 108 2.00 2.92

Agaricus-lepiota 8124 22 75125 524986 149979 2145617 2.00 4.09

Flags 193 26 538999 9183204 631084 31662429 1.17 3.45

House-votes 123372 744034 176651 1981608 1.43 2.66

Lenses 10 4 59 66 105 204 1.78 3.09

Lymphography 148 18 26844 209196 40928 814815 1.52 3.89

Monks-1-train 124 6 442 807 1168 4592 2.64 5.69

Monks-2-test 432 6 638 1072 2719 10816 4.26 10.09

Nursery 12960 8 18620 27826 115200 434338 6.19 15.61

Shuttle-landing 15 6 78 257 85 513 1.09 2.00

Spect-test 169 22 443588 4271279 677002 10619692 1.53 2.49

Teeth 23 8 118 446 135 1075 1.14 2.41

6 Conclusions

In the paper, a modified dynamic programming algorithm for optimization of
exact decision rules relative to the length was presented. Experimental results
show that the size of the directed acyclic graph constructed by the modified
algorithm is smaller than the size of the directed acyclic graph constructed by
the dynamic programming algorithm, and in the case of edges, the difference is at
least two times. For some datasets the results regarding to length are comparable,
however the difference regrading to nodes is about six times, regarding to edges
- about fifteen times.

In the future works, approximate decision rules, and comparison of length
with greedy heuristics, will be studied.
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Abstract. The paper presents research on the influence of the numbers
of bins, found for attributes in supervised discretisation for input sets, on
classifiers performance. Firstly, the variables were divided into categories
defined by numbers of bins, and for these categories several decision
systems were tested. Secondly, for features with single bins, unsupervised
discretisation was executed and the resulting performance studied. The
experiments show usefulness of characterisation of variables by numbers
of bins, and cases of improvement of solutions by combining supervised
with unsupervised discretisation.

Keywords: Supervised discretisation · Unsupervised discretisation ·
Attribute · Bin · Classification

1 Introduction

In supervised discretisation continuous values of features are transformed into
nominal by grouping them into ranges called bins, while observing how such
loss of information influences considered classes. It can be done by evaluation
of entropy as happens in Fayyad and Irani’s method [9], where numbers of bins
are found by following Minimal Description Length (MDL) principle, with static
treatment of features, that is for each independently on others [11]. Numbers
of established bins can vary, what is more, for some variables only a single bin
is found, suggesting that these features are unnecessary for observing recog-
nised classes. On the other hand, for other variables higher numbers of bins are
required, indicating that their values have to be studied closer.

Information about importance of particular features for a task is useful for
any kind of processing, and it can be established by variety of approaches, mea-
sures, procedures [15,16]. In the research presented in this paper this importance
was evaluated in relation to the numbers of bins found for them in supervised dis-
cretisation, and variables were grouped into corresponding categories, for which
performance of several decision systems was tested.

When discretisation is executed independently for sets, characteristics of
attributes are limited to the considered set. Thus for the same variables in
different sets varying numbers of bins can be found. This fact is particularly
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 72, DOI 10.1007/978-3-319-59421-7 15
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problematic in case of evaluating systems performance by test sets [3]. In the
research special attention was given to 1-bin variables found for learning and test
sets, firstly by processing while preserving all characteristics of sets as established
by supervised procedures, and then by combining supervised with unsupervised
discretisation, applied to all attributes with single bins in both types of sets.

The tests were executed for two tasks of binary authorship attribution [13]
with balanced classes and the results indicate that associating the importance
of features with numbers of bins found in supervised discretisation shows some
merit, furthermore, in some cases combining supervised with unsupervised dis-
cretisation approaches can improve classification accuracy.

The paper is organised as follows. Section 2 describes background information
on discretisation approaches, Sect. 3 provides some details of the experimental
setup, and tests results are commented in Sect. 4. Section 5 concludes the paper.

2 Background

In discretisation, by observing characteristics of features values, the continuous
input space is transformed into granular, with granules called bins, within which
specific values are indiscernible. Changing attributes form the continuous into
the discrete space always means loss of information, yet it can bring advantages
of more general definitions of described concepts, ability to employ processing
techniques working only for nominal variables, or even improved performance.

Dynamic discretisation methods study interdependencies among attributes,
while static treat each variable independently. Numbers of bins are established
either with disregarding class information in unsupervised approaches, or with
taking this information into account in supervised discretisation [11].

Equal width and equal frequency binning are two popular unsupervised dis-
cretisation approaches. The former divides the whole range of values for each
attribute into a specific, given as an input parameter, number of bins with equal
width [8]. In the latter approach occurring values are grouped into some number
of bins with the previously specified numbers of occurrences in them.

Fayyad and Irani’s method [9] belongs with supervised procedures, as it stud-
ies class entropy to evaluate candidate partitions of the input ranges of values.
Ent(a, T ;S) denotes the entropy of the set S of N instances for a attribute, with
T a partition boundary for feature a,

Ent(a, T ;S) =
|S1|
|S| Ent(S1) +

|S2|
|S| Ent(S2). (1)

In the recursive processing as the stopping criterion for establishing final numbers
of bins for attributes, Minimum Description Length (MDL) principle is used,
where k is the number of classes in the set Si,

Gain(a, T, S) = Ent(S) − Ent(a, T ;S) ≤ log2(N−1)
N + Δ(a,T ;S)

N , (2)
Δ(a, T ;S) = log2(3k − 2) − [k ·Ent(S) − k1 ·Ent(S1) − k2 ·Ent(S2)].
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With such attitude, the numbers of bins found for variables can vary, in par-
ticular it is possible that for some features all occurring values are transformed
into a single bin. Such situation can be interpreted as attribute irrelevancy from
class information point of view, and a strong suggestion that these variables can
be in fact disregarded without degrading class entropy.

Since a single bin reflects the information that no distinction of attribute
values is required to preserve class entropy, it can be reasoned that the higher
the number of bins established for some variable, the more detailed study of its
values is needed for classification, thus such feature should be considered as more
important than these with fewer bins found. As a result, considered attributes
can be grouped into categories corresponding to numbers of bins they require.

In data mining, in case of evaluating systems performance by popular cross-
validation there are no additional problems caused by using discretised input
datasets. For evaluation by testing sets the question arises how these sets should
be discretised [3]. If they are discretised independently, to find characteristics
for attributes, discretised procedures can depend only on information from the
considered sets, which means that established numbers of bins for the same
variables in separate sets can vary, possibly causing worsened performance.

3 Experimental Setup

The first step within experiments was the choice of classification problem and
construction of input datasets, then supervised discretisation for these sets
was performed, with special attention given to numbers of bins found for all
attributes. Next, several tests were executed to observe the influence of numbers
of bins on classifiers performance, as described in detail in the following sections.

3.1 Input Datasets

Authorship attribution is considered as the most important of stylometric tasks
[1]. Its fundamental notion of describing writing styles by employed textual mark-
ers [5] allows to treat such problems as recognition of classes corresponding to
considered authors, as long as a set of characteristic features is decided upon.
Typically, these features reflect lexical or syntactic elements of style, such as fre-
quencies of occurrences for words, or punctuation marks. The particular choice
depends to some extent on text genre, as for each different rules apply [6].

In the presented research the base texts were literary works. As female
authors tend to exhibit different linguistic characteristics than male [14], for
comparison there was selected one pair of female and one pair of male writers.
Their longer works were divided into several smaller parts with comparable sizes.
For these parts there were calculated frequencies of usage for 17 function words
(selected from the list of the most popular words in English language), and 8
punctuation marks, resulting in the set of 25 stylistic characteristic features.

With construction of learning samples as described, evaluation of a decision
system performance by cross-validation is unreliable, as it tends to return sig-
nificantly higher recognition when compared to testing by independent sets [2].
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That is why this latter approach was chosen in the presented research. For testing
sets separate literary works were selected and processed.

3.2 Characterisation of Attributes by Supervised Discretisation

For both female and male writer datasets, including training and testing samples
in separate sets, supervised discretisation with Fayyad and Irani’s method was
applied, returning characteristics for all attributes as listed in Table 1. For both
datasests the same minimal and maximal numbers of bins needed were found,
but the particular cardinalities of variable categories vary, not only between
datasets but between training and testing sets as well.

Table 1. Categories of attributes established by supervised discretisation for separate
learning (labelled L) and test (labelled T) sets

Nr of bins Female writer dataset

Label Attributes Label Attributes

1 L1 and in with of what
from if . !

T1 but in with at of that
what from if (

2 L2 but not at this as that
by for to , ? ( –

T2 and on as by for to . , ?
! ; –

3 L3 on ; : T3 not this :

Nr of bins Male writer dataset

Label Attributes Label Attributes

1 L1 on of this . , : ( T1 in with at this as for , ?
! :

2 L2 but not in with as to if
? ! ; –

T2 but and not on of that
what from by to . ; ( –

3 L3 and at that what from
by for

T3 if

Independent discretisation for training and testing samples has the advantage
of being unbiased by characteristics of other sets, but at the cost of possible
worsening of performance caused by varying bin numbers. When considerations
involve 2- or 3-bin variables, such cost can be found acceptable, as such attributes
are still present in the system and take active part in classification. When 1-bin
features are not identical, as is the case shown in Table 1, the situation becomes
more complex, and it is addressed in the next section.

3.3 1-Bin Variables in Learning and Test Sets

The characteristics of attributes returned from supervised discretisation were
analysed between input sets, with overlapping parts for all categories shown in
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Table 2. It was immediately apparent that for female writer dataset training and
testing samples shared similar characteristics, because categories had significant
intersection of attributes. On the other hand, for male writer dataset these char-
acteristics were not so close, as there were fewer variables appearing in the same
categories. Which was even more problematic, there were some attributes with
3 bins for the learning set (at, for) that for the test set had only 1 bin. With
such characteristics of input sets higher prediction for female writers should be
expected than for male authors.

Table 2. Intersection of attributes categories for learning and test sets

Number of bins found Attributes

Female writer dataset Male writer dataset

1 in with of what from if (6) this , : (3)

2 as by for to , ? – (7) but not to ; – (5)

3 : (1) (0)

To study the influence of these 1-bin variables for both types of sets with
respect to systems performance, in experiments executed the input sets were
used in 3 versions, LA and TA respectively meant fully automated supervised
discretisation for learning and test sets. By 1S2U there were denoted sets with
additionally employed unsupervised discretisation of 1-bin variables, using equal
width binning, with defining for them 2 bins, and 1S3U with binning into 3
ranges. Such processing was implemented for both training and testing samples.

3.4 Employed Classification Systems

To observe the influence of numbers of bins for variables on systems performance,
tests involving several predictors were executed and their results analysed.

Firstly, a group of classifiers capable of operating on both continuous and
discrete data was tested (all implemented in WEKA [10]), and they included:
Naive Bayes (NB), Multi-layer Perceptron (MLP), Radial Basis Function Net-
work (RBF), k-Nearest Neighbour (kNN), PART (a variant of C4.5), and Ran-
dom Forest (RF). They were chosen because of their popularity in applications,
in particular in comparisons of obtained results. All predictors were used with
default settings, without any fine-tuning specific for each type. The performance
for these classifiers was noted for both continuous and discretised data.

Secondly, for Classical Rough Set Approach (CRSA) [12], that requires nom-
inal input attributes, RSES system [4] was used. It offers induction of rules with
four algorithms: Lem2, covering, genetic and exhaustive, from which the first
two were rejected as giving rather poor results due to too few rules generated.
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4 Test Results

The first stage of experiments was dedicated to observing performance of classi-
fiers capable to work in continuous space, with following categories of attributes
obtained from discretisation. In the second step the same set of classifiers was
employed in discrete domain. And in the third step CRSA algorithms, requiring
discrete attributes, were induced and their effectiveness evaluated.

4.1 Tests for Continuous Datasets

While still operating on continuous values of attributes, for all categories of input
characteristic features, selected decision systems were employed, and their per-
formance, shown in Table 3, provided a reference point for further comparisons.
Category L denotes the complete set of variables, then respectively L1, L2, and
L3 variables with 1, 2, and 3 bins. L23 is a composition of L2 and L3 categories,
or a category L with excluding from it elements of L1.

Table 3. Classifiers performance for categories of attributes in continuous domain
[in %]

Classifier Categories of attributes

Female writer dataset Male writer dataset

L L2 L3 L1 L23 L L2 L3 L1 L23

NB 92.22 92.22 88.89 70.00 92.22 81.67 76.67 86.67 55.00 90.00

MLP 90.00 88.89 90.00 68.89 91.11 85.00 80.00 66.67 58.33 88.33

RBF 93.33 91.11 91.11 65.56 92.22 76.67 78.33 91.67 53.33 91.67

kNN 92.22 91.11 84.44 53.33 94.44 85.00 76.67 78.33 58.33 80.00

PART 87.78 86.67 82.22 57.78 87.78 73.33 51.67 80.00 46.67 71.33

RF 88.89 88.89 86.67 65.56 91.11 80.00 71.67 80.00 60.00 80.00

Some of observations confirm previous expectations, such as the generally
higher difficulty of recognition for male writers. Also the classification for L1
category was always the worst. On the other hand, differences between results
for L and L23 categories were inconsistent, for some systems the performance
remained the same, for others there was increased recognition, while still for oth-
ers decreased. Comparison of categories L2 and L3 did not always show enhanced
prediction ratio for increased number of bins, in particular for female writers.
But in this case L3 category included only three attributes and for such small
number of variables accuracy should be considered as reasonably high. For male
authors, for all classifiers but one, prediction for L3 was higher than for L2.
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4.2 Tests in Discrete Space for Selected Classifiers

The next step of tests involved using discrete input datasets for selected predic-
tors, and the results are displayed in Table 4. Classifiers performance is given with
relation to category of inputs considered, but also for versions of test sets used
in evaluation. Categories L1S2U and L1S3U denote the complete set of input
variables, in which for these attributes that belonged to 1-bin category there was
executed unsupervised discretisation with equal width binning to respectively 2
or 3 bins. The same procedure was adapted to test sets, with TA fully auto-
matically obtained from supervised discretisation, and T1S2U and T1S3U with
equal width binning transforming 1-bin attributes into 2- and 3-bin features. For
female authors for L3 category only one testing set was always used as none of
attributes in this category for the test set belonged to T1 category, therefore no
additional unsupervised discretisation was executed. As L1 category in discrete
form would mean a single value for all occurrences and all attributes included,
this category was excluded from tests concerning discrete sets.

Analysis of effectiveness for decision systems studied for the same sets in
their continuous and the discrete forms brings conclusions that changes in per-
formance were not uniform. Taking into account all categories of variables and
testing with base TA sets, for female authors as the best predictor for discrete
data Multi-layer Perceptron should be nominated, as even for the very small
L3 category it gave comparable recognition as for other categories, unlike other
systems. The worst performance was indicated by Radial Basis Function net-
work, for which degraded but close to acceptable prediction accuracy was only
for L3 category. Putting aside sets created in combined supervised-unsupervised
discretisation, the overall highest recognition was 96.67% of either Naive Bayes
or MLP, achieved for L2, L3, or L23 categories respectively.

For male authors for categories other than L3, the best performing classifier
was Naive Bayes, the lowest position belonged to PART algorithm, and one
before last was RBF, for both of which recognition fell even below 50%. For this
dataset results for L3 category were significantly higher than for L2, in some
cases (RBF, kNN, PART) outperforming all other categories.

Study of results for test sets modified by additional unsupervised discretisa-
tion for learning sets without such modifications for female writers brings con-
clusion that they never offered enhanced recognition, only the same or worse.
This observation did not hold true for male authors, where some improvements
could be found several times in L3 category, but also in other columns, for kNN
for LA and L23 categories, or for Naive Bayes in L2.

Modifications of learning data by unsupervised binning for 1-bin variables
either resulted in the same or degraded recognition with only few exceptions, but
then they were quite significant for Random Forest working for female writers,
where there was detected the highest recognition of all executed tests for these
decision systems, both in continuous and discrete domain, at the level of 98.89%.
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Table 4. Classifiers performance for different categories of attributes in discrete domain
[in %]

Female writer dataset

Classifier Test set Categories of attributes

LA L2 L3 L23 L1S2U L1S3U

NB TA 95.56 96.67 77.78 95.56 95.56 95.56

T1S2U 95.56 95.56 — 95.56 95.56 95.56

T1S3U 88.89 87.78 — 88.89 86.67 88.89

MLP TA 95.56 94.44 96.67 96.67 96.67 95.67

T1S2U 95.56 94.44 — 95.56 95.56 95.56

T1S3U 95.56 93.33 — 95.56 95.56 97.78

RBF TA 65.56 65.56 77.78 65.56 66.67 66.67

T1S2U 60.00 60.00 — 60.00 60.00 60.00

T1S3U 53.33 53.33 — 53.33 53.33 53.33

kNN TA 94.44 92.22 77.78 94.44 95.56 94.44

T1S2U 93.33 86.67 — 93.33 90.00 93.33

T1S3U 93.33 91.11 — 93.33 91.11 94.44

PART TA 85.56 93.33 67.78 85.56 85.56 85.56

T1S2U 85.56 93.33 — 85.56 85.56 85.56

T1S3U 85.56 93.33 — 85.56 85.56 85.56

RF TA 93.33 66.67 77.78 82.22 98.89 90.00

T1S2U 92.22 66.67 — 75.56 93.33 91.11

T1S3U 91.11 66.67 — 71.11 88.89 92.22

Male writer dataset

Classifier Test set Categories of attributes

LA L2 L3 L23 L1S2U L1S3U

NB TA 86.67 63.33 81.67 86.67 86.67 85.00

T1S2U 83.33 66.67 90.00 83.33 85.00 81.67

T1S3U 83.33 78.33 91.67 83.33 85.00 85.00

MLP TA 86.67 60.00 65.00 86.67 81.67 80.00

T1S2U 78.33 61.67 73.33 78.33 78.33 80.00

T1S3U 80.00 65.00 71.67 80.00 75.00 80.00

RBF TA 43.33 38.33 95.00 43.33 56.67 58.33

T1S2U 45.00 41.67 83.33 45.00 51.67 51.67

T1S3U 56.67 51.67 70.00 56.67 53.33 51.67

kNN TA 75.00 56.67 80.00 75.00 70.00 56.67

T1S2U 80.00 56.67 85.00 80.00 68.33 73.33

T1S3U 80.00 58.33 90.00 80.00 81.67 75.00

PART TA 33.33 38.33 90.00 33.33 63.33 33.33

T1S2U 33.33 36.67 90.00 33.33 63.33 33.33

T1S3U 33.33 53.33 70.00 33.33 48.33 33.33

RF TA 81.67 46.67 73.33 83.33 45.00 60.00

T1S2U 73.33 48.33 83.33 83.33 55.00 68.33

T1S3U 51.67 46.67 66.67 73.33 65.00 75.00
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4.3 Tests for CRSA Classifiers

Classical rough set approach (CRSA) relies on indiscernibility relation, thus to
be able to employ it for data that is continuous, either some modification of this
relation is needed [7] or discretisation procedures are considered as part of pre-
processing for input sets. Decision rules can be induced in variety of approaches,
resulting in rule sets with significantly different cardinalities and performance.

For all studied categories of discretised input variables two algorithms were
induced, genetic and exhaustive, with results shown in Table 5. For rule classifiers
many parameters can be listed to describe performance, and this performance
can be given without any additional processing of generated rules or with stan-
dard filtering with respect to support required of rules to achieve the highest
classification accuracy for fewest rules. This latter approach to presentation was
employed in the paper, that is only the highest obtained percentage of correctly
classified samples was given.

Table 5. Performance of CRSA classifier for different categories of attributes [in %]

Induction Test Categories of attributes

algorithm set LA L2 L3 L23 L1S2U L1S3U

Female writers Genetic TA 96.67 81.11 38.89 98.89 96.67 97.78

T1S2U 95.56 74.46 — 95.56 95.56 95.56

T1S3U 94.44 74.44 — 94.44 94.44 95.56

Exhaustive TA 98.89 87.78 77.78 98.89 98.89 98.89

T1S2U 94.44 76.64 — 94.44 94.44 95.56

T1S3U 94.44 75.56 — 94.44 93.33 94.44

Male writers Genetic TA 85.00 76.67 80.00 83.33 83.33 86.67

T1S2U 81.67 65.00 88.33 81.67 85.00 81.67

T1S3U 75.00 60.00 93.33 73.33 76.67 71.67

Exhaustive TA 80.00 76.67 80.00 80.00 81.67 80.00

T1S2U 78.33 63.33 88.33 78.33 78.33 75.00

T1S3U 71.67 60.00 93.33 71.67 71.67 66.67

For female writer dataset better results were obtained for exhaustive algo-
rithm than for genetic, while for male authors the situation was reversed, but
the observed differences were minor. For female L3 category the recognition was
rather low due to the fact that only 3 attributes worked for it. On the other
hand, male L3 category shows significant advantage over L2, and for test sets
modified with unsupervised discretisation, results for this category surpassed all
others. Also modifications of the learning sets caused some cases of increased
classification accuracy.
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5 Conclusions

The paper described research works focused on numbers of bins found for char-
acteristic features within procedures of supervised discretisation. The attributes
were grouped into categories reflecting bin numbers and for such sets and sub-
sets of variables performance of several decision systems was studied, firstly for
continuous domain, and then for discretised training and test sets, which were
used for evaluation of systems. Results from experiments show that when both
training and test sets share significant similarities in characterisation of features
by discretisation, the observed performance is higher. Also, variables with more
bins provide better base for classifiers than those with fewer bins. Experiments on
combining supervised with unsupervised discretisation for variables with single
bins in some cases brought improvement, especially when there were attributes
with higher numbers of bins in learning sets that were considered as single bin
variables for test sets. Future research will involve analysis of the influence on
the number of bins found in supervised discretisation on construction of feature
rankings, and weighting of decision rules by quality measures based on numbers
of bins for attributes used as conditions.
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Abstract. In the paper we discuss the issue of contaminated data sets
that contain improper patterns apart from proper ones. To distinguish
between those two kinds of patterns we use terms: native (proper) pat-
terns and foreign (garbage) patterns. To deal with contaminated datasets
we propose to build decision mechanism based on a collection of classifi-
cation and regression models that together classify native patterns and
reject foreign. The developed approach is empirically evaluated based on
a set of handwritten digits as native patterns and handwritten letters
playing role of foreign patterns.

Keywords: Pattern recognition · Pattern rejection · Foreign pattern ·
Native pattern

1 Introduction

Pattern recognition is a classical machine learning problem. Its aim is to form
a model (called classifier) that, after initial training, can assign correct class label
to a new pattern. It is important to have in mind that patterns in their original
form are usually some sort of a signal, for instance images or voice recordings.
Due to the fact, that original patterns are often collected automatically with
some signal-acquiring device, patterns that should not be accounted to any of
proper classes may be recorded. Such situation may happen, when a device that
is used to acquire data was automatically reset due to a power outage and a poor
default calibration hinders signal segmentation process. The main problem with
such erroneous patterns, is that their characteristics cannot be acquired and
therefore cannot be included in the model training process. Rejecting foreign
patterns is a very natural variant of the decision-making problem beyond stan-
dard pattern recognition.

The motivation for our study is to provide algorithmic approaches used
for distinguishing proper patterns (called native patterns) from garbage and
unwanted ones (called foreign patterns) by using only classifiers for both rejec-
tion and classification. The design assumption is to provide decision methods
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 72, DOI 10.1007/978-3-319-59421-7 16
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based on native patterns only so that the approach could be truly versatile and
could be easily adapted to any pattern recognition problem in an uncertain envi-
ronment, where foreign patterns may appear. The study focuses on a multi-class
pattern recognition problem, for which we employ specifically constructed classi-
fication models that provide rejecting/classifying decision mechanism as addition
to standard classification process. It should be emphasised that novelty of the
contribution presented in this paper is in the application of well-known methods
to a new area of study.

The remainder of this paper is organized as follows. Section 2 presents the
background knowledge on foreign patterns detection present in the literature.
Section 3.1 presents the backbone algorithms, known in the literature, that
were used to construct our models. Section 3.6 presents the proposed approach.
Section 4 discusses a series of experiments. Section 5 concludes the paper and
highlights future research directions.

2 Literature Review

The problem of contaminated data sets has been reappearing in research on
pattern recognition in various contexts. First studies, which we may account
as tightly related to foreign patterns rejection, were dealing with outliers detec-
tion. Outliers are proper native patterns, whose characteristics significantly differ
from the majority of data. Outliers, due to their atypical character, may cause
problems at a model training stage. Therefore, we are often advised to apply
a variety of methods to detect them and, if needed, to modify or remove from
the set of native patterns before further processing. Literature provides us with
a selection of statistical tests, for instance discussed in [5], which act as decision
rules for outlier detection. Apart from statistical tests, we find more convoluted
approaches. In particular, there is a wide variety of methods related to the notion
of distance. Those methods evaluate either proximity of data points or their den-
sity in order to detect outliers. Popular example of such approach was presented
in [2]. We shall stress that foreign patterns are not outliers. When it comes to
outliers, we can actually determine their proper class belongingness, even though
it is difficult. In contrast, foreign patterns do not belong to any class and should
be removed from the data.

An area of studies, which is even more similar to foreign patterns rejection,
is the so called novelty detection. Novelty elements are patterns that belong to
extremely infrequent native classes. A typical domain, in which we recognize the
importance of novelty elements, is text processing. Even large corpora of texts
often contain meaningful, but rare key phrases. Studies on novelty detection
typically utilize either a probabilistic approach or are based on the notion of
distance, [8]. Among successful probabilistic approaches we can find kernel den-
sity estimators, as for example reported in [6], and mixture models (for instance
discussed in [10]). The goal of these methods is to perform probability density
estimation of the data. In contrast, distance-based methods for novelty detec-
tion rely on the assumption that novel elements are located far from majority of



Decision Making Beyond Pattern Recognition: Classification or Rejection 175

data. In this line of study, we find methods resolving to various sophisticated dis-
tance measures, for instance [4] or even methods based on well-known clustering
algorithms, as for example in [11].

Foreign elements detection, alike novelty detection task, has to assume that
native patterns, alike majority class, is the only available information. There-
fore, model construction has to rely on native patterns only. In this paper we
present a method for foreign patterns rejection based on classifying models.
The approach that we work on is fit to solve multi-class classification problems
(when more than two native classes are present). The proposed technique uses
a collection of specifically trained binary classifiers, which set together to form
a specific structure, provide capability not only to classify native patterns, but
also to reject foreign patterns.

3 Preliminaries

The issue of contaminated data sets frequently emerges from a substantial
automation of data acquisition and processing, that results in poor data quality.
The research that we present in this paper has been motivated by the need for
algorithmically-aided methods for data sets purging: accepting proper patterns
and rejecting foreign ones. In the study addressed in this paper we concen-
trated on enhancing well-known classifiers in order to perform a rejection task.
We focused on regression models, but we also applied other popular classifica-
tion algorithms, such as Support Vector Machines (SVM), random forest and
k-Nearest Neighbours (kNN). In what follows we discuss applied algorithms.

3.1 The Task of Classification with Rejection

The task of classification aims at categorising unknown patterns to their appro-
priate groups. The procedure is based on quantifiable characteristics obtained
from the source signal. Those characteristics, i.e. features, are gathered in a fea-
ture vector (of independent variables) and each pattern is described with one
vector of features’ values. We expect that patterns accounted to the same cate-
gory are in a relationship with one another. In other words, patterns accounted
to the same category are expected to be in some sense similar. There are many
mathematical models that can be used as classifiers, such as SVM, random for-
est, kNN, regression models, or Neural Networks. Their main disadvantage lies
in their need to be trained prior to usage, which makes them unable to recognize
elements from a new class, not present during the training process.

3.2 Support Vector Machines

Support Vector Machines (SVM) are a collection of supervised learning meth-
ods used for classification, regression and outliers detection. The SVM algorithm
relies on a construction of hyperplane with a maximal margin that separates pat-
terns of two classes, [3]. SVMs are effective in high-dimensional spaces, memory
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efficient, and quite versatile with many kernel functions that can be specified for
the decision function. Although in some cases, where the number of features is
much greater than the number of samples, this method can give poor results,
and is not cost-efficient when calculating probability estimates.

3.3 Random Forest

Random forest is a popular ensemble method. The main principle behind ensem-
ble methods, in general, is that a group of “weak learners” can come together to
form a “strong learner”. In the random forest algorithm [1] the weak learners are
decision trees, which are used to predict class labels. For a feature vector rep-
resenting one pattern a decision tree calculates its class label by dividing value
space into two or more subspaces. After a relatively large number of trees is gen-
erated, they vote for the most popular class. Random forests join few important
benefits: (a) they are relatively prone to the influence of outliers, (b) they have
an embedded ability of feature selection, (c) they are prone to missing values,
and (d) they are prone to overfitting.

3.4 K-Nearest Neighbors

The k-Nearest Neighbours algorithm, denoted as kNN, is an example of a “lazy
classifier”, where the entire training dataset is the model. There is no typical
model building phase, hence the name. Class membership is determined based
on class labels encountered in k closest observations in the training dataset. In
a typical application, the only choice that the model designer has to make is
selection of k and distance metrics. Both are often determined experimentally
with a help of supervised learning procedures.

3.5 Regression

Regression analysis is a statistical method for describing relationships between
variables. It is applied in order to predict future values of a given dependent vari-
able based on known values of other variables (independent variables). Regres-
sion model construction resolves to formation of a function that describes how
expected value of the dependent variable is related with one or more independent
variables. The function can literally be a mathematical formula, but it can also
be an algorithm taking us from space of independent variables values to space of
depended variables values. Examples of algorithms building a regression model
are: regression tree, neural network, etc.

Typically, we deal with parametric regression models, where the shape of
the regression function is known beforehand and our goal is to determine its
components (parameters). When we apply the same set of parameters for all
input variables, no matter their particular values, we have the case of global
parametric regression. A general formula for parametric regression is as follows:

Y = f(X,β) + ε (1)
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where Y is the dependent variable, X is the vector of independent variables,
β is the vector of regression coefficients, f is regression function with values
in real numbers, ε is random error. The estimation target is a function of the
independent variables f . The goal is to find such a function that minimizes loss.

There are many different regression models: linear regression, polynomial
regression, logistic regression, Bayesian Ridge regression, etc. In this paper we
will focus mainly on two regression variants: logistic and polynomial regression
(please note that linear regression is in fact polynomial regression using polyno-
mial of degree 1).

Linear regression is the simplest regression model. It describes the relationship
between scalar dependent variable and one or more explanatory variables. For
example, if we have three independent variables, multiple regression model looks
as follows:

Y = β0 + β1x1 + β2x2 + β3x3 (2)

Polynomial regression can be viewed as a model that uses linear regression
extended by constructing polynomial features from the coefficients. This app-
roach maintains the generally fast performance of linear methods, while allow-
ing them to fit to a much wider range of data. If we have three independent
variables, polynomial regression quadratic model looks as follows:

Y = β0 + β1x1 + β2x
2
1 + β3x2 + β4x

2
2 + β5x3 + β6x

2
3 (3)

In general, regression is used to predict continuous values, what does not match
the objective of classification. In classification we aim at assigning discrete class
labels. A very naive trick applied in this paper to employ regression in a binary
classification problem is to define a threshold for the output of regression function
that serves as a binary decision making tool. If a given pattern scores below the
threshold when processed with a regression function, we assign it one class label,
otherwise we assign it the other class label.

Logistic regression is a more sophisticated regression variant applicable to a case,
when dependent variable is dichotomous (assumes only two values). However,
independent variables do not need to be dichotomous, they can be numerical, cat-
egorical, interval-based, etc. Logistic regression, instead of using “classical” defi-
nition of probability, uses odds. Say that p is “classical” probability of a success,
then odds = p/(1 − p). Logarithm of odds assumes values from the (−∞,+∞),
and thanks to this we can use any regression method that we like (not restricted
to [0, 1]) in order to estimate the logarithm of odds. In other words, technically
the logistic regression is a Generalized Linear Model with logit link function.

3.6 Rejection Mechanism for Classifiers

The proposed approach is based on an assumption that at the stage of model
construction we do not have information about foreign patterns. We aim at
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constructing a model relying only on native patterns only. The model shall be
able to:

– reject foreign patterns,
– classify native patterns.

We are investigating a multi-class classification scheme, what means that we
have more than two distinct classes, say class 1, class 2, . . . , class c, c is the
number of all classes.

We propose two methods based on an ensemble of specifically trained binary
classifiers:

– “one-versus-all”,
– “one-versus-one”.

The “one-versus-all” method requires creating an array of c binary classifiers
constructed using specially selected training data. Together, they provide a way
to classify and reject. Training data set for each classifier in this method consists
of two sets: the first set (denoted as “class i”) holds all training data for certain
i-th native class, and the second one (denoted as “rest”) being union of remaining
classes. The actual classification with rejection is performed by presenting the
unknown pattern to each of the classifiers from the array. When any classifier
recognizes this element as a native one (belonging to class i), then the pattern
is treated as a recognized one, and it is assumed to be native. In a case when all
classifiers reject a pattern (all binary classifiers say that it belongs to set “rest”),
it is treated as a foreign pattern and it is rejected. It is worth to notice that there
is a possibility that more than one classifier recognizes the pattern as a native
element. Such case requires further processing and, since our study is not aimed
on such the case, we assign an actual class label randomly.

The “one-versus-one” method requires preparing an array of classifiers, but this
time it consists of

(
c
2

)
classifiers, where c is the number of native classes. Each

classifier is trained on data consisting of two sets: the first one (denoted as class i)
holding all training data entries for i-th native class, and the second one (denoted
as class o) holding all training data entries for some other class (not the same
as class i). In the end, there is one classifier for each pair of classes: 1 vs. 2, 1 vs.
3, . . . , 1 vs. c, . . . , (c− 1) vs. c. Classification with rejection mechanism is based
on presenting unknown pattern to each classifier in the vector and remembering
their classification decisions (e.g. classifier constructed for 1 vs. c classes can
classify the pattern as belonging to class 1 or class c). In the end, those answers
can be summarized and for each pattern we can form a c-elements array with
numbers saying how many times this pattern was classified as belonging to class
1, 2, 3, . . . , c. The pattern is rejected when the difference between two biggest
values in the result array is less than two. In such case, it is assumed that
classifiers were highly uncertain as to which class should this unknown element
belong to. Otherwise, the pattern is classified as an element belonging to the
class, which had the biggest value in the result array.
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The modified “one-versus-one” method is based on the“one-versus-one” method
discussed in the previous paragraph. The difference between those two methods
lies in a rejection mechanism. In this method an unknown pattern is treated as
a foreign element if the biggest value in the result array is smaller than (c − 1).
What actually means, that there must be a certain class that has always been
chosen by a classifier from the vector providing a more strict decision rule.

3.7 Quality Evaluation

In order to evaluate the quality of the proposed methods we use a set of measures.
Below we list basic notions applied in the formulas for those measures, while
measures themselves are placed in Table 1.

– Correctly Classified – number of native patterns classified as native with
a correct class label.

– True Positives – number of native patterns classified as native (no matter,
into which native class).

– False Negatives – number of native patterns incorrectly classified as foreign.
– False Positives – number of foreign patterns incorrectly classified as native.
– True Negatives – number of foreign patterns correctly classified as foreign.

Table 1. Quality measures for classification with rejection.

Native Precision =
TP

TP+FP
Accuracy =

TP+TN

TP+FN+FP+TN

Foreign Precision =
TN

TN+FN
Strict Accuracy =

CC+TN

TP+FN+FP+TN

Native Sensitivity =
TP

TP+FN
Fine Accuracy =

CC

TP

Foreign Sensitivity =
TN

TN+FP
Strict Native Sensitivity =

CC

TP+FN

F–measure = 2 · Precision · Sensitivity

Precision + Sensitivity

4 Experiments

4.1 Presentation of Datasets

Let us now move to the empirical evaluation of the proposed models. In what
follows we present a study on handwritten digits recognition.

The native dataset consisted of 10,000 handwritten digits with approximately
1,000 observations in each class (c = 10) taken from publicly available MNIST
database [7]. We split each class in proportion ca. 7:3 and as a result we got two
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Fig. 1. Samples of native patterns – handwritten digits and foreign patterns – hand-
written Latin alphabet letters.

sets. The first one included 6,996 patterns and was used for training. The test
set, contained 3,004 patterns.

In order to provide foreign patterns we used a set of handwritten Latin alpha-
bet letters (26 symbols from a to z). The dataset of foreign patterns contained
26,383 handwritten Latin letters, ca. 1,000 letters in each class. This dataset was
created by 16 students, writing about 80 copies of each letter.

The justification to assume such foreign dataset for testing purposes is that
appearance of other real-world symbols, not belonging to any proper class, is
a common issue in a character recognition problem. Let us stress again, that for-
eign patterns do not participate in the model building phase. The entire scheme
is trained on native patterns set only and the foreign set is involved after the
model has been built. We use it for quality evaluation only. Samples of processed
patterns are displayed in Fig. 1.

All patterns were normalized and feature vectors comprising of 106 numerical
features were created. Numerical features were normalized to the range [0, 1].
Best first search for the optimal feature subset was performed using the FSelector
R package, [9]. Next, we performed analysis of variance what led to further
reduction of the feature set. Finally, the ready-to-use feature vector contained
24 elements.

4.2 Experimental Settings

We have formed the described three rejection mechanisms based on popular clas-
sification methods: SVM, random forest, kNN and we compare results obtained
with those methods with results obtained with regression models: logistic regres-
sion and polynomial regression. The experiment presented in this paper has been
conducted in Python programming language, using NumPy and scikit libraries.
Final results were obtained for SVM model with the Radial Basis Function ker-
nel, cost parameter was tuned to be eight and γ = 0.5. When using Random
Forests a total of 100 trees were used. kNN method used five neighbours when
classifying.

4.3 Model Quality

Experimental results are summarized in Figs. 2, 3 and 4. Comparison between
proposed three methods for composing rejection mechanism clearly shows that
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Fig. 2. Classification quality obtained with ensembles of binary classifiers based on
SVM, random forests (RF) and kNN and regression models (polynomial and logistic)
for the test set of native patterns.

Fig. 3. Identification of native patterns measured with Native Precision, Native Sensi-
tivity, and Native F–measure for models constructed based on three different schemes:
“one-versus-all”, “one-versus-one”, and modified “one-versus-one”.

Fig. 4. Quality of foreign patterns rejection obtained using different models.

the “one-versus-all” and modified “one-versus-one” schemes work best when
applied to distinguished between native and foreign elements. The basic vari-
ant of the “one-versus-one” method performs poorly as it tends to reject the
majority of native patterns. This can be easily observed with very low bars in



182 W. Homenda et al.

the plots corresponding to the “one-versus-one” scheme. On the other hand, the
“one-versus-all” approach tends to accept a lot of foreign elements.

The described behaviour derives from the way of how we construct classify-
ing/rejecting models. The first approach (“one-versus-all”) rejected input only
after c failed tests which makes rejection less probable when the number of tests
gets larger (more native classes means more tests). Let us remind that in this
scheme a new pattern is treated as native and labelled as an element from the
first class that assumed it as native. Because tests were done in a predefined
order (from class 0 to class 9) we observed increased number of classified ele-
ments being treated as members from the first few classes.

The second method (“one-versus-one”) counted votes produced by all binary
classifiers. In order to account a new element as native it was required that
a certain native class gained significant advantage (its label was appearing more
frequently than other classes).

The third method (modified “one-versus-one”) provided some sort of balance
between classification and rejection by modifying the second scheme. Elements
were rejected only when there was no strong evidence that they belong to certain
class. This evidence was in fact the number of times pattern was assigned certain
class label. If there was no class with required number of labels the element was
identified as a foreign one.

Comparing models constructed using various machine learning algorithms
(SVM, random forest, kNN, logistic and polynomial regression) shows that the
quality of results is comparable. Nonetheless, we are able to draw a few some
general comments. The first is that polynomial regression performed better than
logistic regression in the task of discriminating between native and foreign ele-
ments. The second conclusion is that even though kNNs perform relatively well
in the task of differentiating between native and foreign elements (as it is shown
in Figs. 3 and 4), it, performs poorly in the task of classification (what could be
seen in Fig. 2). Among superior models we find the one developed with the use
of polynomial regression – it demonstrates its high quality with relatively high
Native and Foreign F–measure (as showed on Figs. 3 and 4).

5 Conclusion

In the paper we showed that employing regression models in the task of classifi-
cation joint with foreign elements rejection yields satisfying results. Among five
different base models applied to process handwritten digits contaminated with
handwritten letters, polynomial regression provided the best results.

All in all, proposed method provides moderately satisfying results. We are
aware that to truly confirm obtained results, test should be repeated on different
data sets. The set described in this paper consisting of letters and digits, although
being very large, might not match wide spectrum of problems.
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Abstract. In this article we observe numerical evaluations of situations and
developments. Similarities will be elaborated from structural and descriptive
aspects. The basis of the structural similarity is homomorphism of algebraic
systems. The bases of descriptive similarities are claims in descriptions of sit-
uations, which are expressible with formulas of calculations of the predictions.
Developments will be addressed by binary precedency and sequential links.
Mentioned connections will be observed as sets, elements of which are ordered
pairs of situations. The procedure for numeric evaluation of similarities is based
on metrics of relative difference of final sets. The numeric rating of similarity
will be associated with plausibility: the more similar or close the objects are, the
more plausible it is, that the acquired knowledge about one object will be valid
for other similar object. The method of numeric evaluation of similarities may
have interesting and beneficial implementation options for many areas.

Keywords: Descriptive similarities � Situations, developments � The procedure
of evaluation of similarity or difference � Similarity and plausibility �
Unsuccessful IT-projects � Situations and developments in security world � The
comparison of content of documents � Values in business management

1 Introduction

In many areas and situations with the lack of reliable statistics, time series etc., we see
the endeavour to rely on similarities, trying to manage situations and developments.
More specifically, there is a reliance on these examples, which are sufficiently studied
and also similar to managed situations or developments. This particular approach often
helps, before (plausible, justified) decision making process (A) to analyse available data
in a plausible way (B), to explain possible ways in which situations may have happened
previously, and (C) analyse and predict situations or developments which may con-
ceivably occur in sequences. Detection of similarities in observed situations and already
well known situations allows us to plausibly suppose the existence of objects and
circumstances, which are in particular observed in situation yet unnoticed, but which are
observed in some other known and examined situations or developments. Specifically –
in such a situation or development which is similar to one under observation.
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These, initially overlooked (and often emerged thanks to looking for similarities) facts
may significantly change situations and developments ensued in our decisions.

In case of developments often deemed to be plausible, similar situations could have
had a similar (recent) history and may have a similar (near) future. Some examples:

Let’s assume that Robert and William have similar houses (built with the same
Project, using same building materials etc.) and both are upset about excessive heating
costs. According to the expert, hired byWilliam, the loss of heat is due to the large size of
the first floor windows. After one extraordinarily freezing winter night Robert discovered
that a frozen pipe had burst inside a wall on the second floor. Informed of this accident,
and determined that the same may happen in he’s house, William took some action.

Another example: after bankruptcy of the Lehman Brothers Holdings Inc. in
September 2008, and when the economic crisis began to gather momentum, many
leading financial and economic analysts started to warn that the same will take place in
Europe, including Estonia. Answering the question- why they think so, their responses
revealed the following arguments and discussions: in Europe, we have had similar
developments as in the USA. Therefore, it is plausible that in Europe (and in our
country) similar situations and developments are likely to take place.

We can argue if it is correct to make decisions based on beliefs and plausibility’s.
At the same time the plausibility is based on similarities. The purpose of this work is
not to provide a devastating assessment to the processes which decision makers have
done time after time. At the antiquity and also today, starting with personal life and
following to state level or International high levels of control.

The purpose of this article is to explain, how it applies the plausibility to similarities
and how it is possible to make numerical evaluations of similarities and developments.
At this point, it does not provide a “direct” interest in the elements forming the systems,
the characteristics of the elements and relationships between the elements. The more
particular of interest is “slightly more indirect” material. Namely-objections about the
elements forming the systems, the characteristics of the elements and relationships
between them. In this article we call the mentioned two approaches respectively;
structural and descriptive. In the context of structural approaches, we consider two
systems to be similar. If between them particular conformities are found, where
respective elements have corresponding characteristics, then these elements are in
corresponding relationships. The example of this similarity is homomorphism and
isomorphism. Unfortunately, the availability of homomorphism and even less iso-
morphism is not an “everyday occurrence”, and verification of these particular types of
similarities is not easy task either. One of the goals of this work is to find possibilities
of treatments of similarities in the frames of descriptive approaches. Such treated
similarity we call, hereinafter a descriptive similarity.

As mentioned above, in this work we treat developments throughout systems.
Specifically, we observe developments as Algebraic systems formed of situations. In
systems, situations are elements and relations are (usually normally reflect depending of
time) relations between situations. In current work we confine ourselves with just one,
binary relation between situations (reflecting sequence, for example temporal sequence).

Intrinsically in such case it is limited with relatively easy and widespread appli-
cation type systems: systems with one binary type of relations. They include for
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example; all types of equivalence classes, but also several sequences. Including
rankings, meaning sequences based on “importance”, “priorities”, etc. [1, 2].

With this particular approach we may replace the question “is perception similarity
(sufficiently) plausible”, with “is the similarity of adequately defined and verified.” If
we could decide to limit ourselves with structural approach which remains in frames of
algebraic theory of systems [3–6] then, unfortunately, we should build theory on
homomorphism of systems (in special cases on isomorphism).

Approving homomorphism (in special cases isomorphism) of systems is frequently
complicated and laborious. Thereby determining for example, if systems expressed with
particular formulas are homomorphic or downright isomorphic (in the latter case the
mentioned set of formulas is examined in logics (See [7] §5.6), with categorical theories.

Hereby, this signals the question: in which case results from descriptive similarity
to structural similarity? And the other way around: in which case results structural
similarity to descriptive similarity? Before examining the questions mentioned it would
be purposeful to find particular approaches to treat similarities, using the frames it
would be possible to evaluate, in addition to the presence of similarity, also evaluate
numerically how similar are objects Under observation. In the frame of traditional
structural approaches, we have only two evaluations we can call as follows: absolutely
similar (it means isomorphic) and quite similar (homomorphic). Unfortunately, this is
not enough. Specifically, we should, evaluate and manage situations based on quite an
inadequate “Picture” and lack of details and come to terms- is the current situation
similar enough to already known situation to decide: what will we do in the current
situation that is exactly as it was in the already known situation.

This paper observes methods for assessing similarities of systems which bind
certain distances, in special cases metrics. Mentioned distances [2, 8–12, 31] are tied in
one way or another to the Works of Swiss botanist Paul Jaccard, more specifically with
numeric value used by Jaccard- coefficient de communauté [13, 32]. In our work, this
particular approach is applied to analyse special situations (and developments) in field
of economy, security and text analysis.

2 Assessment of Similarity and Difference of Finite Sets

The basis of differentiating sets relies on observing elements that are found in one set,
but not in the other. Connecting all the elements from one side found in set X, but not
in set Y and from the other side elements that are found in set Y, but not set X, we get a
set that is denoted as

XDY ¼ ðX� YÞ [ ðY� XÞ ¼ ðX[YÞ � ðX\YÞ: ð1Þ

Denoting any number of elements E(A) in the finite set A, we can take figure

EðXDYÞ ¼ EðXÞþEðYÞ � 2EðX\YÞ ð2Þ

as final collection of these elements which differentiate two finite set X and Y. It is
obvious that the higher is the figure E(XDY), the greater is the difference between sets

186 P. Lorents et al.



X and Y. And also vice versa – the smaller is the figure E(XDY), that more similar are
sets X and Y. In doing so, it can be proved that figure E(XDY) satisfies both axioms,
scale and distance. This is the reason why this figure is named a measure of the
difference between the sets [14] also named as distance e.g. – for example distance of
Frechet-Nicodym-Aronszajn [15]. Unfortunately, this kind of figure does not present
proportions of differences. For example- 20 distinctive elements in set with thousands
elements are not so dramatic as 2 distinctive elements in set with 10 elements together.
In order to avoid such a “dramas” is expedient to use for assessment either similarities
or differences, ratio expedient. As many authors have independently (also obviously
unknowingly each other’s work and repeatedly) approved, satisfies this rate distance
(metrics) axiom [10, 16, 17, 29]. Mentioned rate have found use in many other fields
like biology [10] implementation of computers [9], assessment of differences of con-
cepts and definitions [18] assessing different perceptions in “problematic” organisations
[11]. At the same time, we can use for assessment of differences and also similarities
the rate

1� EðXDYÞ : EðX[YÞ: ð3Þ

Indeed, the closer are the sets, meaning the closer to figure “0” is the rate E(XDY):
E(X[Y), the closer to Fig. 1 is

1� EðXDYÞ : EðX[YÞ ¼ EðX\YÞ : EðX[YÞ: ð4Þ

Incidentally, probably was the swiss botanist and plant physiologist Paul Jaccard
[13] the first one who used rate

EðX\YÞ : EðX[YÞ ð5Þ

for assessment of similarities of certain plant communities. Obviously, due to this fact
the rate E(X\Y): E(X[Y) is referred in the literature, not only as Marczewski-
Steinhausi, or Tanimoto Distance, or Lorents Metrics, but also as Jaccard distance [15].

In this current work we rely on the implementation of ideas and experience of the rate

EðXDYÞ : EðX[YÞ ð6Þ

or E(X\Y): E(X[Y) in order to assess similarities, or differences of situations. For
this we introduce the procedure of assessment of descriptive similarities created by
P. Lorents, which phases of execution is relied on expertise or Expert System.

Observation of two situations S1 and S2.

Stage 1. Using the appropriate language to present descriptions (a language similar to
first-order predicate calculus) [19, 26]. All required statements describing the situation
S1 are written down. For example: “Officer C belongs to a set”. “Officer C is a male”.
“Officer C is injured”. “The situation also includes a weapon - grenade G”. “Grenade G
is not owned by Officer C”, etc. We denote all of the aforementioned statements with
the symbol Des(S1).
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Stage 2. Analogous to the first stage, the relevant statements are presented to describe
situation S2. The denotation for this group of statements would be Des(S2).

Stage 3. Consulting an expert, it is decided which of the statement written down in the
first two stages should be likened. We denote the resulting set as

eðDesðS1Þ;DesðS2Þ: ð7Þ

A good general idea here is to liken statements that can be presented with logical
equivalent formulas. We could equate statement from the description of the first system
like “C is male” and “C is not female”. Likewise, it would be possible to equate the
statement from the first system that “it is certain that C1 commands a medium-sized
car” and the assentation from the second system that “it is not possible that C2 has no
access to a regular sedan-type car”.

Note: The set e(Des(S1), Des(S2)) is not always the same as set Des(S1)\Des(S2)!
This explains what was already mentioned – “we base our approach on applying
magnitudes E(XDY): E(X[Y) or E(X\Y): E(X[Y) on ideas and experiences”. This
means we do not (and cannot) limit ourselves to only applying these magnitudes.

Stage 4. Magnitudes

EðDesðS1ÞÞ;EðDesðS2ÞÞ; ð8Þ

EðeðDesðS1ÞÞ; ðDesðS2ÞÞÞ ð9Þ

are found, as well as magnitudes that assess the descriptive difference of situations.

½EðDesðS1ÞÞþEðDesðS2ÞÞ � 2EðeðDesðS1Þ; DesðS2ÞÞÞ�
: ½EðDesðS1ÞÞþEðDesðS2Þ � EðeðDesðS1Þ;DesðS2ÞÞÞ�; ð10Þ

or the descriptive similarity of situations

1� ½EðDesðS1ÞÞþEðDesðS2ÞÞ � 2EðeðDesðS1Þ;DesðS2ÞÞÞ� : ½ EðDesðS1ÞÞ þ EðDesðS2ÞÞ � EðeðDesðS1Þ;DesðS2ÞÞÞ�
¼ EðeðDesðS1Þ;DesðS2ÞÞÞ : ½ EðDesðS1ÞÞ þ EðDesðS2ÞÞ � EðeðDesðS1Þ;DesðS2ÞÞÞ�:

ð11Þ

With that, if all other approaches fail, it is possible to use the following assumption
or principle P1: The smaller the difference assessment (or bigger the similarity
assessment) in situations, the more believable it is that the situations at hand share a
similar past and a similar future.
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3 Assessment of Similarities and Differences in Finite Orders

Non-recurring situational development in this paper is a system in which a set is
comprised of situations and the signature of which includes exactly one binary equation
with a subsequent relationship is called a development. During the course of this paper
we limit our approach to developments that include a finite amount of situations. In a
case like this, the binary equation is set up in a way that the first, as the second pair is
one of the aforementioned situations.

Assessment of differences or similarities in two developments D1 and D2 works by
a method created by P. Lorents by going through the following stages:

Stage 1. An expert (or expert system) has to decide on which situational developments
of D1 should be likened (equated) on situational developments of D2. As a result of
this, situations that have been equated are then represented in a single copy.

Note. Equating situations doesn’t mean that for example situation S, that was once
preceded by a situation S’ couldn’t also be followed by the same situation S’ later.

Stage 2. In the frame of two developments, all ordered pairs are formed if they answer
to the requirement that the first pair, situation Sa precedes (in observational develop-
ment) to pair two, situation Sb. The opposite is also true - situation Sb must follow
situation Sa. In accordance with this, if one development presents a pair Sa; Sbh i along
with a second development that presents a pair Sp; Sq

� �
and it is found that Sa is

equivalent to Sp and Sb is equivalent to Sq, then both aforementioned pairs are equated.
As a result of this equated pairs are therefore presented in a single copy.

Stage 3. Assessing the descriptive difference or similarity of sets with the aforemen-
tioned technology, we can calculate and rate the difference and similarity of both
development pair sets.

Note: This is essentially how the values of various human communities are analyzed
(e.g. Brazil, China and China business folk) [1, 2].

With that, if all other approaches fail, it is possible to use the following assumption
or principle P2: The smaller the difference assessment (or bigger the similarity
assessment) of developments, the more believable it is that the mentioned develop-
ments started from similar situations and that their conclusion will come to similar
situations.

Note: Ideas which relate to situational similarity and the believability of developments
were established by private conversations between P. Lorents and G. Jakobson. In these
conversations, G. Jakobson introduced his approach to the essence of believability and
methods of application [28]. P. Lorents then recommended to advance with algebraic
systems and logic models to relate believability with similarity.

And so began the search, by P. Lorents and G. Jakobson, of pertinent mathematical
methods that allow the equating or likening of similarity and believability, mainly in
the branch of logics and algebra, but also in regards to info technology solutions.
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4 Some Mathematical Aspects

Like mentioned in the introduction, in this paper we approach the description of
systems, situations and developments as a relevant collection of statements. Statements
however are viewed as formulas that are written down on the basis of a previously fixed
logical language (for formulas pertaining to second-order predicate calculus or even
intuitionistic calculus).

This approach is explained by the following meaning attribution diagram.

Note. The shortcuts in the above diagram (from formulas to descriptive factors and
vice versa) are based on the transitive relation of fundamental relationships of deno-
tations and definitions [25]. Unfortunately, realizing of these shortcuts for theoretical
and also software solutions still needs some work. Then again, a lot of work has already
been done on the roads connecting the upper columns of the diagram [20, 21].

Transforming statements into formulas allows for the necessary explanation of
decisions made when processing situations to transform into proof constructed
according to rules of (mathematical) logic. In such a case it is guaranteed that deriving
from that which is true, we make our way in a legitimate result which is also true.
Making sure of being correct is left to an interpretative procedure in accordance to
previously fixed logic. An important step in interpretation is the previously mentioned
attribution of definitions. If thereat we have agreed that definitions must come from a
system, for example system S, then system S is part of one possible model for the
observable (true) collection of formulas. This is not hard to prove.

Theorem. If there is found an interpretation, in which formula W is true in system M
and M is homomorphic to system M’, then an interpretation’ is found, in which formula
W is true in system M’ (see and compare Maltsev 1970 work [5]).

Proof Idea. Based on induction by length of formulas. Emanating from atomic for-
mulas, the interpretation of which in system M’ is handled with a homomorphic
function f and composition of interpretation.

Relying on the theorem presented it is possible to answer one of the questions
above. In what case does structural similarity become descriptive similarity? Here we
can acknowledge the fact that the homomorphism of systems M and M’ allows us to
say that statements which are true for system M are also true for system M’.
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The best-case scenario in comparing systems would be without a doubt their iso-
morphism. This however isn’t really a likely scenario or daily happenstance, so we
must deal with homomorphism instead. A question arises here: How similar to each
other are homomorphic systems? The distance of isomorphic systems should be 0, but
what about homomorphism? There is room for more enquiries.

5 Examples from Studied Situations and Developments

The Failure of Ordered IT-Projects
Many failed IT-projects by various Estonian government agencies, but also by private
enterprises (including the Ministry of Social Affairs, one of the largest clothes pro-
ducers “Baltika”, “Töötukassa” and so on) have been observed. To study the situation
and put it into practice, an approach was made by Daniil Harik, where a list of
statements was made to characterize the situations of different projects [23–25]. The list
was compartmentalized into different parts (e.g. team, leadership and process and so
on). To describe the team, eight statements were used – for example the team has
Scrum experience [30]; the team has a competent Scrum Master; the team has worked
together before, and so on. For leadership and process, twelve statements were used –

for example tasks have been added in the middle of sprint; the backlog has been
constantly updated; time estimates were mostly correct, and so on. The different parts
of these lists can be approached as situations (e.g. Team situation, Leadership and
process situation).

Using the assessment procedure of descriptive similarities, it was evaluated how
similar or how different the situations pertaining failed projects by different organi-
zations were. For example, in the cases of Ministry of Social Affairs and “Baltika” the
leadership and process situation difference was quite large: 0.71. Difference between
statements describing the team was also quite substantial: 0.6. Due to this, it is not
believable that in comparing these organizations and the failure of their projects is due
to similarity in descriptions of team or leadership and process.

Security Situations and Developments
Situations and developments (pertaining to security) that can lead to armed conflict are
observed. In cases such as this, the so-called key situation system compiled by Ahto
Kuuseok is applied. The system can be used to observe/study developments that may
lead to armed conflict (see also [27]). The two dimensions of the system are (I) list of
influence (that could contain statements such as creating new norms to influence
international opinion; influencing society through economics) and (II) list of distinctive
situations or in other words a list of developmental stages (for example destabilization
phase, military invasion and so on). Influences and ordered phase types are related to
statements that can be true or false, depending on the observed (comparable) devel-
opment. For example, in the destabilization phase there is a statement to influence
politics and public opinion: military exercises near a border are being orchestrated; in
a different case of military invasion there might be a statement: there is damage being
done to the flow of economic resources (energy carriers, raw materials, various goods.
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Using the assessment procedure of descriptive similarities, different development
phases that had already taken place were rated and compared with each other on how
similar or different they were. Among other things developments that occurred in 2007
in relation to Estonia, in 2008 relating to Georgia and presently in Ukraine were
compared in this way. For instance, during the military invasion phase the difference
between Estonia and Georgia and also Estonia and Ukraine was maximal –1. Indeed,
military action in Estonia, unlike Georgia and Ukraine, did not take place. The fact that
both Georgia and Ukraine present a phase related to military action does not mean that
both countries had phases that were automatically characteristic of each other, as
confirmed by the score of 0.44 in assessing similarity.

Assessing the Similarity of Documents
Text-based parts of a document that don’t contain graphs, diagrams, pictures and so on
are observed.

For comparative analysis of text documents, not only methods that are orientated
towards word density and placement (e.g. various statistical methods, Markov chains,
n-grams, various morphological and syntax structure analysis). In addition to these
methods, it is prudent to explain how large or small of a part words that have the same
meaning have in comparable texts. If it so happens that the texts being compared do not
have a lot of words or concepts with a common meaning, then it is not likely the texts
share a similar structure or rhythm. (This might not apply to deep metaphorical poems,
Dadaistic or other such writings). In the end, ambiguous assessments such as “a lot” or
“a tiny bit” are not of much use.

One possibility to replace this ambiguousness with numerical values is to use the
aforementioned metrics, where equating elements presented in different sets plays an
important role. Such an approach allows for assessing the initial similarity in content of
documents. To go into details, we present a relevant list of actions:

• The index and other parts of the document not in relation to the body of the text are
removed

• Two word grams and the frequency of their occurrence are found.
• The list of word grams is “cleaned up” and unnecessary words are removed. These

could be certain words, letter combinations, numbers et cetera that do not play a
significant role from a semantic aspect. For example, articles, auxiliary words,
numbers that represent paragraphs. If a word turns out to be insignificant, all
occurrences of the word are removed from the list of word grams.

Explanation: The statistical aspects of text can be analysed with the use of Markov
chains. The least complicated links of these chains can be approached as ordered
triplets such as s1, s2, p, where p is probability of the word s2 following word s1 in the
observed text. Analysing the text, we can use a word gram based on n-grams (for
example kfNgram, KwiCFinder.com) to find such successions and their probability.
The frequency of two succeeding words is in a direct one-to-one relationship with
probabilities mentioned in the Markov chain. In this paper, to measure similarities from
now on, we use the priory mentioned order of triplets, but replace the last position of
probability with frequency.
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• Subsequently, words are grouped into groups of synonyms (e.g. synset aka.
Synonym ring). The words presented in these groups are henceforth equated. To
automate this process to a greater extent, we can use an known and used software –
a lexical database for English WordNet (http://wordnet.princeton.edu/). Each group
is designated a word (denotation), that is used to denote equivalent words in the
word gram.

When all required steps are completed, data gathered from the two documents is put
into accordance.

Example. Compare two documents: “National Security Concept of Estonia” (http://
www.kmin.ee/files/kmin/nodes/9470_National_Security_Concept_of_Estonia.pdf) and
“Germany: Defence Policy Guidelines 2011” (http://www.isn.ethz.ch/Digital-Library/
Publications/Detail/?ots591=0c54e3b3-1e9c-be1e-2c24-a6a8c7060233 HYPERLINK
“http://www.isn.ethz.ch/Digital-Library/Publications/Detail/?ots591=0c54e3b3-1e9c-
be1e-2c24-a6a8c7060233&lng=en&id=157024“&HYPERLINK “http://www.isn.ethz.
ch/Digital-Library/Publications/Detail/?ots591=0c54e3b3-1e9c-be1e-2c24-a6a8c7060
233&lng=en&id=157024”lng=en HYPERLINK “http://www.isn.ethz.ch/Digital-
Library/Publications/Detail/?ots591=0c54e3b3-1e9c-be1e-2c24-a6a8c7060233&lng=
en&id=157024“& HYPERLINK “http://www.isn.ethz.ch/Digital-Library/Publications/
Detail/?ots591=0c54e3b3-1e9c-be1e-2c24-a6a8c7060233&lng=en&id=157024”id=
157024).

After discarding insignificant words, it seems that the first (EST) document contains
2913 different word grams and the second (GER) document contains 1705 different
word grams.

Here we bring out only words with a frequency value above 5 and assess similarity
on the account of this factor (Table 1).

Grouping with the help of similar words (synonyms): homeland security, our
security: we denote homeland security and the frequency of it is 7þ 7 ¼ 14 (Table 2)

E Commonð Þ ¼ 54

E Differ1 þ Differ2ð Þ ¼ 91þ 293 ¼ 384

d GER; ESTð Þ ¼ 1� 54= 384þ 54ð Þ ¼ 0; 876712329

Note. To achieve a more accurate analysis, single representations of successions
should also be observed

Completing the appropriate steps and calculations for our observed documents, we
come to a difference value of 0,876712329. This shows that there is a huge discrepancy
between the compared documents. The same kind of assessment has also been given by
experts that have studied the body of these documents in-depth.

Assessing the Similarity of Situations and Developments 193

http://wordnet.princeton.edu/
http://www.kmin.ee/files/kmin/nodes/9470_National_Security_Concept_of_Estonia.pdf
http://www.kmin.ee/files/kmin/nodes/9470_National_Security_Concept_of_Estonia.pdf
http://www.isn.ethz.ch/Digital-Library/Publications/Detail/%3fots591%3d0c54e3b3-1e9c-be1e-2c24-a6a8c7060233
http://www.isn.ethz.ch/Digital-Library/Publications/Detail/%3fots591%3d0c54e3b3-1e9c-be1e-2c24-a6a8c7060233
http://www.isn.ethz.ch/Digital-Library/Publications/Detail/%3fots591%3d0c54e3b3-1e9c-be1e-2c24-a6a8c7060233%26lng%3den%26id%3d157024
http://www.isn.ethz.ch/Digital-Library/Publications/Detail/%3fots591%3d0c54e3b3-1e9c-be1e-2c24-a6a8c7060233%26lng%3den%26id%3d157024
http://www.isn.ethz.ch/Digital-Library/Publications/Detail/%3fots591%3d0c54e3b3-1e9c-be1e-2c24-a6a8c7060233%26lng%3den%26id%3d157024%e2%80%9dlng%3den
http://www.isn.ethz.ch/Digital-Library/Publications/Detail/%3fots591%3d0c54e3b3-1e9c-be1e-2c24-a6a8c7060233%26lng%3den%26id%3d157024%e2%80%9dlng%3den
http://www.isn.ethz.ch/Digital-Library/Publications/Detail/%3fots591%3d0c54e3b3-1e9c-be1e-2c24-a6a8c7060233%26lng%3den%26id%3d157024%e2%80%9dlng%3den
http://www.isn.ethz.ch/Digital-Library/Publications/Detail/%3fots591%3d0c54e3b3-1e9c-be1e-2c24-a6a8c7060233%26lng%3den%26id%3d157024
http://www.isn.ethz.ch/Digital-Library/Publications/Detail/%3fots591%3d0c54e3b3-1e9c-be1e-2c24-a6a8c7060233%26lng%3den%26id%3d157024
http://www.isn.ethz.ch/Digital-Library/Publications/Detail/%3fots591%3d0c54e3b3-1e9c-be1e-2c24-a6a8c7060233%26lng%3den%26id%3d157024
http://www.isn.ethz.ch/Digital-Library/Publications/Detail/%3fots591%3d0c54e3b3-1e9c-be1e-2c24-a6a8c7060233%26lng%3den%26id%3d157024%e2%80%9did%3d157024
http://www.isn.ethz.ch/Digital-Library/Publications/Detail/%3fots591%3d0c54e3b3-1e9c-be1e-2c24-a6a8c7060233%26lng%3den%26id%3d157024%e2%80%9did%3d157024
http://www.isn.ethz.ch/Digital-Library/Publications/Detail/%3fots591%3d0c54e3b3-1e9c-be1e-2c24-a6a8c7060233%26lng%3den%26id%3d157024%e2%80%9did%3d157024


Table 1. Signifficant words from the first (EST) and the second (GER) document with a
frequency value above 5

Germany Estonia
armed 
forces 21

European
union 51

psychological 
defence 9

security 
threats 7

security 
policy 11 security policy 30

security 
concept 9

bilateral 
relations 6

north 
Atlantic 10

national 
security 17 civil society 8

Estonia
contributes 6

Atlantic
alliance 8

military 
defence 16

co-operation 
between 8

euro-Atlantic
area 6

European
union 8

national 
defence 14

Estonia
supports 8

foreign 
policy 6

national 
security 8

security 
environment 14

internal 
security 8

international 
organisations 6

defence 
policy 7

collective 
defence 13

international 
co-operation 8

relations 
between 6

homeland 
security 7

organised 
crime 13

member 
states 8

our security 7
critical 
services 12

common 
foreign 7

crisis 
management 6 Baltic sea 11

defence 
policy 7

military 
capabilities 6

crisis 
management 10

democratic 
values 7

united 
nations 6

International 
security 10

Estonia
deems 7

united states 10
other 
countries 7

defence
Estonia 9

Schengen
area 7

Table 2. Common relationships

Germany Estonia Common Differ1

Security policy 11 Security policy 30 11 19
North atlantic 10 Euro-atlantic area 6 6 4
European union 8 European union 51 8 43
National security 8 National security 17 8 9
Defence policy 7 Defence policy 7 7 0
Homeland security 14 Internal security 8 8 6
Crisis management 6 Crisis management 10 6 4
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6 Conclusions

Relying on similarity has most likely been one of the instruments of human decision for
tens of thousands of years. In principle, it doesn’t replace perfect logical deduction, but
is still useful when we must come to terms with imperfect descriptions of situations that
require decisions to be made when managing them. Approaching similarity in the
frame of algebraic systems (in a lucky case as homomorphism, or in a very lucky case
as isomorphism) leaves some flexibility to be desired and may be too austere. Algebraic
systems dose not answer the question on how similar or different the situation being
observed and a situation being compared to it. Still, to produce necessary numerical
assessments on similarity, useful procedures have been developed. These procedures
can be used to assess the descriptive similarity of various factors (descriptions formed
from statements). A high assessment of similarity gives us believability required to
make decisions. It also came to light that the procedure presented in this paper can be
used to give an initial assessment of similarity when researching failed info technology
projects, analysis of national security situations and also correlation in contents of text
documents.
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Abstract. Integrated Support System for Efficient Water Usage and
Resources Management (ISS-EWATUS) is a project founded by the
European Union’s Seventh Framework Programme. Its main objective
was to recognize and exploit an untapped potential to save water by using
information and communication technology (ICT). After three years of
the project life-time several tools for this purpose have been developed.
In this paper we describe all these tools working together in synergy to
conserve water. During the implementation of the presented tools, spe-
cific, scientific problems were faced. We explain how these problems were
solved. In addition to the technical details, we make an overview of the
research papers published as a result of the undertaken works.

Keywords: Decision support system · Water conservation

1 Introduction

As the water resource is becoming scarce, conservation of water has a high prior-
ity around the globe. Study on water management and conservation becomes an
important research problem. In particular, the problem is important for coun-
tries with relatively low water resources. To meet the growing demand with
conservation of water resources, novel and interdisciplinary solutions have to be
implemented.

In this paper we describe the results obtained by the ISS-EWATUS project,
an interdisciplinary effort of specialists from water management and ICT
research. The project developed several innovative ICT tools enabling to exploit
the untapped water-saving potential. This main goal has been achieved by
developing an innovative, multi-factor system supporting water conservation
[15,16,22].

Before going into the details of the developed system, let us recognize and
overview the limitations of the existing decision support systems related to water
management. We relate the recognized gaps to the contributions of the ISS-
EWATUS. This review is given in Table 1. The research undertaken by the ISS-
EWATUS goes beyond state of the art in every of the listed issues. A literature
review related to the considered issues has been made in the papers referenced in
the following sections devoted to specific tools and modules of the ISS-EWATUS.
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 72, DOI 10.1007/978-3-319-59421-7 18
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Table 1. Overview of the ISS-EWATUS contributions

No Issue Contribution of the ISS-EWATUS

1 Not sufficiently efficient wireless water
measurements.

Improved efficiency, more detailed
information on water usage.

2 Lack of a universal spatio-temporal
database for storing water related
data.

Interpretable, ready to exploit
information on water usage. Dedicated
spatio-temporal, centralised database.

3 Inefficient control over water pressure
and thus excessive leakages within
water delivery system.

Novel methods enabling the control of
water pressure within the water
delivery system.

4 Lack of flexible, adaptive pricing
schemes. Flat pricing schemes.

Decision support system for the
evaluation of different pricing schemes.

5 Insufficient awareness by water
consumers of water usage; lack of data
analysis at household level (e.g.
information on leaks).

Detection of excessive water usage by
households. Low-cost, information and
data analysis system run on mobile
devices with the access to the water
sensors installed in the household.

6 Lack of a decision support system for
water-saving at household level.

Easy to use, low-cost, decision support
system for water conservation for
every type of household.

7 No possibility to observe positive
examples of water-saving activities, no
link between water producers and
consumers, no possibility for
consumers to get direct advice from
water-saving experts.

Reinforcement of water-saving behav-
iour by social interactions between
water stakeholders.
Low-cost, social-media platform run
on mobile devices for induction of
water saving behaviour.

Also in the referenced papers, detailed scientific contributions of the project are
reported.

From the general perspective, the ISS-EWATUS consists of several modules
[15,16,29]. The structure and interdependence among them is shown in Fig. 1.
The first considered module is the urban decision support system (DSS). It opti-
mizes water pressure within water distribution system (WDS), dependent on the
actual demand. It also monitors water flow within the WDS and presents it to
the user in the convenient, graphical form, being thus a valuable tool for a water
distribution company. The urban DSS is supported by the adaptive pricing sys-
tem which evaluates and selects pricing schemes. In this way, it plays the role of
an economic instrument helping to decrease water consumption. Another essen-
tial module of the ISS-EWATUS is the household DSS aiming to support water
consumers in their attempts to conserve water at home. This system monitors
and analyzes household water consumption not only for informative purposes
but also and primarily to generate advices to the users. The generated advices
together with the additionally implemented water diary help to optimize water
consumption at households. An important module of the ISS-EWATUS is the
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Fig. 1. Architecture of the ISS-EWATUS

social media platform by which water consumers exchange information and expe-
riences related to water conservation. By participating in the specialized com-
petition (game), the users encourage each other to save water.

In the following sections of the paper we present main characteristics of the
above mentioned modules of the ISS-EWATUS.

2 Urban DSS

The urban DSS monitors and synthesizes heterogeneous information and dis-
plays them to the decision maker in order to assist her in controlling water
resources. The input to the urban DSS are data acquired from measurement
devices installed in the water distribution system. Real time monitoring and
management of water pressure and flow is performed. The DSS integrates all
water network devices that capture water pressure and flow in near-real time
[19]. Research regarding the processing of the collected data has been made [10].
The DSS enables the water company expert to access and visualize all histor-
ical data. Consolidation of these data with meteorological, socioeconomic and
touristic (arrivals to the city) data is performed [27,28]. Using the DSS, the
residents are able to initiate alarms related to the network functionality and
failures. The collected data are used to perform a consumption pattern analysis
to provide evidence for leaks and trigger alerts. The developed urban DSS sys-
tem is able to create heat maps of water demand for various seasonality-oriented
parameters [13].
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The urban DSS developed as a part of the ISS-EWATUS reduces water leaks
within the water distribution system [14]. The leaks are reduced by controlling
water pressure within the pipeline system. In a nutshell, during night periods or
during weekends, when water demand is lower, its pressure is decreased using
pressure reduction valves. When water demand increases during the working
days, the pressure in the pipelines swells up. Such type of control has been
accomplished by using appropriate hardware and software developed by the ISS-
EWATUS.

To accomplish this, water demand modeling and forecasting models have
been implemented. A set of various artificial intelligence techniques are inte-
grated in the DSS to obtain accurate water demand (time series) forecasting.
Accurate forecasting is crucial for the efficient control over pressure within the
WDS. Researchers were confronted with the task to select the best forecasting
model for the given water demand time series gathered at a particular place of the
water distribution system. To select the best approach, a systematic comparison
of numerous state-of-the-art predictive models was performed [5]. A multivariate
analysis of daily water demand and an investigation of the Artificial Neuro-Fuzzy
Inference System forecasting method were performed [18].

On-line availability of water demand time series has been assumed. This
enabled day-by-day retraining of the predictive model. Under such assumption,
the influence of missing data, outliers, and external variables on the accuracy of
forecasting were investigated [5]. Among less known forecasting models, standard
Bayesian networks [5,17], dynamic Gaussian Bayesian networks [7] and fuzzy
cognitive maps [1,25] were considered. The other attempt towards improving the
forecasting water demand was related to dealing with the seasonality encoun-
tered in water demand time series [6]. As a result, a new dynamic optimization
approach for learning FCMs has been proposed [24]. The performed experiments
shown that the proposed approach led to excellent results outperforming most
of the competitive forecasting models. As an alternative, a new approach to
the forecasting of the approximated (granular) time series has been developed
[9]. After extensive research, the best forecasting model has been selected and
applied [12]. The forecasted time series were inputed to the hydraulic model of
the WDS.

According the requirements of the urban DSS, spatial and temporal disag-
gregation of water demand was performed. Daily water supply time series and
consumer quarterly billing data for each water meter were used for this purpose.
The applied disaggregation methodology was presented in [11].

The urban DSS also selects the most appropriate source of water exploitation
according to demand predictions. Genetic algorithm is applied for this purpose.

3 Adaptive Pricing Module

One of the factors influencing water consumption is pricing. Economic instru-
ments can be used to promote efficient water usage.

The adaptive pricing module of the ISS-EWATUS is an application developed
for policy makers to assess the impact of pricing schemes on water consumption.
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The module can be used to design pricing schemes that create incentives to
reduce water consumption while maintaining the revenues, or to increase rev-
enues while maintaining water consumption levels. The module identifies how
difficult these objectives are to achieve and is able to generate optimal pricing
schemes that satisfy predefined criteria. The adaptive pricing module is able to
evaluate pricing strategies. It incorporates modeling techniques that offer a new
perspective on water demand analysis and its dependency on pricing schemes.
The module is thus an important tool for long-term, strategic water management
applied by stakeholders who define water policies.

The adaptive pricing module also evaluates the effectiveness and cost effi-
ciency of a water abstraction tax fitted to the scarcity of surface water resources.
The modeling of the hypothetical consequences of the proposed taxation scheme
were conducted using several datasets [3].

4 Household DSS

A conscious approach to water consumption in European households is unsat-
isfactory. In spite of many existing real-time oriented data gathering systems,
the average water consumers are still unable to access real-time information on
how their behavior influences their water consumption. This leads to a low level
of motivation for water savings. In addition, those users who are motivated and
would like to save water cannot rely on any unsupervised, widely available and
cheap system capable of supporting and advising them regarding water conser-
vation. Information on water-saving devices or advice regarding consumer habits
are available solely through web-pages, books, newspapers or other traditional
media. The influence of such media is abstracted from actual households and
their daily water-usage profiles, and thus not having a direct influence on users.
There is a lack of decision support system (DSS) recommending particular water
saving devices or stimulating changes in people’s behavior towards efficient water
usage based on data gathered from households.

At household level, ISS-EWATUS proposes a low cost, mobile-device ori-
ented set of tools supporting all household members in water conservation. The
ISS-EWATUS makes users aware of their water consumption by providing near
real-time access to their household water meters. On the basis of data gath-
ered individually for every household, the ISS-EWATUS exploits water-saving
potential and develop a mobile decision support system giving advice regarding
water-saving behavior.

To measure water flow rate and water temperature, numerous sensors have
been installed in volunteer homes [32]. A wireless transmission system sends data
gathered by these sensors to the remote server. Each home is equipped with at
least one tablet. The tablet provides access to the data stored on the server.
The tablet allows users to view and interpret household’s water consumption,
broken down by appliance, across the past 24 h or at a daily, weekly or monthly
level. The users of the household DSS are able to set a goal for reducing their
overall water consumption. The developed software gives them feedback on their
progress towards this goal.
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The first achievement of the ISS-EWATUS related to the household DSS is
the adaptive sampling strategy for wireless sensing systems aimed at reducing
the number of data samples by sensing data only when a significant change of the
signal is detected [2]. In addition, a benchmarking model for household water
consumption based on Adaptive Logic Networks (ALNs) has been proposed.
This new model takes account of the socio-demographical information as input
and outputs a prediction on the average household water usage. Real world
data collected by water consumption monitoring systems installed in Sosnowiec,
Poland and Skiathos, Greece were respectively used to build a model for each
considered city [4].

On the basis of the acquired water consumption data, a new water user
classification function of residential water consumers has been proposed. This
function was designed to harness personal value systems and wider social norms
in order to promote water conservation [20].

An important research element considered during the implementation of the
household DSS was of socio- and psychological nature. Three major elements
pertinent to the behavior of domestic water consumers were investigated: end
use behaviors; sociodemographic and property characteristics; and psychosocial
constructs such as attitudes and beliefs [26]. Psychosocial and behavioural fac-
tors influencing consumers’ intention to engage in everyday water saving actions
around the home were investigated. An extended theory of planned behaviour
perspective was used to model intention to engage in water saving actions around
the home. Research hypotheses were constructed regarding the influence of atti-
tudes, subjective norms, perceived behavioural control, information exposure
and current engagement in water saving actions [21].

The household DSS generates messages to users. After comparing actual and
forecasted water consumption, the DSS sends messages (tips) informing the user
about the progress achieved in water conservation. In this case, among standard,
statistical forecasting models, the Bayesian forecasting model was applied [8].

Water diary is the other part of the urban DSS. It prompts household mem-
bers to identify their personal water usage in a fixed range of time, e.g., daily
or weekly. The need to identify usage is signaled by an alarm. The diary user
specifies the purpose for which the water was used for and who used the water.

5 Social-Media Platform

Besides technical, administrative and economic perspectives, there is still a rel-
atively neglected, sociological aspect of water consumption. Positive examples
of efficient water consumption should be propagated through interpersonal rela-
tionships among people. For this reason: recognition of positive water-saving
actions (buying new water-saving devices, water-saving behaviour) should be
carried out and then, as feedback, stimulate the entire communities to mimic or
even improve the observed behavioral patterns.

A social-media platform (SMP) is a part of the ISS-EWATUS. It is able
to support the promotion of water efficiency in a holistic approach [23].
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This includes its impact on local, national and international levels across Europe
and its target audiences of water stakeholders: individuals, households, water
managers, researchers and policy makers. It aims to ease the communication
and the creation of relationships between stakeholders and to produce a sustain-
able impact for the communities involved. The SMP allows users to share water
tips and photos under different environmental scenes.

The proposed social-media platform enables water stakeholders to share
experiences. The social-media platform can be used for interaction among differ-
ent categories of water stakeholders in order to transmit feedback from those who
were successful in reducing water consumption. This way the users in a certain
category increase their water consumption awareness and help users in the same
or other categories to manage water consumption better. By pushing the hi-tech
envelope in a user-friendly way, even consumers who are tech-resistant and don’t
follow the trends understand the impact of their actions on consumption, and
face the social challenge of supporting large scale behavioral change regarding
water use across households. The software architecture of the developed social-
media platform was presented in [31].

The ISS-EWATUS also proposes a social-centered gamification approach to
improve household water usage efficiency. The approach uses a set of indicators
to explicitly detect and monitor both online social network activities and offline
water use activities. With this approach the gamification effectiveness can be
better traced and evaluated [30]. Gamification enables the whole SMP to be used
as a platform with gaming elements, which involve game task, competition and
rewarding. The game tasks can be any user tasks on the social networks or any
water use related offline activities such as recording down water use activities.
Each of the user tasks can be rewarded upon its accomplishment.

6 Conclusions

In this paper we have presented main achievements of the ISS-EWATUS project.
More information about the project is available on the project website: http://
issewatus.eu. We encourage all readers to check the developed social media plat-
form which is available on the website: http://watersocial.org.

Acknowledgments. The work was supported by ISS-EWATUS project which has
received funding from the European Union’s Seventh Framework Programme for
research, technological development and demonstration under grant agreement no.
619228.

References

1. Ahmadi, S., Alizadeh, S., Forouzideh, N., Yeh, C., Martin, R., Papageorgiou, E.:
ICLA imperialist competitive learning algorithm for fuzzy cognitive map: Appli-
cation to water demand forecasting. In: IEEE International Conference on Fuzzy
Systems, FUZZ-IEEE 2014, Beijing, China, 6–11 July 2014, pp. 1041–1048 (2014)

http://issewatus.eu
http://issewatus.eu
http://watersocial.org


204 W. Froelich and E. Magiera

2. Al-Hoqani, N., Yang, S.H.: Adaptive sampling for wireless household water con-
sumption monitoring. Procedia Eng. 119, 1356–1365 (2015)

3. Berbeka, K., Palys, M.: An evaluation of the instruments aimed at poland’s water
savings. In: Intelligent Decision Technologies 2016: Proceedings of the 8th KES
International Conference on Intelligent Decision Technologies (KES-IDT 2016),
pp. 347–356. Springer International Publishing (2016)

4. Chen, X., Yang, S.H., Yang, L., Chen, X.: A benchmarking model for house-
hold water consumption based on adaptive logic networks. Procedia Eng. 119,
1391–1398 (2015)

5. Froelich, W.: Daily urban water demand forecasting-comparative study. In:
International Conference: Beyond Databases, Architectures and Structures,
pp. 633–647. Springer International Publishing (2015)

6. Froelich, W.: Dealing with seasonality while forecasting urban water demand. In:
Intelligent Decision Technologies 2015: Proceedings of the 7th KES International
Conference on Intelligent Decision Technologies (KES-IDT 2015), pp. 171–180.
Springer International Publishing (2015)

7. Froelich, W.: Forecasting daily urban water demand using dynamic Gaussian
Bayesian network. In: International Conference: Beyond Databases, Architectures
and Structures, pp. 333–342. Springer International Publishing (2015)

8. Froelich, W., Magiera, E.: Forecasting domestic water consumption using Bayesian
model. In: Intelligent Decision Technologies 2016: Proceedings of the 8th KES
International Conference on Intelligent Decision Technologies (KES-IDT 2016),
pp. 337–346. Springer International Publishing (2016)

9. Froelich, W., Pedrycz, W.: Fuzzy cognitive maps in the modeling of granular time
series. Knowl.-Based Syst. 115, 110–122 (2017)

10. Jach, T., Magiera, E., Froelich, W.: Application of hadoop to store and process
big data gathered from an urban water distribution system. Procedia Eng. 119,
1375–1380 (2015)

11. Kofinas, D., Mellios, N., Laspidou, C.: Spatial and temporal disaggregation of
water demand and leakage of the water distribution network in Skiathos, Greece.
In: Proceedings of the 2nd International Electronic Conference on Sensors and
Applications, pp. 1–6 (2015)

12. Kofinas, D., Mellios, N., Papageorgiou, E., Laspidou, C.: Urban water demand
forecasting for the island of skiathos. Procedia Eng. 89, 1023–1030 (2014)

13. Kokkinos, K., Papageorgiou, E.I., Poczeta, K., Papadopoulos, L., Laspidou, C.:
Soft computing approaches for Urban water demand forecasting, pp. 357–367.
Springer International Publishing (2016)

14. Laspidou, C.: Ict and stakeholder participation for improved urban water manage-
ment in the cities of the future. Water Util. J. 8, 79–85 (2014)

15. Magiera, E., Froelich, W.: Integrated support system for efficient water usage and
resources management (iss-ewatus). Procedia Eng. 89, 1066–1072 (2014)

16. Magiera, E., Froelich, W., Jach, T., Kurcius, Berbeka, K., Bhulai, S., Kokkinos, K.,
Papageorgiou, E., Laspidou, C., Yang, L., Perren, K., Yang, S.H., Capiluppi, A.,
El-Jamal, S., Wang, Z.: ISS-ewatus an example of integrated system for efficient
water management. In: Proceedings of the Conference Computing and Control for
Water Industry (CCWI), Amsterdam, pp. 1–10 (2016)

17. Magiera, E., Froelich, W.: Application of Bayesian networks to the forecasting of
daily water demand. In: Intelligent Decision Technologies 2015: Proceedings of the
7th KES International Conference on Intelligent Decision Technologies (KES-IDT
2015), pp. 385–393. Springer International Publishing (2015)



ISS-EWATUS Decision Support System - Overview of Achievements 205

18. Mellios, N., Kofinas, D., Papageorgiou, E., Laspidou, C.: A multivariate analysis
of the daily water demand of Skiathos Island, Greece, implementing the artificial
neuro-fuzzy inference system (anfis). In: E-proceedings of the 36th IAHR World
Congress, 28 June – 3 July, 2015, The Hague, the Netherlands, pp. 1–8 (2015)

19. Nardo, A.D., Alcocer-Yamanaka, V.H., Altucci, C., Battaglia, R., Bernini, R.,
Bodini, S., Bortone, I., Bourguett-Ortiz, V.J., Cammissa, A., Capasso, S., Cascetta,
F., Cocco, M., D’acunto, M., Ventura, B.D., Martino, F.D., Mauro, A.D., Natale,
M.D., Doveri, M., Mansouri, B.E., Funari, R., Gesuele, F., Greco, R., Iovino, P.,
Koenig, R., Korakis, T., Laspidou, C.S., Lupi, L., Maietta, M., Musmarra, D.,
Paleari, O., Santonastaso, G.F., Savic, D., Scozzari, A., Soldovieri, F., Smorra,
F., Tuccinardi, F.P., Tzatchkov, V.G., Vamvakeridou-Lyroudia, L.S., Velotta, R.,
Venticinque, S., Vetrano, B.: New perspectives for smart water network moni-
toring, partitioning and protection with innovative on-line measuring sensors. In:
E-proceedings of the 36th IAHR World Congress, 28 June – 3 July, 2015, The
Hague, the Netherlands, pp. 1–10 (2015)

20. Perren, K., Yang, L., He, J., Yang, S.H., Shan, Y.: Incorporating persuasion into
a decision support system: the case of the water user classification function. In:
2016 22nd International Conference on Automation and Computing (ICAC), pp.
429–434 (2016)

21. Perren, K., Yang, L.: Psychosocial and behavioural factors associated with inten-
tion to save water around the home: a greek case study. Procedia Eng. 119,
1447–1454 (2015)
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28. Ulańczyk, R., Pecka, T., Skotak, K., Samborska, K., Suschka, J., Laspidou, C.,
Kokkinos, K., Froelich, W., Br ↪agiel, T., Batóg, A.: Systemy wspomagania dla
gospodarki wodno-́sciekowej (in polish). Wodociagi i Kanalizacja 1(155), 30–33
(2017)
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Abstract. Fuzzy cognitive maps (FCMs) are used to aid decision-making in
complex highly nonlinear problems dealing with uncertainty. In FCMs, decision
concepts are linked in order to represent causal relationships. In business
decision-making, it is difficult to precisely estimate the strengths of the rela-
tionships. To address this issue, we propose interval-valued intuitionistic FCMs
(IVIFCMs). A multi-criteria decision making method is introduced in which the
concepts of IVIFCM represent criteria and the edges represent interaction effects
among the criteria. To identify the best alternative, the steady state solution of
the IVIFCM is compared with the desired values of the concepts. The proposed
method provides us with an effective tool for multi-attribute decision making in
complex decision-making problems with a strong uncertainty.

Keywords: Fuzzy cognitive map � Interval-valued intuitionistic fuzzy set �
Supplier selection � Multi-criteria decision making

1 Introduction

Fuzzy cognitive maps (FCMs) [1] can be defined as fuzzy signed digraphs in which
nodes represent descriptive concepts and edges correspond to causal relationships
between concepts. Concepts are expressed in terms of fuzzy sets and the cumulative
impact of causal concepts is transformed by a nonlinear activation function. FCMs’
capacity to incorporate a high level of uncertainty in decision-making has made them
appealing for supporting business decisions [2–4]. However, many business decisions
are taken under a strong uncertainty in dynamic and unstructured environments. Thus,
determining the precise values of both concepts and causal relationships can be diffi-
cult. To overcome this problem, several generalizations of FCMs have recently been
proposed such as intuitionistic FCMs [5, 6] and interval-valued FCMs [7–9]. The
generalizations have attracted increasing attention mainly owing to the additional
freedom in assigning the membership degrees to concepts and causal relationships. In
addition, information granularity in FCMs [10] have recently been examined.

Although several generalizations of FCMs have been introduced based on corre-
sponding generalizations of fuzzy sets, note that intuitionistic fuzzy sets, interval-
valued fuzzy sets, grey sets and vague sets represent equipollent generalizations of
fuzzy sets and L-fuzzy sets, respectively. As a result, the main differences between the
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generalizations can be found in their motivation and application domains. For example,
the concepts in intuitionistic fuzzy sets are approached by separately envisaging pos-
itive (membership degree) and negative instances (non-membership degree), typically
in medical diagnosis [5]. In contrast, interval-valued fuzzy sets use intervals to express
uncertainty related to the context or to the lack of model accuracy. Business and
engineering are typical domains [9]. Interval-valued intuitionistic fuzzy sets combine
the advantages of both approaches so that membership (and non-membership) degree
are represented by intervals rather than real numbers [11].

Interval-valued intuitionistic fuzzy sets have been widely used in business decision
making due to the increasing complexity of business environment and the lack of
knowledge about the problem domain [12]. Specifically, the literature on supplier
selection (for reviews, see [13, 14]) suggests that evaluating suppliers under hesitation
fuzzy environments represents a very promising direction in this domain. In such an
environment, a decision maker may provide his/her preferences over alternatives with
interval-valued intuitionistic fuzzy values. This provides additional freedom in the
evaluation of suppliers compared with fuzzy decision environment [13]. The process of
ranking alternatives under such situations has recently received much attention and
become an interesting and important research topic in supplier selection [15–21]. So
far, however, far too little attention has been paid to complex, highly nonlinear
problems with interaction effects among the decision-making criteria. To overcome this
problem, we introduce a multi-criteria decision making method based on interval-
valued intuitionistic FCMs (IVIFCMs). Here, the concepts of IVIFCM represent cri-
teria and the interaction effects among the criteria are expressed using the directions
and weights of the edges. To rank alternatives, the steady state solution of the IVIFCM
is compared with the desired values of the concepts using a weighted normalized
Euclidean distance between interval-valued intuitionistic fuzzy sets. On a case study of
supplier selection, we demonstrate that the proposed method can be used as an effective
decision-support tool in complex problems with a high level of uncertainty.

The remainder of this paper has been organized in the following way. Section 2
briefly reviews related literature on supplier selection. Section 3 provides theoretical
background on FCMs and interval-valued intuitionistic fuzzy sets. Section 4 introduces
IVIFCMs, including operators used in the inference process. In Sect. 5, we develop a
multi-criteria decision making method based on IVIFCMs and demonstrate its effec-
tiveness on a supplier selection problem. Section 6 concludes this paper and discusses
possible future research directions.

2 Related Literature on Supplier Selection

The problem of supplier selection has received considerable attention for its importance
in logistic and supply chain management. As indicated by recent surveys [13], recent
research tends to deal with practical supplier selection problems via uncertainty hybrid
approaches, particularly by fuzzy hybrid methods roughly categorized into basic
concept of fuzzy logic, fuzzy sets, intuitionistic fuzzy sets, and interval-valued intu-
itionistic fuzzy sets.
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In supplier selection problems under the interval-valued intuitionistic fuzzy envi-
ronment, both assessments of alternatives on attributes and attribute weights are pro-
vided as interval-valued intuitionistic fuzzy sets. For example, the notion of relative
closeness was extended by [15] to interval values and fractional programming models
based on TOPSIS method was developed to determine a relative closeness interval.
A fuzzy TOPSIS approach to interval-valued intuitionistic fuzzy group decision
making was proposed by [16] to maximize consensus between experts from the per-
spectives of both the ranking and the magnitude of decision data. Another fuzzy
TOPSIS based approach was proposed by [17] using the normalized Hamming distance
to calculate the distance between interval-valued intuitionistic fuzzy sets. Similarly,
novel entropy measures have been developed to calculate the distances [18]. Further-
more, new score and accuracy functions were introduced for ranking interval-valued
intuitionistic fuzzy sets by taking into account of the decision makers’ attitudinal
character [19].

Another core decision-making technique extended to take account of the decision
makers’ interval-valued intuitionistic fuzzy set assessment information was Electre I
[20]. A rule-based group decision model was proposed by [21] to exploit the extracted
if-then rules for prediction of preference orders of all potential suppliers.

Despite this interest in supplier selection using interval-valued intuitionistic fuzzy
sets, previous studies failed to take into account the dynamics of interaction effects
among the decision-making criteria. Moreover, related comparative studies have shown
that the ranks of alternatives are strongly affected by the choice of aggregation oper-
ators [18].

3 Theoretical Background

3.1 Fuzzy Cognitive Maps

In FCMs, causal relationships are represented by fuzzy weights wji. These are used to
assess the edge from concept j to concept i. In other words, concepts j and i in FCMs
are connected by edges representing the positive (negative) relationships between the
concepts. Similarly, the fuzzy value of node cki is assigned to the i-th concept, where
k denotes the index of iteration. For the known values of concepts cki and weights wji,
inference can be performed in FCMs. The concept value ckþ 1

i for the next iteration
k + 1 can be calculated as:

ckþ 1
i ¼ f ðcki þ

XN
j ¼ 1
j 6¼ i

ckj � wjiÞ; ð1Þ

where i and j refer to the i-th and j-th concept, respectively, and N concepts are
included in the whole FCM. Note that the new value of a concept is calculated based on
all edges connected to that concept. The nonlinear activation function f such as sigmoid
function is used to transform the linear values of concepts.
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3.2 Interval-Valued Fuzzy Sets

An interval-valued fuzzy set is defined by an interval-valued membership function,
where the membership degree of an element x 2 X in an interval-valued fuzzy set A is
an interval [22]. An interval-valued fuzzy set A on X can be expressed as

A ¼ x;MAðxÞh i x 2 Xjf g; ð2Þ

where the interval function MA : X ! D ½0; 1� such that x ! MA xð Þ ¼ lLA xð Þ; lUA xð Þ� �
determines the lower and upper bounds, respectively, of the interval MA xð Þ;
0 � lLA xð Þ � 1; 0 � lUA xð Þ � 1. The length of the interval MA xð Þ ¼ lLA xð Þ; lUA xð Þ� �
is called the degree of uncertainty of x and is defined as

pAðxÞ ¼ lUA ðxÞ � lLAðxÞ: ð3Þ

3.3 Intuitionistic Fuzzy Sets

The concept of intuitionistic fuzzy sets was introduced by [23]. Intuitionistic fuzzy sets
can be defined as follows. Let x be an element of a set X. An intuitionistic fuzzy set A in
a finite set of the universe of discourse X is an object having the form

A ¼ x; lAðxÞ; mAðxÞh i x 2 Xjf g; ð4Þ

where lA xð Þ is the membership degree and mA(x) is the non-membership degree of
element x belonging to the intuitionistic fuzzy set A, 0 � lA xð Þ � 1; 0 � vA xð Þ � 1,
and 0 � lA xð Þ þ vA xð Þ � 1. Hesitation degree pA xð Þ of element x belonging to the
intuitionistic fuzzy set A is defined as

pAðxÞ ¼ 1� lAðxÞ � mAðxÞ: ð5Þ

The hesitation degree represents the indeterminacy degree of the membership of
element x, and is equivalent to the degree of uncertainty in Eq. (3).

3.4 Interval-Valued Intuitionistic Fuzzy Sets

Interval-valued intuitionistic fuzzy sets were developed by [11] to express a stronger
uncertainty. An interval-valued intuitionistic fuzzy set A on X can be represented as
follows

A ¼ x; ½lLAðxÞ; lUA ðxÞ�; ½mLAðxÞ; mUA ðxÞ�
� �

x 2 Xj� �
; ð6Þ

where lLA xð Þ; lUA xð Þ� �
denotes the interval membership degree of element x belonging

to the interval-valued intuitionistic fuzzy set, vLA xð Þ; vUA xð Þ� �
denotes the interval

non-membership degree of element x belonging to the interval-valued intuitionistic
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fuzzy set, 0 � lLA xð Þ � lUA xð Þ � 1; 0 � vLA xð Þ � vUA xð Þ � 1, and 0 � lUA xð Þþ
vUA xð Þ� 1. The interval hesitation degree pA xð Þ of element x belonging to the
interval-valued intuitionistic fuzzy set A can be defined as

pAðxÞ ¼ ½1� lUA ðxÞ � mUA ðxÞ; 1� lLAðxÞ � mLAðxÞ�: ð7Þ

Note that interval-valued intuitionistic fuzzy sets have a physical interpretation
[24], with the vote for resolution between lLA xð Þ and lUA xð Þ in favour, between vLA xð Þ
and vUA xð Þ against and between pLA xð Þ and pUA xð Þ abstentions.

4 Interval-Valued Intuitionistic Fuzzy Cognitive Maps

To reformulate inference in conventional FCMs, the addition and multiplication
operators for interval-valued intuitionistic fuzzy set [25] have to be defined as follows

A� B ¼
x; ½lLAðxÞþ lLBðxÞ � lLAðxÞ � lLBðxÞ;
lUA ðxÞþ lUB ðxÞ � lUA ðxÞ � lUB ðxÞ�;
½mLAðxÞ � mLBðxÞ; mUA ðxÞ � mUB ðxÞ�

* +
x 2 Xj

8><
>:

9>=
>;; ð8Þ

A� B ¼
x; ½lLAðxÞ � lLBðxÞ; lUA ðxÞ � lUB ðxÞ�;
½mLAðxÞþ mLBðxÞ � mLAðxÞ � mLBðxÞ;
mUA ðxÞþ mUB ðxÞ � mUA ðxÞ � mUB ðxÞ�

* +
x 2 Xj

8<
:

9=
;: ð9Þ

For negative influence in IVIFCMs, it is also necessary to define the negation
operator for IVIFSs as follows

:A ¼ x; ½mLAðxÞ; lLAðxÞ�; ½mUA ðxÞ; lUA ðxÞ�
� �

x 2 Xj� �
: ð10Þ

Applying the addition and multiplication operators for interval-valued intuitionistic
fuzzy set from Eqs. (8) and (9), the inference in IVIFCMs can be defined as

ckþ 1
i ¼ f½lLAðcÞ; lUA ðcÞ�; ½mLAðcÞ; mUA ðcÞ�gkþ 1

i

¼ f ðf½lLAðcÞ; lUA ðcÞ�; ½mLAðcÞ; mUA ðcÞ�gki
� ð �N

j ¼ 1

j 6¼ i

ðf½lLAðcÞ; lUA ðcÞ�; ½mLAðcÞ; mUA ðcÞ�gkj

� f½lLAðwÞ; lUA ðwÞ�; ½mLAðwÞ; mUA ðwÞ�gjiÞÞÞ

ð11Þ
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5 Supplier Selection Using IVIFCM

The topology for IVIFCMs was adopted from the case study on supplier selection using
FCMs [26]. In the case study, a manufacturing company selects a suitable material
supplier to purchase the key components of new products. A decision-making group
was formed, including experts from each strategic decision area. The criteria for
assessing the risk suppliers were based on the literature in the field of supplier selec-
tion. Three alternatives s1, s2 and s3 remained after a preliminary screening.

Step 1: The committee of decision-makers identified the 14 evaluation criteria for
supplier selection as presented in Table 1.

Step 2: The committee used interval-valued intuitionistic fuzzy sets to evaluate three
alternatives (s1, s2, s3) with respect to the criteria, as shown in Table 2.

Step 3: The experts were asked to indicate the strengths of influence among the
criteria using interval-valued intuitionistic fuzzy sets (Fig. 1).

Step 4: The desired values of the criteria were defined by the experts (Table 3).
Step 5: Using the initial values of the criteria (concepts) from Table 2 and the

strengths of influence (weights) from Fig. 1, the IVIFCMs were simulated
for each alternative in order to reach a steady state. Hyperbolic tangent
functions were used in the experiments as activation functions. The final
interval-valued intuitionistic fuzzy sets of the concepts (after 10 iterations)
are presented in Table 4. When compared with the initial values, the average
interval hesitation degree pA xð Þ increased in time, which corresponds to the
growing level of uncertainty about the suppliers in the future.

Step 6: The criteria weight vector was defined by the committee of decision-makers
as follows [26]:

Table 1. Description of supplier selection criteria

Category Criterion Description

Quality risk of the product c1 Acceptation rate of the product
c2 On-time delivery rate
c3 Product qualification ratio
c4 Remedy for quality problems

Service risk c5 Response to changes
c6 Technological and R&D support
c7 Ease of communication

Supplier’s profile risk c8 Financial status
c9 Customer base
c10 Performance history
c11 Production facility and capacity

Long-term cooperation risk c12 Supplier’s delivery ratio
c13 Management level
c14 Technological capability
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W ¼ ð0:0251; 0:0722; 0:1423; 0:0252; 0:0890; 0:0216; 0:0728;
0:1079; 0:0153; 0:0456; 0:1066; 0:0346; 0:0621; 0:1797ÞT ð12Þ

Step 7: The output values obtained by the IVIFCMs in Table 4 was compared with
the target values of the criteria from Table 3. To calculate the distance

Table 2. Initial values of criteria for suppliers

Suppl. c1 c2 c3 c4 c5 c6 c7
s1 [0.20,0.30]

[0.20,0.22]
[0.63,0.76]
[0.10,0.15]

[0.38,0.46]
[0.51,0.54]

[0.81,0.90]
[0.03,0.08]

[0.40,0.45]
[0.17,0.55]

[0.90,0.95]
[0.01,0.05]

[0.40,0.50]
[0.30,0.37]

s2 [0.80,0.87]
[0.10,0.12]

[0.40,0.55]
[0.30,0.35]

[0.75,0.80]
[0.10,0.15]

[0.60,0.67]
[0.15,0.20]

[0.60,0.70]
[0.10,0.15]

[0.70,0.75]
[0.17,0.20]

[0.72,0.80]
[0.15,0.20]

s3 [0.50,0.60]
[0.25,0.30]

[0.80,0.90]
[0.05,0.10]

[0.32,0.37]
[0.50,0.55]

[0.13,0.20]
[0.70,0.75]

[0.35,0.40]
[0.35,0.40]

[0.90,0.95]
[0.00,0.05]

[0.50,0.67]
[0.15,0.25]

c8 c9 c10 c11 c12 c13 c14
s1 [0.50,0.55]

[0.23,0.42]
[0.80,0.85]
[0.05,0.10]

[0.68,0.75]
[0.10,0.15]

[0.55,0.59]
[0.10,0.11]

[0.70,0.80]
[0.15,0.18]

[0.72,0.90]
[0.03,0.10]

[0.30,0.40]
[0.10,0.29]

s2 [0.70,0.80]
[0.15,0.18]

[0.50,0.55]
[0.20,0.30]

[0.75,0.87]
[0.05,0.05]

[0.75,0.85]
[0.05,0.10]

[0.55,0.62]
[0.22,0.30]

[0.40,0.45]
[0.20,0.30]

[0.50,0.55]
[0.25,0.30]

s3 [0.35,0.50]
[0.45,0.47]

[0.95,1.00]
[0.00,0.00]

[0.65,0.72]
[0.20,0.23]

[0.90,0.95]
[0.00,0.05]

[0.87,0.90]
[0.02,0.07]

[0.80,0.87]
[0.10,0.12]

[0.75,0.78]
[0.16,0.21]

Fig. 1. Topology of the IVIFCM for supplier selection
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between the output and target values, we used the weighted normalized
Euclidean distance between interval-valued intuitionistic fuzzy sets [27]:

DðA;BÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

Xn

i¼1

wi½ lLAðciÞ � lLBðciÞ
		 		2 þ lUA ðciÞ � lUB ðciÞ

		 		2
þ mLAðciÞ � mLBðciÞ
		 		2 þ mUA ðciÞ � mUB ðciÞ

		 		2�
vuut : ð13Þ

Using (13), we obtained the distances for suppliers s1, s2 and s3 as follows:
D1 = 0.391, D2 = 0.375 and D3 = 0.406. According to the final scores, the most
desirable supplier was s2; s2 	 s1 	 s3.

To demonstrate the differences to previous studies, we compared the results with
three methods: (1) fuzzy TOPSIS interval-valued intuitionistic fuzzy decision making
(IVIF-TOPSIS) [16], (2) method based on interval-valued intuitionistic fuzzy weighted
average operator and fuzzy ranking method (IVIFWA+FR) [24], and (3) method based
on interval-valued FCM (IVFCM) [9]. First, the relative closeness indices (CI) of
suppliers s1, s2 and s3 with respect to the positive ideal solution were calculated as
follows: CI1 = 0.417, CI2 = 0.629 and CI3 = 0.395, this is the results obtained by the
IVIF-TOPSIS are in agreement with the method proposed in this study s2 	 s1 	 s3.
Similarly to our method, the IVIF-TOPSIS enables a comparison with ideal solution,
but interaction effects among the decision-making criteria cannot be taken into account.
Second, the ranking values (RV) of the IVIFWA+FR were calculated, with RV
(s1) = 0.244, RV(s2) = 0.441 and RV(s3) = 0.315, i.e. s2 	 s3 	 s1. The difference to
our method was most likely due to the impossibility to compare the solution with its
ideal counterpart. Moreover, the interaction effects could not be incorporated. Finally,
the distances for suppliers s1, s2 and s3 were obtained by the IVFCM as follows:
D1 = 0.375, D2 = 0.290 and D3 = 0.344, i.e. s2 	 s3 	 s1. To calculate the distances
between the values and the ideal solution, we used weighted normalized Euclidean
distance between interval-valued intuitionistic fuzzy sets. The results are again different
from those observed by the method proposed in this study, mainly due to the limited
capability of the IVFCM to model the underlying uncertainty (only interval-valued
fuzzy sets are taken into account).

Table 3. Desired (target) values of criteria

c1 c2 c3 c4 c5 c6 c7
x̂ [0.95,0.02]

[0.00,0.00]
[0.95,1.00]
[0.00,0.00]

[0.99,1.00]
[0.00,0.00]

[0.96,1.00]
[0.00,0.00]

[0.95,1.00]
[0.00,0.00]

[0.92,1.00]
[0.00,0.00]

[0.91,1.00]
[0.00,0.00]

c8 c9 c10 c11 c12 c13 c14
x̂ [0.92,1.00]

[0.00,0.00]
[0.93,1.00]
[0.00,0.00]

[0.97,1.00]
[0.00,0.00]

[0.94,1.00]
[0.00,0.00]

[0.80,1.00]
[0.00,0.00]

[0.87,1.00]
[0.00,0.00]

[0.95,1.00]
[0.00,0.00]
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6 Conclusion

In this study, we propose a novel generalization of FCM that copes with complex
relationships among decision concepts under a highly uncertain supplier selection
environment. Instead of traditional fuzzy sets theory, IVIFCMs are based on a more
general concept of interval-valued intuitionistic fuzzy sets, providing an effective tool
to deal with strong uncertainty in the values of criteria and their causal relationships. In
supplier selection domain, the physical interpretation of interval-valued intuitionistic
fuzzy sets is also appropriate, allowing vote for resolution in favour, against and
abstention, respectively. In contrast to previous methods, the proposed model utilized
dependence and interactions among criteria.

Although the convergence of the concepts strongly depends on the topology of
IVIFCMs, we observed that the final values of criteria for suppliers obtained by
IVIFCMs differed mainly in supplier’s profile risk. This suggests that supplier’s profile
risk is considered the most important category of criteria in the IVIFCM model.

Finally, several important limitations need to be considered. First, the proposed
inference mechanism for the IVIFCM does not evolve dynamically. Future research
should therefore concentrate on the investigation of adaptive IVIFCMs [28]. Second,
sensitivity analysis on IVIFCM topology should be undertaken to investigate its
evolving behaviour. Finally, more complex decision-making problems should be
examined to investigate the scalability of IVIFCMs.

Acknowledgments. This article was supported by the scientific research project of the Czech
Sciences Foundation Grant No.: 16-19590S and by the grant No. SGS_2017_017 of the Student
Grant Competition.

Table 4. Final values of criteria for suppliers obtained by IVIFCMs

Supplier c1 c2 c3 c4 c5 c6 c7
s1 [0.68,0.71]

[0.00,0.00]
[0.67,0.71]
[0.00,0.00]

[0.64,0.67]
[0.00,0.00]

[0.69,0.71]
[0.00,0.00]

[0.65,0.72]
[0.00,0.00]

[0.61,0.64]
[0.00,0.00]

[0.64,1.00]
[0.00,0.00]

s2 [0.68,0.71]
[0.00,0.00]

[0.67,0.71]
[0.00,0.00]

[0.65,0.67]
[0.00,0.00]

[0.69,0.71]
[0.00,0.00]

[0.66,0.72]
[0.00,0.00]

[0.61,0.64]
[0.00,0.00]

[0.65,1.00]
[0.00,0.00]

s3 [0.68,0.71]
[0.00,0.00]

[0.67,0.71]
[0.00,0.00]

[0.64,0.67]
[0.00,0.00]

[0.68,0.71]
[0.00,0.00]

[0.65,0.72]
[0.00,0.00]

[0.61,0.64]
[0.00,0.00]

[0.64,1.00]
[0.00,0.00]

c8 c9 c10 c11 c12 c13 c14
s1 [0.31,0.33]

[0.20,0.29]
[0.72,0.74]
[0.00,0.00]

[0.35,0.36]
[0.10,0.14]

[0.64,0.67]
[0.10,0.11]

[0.72,0.73]
[0.00,0.00]

[0.59,0.66]
[0.00,0.00]

[0.59,0.61]
[0.00,0.00]

s2 [0.35,0.36]
[0.14,0.16]

[0.72,0.74]
[0.00,0.00]

[0.36,0.37]
[0.05,0.05]

[0.65,0.68]
[0.05,0.10]

[0.72,0.73]
[0.22,0.30]

[0.59,0.66]
[0.00,0.00]

[0.60,0.62]
[0.00,0.00]

s3 [0.27,0.31]
[0.30,0.31]

[0.72,0.74]
[0.00,0.00]

[0.34,0.35]
[0.18,0.20]

[0.62,0.67]
[0.00,0.05]

[0.71,0.73]
[0.02,0.07]

[0.59,0.66]
[0.00,0.00]

[0.57,0.61]
[0.00,0.00]
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Abstract. In this paper we show experimental results on the MLEM2
rule induction algorithm and the Multiple Scanning discretization algo-
rithm. The MLEM2 algorithm of rule induction has its own mechanisms
to handle missing attribute values and numerical data. We compare,
in terms of an error rate, two setups: MLEM2 used for rule induction
directly from incomplete and numerical data and MLEM2 inducing rule
sets from data sets previously discretized by Multiple Scanning and then
converted to be incomplete. In both setups certain and possible rule sets
were induced. For certain rule sets, the former setup was more successful
for two data sets, while the latter setup was more successful for four data
sets, for eight data sets the difference was not significant (Wilcoxon test,
5% significance level). Similarly, for possible rule sets the former setup
was more successful for two data sets, while the latter setup was more
successful for three data sets. Thus we may conclude that there is not
significant difference between both setups and that we may use MLEM2
for rule induction directly from incomplete and numerical data.

Keywords: Incomplete data · MLEM2 rule induction algorithm · Mul-
tiple discretization algorithm · Concept lower and upper approximations

1 Introduction

LEM2 (Learning from Examples Module, Version 2) is a basic component of
the LERS (Learning from Examples based on Rough Sets) data mining system
[9,11]. MLEM2 (Modified LEM2) is a rule induction algorithm that can induce
rules directly from incomplete and numerical data sets. Missing attribute sets
are handled by rough set theory [11–13] while any numerical attribute is con-
verted to a set of binary attributes defined by all possible cutpoints [10]. On
the other hand, a highly successful Multiple Scanning strategy to discretization,
based on entropy, was introduced in [15]. In general, entropy based discretization
is considered to be one of the best [1–8,19–22]. The Multiple Scanning discretiza-
tion method is significantly better, in terms of an error rate, than well-known
discretization methods such as globalized versions of Equal Interval Width and
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 72, DOI 10.1007/978-3-319-59421-7 20
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Equal Frequency per Interval [16]. This result was obtained using rule induc-
tion methodology. Using independent methodology of decision tree generation,
it was shown that the Multiple Scanning discretization is better not only than
both globalized discretization methods but also C4.5 [26].

In our experiments, for each concept lower and upper approximations were
computed, using a rough set approach to rule induction [23–25]. Rules induced
from lower approximations are called certain, rules induced from upper approx-
imations are called possible. Note that for incomplete data sets three types of
approximations may be used: singleton, subset and concept [11]. We used concept
lower and upper approximations. In this paper we use only one interpretation of
missing attribute values, called lost [11].

Our main objective is to compare, in terms of an error rate, two setups:
MLEM2 applied for rule induction directly from incomplete and numerical data
and MLEM2 inducing rule sets from data sets previously discretized by the
Multiple Scanning method and then converted to be incomplete. We wanted to
compare the internal discretization included with the MLEM2 rule induction
algorithm with the Multiple Scanning discretization applied to numerical data
and then rule induction using MLEM2. As follows from our results, there is no
significant difference between both setups. Thus, we may save time and skip
the Multiple Discretization and induce rule sets directly from incomplete and
numerical data using MLEM2.

2 Multiple Scanning Discretization

An example of numerical data set is presented in Table 1. A concept is a set of all
cases with the same decision value. In Table 1 there are three concepts, {1, 2},
{3, 4, 5} and {6, 7, 8}. The set of all cases will be denoted by U .

Let a be a numerical attribute, let x be the smallest value of a and let y be
the largest value of a. A discretization is based on computing a partition of [x, y]
into k intervals,

{[ai0 , ai1), [ai1 , ai2), ..., [aik−2 , aik−1), [aik−1 , aik ]},
where ai0 = x, aik = y, and ail < ail+1 for l = 0, 1, ..., k − 1. The numbers ai1 ,
ai2 ,..., aik−1 are called cut-points. We will denote such intervals by

ai0 ..ai1 , ai1 ..ai2 , ..., aik−2 ..aik−1 , aik−1 ..aik .

An example of a data set with numerical attributes is presented in Table 1. In this
table all cases are described by variables called attributes and one variable called
a decision. The set of all attributes is denoted by A. The decision is denoted by d.
The set of all cases is denoted by U . In Table 1 the attributes are Length, Width
and Height while the decision is Price. Moreover, U = {1, 2, 3, 4, 5, 6, 7, 8}.

For any subset B of the set A of all attributes, an indiscernibility relation
IND(B) is defined, for any x, y ∈ U , in the following way

(x, y) ∈ IND(B) if and only if a(x) = a(y) for any a ∈ B,
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Table 1. A numerical data set

Attributes Decision

Case Length Width Height Price

1 4.1 1.7 1.4 Low

2 4.1 1.8 1.4 Low

3 4.5 1.7 1.4 Medium

4 4.1 1.9 1.5 Medium

5 4.3 1.9 1.5 Medium

6 4.5 1.8 1.5 High

7 4.3 1.8 1.6 High

8 4.5 1.9 1.6 High

where a(x) denotes the value of the attribute a ∈ A for the case x ∈ U . The
relation IND(B) is an equivalence relation. The equivalence classes of IND(B)
are denoted by [x]B .

A partition on U constructed from all B-elementary sets of IND(B) is
denoted by B∗. Sets from d∗ are called concepts. For example, for Table 1, if
B = {Length}, B∗ = {{1, 2, 4}, {3, 5, 7}, {6, 7}} and {d}∗ = {{1, 2}, {3, 4, 5},
{6, 7, 8}}. A data set is consistent if A∗ ≤ {d}∗, i.e., if for each set X from A∗

there exists set Y from {d}∗ such that X ⊆ Y . For the data set from Table 1,
each set from A∗ is a singleton, so the data set from Table 1 is consistent.

During discretization the domain of the attribute is sorted. Potential cut-
points are selected as means of two consecutive numbers from the sorted attribute
domain. For example, for Length there are two potential cutpoints: 4.2 and 4.4.

In Multiple Scanning discretization, the set of all attributes is scanned k
times, where the number k id given by the user. In our experiments k was equal
to three. During the first scan, for each attribute the best cutpoint is selected.
Multiple Scanning discretization is based on the conditional entropy HS(a|q).

Let S be a subset of the set U . An entropy HS(a) of an attribute a, with
values a1, a2,..., an is defined as follows

−
n∑

i=1

p(ai) · log p(ai),

where p(ai) is a probability (relative frequency) of value ai in the set S, loga-
rithms are binary, and i = 0, 1, ..., n.

Let a be an attribute and q be a cutpoint that splits the set S into two
subsets, S1 and S2. The conditional entropy HS(a|q) is defined as follows

|S1|
|U | HS1

(a) +
|S2|
|U | HS2(a),

where |X| denotes the cardinality of the set X. The cut-point q for which the
conditional entropy HS(a|q) has the smallest value is selected as the best cut-
point. For the potential cutpoint 4.2 of the attribute Length,
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Table 2. A partially discretized data set

Attributes Decision

Case Length1 Width1 Height1 Price

1 4.1..4.2 1.7..1.85 1.4..1.55 Low

2 4.1..4.2 1.7..1.85 1.4..1.55 Low

3 4.2..4.5 1.7..1.85 1.4..1.55 Medium

4 4.1..4.2 1.85..1.9 1.4..1.55 Medium

5 4.2..4.5 1.85..1.9 1.4..1.55 Medium

6 4.2..4.5 1.7..1.85 1.4..1.55 High

7 4.2..4.5 1.85..1.9 1.55..1.6 High

8 4.2..4.5 1.7..1.85 1.55..1.6 High

HU (Length|4.2) =
3
8
(−1

3
· log

1
3

− 2
3

· log
2
3
) +

5
8
(−2

5
· log

2
5

− 3
5

· log
3
5
) ≈ 0.951.

Similarly, HU (Length|4.4) = 1.295. Thus, for Length the cutpoint 4.2 is
selected. Additionally, the best cutpoints are 1.85 for Width and 1.55 for Height.
After the first scan, the discretized data set for the data set from Table 1 is
presented on Table 2.

Let ai denote the attribute a discretized by i scans. Let Ai be the set of all
attributes discretized by i scans. In the example of Table 2, (A1)∗ = {{1, 2}, {3,
6}, {4, 5}, {7}, {8}}. Obviously, (A1)∗ �≤ {d}∗.

In general, the process of discretization is completed if after i scans (Ai)∗ ≤
{d}∗. If this condition fails, we have to identify all blocks X ∈ (A1)∗ such
that for such X no Y exists in {d}∗ with X ⊆ Y . For each attribute, the best
cutpoint among all such sets X should be selected. If after k steps (Ak)∗ �≤
{d}∗, the remaining discretization should be conducted using other methods,
e.g., Dominant Attribute [16–18].

Table 3. Completely discretized data set

Attributes Decision

Case Length2 Width2 Height2 Price

1 4.1..4.2 1.7..1.75 1.4..1.55 Low

2 4.1..4.2 1.75..1.85 1.4..1.55 Low

3 4.2..4.5 1.7..1.75 1.4..1.55 Medium

4 4.1..4.2 1.85..1.9 1.4..1.55 Medium

5 4.2..4.5 1.85..1.9 1.4..1.55 Medium

6 4.2..4.5 1.75..1.85 1.4..1.55 High

7 4.2..4.5 1.75..1.85 1.55..1.6 High

8 4.2..4.5 1.85..1.9 1.55..1.6 High
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In our example, (A1)∗ �≤ {d}∗, an offending set X from (A1)∗ is {3, 6}. We
cannot use attribute Length, for remaining two attributes, H{3,6}(Width|1.75) =
H{3,6}(Height|1.55), so we use the cutpoint 1.75 for the attribute Width. Our
discretized data set is presented on Table 3.

3 Incomplete Data Sets

An example of incomplete data set is presented in Table 4. For complete data
sets, for an attribute-value pair (a, v), a block of (a, v), denoted by [(a, v)], is
the following set

[(a, v)] = {x|x ∈ U, a(x) = v}.

Table 4. Incomplete data set

Attributes Decision

Case Length Width Height Price

1 4.1..4.2 ? 1.4..1.55 Low

2 4.1..4.2 1.75..1.85 1.4..1.55 Low

3 ? 1.7..1.75 ? Medium

4 4.1..4.2 1.85..1.9 1.4..1.55 Medium

5 4.2..4.5 1.85..1.9 ? Medium

6 ? 1.75..1.85 1.4..1.55 High

7 4.2..4.5 ? 1.55..1.6 High

8 4.2..4.5 1.85..1.9 1.55..1.6 High

For incomplete decision tables the definition of a block of an attribute-value
pair must be modified in the following way [11,14]: If for an attribute a and a
case x, if a(x) = ?, the case x should not be included in any blocks [(a, v)] for
all values v of attribute a.

For a case x ∈ U the characteristic set KB(x) is defined as the intersection of
the sets K(x, a), for all a ∈ B, where B is a subset of the set A of all attributes
and the set K(x, a) is defined in the following way:

– If a(x) is specified, then K(x, a) is the block [(a, a(x))] of attribute a and its
value a(x),

– If a(x) = ? then the set K(x, a) = U .

For the data set from Table 4, the set of blocks of attribute-value pairs is
[(Length, 4.1..4.2)] = {1, 2, 4},
[(Length, 4.2..4.5)] = {5, 7, 8},
[(Width, 1.7..1.75)] = {3},
[(Width, 1.75..1.85)] = {2, 6},
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[(Width, 1.85..1.9)] = {4, 5, 8},
[(Height, 1.4..1.55)] = {1, 2, 4, 6},
[(Height, 1.55..1.6)] = {7, 8}.

The corresponding characteristic sets are

KA(1) = {1, 2, 4},
KA(2) = {2},
KA(3) = {3},
KA(4) = {4},
KA(5) = {5, 8},
KA(6) = {2, 6},
KA(7) = {7, 8},
KA(8) = {8}.

4 Approximations

For incomplete data sets there exist a number of different definitions of approx-
imations. In this paper we will use only concept approximations.

The B-lower approximation of X, denoted by appr(X), is defined as follows

∪ {KB(x) | x ∈ X,KB(x) ⊆ X}. (1)

Such lower approximations were introduced in [11,13].
The B-upper approximation of X, denoted by appr(X), is defined as follows

∪ {KB(x) | x ∈ X,KB(x) ∩ X �= ∅} = ∪ {KB(x) | x ∈ X}.

These approximations were studied in [11,13]. For Table 4, lower and upper
approximations for the concept [(Price, low)] are

appr({1, 2}) = {2} and appr({1, 2} = {1, 2, 4}).

5 Experiments

Our experiments were conducted on 14 well-known numerical data sets from the
University of California at Irvine Machine Learning Repository. Every data set
was converted into six incomplete and numerical data sets by incremental and
random replacement of numerical values by question marks, representing lost
values, with 5%, 10%, 15%, 20%, 25% and 30% of missing attribute values. For
each data sets discretized by Multiple Scanning, a set of six incomplete data sets
was created by replacing intervals by question marks in the same places where
question marks were located in the original numerical data sets converted to
incomplete.
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Fig. 1. Error rates for the australian
data set
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Fig. 2. Error rates for the bankruptcy
data set
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Fig. 3. Error rates for the bupa data
set
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Fig. 4. Error rates for the connectionist
bench data set
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Fig. 5. Error rates for the echocardio-
gram data set
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Fig. 6. Error rates for the ecoli data
set

Results of our experiments are presented on Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9,
10, 11, 12, 13 and 14. For certain rule sets, MLEM2 was more successful for
two data sets, while the MLEM2, preceded by Multiple Scanning discretization,
was more successful for four data sets, for eight data sets the difference was
not significant (Wilcoxon test, 5% significance level). Similarly, for possible rule
sets MLEM2 was more successful for two data sets, while MLEM2 preceded by
Multiple Scanning was more successful for three data sets.
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Fig. 7. Error rates for the glass data set
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Fig. 8. Error rates for the image segmen-
tation data set
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Fig. 9. Error rates for the ionosphere
data set
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Fig. 10. Error rates for the iris data set
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Fig. 11. Error rates for the pima data set
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Fig. 12. Error rates for the wave data set
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Fig. 13. Error rates for the wine recogni-
tion data set
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Fig. 14. Error rates for the yeast data set
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6 Conclusions

Our main objective is to compare, in terms of an error rate, two setups: MLEM2
applied for rule induction directly from incomplete and numerical data and
MLEM2 inducing rule sets from data sets previously discretized by Multiple
Scanning and then converted to be incomplete. Our conclusion is that there is
not significant difference between both setups. Rule sets may be induced directly
from incomplete and numerical data using MLEM2 as well.
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Abstract. This paper presents a heuristic method of planning the deployment
of very short-range anti-air missile and artillery sets (VSHORAD) around the
protected area object. The function dependent on the distance between the
earliest feasible points of destroying targets and the center of the protected area
object is taken as an objective function. This is a different indicator from those
commonly used in the literature based on the likelihood of a defense zone
penetration by the means of air attack (MAA), the kill probability of the MAA
and the probability of area object losses. The model constraints result directly
from the restrictions imposed by the real air defense system and the nature of the
area objects. The presented sub-optimal heuristic method has been implemented.
In the final part of the paper computational results have been presented.

Keywords: Optimal planning � Air defense system � Area objects protection �
Deployment of anti-air missile and artillery sets of very short-range
(VSHORAD) sets � Binary programing � Heuristic method

1 Introduction

Modern means of air attack allow penetration of protected territory and the destruction
of important industrial or defense installations. One of the most important means of air
defense are anti-aircraft missile and artillery sets (AAMAS). They offer an opportunity
to cover the strategically important point or area objects. These sets enable the creation
of a short range air defense (SHORAD) or a very short range air defense (VSHORAD)
system around objects of a strategic nature. This system is usually composed of the
following elements:

• anti-aircraft missile and artillery sets,
• short range radar,
• control post connected with a superior air defense command system.

Systems based on AAMAS can be effectively used to repel air raids, if the sets are
properly deployed at the planning stage. A lot of factors should be considered in this
process. This includes terrain characteristics that may alter the exposure zone of the
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local radar and kill zones of anti-aircraft missile and artillery sets. In the process of
planning the AAMA sets deployment we are dealing with a large indeterminacy of
many factors, including the type and means of an air attack, the type of weapons used
by the enemy, the composition of the air raid, the trajectory of air attack means, the air
attack means tactics, the enemy’s knowledge about the area object and many others.
Hence, we think that one can assume simplified models of the AAMA sets kill zones
and the local radar exposure zone.

In this research we assumed that the planning phase of the deployment of the
AAMA sets is preceded by a stage of reconnaissance on the terrain. The purpose of this
reconnaissance mission is to identify of potential positions, which can be used to
deploy the AAMA sets. The suitability of specific sites depend on favorable terrain
conditions and the necessary technical equipment.

In summarizing, the problem of the AAMA sets deployment in air defense system
of the area object consists in the optimal deployment of a fixed number of the AAMA
sets around an area or around a set of points defining a defended object, taking into
account the characteristics of the surrounding terrain and features of kill zones of the
AAMA sets.

2 An Optimization Problem Formulation for an Area Object
Air Defense Planning

In another paper at this conference titled “An optimization problem of Air Defense
Planning for an Area Object” [4] a formulation of the problem of optimal the AAMA
sets deployment for an area object air defense has been presented.

Selection of the best deployment points, in which a given number of AAMA sets
will be distributed, means choosing pairs: the number of the deployment point from the
feasible number set and the number of AAMA set type in such a way as to maximize a
criterion (evaluation) function, and the number of selected AAMA sets does not exceed
the maximum number of AAMA sets of specific types.

A formulation of the problem of optimal pair selection: deployment point and
associated type of AAMA set is presented below.

Let V ¼ ½vjt�J�T be a binary matrix of decision variables with the following
interpretation:

vjt ¼ 0 � a AAMA set of the t - th type is not located in j - th point ,
1 � a AAMA set of the t - th type is located in j - th point:

�
ð1Þ

Solution of optimization problem consist in finding such a matrix V� ¼ ½v�jt�J�T to
maximize the function f ðVÞ

f ðV�Þ ¼ R
j2D

R
T

t¼1
doðj;tÞ6¼�1

v�jt d
oðj; tÞ ¼ max

V2X
R
j2D

R
T

t¼1
doðj;tÞ6¼�1

vjt d
oðj; tÞ ð2Þ
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with constraints

X ¼ V ¼ ½vjt�J�T : vjt 2 0; 1f g ^ 8 j 2 D
XT
t¼1

vjt � 1 ^ 8t 2 1; . . .; Tf g
X
j2D

vjt �Kt

( )
;

ð3Þ

where

D ¼ Dj ¼ ðxdj ; ydj Þ; j ¼ 1; . . .; J
n o

2 �D ð4Þ

is a set of potential location points, which are taken into account during plan
elaborating;

T - the number of AAMA set types;
Kt - the maximum number of AAMA sets of t-th type (t = 1,…,T) that can be used

to deploy.
The function doðj; tÞ is an assessment function of pair selection: the deployment

point and type of AAMA set

doðj; tÞ ¼

PN
n ¼ 1

zjnt 6¼ �1
pn [ 0

stpnzjnt 9 n ¼ 1; . . .;N zjnt 6¼ �1

�1 8 n ¼ 1; . . .;N zjnt ¼ �1

8>>>>><
>>>>>:

j 2 D; t 2 1; . . .; Tf g;

ð5Þ

where

N - the number of possible courses of the air raid,
pn - the estimated probability of the raid from n-th direction,
st - the average efficiency of AAMA set of t-th type
zjnt - value which describes the possibility of n-th air target kill by AAMA set of t-th

type from j-th deployment point:

zjnt ¼
�1 when there is no possibility of n - th air target kill

by AAMA set of t - th type from j - th deployment point
1 when there is a possibility of n - th air target kill

by AAMA set of t - th type from j - th deployment point

8>><
>>: ; ð6Þ

The method of calculating the value of zjnt is presented in the paper “An opti-
mization problem of Air Defense Planning for an Area Object”.

The problem (2) with constraints (3) belongs to the class of the binary program-
ming tasks. We propose an heuristic algorithm to solve this task.
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3 AAMA Sets Deployment Algorithm

The problem (2) solution with constraints (3) provides the following algorithm.

1. Calculation of the center protected area S ¼ ðxs; ysÞ.
2. For each air raid direction n conversion of azimuth angles anA (expressed in degrees)

for angles bn expressed in radians.
3. Calculation of unit vectors wn in the air raid direction.
4. Calculation of feasible deployment points from which one can kill air targets in all

raid directions.
5. Calculation of the kill points coordinates for those deployment points for which

killing is possible (zjnt ¼ 1).
6. Calculation of the vectors connecting the center of the protected area S with all

points On;1
jt ¼ ðxo;n;1jt ; yo;n;1jt Þ and On;2

jt ¼ ðxo;n;2jt ; yo;n;2jt Þ and their scalar products with
unit vector of n-th direction wn.

7. Calculation of the value of the evaluation function for feasible pairs: a number
of deployment point and a number of AAMA set type.

8. Choosing the best deployment points and AAMA set types.

Calculation of the matrix V� ¼ ½v�jt�J�T for optimization task with constraints X can
be iteratively realized in LK ¼ min K1 þ . . .þKT ; Jf g iterations.

1. Iteration 1
1a. D� :¼ D;
1b. Find such j�1 2 D� and t�1 2 1; . . .; Tf g that

doðj�1; t�1Þ ¼ max
j 2 D�

t 2 1; . . .;Tf g ^ Kt [ 0
doðj; tÞ 6¼ �1

doðj; tÞ

1c. vj�1t�1 :¼ 1;

1d. D� :¼ D�n j�1
� �

;
1e. Kt�1 :¼ Kt�1 � 1.

2. Iteration i-th
2a. Find such j�i 2 D� and t�i 2 1; . . .; Tf g that

doðj�i ; t�i Þ ¼ max
j 2 D�

t 2 1; . . .;Tf g ^ Kt [ 0
doðj; tÞ 6¼ �1

doðj; tÞ

2b. vj�i t�i :¼ 1;

2c. D� :¼ D�n j�i
� �

;
2d. Kt�

i
:¼ Kt�

i
� 1.
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3. Iteration LK (final)
3a. Find such j�LK 2 D and t�LK 2 1; . . .; Tf g that

doðj�LK ; t�LKÞ ¼ max
j 2 D�

t 2 1; . . .; Tf g ^ Kt [ 0
doðj; tÞ 6¼ �1

doðj; tÞ

3b. vj�LK t�LK :¼ 1;

(a)

(b)

Fig. 1. An illustration of optimal deployment of AAMA sets around the area object of the
airport type for different variants of the air raid. The air raid variants differ in probability of the
target appearance for each direction.
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4 Calculation Examples

This section presents the results of applying the algorithm to the plan air defense of
certain military airports (image taken from the portal “Google map”) with the use of
one type of AAMA sets with the range of 6 km.

In these examples, the following assumptions have been taken into account:

1. The protected area object is described by a polygon with five vertices shown in
Figs. 1a–d using the squares.

2. The number of potential AAMA sets deployment points equals 14.

(c)

(d)

Fig. 1. (continued)
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3. The location of potential AAMA sets deployment points are shown in Figs. 1a–d
using small circles.

4. The maximum number of AAMA sets is 5.
5. The air raid can be divided into four directions, and the probability and the azimuths

of which five different raid configurations are shown in Table 1.

The selected deployment points are surrounded in Figs. 1a–d using larger white circles,
and their numbers are shown in Table 1 in order of decreasing assessment function
values (5). A phenomenon of moving the selected deployment point set with a change of
the number of the most likely air raid direction can be observed in Figs. 1a–d.

5 Conclusion

This paper has presented the heuristic method of planning the anti-aircraft missile and
artillery sets deployment in an air defense system of important industrial or defense
area objects. A new approach to building the evaluation criterion function for AAMA
set deployment has been proposed. A sub-optimal heuristic method has been suggested
as a method to solve the problem of the deployment of the AAMA sets.

The presented model can be developed. In particular, one should enter the allowed
distance between the AAMA sets and combat potential distribution within the air raid.
As a method to solve the problem of the optimal deployment of anti-aircraft missile and
artillery sets one can use, dynamic programming [1], adaptive dynamic programming
[2] or genetic programming [3].
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Abstract. This paper presents an optimization problem of planning the
deployment of very short-range anti-air missile and artillery sets (VSHORAD)
around the protected area object. The function dependent on the distance
between the earliest feasible points of destroying targets and the center of the
protected area object is taken as an objective function. This is a different indi-
cator from those commonly used in the literature based on the likelihood of a
defense zone penetration by the means of air attack (MAA), the kill probability
of the MAA and the probability of area object losses. The model constraints
result directly from the restrictions imposed by the real air defense system and
the nature of the area objects. In the final part of the paper an optimization
problem formulation as a task of binary programming is presented.
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1 Introduction

Modern means of air attack allow penetration of protected territory and the destruction
of important industrial or defense installations. One of the most important means of air
defense are anti-aircraft missile and artillery sets (AAMAS). They offer an opportunity
to cover the strategically important point or area objects. These sets enable the creation
of a short range air defense (SHORAD) or a very short range air defense (VSHORAD)
system around objects of a strategic nature. This system is usually composed of the
following elements:

• anti-aircraft missile and artillery sets,
• short range radar,
• control post connected with a superior air defense command system.

We assumed that the control post is connected to the air defense command system
of the country according to the network-centric warfare principle. This means that the
control post receives:

• recognized air picture of the region and on the approaches,
• plans of a higher command post (superior).
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Systems based on AAMAS can be effectively used to repel air raids, if the sets are
properly deployed at the planning stage. A lot of factors should be considered in this
process. This includes terrain characteristics that may alter the exposure zone of the
local radar and kill zones of anti-aircraft missile and artillery sets. In the bibliography
one can notice a clear aspire to accurately take into account as many factors as possible
during the planning process [3]. The authors believe that this approach is fully justified
in another problem, namely the weapon target assignment (WTA) problem in real time
during the repelling of air raids [5, 6]. In the process of planning the AAMA sets
deployment we are dealing with a large indeterminacy of many factors, including the
type and means of an air attack, the type of weapons used by the enemy, the com-
position of the air raid, the trajectory of air attack means, the air attack means tactics,
the enemy’s knowledge about the area object and many others. Hence, we think that
one can assume simplified models of the AAMA sets kill zones and the local radar
exposure zone.

In this research we assumed that the planning phase of the deployment of the
AAMA sets is preceded by a stage of reconnaissance on the terrain. The purpose of this
reconnaissance mission is to identify of potential positions, which can be used to
deploy the AAMA sets.

2 Model of Protected Object

In this paper we assumed that the protected object is an area object, of which a defense
or economy value is spread over a certain area or at certain points in an area.

We assumed that the protected area object W is limited to a polygon.
Let
B - a set of vertices of protected area object polygon, where

B ¼ Bi ¼ ðxbi ; ybi Þ 2 R2; i ¼ 1; . . .; I
� � ð1Þ

We define a set W as a convex combination of vertices from the set B:

W ¼ ðx; yÞ 2 R2 : ðx; yÞ ¼
XI

i¼1

aiðxbi ; ybi Þ; ai 2 ½0; 1�;
XI

i¼1

ai ¼ 1; ðxbi ; ybi Þ 2 B

( )

ð2Þ

A value function for protected area objects can be introduced. In the case of planar
distribution one can define the function of the value density w : R2 ! R as follows:

wðx; yÞ ¼ ¼ 0 for ðx; yÞ 62 W
� 0 for ðx; yÞ 2 W

�
ð3Þ

In the case of point value distribution within the object one should specify the
elementary point protected objects belonging to the area object. Let A ¼ 1; . . .;Af g
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denote a set of numbers of elementary objects included in the area object with coor-
dinates ðxa; yaÞ and values wa.

We determine the center of the area object ðxs; ysÞ as a center of object value. In the
continuous case we have [7]:

xs ¼

R1
�1

R1
�1

xwðx; yÞdxdy
R1

�1

R1
�1

wðx; yÞdxdy
; ys ¼

R1
�1

R1
�1

ywðx; yÞdxdy
R1

�1

R1
�1

wðx; yÞdxdy
: ð4Þ

In the discrete case we have [7]:

xs ¼
PA
a¼1

xawa

PA
a¼1

xa

; ys ¼
PA
a¼1

yawa

PA
a¼1

xa

: ð5Þ

3 Model of Area Object Air Defense System

3.1 Model of AAMA Sets

For practical reasons, we assumed that AAMA sets can have different operational
properties. There are three types of AAMA sets. The first two are basic: anti-aircraft
artillery set and anti-aircraft missile set. The third is a complex that results from joining
two basic types of sets.

Each type of set has the following attributes:

• the range of the set dt, where t is the number of AAMA set type (t = 1,…,T), it is
a radius of the kill zone at a height equal to half the maximum height of the zone,

• the average efficiency of AAMA set type st, where t is the number of AAMA set
type (t = 1,…,T); the average efficiency of AAMA set type is defined as an average
kill probability under different operational conditions.

The above-mentioned characteristics are average. In the bibliography of the
AAMA sets deployment and weapon target assignment problems [1–8] a number of
specific characteristics are taken into account.

The impact range and efficiency of the third type of AAMA sets depends
on the corresponding attributes of the first and second type of AAMA sets in accor-
dance with the following formulas:

d3 ¼ max d1; d2f g; s3 ¼ 1� ð1� s1Þð1� s2Þ: ð6Þ

Moreover, we introduce limitations Kt on the maximum number of AAMA sets of
t-th type (t = 1,…,T) that can be used to deploy.
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3.2 AAMA Sets Deployment Model

The AAMA set may be arranged in one of a predetermined set location points.
At one location point only one AAMA set may be arranged. We define a set of all

possible location points,

�D ¼ �Dj ¼ ð�xdj ;�ydj Þ 2 R2; j ¼ 1; . . .;�J
n o

: ð7Þ

Furthermore, we assumed that the air defense plan is developed taking into account
the forecasted scenario of enemy action (air raid), for which it is possible to reduce the
set of all possible location points. Therefore we introduce a set of selected potential
location points, which are taken into account during plan elaborating,

D ¼ Dj ¼ ðxdj ; ydj Þ; j ¼ 1; . . .; J
n o

2 �D: ð8Þ

3.3 Air Raid Model

The content of assumptions for the cover plan (AfCP) should be submitted from
the superior command post and should include assumptions regarding the forecasted
enemy air raid. Each direction of the air raid is characterized by azimuth an and the

estimated probability pn of the raid from this direction ð0� pn � 1;
PN
n¼1

pn ¼ 1Þ, where
N is the number of possible courses of the raid.

The above air raid model assumes some simplifications - all the directions of the
raid will pass through the center of the area object defined by (4) or (5).

AfCP can also specify the maximum number Kt of AAMA sets of t-th type
(t = 1,..,T) that can be used during deployment planning.

Due to the fact that in the content of combat documents the angles of azimuth an are
expressed in degrees measured from the north in a clockwise direction, it is necessary
to convert them into angles bn expressed in radians and calculated relative to
the horizontal axis (OX) of the local Cartesian coordinate system in an counter-
clockwise direction for each direction of the air raid n.

4 Calculation of Potential Points of Air Targets Kill

In this chapter, we determine feasible points of AAMA sets deployment, from which
forecasted air targets kill is possible, and the coordinates of the kill points. We used
the models of area objects, AAMA sets and forecasted air raids.

An Optimization Problem of Air Defense Planning for an Area Object 239



4.1 Calculation of the Feasible Deployment Point

The unit vectors of the air raid directions wn ¼ ðwn
x ;w

n
yÞ(marked in Fig. 1 with a bold

line) are helpful in determining the physical possibilities of air targets kill. One can
notice that:

wn
x ¼ cos bn; wn

y ¼ sin bn: ð9Þ

Moreover, there is

wnk k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wn
x

� �2 þ wn
y

� 	2
r

¼ 1: ð10Þ

In order to determine the feasible points of AAMA deployment for all air raid
directions (Fig. 1), we use the equation of a line passing through the center of the
protected object S ¼ ðxs; ysÞ and parallel to the vector wn ¼ ðwn

x ;w
n
yÞ:

x� xs
wn
x

¼ y� ys
wn
y

; ð11Þ

from where we get

wn
yx� wn

xy� wn
yxs þwn

xys ¼ 0: ð12Þ

The coefficients of the general equation of the line (12) are the following:

An ¼ wn
y Bn ¼ �wn

x Cn ¼ �wn
yxs þwn

xys: ð13Þ

a b

Fig. 1. An illustration of the concept of determining the air target kill point
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The distance dnj the point Dj ¼ ðxdj ; ydj Þ from the n-th direction is determined by the
following formula:

dnj ¼
wn
yx

d
j � wn

xy
d
j � wn

yxs þwn
xys




 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wn
x

� �2 þ wn
y

� 	2
r : ð14Þ

Because there is (10) we finally get:

dnj ¼ wn
yx

d
j � wn

xy
d
j � wn

yxs þwn
xys




 


: ð15Þ

If dnj � dt (dt is the range of an AAMA set of the t-th type), then an AAMA set of
this type can kill an air target on the n-th air raid direction from the location point Dj. If
dnj [ dt, then an AAMA set of this type cannot kill an air target on the n-th air raid
direction from the location point Dj.

The dnj values allow to determine the values of the matrix Z which describe the
possibility of an air target kill by all types of AAMA sets from all deployment points:

Z ¼ ½zjnt�J�N�T ; zjnt 2 R; ð16Þ

zjnt ¼ �1 when dnj [ dt
1 when dnj � dt

;

�
ð17Þ

where symbol �1 indicates the smallest negative number possible to save in the given
type of variable.

4.2 Calculation of the Coordinates of Air Target Kill Points

This section specifies a method of determining the coordinates of air target kill points
when it is possible ðzjnt ¼ 1Þ.

The concept of problem solving is shown in Fig. 1a and b. Segment On;1
j On;2

j is a
set of points in which the n-th air target can be killed.

The first step is to determine the coordinates of the point Dn
j ¼ ðxd;nj ; yd;nj Þ which is

the orthogonal projection of point Dj ¼ ðxdj ; ydj Þ on the line n. If the point Dj ¼ ðxdj ; ydj Þ
lies on the line n, then its coordinates satisfy the equation of the line

Anxdj þBnydj þCn ¼ 0; ð18Þ

and the point Dn
j ¼ ðxd;nj ; yd;nj Þ coincides with the point Dj ¼ ðxdj ; ydj Þ.

If the point Dj ¼ ðxdj ; ydj Þ does not lie on the line n, then its coordinates do not
satisfy the equation of the line (18).
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Vector DjD
n
j

��!
must be perpendicular to the vector wn, thus a scalar product:

DjD
n
j

��!
wj n

� 	
¼ 0 ð19Þ

and after joining the equation of line n (18) we get a system of equations

ðxd;nj � xdj Þwn
x þðyd;nj � ydj Þwn

y ¼ 0

Anxd;nj þBnyd;nj þCn ¼ 0

(
; ð20Þ

which is transformed to the following formulas

wn
xx

d;n
j þwn

yy
d;n
j ¼ wn

xx
d
j þwn

yy
d
j

Anxd;nj þBnyd;nj ¼ �Cn

(
: ð21Þ

We obtain the determinants from this system of equations

W ¼ wn
x wn

y
An Bn










; W1 ¼ wn

xx
d
j þwn

yy
d
j wn

y
�Cn Bn










; W2 ¼ wn

x wn
xx

d
j þwn

yy
d
j

An �Cn










 ð22Þ

and the following solution

xd;nj ¼ W1

W
; yd;nj ¼ W2

W
: ð23Þ

Taking into account (10) one can show that the value of the determinant W is not
equal to zero:

W ¼ wn
x wn

y
An Bn










 ¼ wn

xBn � wn
yAn ¼ � wn

x

� �2 þ wn
y

� 	2
� 

¼ �1: ð24Þ

Finally, the solution takes the form:

xd;nj ¼ �W1; yd;nj ¼ �W2: ð25Þ

Considering (9) and (22) we finally obtain from formulas (13) and (25):

xd;nj ¼ � wn
y

� 	2
xdj � xs

� 	
þwn

yw
n
x ydj � ys
� 	

þ xdj ð26Þ

yd;nj ¼ � wn
x

� �2
ydj � ys

� 	
þwn

yw
n
x xdj � xs
� 	

þ ydj ð27Þ

Next, we determine the length lnj of vectors Dn
j O

n;1
jt

����!
and Dn

j O
n;2
jt

����!
.
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lnjt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2t � DjD

n
j

��!��� ���2
r

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2t � xd;nj � xdj

� 	2
þ yd;nj � ydj
� 	2

� �s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2t � dnj

� 	2
r

:

ð28Þ

The coordinates of the ends of the section, in which the air target can be destroyed,

we can calculate as the vector end coordinates Dn
j O

n;1
jt

����!
and Dn

j O
n;2
jt

����!
Dn

j O
n;1
jt

����!
¼ lnjt � cos bn; lnjt � sin bn

h i
Dn

j O
n;2
jt

����!
¼ �lnjt � cos bn;�lnjt � sin bn

h i
: ð29Þ

Hence, we get the coordinates of points On;1
jt ¼ ðxo;n;1jt ; yo;n;1jt Þ and

On;2
jt ¼ ðxo;n;2jt ; yo;n;2jt Þ

xo;n;1jt ¼ xd;nj þ lnjt � cos bn; yo;n;1jt ¼ yd;nj þ lnjt � sin bn ð30Þ

xo;n;2jt ¼ xd;nj � lnjt � cos bn; yo;n;2jt ¼ yd;nj � lnjt � sin bn ð31Þ

One should choose one point from the set of two points On;1
jt ¼ ðxo;n;1jt ; yo;n;1jt Þ and

On;2
jt ¼ ðxo;n;2jt ; yo;n;2jt Þ, that lies closer to the point of forecasted air target detection. The

vectors connecting the center of the protected area S with all points On;1
jt ¼

ðxo;n;1jt ; yo;n;1jt Þ and On;2
jt ¼ ðxo;n;2jt ; yo;n;2jt Þ have the following form:

SOn;1
jt

���!
¼ xo;n;1jt � xs; y

o;n;1
jt � ys

h i
SOn;2

jt

���!
¼ xo;n;2jt � xs; y

o;n;2
jt � ys

h i
; ð32Þ

and the scalar products of these vectors with the vector �wn ¼ �ðwn
x ;w

n
yÞ are described

by formulas:

do;n;1jt ¼ SOn;1
jt j

���!
wn

� �
¼ �½ðxo;n;1jt � xsÞcos bn þðyo;n;1jt � ysÞsin bn�

do;n;2jt ¼ SOn;2
jt j

���!
wn

� �
¼ �½ðxo;n;2jt � xsÞcos bn þðyo;n;2jt � ysÞsin bn�

ð33Þ

Taking into account points On;1
jt ¼ ðxo;n;1jt ; yo;n;1jt Þ and On;2

jt ¼ ðxo;n;2jt ; yo;n;2jt Þ we choose
the point for which the value of the scalar product (35) is greater and this value is
entered to the matrix Z:

zjnt :¼ max do;n;1jt ; do;n;2jt

n o
; j ¼ 1; . . .; J; n ¼ 1; . . .;N; t ¼ 1; . . .; T ð34Þ
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5 Selection of the Best AAMA Deployment Points

5.1 The Objective Function for Evaluation of Feasible Pairs:
The Number of Deployment Point and the Number of AAMA Set

Selection of the best deployment points, in which a given number of AAMA sets will
be distributed, means choosing pairs: the number of the deployment point from the
feasible number set and the number of AAMA set type in such a way as to maximize a
criterion (evaluation) function, and the number of selected AAMA sets does not exceed
the maximum number of AAMA sets of specific types.

Criterion functions of the AAMA sets deployment [1–4] and weapon target
assignment [5, 6] presented in the bibliography use models taking into account both the
probability of the air target kill and the likelihood of the destruction of the object and
defense system. We propose a different approach to the construction of the criterion
function. It was assumed that the criterion function should take into account the fol-
lowing factors: the distance between the possible kill points and the center of protected
area, the effectiveness of AAMA sets and the expected distribution of probabilities
assigned to air raid directions.

These postulates meet the following assessment function of pair selection: the
deployment point and type of AAMA set

doðj; tÞ ¼
PN
n¼1

st

zjnt 6¼�1 ^ pn [ 0

pnzjnt 9n ¼ 1; . . .;N zjnt 6¼ �1

�1 8n ¼ 1; . . .;N zjnt ¼ �1

8><
>: j 2 D; t 2 f1; . . .; Tg:

ð35Þ

5.2 Selection of the Best Deployment Points and the Best AAMA Types

A formulation of the problem of optimal pair selection: deployment point and asso-
ciated type of AAMA set is presented below.

Let V ¼ ½vjt�J�T be a binary matrix of decision variables with the following
interpretation:

vjt ¼ 0 � a AAMA set of the t � th type is not located in j� th point,
1 � a AAMA set of the t � th type is located in j� th point:

�
ð36Þ

Solution of optimization problem consist in finding such a matrix V� ¼ ½v�jt�J�T to
maximize the function f ðVÞ

f ðV�Þ ¼
X
j2D

XT
t¼1

doðj;tÞ6¼�1

v�jt d
oðj; tÞ ¼ max

V2X

X
j2D

XT
t¼1

doðj;tÞ6¼�1

vjt doðj; tÞ ð37Þ
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with constraints

X ¼ V ¼ ½vjt�J�T : vjt 2 0; 1f g ^ 8j 2 D
XT
t¼1

vjt � 1 ^ 8t 2 f1; . . .; Tg
X
j2D

vjt �Kt

( )
:

ð38Þ

6 Conclusion

This paper has presented an optimization problem of planning the anti-aircraft missile
and artillery sets deployment in an air defense system of area objects. A new approach
to building the evaluation criterion function for AAMA set deployment has been
proposed. Models of protected area objects, air defense systems equipped with AAMA
sets, air raids and a decisive evaluation system have been presented.

A method to solve the problem of the optimal deployment of anti-aircraft missile
and artillery sets is presented in another paper at this conference titled “Heuristic
Method of Air Defense Planning for an Area Object with the Use of Very Short Range
Air Defense” [8].
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Abstract. In recent years, Fuzzy Cognitive Maps (FCMs) have become a
convenient knowledge-based tool for economic modeling. Perhaps, the most
attractive feature of these cognitive networks relies on their transparency when
performing the reasoning process. For example, in the context of time series
forecasting, an FCM-based model allows predicting the next outcomes while
expressing the underlying behavior behind the investigated system. In this
paper, we investigate the forecasting of social security revenues in Jordan using
these neural networks. More specifically, we build an FCM forecasting model to
predict the social security revenues in Jordan based on historical records com-
prising the last 120 months. It should be remarked that we include expert
knowledge related to the sign of each weights, whereas the intensity in com-
puted by a supervised learning procedure. This allows empirically exploring a
sensitive issue in such models: the trade-off between interpretability and
accuracy.

Index Terms: Fuzzy cognitive maps � Time series prediction � Economic
modeling

1 Introduction

Fuzzy Cognitive Maps (FCMs) have been developed as a knowledge-based tool to
model and analyze complex systems using causal relations [1]. From the structural
perspective, an FCM can be defined as a fuzzy digraph that describes the underlying
behavior of an intelligent system in terms of concepts (i.e., objects, states, variables or
entities) and causal relations. As a matter of fact, FCMs are a kind of recurrent neural
networks that support backward connections that sometimes form cycles in the causal
graph [2]. This implies that concepts in the information network can be understood as
neural processing entities with inference capabilities.

Although FCMs inherited many aspects from neural systems, there are important
differences with regards to other Artificial Neural Network (ANNs). More explicitly,
ANNs regularly perform like black-boxes, where both neurons and connections do not
have any clear meaning for the problem domain, or the decision process cannot easily
be explained [3]. In contrast, all neurons in an FCM have a precise meaning for the
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physical system being modeled and correspond to specific variables that form part of
the solution. It is worth mentioning that an FCM does not comprise hidden neurons
since these entities could not be interpreted nor help at explaining why a solution is
suitable for a given problem instance. This suggests that the representation capability of
FCM-based systems is superior compared to ANN models.

In recent years, the use of FCMs in time series forecasting has been noticeable due
to the transparency of FCM-based models. For example, the approaches proposed in
[4–8] rely on fuzzy information granules to forecast the time series with high accuracy.
In these works, all values of the learning part of the time series are clustered through
the fuzzy c-means algorithm [9], where the number of clusters is a user-defined
parameter. In this way, at each time iteration, the value of the time series belongs to
each cluster with some membership degree. It is assumed that every cluster
(i.e., concept) plays the role of a fuzzy set. Besides, they often use a heuristic search
method to estimate the weight matrix attached to the system.

The algorithms proposed in [10–13] adopt a low-level approach where neurons
denote attributes instead of comprising information granules. However, all of these
methods suffer from the same drawback: there is no guarantee that the produced weight
set involves a realistic interpretation for the physical system, even is the model is able
to achieve good prediction rates. This suggests that the modeled system cannot be
interpreted, although the FCM reasoning is still transparent.

In this paper, we investigate this complex issue using a real case study concerning
to the Jordanian Social Security System (JSS). More specifically, this paper comprises
two key contributions. On the one hand, we build a FCM-based system to forecast the
social security revenues in Jordan in a comprehensible way. Using a cognitive model
allows experts to forecast the revenues in next years and understand the underlying
behavior behind such predictions. On the other hand, we include expert knowledge to
investigate the trade-off between interpretability and accuracy. This is equivalent to
(i) learn a first FCM model without any restriction, (ii) learn a second FCM model
using knowledge coming from experts, and (iii) compare the accuracy.

The remaining of this paper is organized as follow. Section 2 introduces the Fuzzy
Cognitive Maps. Section 3 presents the method for constructing the FCM structure.
Section 4 outlines the results and their ensuing discussion, while Sect. 5 provides the
conclusions and discusses future research direction.

2 Fuzzy Cognitive Maps

Cognitive mapping has become a convenient knowledge-based tool for modeling and
simulation [1]. In point of fact, FCMs can be understood as recurrent neural networks
with learning capabilities, consisting of concepts and weighted arcs. Concepts denote
entities, variables, entities and are equivalent to neurons in neural models; whereas
weights associated to connections denote the causality among such nodes. Each link
takes values in the range �1; 1½ �, denoting the causality degree between two concepts
as a result of the quantification of a fuzzy linguistic variable, which is often assigned by
experts during the modeling phase [14]. The activation value of neurons is also fuzzy in
nature and regularly takes values in the range 0; 1½ �. The higher the activation value of a
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neuron, the stronger its influence over the investigated system, offering to
decision-makers an overall picture of the systems behavior.

Without loss of generality, we can entirely define the semantics behind an FCM
using a 4-tuple ðC;W ;A; f Þ where C ¼ C1;C2; . . .;CMf g denotes a set of M neural
processing entities, W : ðCi;CjÞ ! wij is a function that associates a causal weight
wij 2 �1; 1½ � to each pair of neurons ðCi;ClÞ. Similarly, A : ðCiÞ ! Ai is a function that
associates the activation degree Ai 2 R to the Ci neuron at each iteration-step moment
tðt ¼ 1; 2; . . .; TÞ. Finally, a transformation function f : R ! ½0; 1� is used to keep the
neurons’ activation value in the allowed interval. Equation (1) portrays the inference
mechanism attached to an FCM-based system, using the Að0Þ vector as the initial
activation. This neural procedure is repeated until either a fixed-point atractor is dis-
covered or a maximal number of iterations is reached.

Aðtþ 1Þ
i ¼ f

XM

j ¼ 1
wjiA

ðtÞ
j þAðtÞ

i

0
B@

1
CA; i 6¼ j ð1Þ

The most used threshold functions are: the bivalent function, the trivalent function,
and the sigmoid variants. It should be stated that authors will be focused on Sigmoid
FCMs, instead of discrete ones. It is inspired by the benchmarking analysis discussed in
reference [15] where results revealed that the sigmoid function outperformed the other
functions by the same decision model. Therefore, the adequate selection of this transfer
function becomes crucial for the system behavior. From [2] some important observa-
tions were formalized and summarized as follows:

• Binary and trivalent FCMs cannot represent the degree of an increase or a decrease
of a concept. Such discrete maps always converge to a fixed-point attractor or limit
cycle since FCMs are deterministic models.

• Sigmoid FCMs, by allowing neuron’s activation level, can also represent the
neuron’s activation degree. They are suitable for qualitative and quantitative tasks,
however, may additionally show chaotic behaviors.

Perhaps the most attractive feature of FCMs relies on their transparency, that is, the
network’s capability to explain the decision process. This features can be achieved by
relying on activation degrees and causal relations between neurons. There are three
types of causal relations between two neural entities.

• If wij [ 0 then an increase (decrement) in the cause neuron Ci will produce an
increment (decrement) of the effect neuron Cj with intensity wij

�� ��.
• If wij\0 then an increase (decrement) in the cause neuron Ci will produce an

decrement (increment) of the effect neuron Cj with intensity wij

�� ��.
• If wij ¼ 0 denotes the absence of relation between Ci and Cj.

FCMs can be constructed either using the knowledge coming from domain experts
or using a learning method. In the next section, we describe an evolutionary procedure
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to derive the network structure in a supervised fashion, i.e. by minimizing the global
dissimilarity between the expected outputs and the predicted ones.

3 Fuzzy Cognitive Maps Learning

Let us assume that ZðtÞ ¼ ZðtÞ
1 ; ZðtÞ

2 ; . . .; ZðtÞ
M

h i
is the desired system response for the

Zðt�1Þ activation vector, AðtÞ ¼ AðtÞ
1 ;AðtÞ

2 ; . . .;AðtÞ
M

h i
is the FCM output for the Zðt�1Þ

initial vector, while T is the number of the learning records. Equation (2) displays an
error function used in the context of time series forecasting, where W represents the
candidate weight matrix,M is the number of neurons, while t indexes the iteration-steps
(i.e., the learning records). In short, this learning scheme attempt minimizing the dis-
similarity between the expected outputs and the predicted ones.

E Wð Þ ¼ 1
T � 1ð ÞM

XT�1

t¼1

XM
i¼1

ZðtÞ
i � AðtÞ

i

h i2
ð2Þ

In this supervised learning model, a continuous search method (i.e., Particle Swarm
Optimization, Genetic Algorithms) generates the weights matrices to be evaluated by
the algorithm. Equation (3) shows the structure of the weight set.

W ¼ w12; . . .;w1M ;w21;w23; . . .;w2M ; . . .;wMM½ � ð3Þ

In this research, we adopt the Real-Coded Genetic Algorithm (RCGA) as standard
continuous optimizer. The RCGA [16] is an evolutionary search method that codifies
genes directly as real numbers and can be used to optimize parametrical problems for
continuous variables. Therefore, each chromosome involves a vector of floating point
numbers that involves a candidate solution. The size of the chromosomes is identical to
the length of the vector, which is the solution to the optimization problem. In this way,
each gene represents a variable of the problem, i.e. a weight component. Genetic
operators only have to observe the fact that the values of the genes remain within the
interval established by the variables they represent.

Each chromosome in the population is evaluated on the basis of a fitness function
according to the error function. Due to the fact that Genetic Algorithms are frequently
expressed like maximization-type problems, the previous error function is expressed in
terms of a fitness function, which is formalizes as follows:

FðWÞ ¼ 1
a � E Wð Þþ 1

ð4Þ

where a[ 0 is a user-specified parameter, W is the candidate weight set computed by
the RCGA optimizer, while E Wð Þ is the error function.

During the optimization, parents are selected and new population of chromosomes
are generated with some probability. In this research, we use the well-known roulette
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wheel method as standard selection operator. For each chromosome in the population,
the probability of directly copying this solution in the next (improved) population can
be calculated according to the following equation:

Pi ¼ Fi Wð Þ=
XP
K¼1

Fk Wð Þ ð5Þ

where Fi Wð Þ represents the fitness of the i th candidate solution (i.e., weight matrix)
and P denotes the number of chromosomes in the population.

After performing the crossover procedure, a mutation operator modifies elements of
the selected solution with a specific probability. The use of mutation prevents the
premature convergence of the genetic algorithm to suboptimal solutions [16]. In this
research, we adopt the Mühlenbein’s operator [17] as the standard mutation method.
On the other hand, in order to guarantee the survival of the best chromosome in the
artificial population, an elitist strategy was applied.

The learning process stops either when a maximum number of iterations is reached
or alternatively when the following condition is satisfied:

Fbest Wð Þ[Fmax ð6Þ

where Fbest Wð Þ denotes the fitness function value related with the best chromosome
found so far in the population, while Fmax is a parameter.

4 Forecasting Social Security Revenues in Jordan

In this section, we introduce a study case concerning to the forecasting social security
revenues in Jordan. The aim of this study is focused on predicting the revenue values
and understanding the underlying interrelation between concepts; the latter is the main
motivation to use cognitive mapping models. The dataset contains the social security
revenues in Jordan for the last 120 months (from 2006 until 2015) and comprises the
eight fields (i.e., map concepts) that are listed below:

• C1 - Aging subscription
• C2 - Work related injuries
• C3 - Maternity insurance
• C4 - Years earlier service
• C5 - Optional subscriptions
• C7 - Different revenue
• C8 - Stamps

The available data records were normalized to the [0, 1] range in order to activate
the neurons with values inside the activation interval. On the other hand, the dataset
was randomly divided into two disjoint subsets: the learning set (114 records) and the
test (6 records). Aiming at evaluating the quality of the FCM-base forecasting model,
we adopt the Mean squared Error (MSE) and the Root Mean Squared Error (RMSE).
Equations (7) and (8) formalizes both quality measures.
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MSE ¼ 1
M T � 1ð Þ

XT�1

t¼1

XM
i¼1

ZðtÞ
i � AðtÞ

i

h i2
ð7Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
M T � 1ð Þ

XT�1

t¼1

XM
i¼1

ZðtÞ
i � AðtÞ

i

h i2
vuut ð8Þ

Due to the stochastic nature of the heuristic search methods, we perform 20 trials
and average the quality measures. Moreover, we use the following parametric setting in
all the simulations: 50 chromosomes as in the artificial population, 200 generations, the
a parameter is set to 10, the crossover probability is set to 0.8, the mutation probability
is set to 0.1, while the Fmax parameter is set to 0.999.

In addition to explore two different configurations. In the first one, genes can take
values in the [−1, 1] range, whereas in the second one we include expert knowledge
concerning to the sign of causal weights. Due to the nature of concepts use to model
this real-world problem, the experts determined three rules:

• ½R1� wi7 2 ½�1; 0Þ, w7i 2 �1; 0½ Þ; 8i ¼ f1; 2; . . .; 6g
• ½R2� wij 2 0; 1ð �; 8j ¼ 1; 2; . . .; 6f g; 8i ¼ f1; 2; . . .; 6g and i 6¼ j.
• ½R3� wii ¼ 0, 8i ¼ f1; 2; . . .; 7g since a concept cannot influence itself.

The goal is not to increase performance but to preserve the coherence in the causal
cognitive network. Weights freely estimated in the [−1, 1] range may actually produce
improved prediction rates due to the attached freedom degree. However, there is no
way to ensure that weights produced by a heuristic search method comprises a causal
meaning for the problem under investigation. Hence, we introduce expert knowledge in
an attempt of establishing a proper trade-off between the accuracy in the forecasted
revenues values and the network interpretability.

The average error measures for the first configuration (i.e., without any restriction)
are MSE1 ¼ 0:0431 and RMSE1 ¼ 0:207, whereas for the second configuration the
error measures are MSE2 ¼ 0:1992 and RMSE2 ¼ 0:4463. The reader can observe that,
for the case study under investigation, promoting the FCM interpretability leads to
higher forecasting errors. This is often the price we have to pay in order to produce
truly interpretable causal cognitive models. However, whether such forecasted values
are acceptable for this real-world problem is questionable.

But why the FCM forecasting model produces such results if, in principle, a neuron
naturally produces a time series? The response relies on the convergence properties of
the causal network. In most FCM-based systems, ensuring convergence is mandatory,
otherwise making reliable decisions is not possible [3, 18]. Nevertheless, in the time
series context, convergence is not desirable since it decreases the network’s capability
of computing both short and long-term predictions. Figure 1 portrays the expected and
forecasted values for both configurations, where the horizontal axis denotes each time
step, while the vertical axis shows the activation values. (Figure 2)

From the above figures we can confirm our hypothesis: the convergence properties
of the FCM-based system affects the quality of forecasted revenues. In the case of the
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second configuration, the error increases as a result of decreasing the freedom degree
during the search process. But this outcome is expected.

Aiming at alleviating the convergence issue, we could use a different rule to update
the activation values of map entities. For instance, we can define a set of independent
neurons such that their current activation values are not computed from their previous
ones but from their real values stored in the dataset. Figure 1 shows the expected and
forecasted values using this approach for both configurations.

In this case, the average error measures computed by the unrestricted configuration
are MSE1 ¼ 0:026 and RMSE1 ¼ 0:166, whereas for the restricted configuration the

Fig. 1. Forecasted revenue values using the current activation value to predict the next time
series point according to (a) the unrestricted model, (b) the restricted model.

Fig. 2. Forecasted revenue values using the real activation value to predict the next time series
point according to (a) the unrestricted model, (b) the restricted model.
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error measures are MSE2 ¼ 0:064 and RMSE2 ¼ 0:254. The reader can observe that
this modified variant leads to lower error rates as both models fit better the time series
associated to each variable. Therefore, the model will produce forecasted values with
lower convergence features, but performing multiple-ahead predictions is no longer
possible since the network make its predictions based on the real value stored in the
dataset. In spite of this fact, the results showed that encouraging the coherence in the
network implies to slightly sacrifice the accuracy.

5 Conclusions

In this paper, we proposed an FCM-based forecasting model to investigate the factors
affecting revenues on the social security in Jordan. The proposed model uses a Real-
Code Genetic Algorithm to learn the map structure together with well-known methods
for FCM learning. As a first step, we allowed the algorithm to indicate a relationship
value between the neurons to fluctuate between −1 and 1 without any constraint. But
the model occasionally computed a positive relation where it should be a negative one
and vice versa, therefore producing a forecasting model that does not have a coherent
meaning for the real-world problem under investigation.

In order to produce meaningful weights, we included domain knowledge related to
the sign of each causal relation. The numerical simulations have shown that using the
current value to forecast the revenue values leads to higher error rates since the model
converges to an equilibrium attractor. As an alternative, we compute the next revenue
value from the (real) previous value stored in the dataset. This strategy leads to lower
error rates in both scenarios while rescinding the network’s capability of performing
multiple-ahead predictions. Besides, we noticed that the error increased when adding
the domain constraints but this outcome is actually expected. Promoting the network’s
transparency is a key, otherwise the FCM becomes a black-box and there is no reason
to employ other (perhaps more accurate) forecasting models. The feature research will
be focused on increasing the prediction rates while retaining the network capability of
naturally performing multiple-ahead predictions.

Acknowledgments. We would like to thank our colleague Frank Vanhoenshoven for his
valuable support and constructive comments.
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Abstract. In this paper, we address some shortcomings of Fuzzy Cog-
nitive Maps (FCMs) in the context of time series prediction. The trans-
parent and comprehensive nature of FCMs provides several advantages
that are appreciated for decision-maker. In spite of this fact, FCMs also
have some features that are hard to match with time series prediction,
resulting in a prediction power that is probably not as extensive as other
techniques can boast. By introducing some ideas from ARIMA models,
this paper aims at overcoming some of these concerns. The proposed
model is evaluated on a real-world case study, captured in a dataset of
crime registrations in the Belgian province of Antwerp. The results have
shown that our proposal is capable of predicting multiple steps ahead in
an entire system of fluctuating time series. However, these enhancements
come at the cost of a lower prediction accuracy and less transparency
than standard FCM models can achieve. Therefore, further research is
required to provide a comprehensive solution.

1 Introduction

Fuzzy Cognitive Maps (FCMs), proposed by Kosko [11], comprise a very suitable
tool for modeling and simulation purposes. Without loss of generality, we can
define FCMs as recurrent neural networks that produce a state vector at each
iteration. From the structural perspective, FCM-based models comprise a set of
neural processing entities called concepts (or simply neurons) and a set of causal
relations defining a weight matrix. One of the advantages of cognitive mapping
relies on the interpretability attached to the causal network, where both neurons
and weights have a precise meaning for the problem domain.

The reader can find several interesting applications of these cognitive neural
networks in [18], while the survey in [19] is devoted to their extensions. Mean-
while, due to the relevance of the weight matrix in designing the cognitive
model, several supervised learning methods have been introduced to compute
the weights characterizing the system under investigation (e.g., [1,16,28,30,31]).
Estimating a high-quality weight matrix is a key issue towards building the fore-
casting model; otherwise, the system interpretation will not be meaningful even
if the FCM reasoning is still transparent.
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 72, DOI 10.1007/978-3-319-59421-7 24
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One field where FCMs have found great applicability is related to the time
series prediction [9,10,12,13,24,25,27]. In [26] the authors focused on the learn-
ing mechanism and causality estimation from the perspective of time series.
Multivariate, interval-valued time series are addressed using fuzzy grey cognitive
maps in [8], where near-continuous time series are transformed into intervals of
increasing or decreasing values. Modifications of the learning algorithm to bet-
ter deal with time series prediction are proposed in [7]. Likewise, FCMs and
time lags in time series prediction are considered in [20]. After this, not much
attention seems to be paid to the issue of lagging effects in time series.

The power of FCMs does not lay in superior forecasting in time series analysis.
Indeed, looking only at fitness measures for fitted and predicted data, specialized
techniques like even the well-known ARIMA methods [3] are able to outperform
an FCM. However, the weight matrix, which is the center of an FCM-based
model, provides a degree of transparency that cannot be easily achieved with
other forecasting models. As a further advantage, a discovered weight matrix,
constrained or not, can be presented to experts for either validation of the model
or as input for supporting the policy making process.

Regrettably, FCM-based forecasting models tend to converge to a fixed-point
when performing the inference process. While this feature is highly attractive
in simulation and pattern classification situations [17], its effect on time series
scenarios is less desirable. More explicitly, if the network converges to a fixed-
point, then the forecasting model will not fit the time series, unless the data
points match with the fixed-point, which is rather unlikely.

In this paper, we investigate the use of FCMs in time series prediction in the
context of a real case study. Particularly, our paper introduces two contributions,
moving from theory to practice. The first contribution is related to the study of
four neural updating rules and their impact over the accuracy achieved by the
cognitive forecasting model. As a second contribution, we adopt the proposed
models to predict the future influx of a prosecutor’s office in a Belgian province
using both demographic and economic features. The numerical simulations have
shown that selecting a specific neural updating rule may improve the model
accuracy; however, further investigation is required.

This paper follows the principles and structure of Design Science, as proposed
by Peffers et al. in [22]. Section 2 introduces the Fuzzy Cognitive Maps, while
Sect. 3 describes the theoretical problem to be confronted. Section 4 presents
some alternatives to cope with the identified problem. Section 5 is devoted to
the numerical analysis by using a real-world case study, whereas Sect. 6 discusses
the results and outlines the future research directions.

2 Fuzzy Cognitive Maps

The semantics behind an FCM-based system can be completely defined using
a 4-tuple (C,W,A, f) where C = {C1, C2, C3, . . . , CM} is the set of M neural
processing entities, W : C ×C → [−1, 1] is a function that attaches a causal value
wij to each pair of neurons (Ci, Cj) and the value wij denotes the direction and
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intensity of the edge connecting the cause Ci and the effect Cj . This function
describes a causal weight matrix that defines the behavior of the investigated
system [11]. On the other hand, the function A : C → A

(t)
i computes the acti-

vation degree Ai ∈ R of each neuron Ci at the discrete-time step t, where
t = {1, 2, . . . , T}. Finally, the transfer function f : R → I retains the activation
degree of each neuron confined into the activation space.

Causal relations have an associated numerical value in the [−1, 1] range that
govern the intensity of the relationships between the concepts defining the system
semantics. Let wij be the weight associated with the connection between two
neurons Ci and Cj . Generally speaking, the interpretation of causal influences
between two neural entities can be summarized as follows:

– If wij > 0, this indicates that an increment (decrement) in the neuron Ci will
produce an increment (decrement) on Cj with intensity |wij|.

– If wij < 0, this indicates that an increment (decrement) in the neuron Ci will
produce a decrement (increment) on Cj with intensity |wij|.

– If wij = 0 (or very close to 0), this denotes the absence of a causal relationship
from Ci upon Cj .

Equation 1 shows the updating rule attached to an FCM-based system, where
A(t) is the vector of activation values at the tth iteration step, and W is the
weight matrix defining the causal relations between concepts. The f(x) function
is introduced to normalize the values and is often defined as a sigmoid function
(see Eq. 2). It is worth mentioning that, in this model, a neuron cannot influence
itself, so the main diagonal of W only contains zeros.

A(t+1) = f(W × A(t)) (1)

f(x) =
a

1 + exp(−λx)
− b (2)

The features that turn FCMs into an attractive artefact for scientists and
decision makers are multiple. (1) Their visual and transparent structure enables
domain experts to introduce their knowledge into the model. (2) By applying
learning techniques to an FCM, a weight matrix can be discovered. This weight
matrix provides insights into the internal mechanism of the analyzed system, thus
contributing to the decision-making process. (3) By modeling complex structures
of dependencies between several concepts, the FCM is not constraint to focus
on a single variable, but can simulate a system as a whole.

3 Problem Statement

Theoutput of aneural processing entity in anFCM-basednetworkproduces a time-
series-like sequence. In most FCM models, convergence is a desired (sometimes
mandatory) feature when iterating the causal model. Understanding and encour-
aging convergence features have been studied actively in recent papers by Nápoles
et al. [15,17]. In contrast, time series typically display a more chaotic behavior.
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More explicitly, when an iteration t in an FCM is equated with a time observation
k in a time series, measures have to be taken to reconcile the conflicting require-
ments coming to the convergence features.

As an alternative we can adopt a modified updating rule that uses different
strategies to avoid the convergence issue. In this paper, we describe and compare
different models and study their effect on the outcome.

As a practical example, we could compute a specific weight matrix W (t) to
predict the next value [13]. Besides the increased complexity towards learning
the weight sets, and an inherently increased capacity for over-fitting, the mul-
tiplex nature of the weight sets decrease their transparency in decision-making
scenarios. On top of it, predictions for future values can only be obtained if those
future weight matrices are known as well.

A form of one-step-prediction is also used in [21]. Instead of using predicted
values A(t) to calculate A(t+1), this adaptation uses the real values stored in
the row data records. This approach seems adequate to analyze historical data;
however, but it cannot solve the convergence issue when forecasting future values
using the learned model (i.e., with no actual values available).

This paper proposes a modified strategy that addresses the aforementioned
issues while maintaining the advantages of using cognitive mapping. Concretely,
our model should satisfy the following requirements:

1. The prediction of chaotic time series with controlled chaos features.
2. The multiple-step-ahead predictions.
3. To preserve high prediction rates.
4. To preserve the transparency of the weight matrix.

4 Proposed Solutions

This paper proposes a modification of the FCM updating rule by introduc-
ing ARIMA-inspired components. Regardless the transfer function [4], Eq. 3 is
selected as benchmark. In contrast with Eq. 1, it is allowed for neurons to influ-
ence themselves in the next iteration. In other words, the main diagonal of the
weight matrix W can take values in the [−1, 1] range.

A(t+1) = f(A(t) + W × A(t)) (3)

Previous proposals advocate for the time series analysis using one-step ahead
predictions [21,23]. In these approaches, A

(t+1)
i is not calculated based on the

calculated A
(t)
i , but on the real, actual record R

(t)
i . In a more generic form,

this could be translated into Eq. 4, where part of the concepts are considered
independent variables. Let C− be the set of independent variables and Ci ∈ C−,
then R

(t)
i the actual value in the data set will be used to calculate the activation

value in the next iteration. These variables are providing independent input
before each iteration. For the remaining variables, Ci ∈ C∗, the A

(t)
i calculated

activation values will be used to evolve the model.

A(t+1) = f(A(t) + Wc∗ × A(t) + Wc− × R(t)) (4)
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Note that the model assumes that an iteration t coincides with an observation
at time k in the time series. In this interpretation, the evolution through the
iterations is implicitly considered as an evolution over time.

In our solution, we propose the introduction of ARIMA-inspired components
to strengthen the applicability of FCM in the domain of time series analysis.
Firstly, instead of using A

(t)
i as a base for calculating A

(t+1)
i , a moving average

will be introduced. On top of that, to avoid a converging time series, a weight
amplification method is proposed. Just like ARIMA uses the auto-correlation
parameters, the FCM would use correlation between concepts to increase or
decrease the effect of the attributed weights.

A(t+1) = f̂(MAC
(t)
window + ĝ(W ) × A(t)) (5)

The modified reasoning rule is depicted in Eq. 5. MAC
(t)
window denotes the

moving average of the concept values for a time period [t − window : t]. The
amplification of the weight effects is defined as ĝ(x) in Eq. 6, where ρwindow

t is a
matrix of Pearson Coefficients [29].

ĝ(W ) = ρwindow
t × W (6)

Aiming at confining the activation values into the allowed interval, we adopt
a modified version of the sigmoid function 2 (see Eq. 7). The parameters of this
function are set to a = 1.2, b = 0.2 and λ = 1.

f̂(x) =

⎧
⎨

⎩

1.2
1 + exp(−x)

− 0.2, if f̂(x) ≥ 0

0, otherwise
(7)

5 Demonstration

5.1 Dataset

The proposed models are applied to support the prosecutors in the Belgian
criminal justice system. Accurately forecasting criminal activity and the demand
on the criminal justice system enables authorities to proactively plan resources,
which is particularly important because there has been variation in the intensity
of crime over the last years, both over time and geographic units.

We follow the traditional law and economics literature on criminal behavior,
which goes back to [2]. The size of the police force (POL, C4) is a critical com-
ponent of the price of committing crime because a larger police force is associ-
ated with a higher probability of apprehension and therefore an increased price
of committing crime [5,6,14]. Furthermore, socio-economic (SOC) and demo-
graphic (DEM) variables1 that are expected to affect crime are included in the
form of the proportion of young, single males (C5), poverty (C6) and unemploy-
ment (C7) are included as well. Equation 8 defines crime (CR) as a function of
1 https://bestat.economie.fgov.be/bestat/.

https://bestat.economie.fgov.be/bestat/
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police (POL), socio-economic (SOC) and demographic (DEM) characteristics.
AS such the crime function is defined as in 8.

CR = f(CR,POL, SOC,DEM) (8)

In the dataset adopted for simulation purposes, crime consists of the number
of drug (C1), theft (C2) and violence (C3) related cases in the Belgian province
of Antwerp. The data set contains 31 four-monthly observations, starting in the
year 2006. Compared to other time series used in literature, the small nature of
the data set provides an added level of complexity.

5.2 Methodology

The results from the experiments are obtained using a 80-20 division between
training and test. This results in the 25 first observations to be used to learn the
model, while the last six are used for validation.

All available data is normalized linearly in the [0, 1] range, with 0 representing
the effective theoretical minimum of 0, and 1 representing the maximum observed
value for the entire Belgian area, plus a small margin. Although this paper does
not intend to make long-term predictions, this margin gives the models a larger
range of error to operate in.

The results compare predictions for different FCM-related techniques and
are obtained after 20 independent runs for each configuration. Model M1 uses
Eq. 3. In Eq. 4 used in M2, activation values are used for concepts, C1, C2 and
C3, while actual values are used for the other concept. M3 uses actual values for
all concepts, also using 4. The model introducing the ARIMA concepts is M4,
using Eq. 5, with only activation values to evolve the model.

A real-valued Genetic Algorithm is used to determine the weight matrices
for each of the different settings. The algorithm is implemented in the package
GA, available for R2. The size of the population is 49, with a maximum num-
ber of iterations equal to 500. The crossover probability is 0.7, while mutation
probability is 0.2. All values in the weight matrix are restricted to the [−1, 1]
interval. The goal function to be optimized is a standardized form of the mean
absolute error (MAE) and can be seen in Eq. 9.

fitness =

(

1 +

C∗
∑

c=1

T∑

t=1
|Ai

c − Ri
d|

C∗ × T

)−1

(9)

5.3 Results

Figure 1 displays the values computed by each forecasting method, using the
weights that yield the lowest MAE on the test set. Predictions are shown for
C1, C2 and C3, which are the concepts of interest in the dataset. The line graph

2 https://cran.r-project.org/web/packages/GA/index.html.

https://cran.r-project.org/web/packages/GA/index.html
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depicts the predicted values according to the model, while the data points display
the actual values from the data set.

From this numerical simulation we can notice that M1 converges quite early
in the time series. Convergence is not achieved in M2 and M3, each showing
varying degrees of fluctuations in the predictions. However, both need actual
values from a data set to do a next-step prediction. Lacking this input data, they
are not capable of making predictions, as can be seen for the last observations
in the time series. The M4 method does not suffer from a converged series while
also being capable of predicting multiple steps ahead.

According to the prediction accuracy - as MAE - of 20 independent runs
in the boxplots in Table 1, M4 causes a drop in both accuracy and robustness
compared to M1 and M3. This is noticeable on both the training and the test set.
As expected, the one-step ahead prediction of M3 produces the highest accuracy
results. Furthermore, the robustness of M1 seems noteworthy. Its boxplot is
dwarfed by the large range of M2, which occasionally outperforms M1, but does
not seem to produce stable results.
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Fig. 1. Predictions for the models with the best validation fitness for each method.

The relatively worse MAE results attached to the M4 method can be
explained by the fact that its model is quite complex, compared to the oth-
ers, with the weights not having a direct effect but rather being modified by
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Table 1. Mean absolute error and standard deviations.

Method Test avg. Test std. Training avg. Training std.

M1 0.0449 ±0.0012 0.0227 ±0.0005

M2 0.0830 ±0.0660 0.0702 ±0.0661

M3 0.0534 ±0.0577 0.0464 ±0.0533

M4 0.0867 ±0.0293 0.0413 ±0.0084

correlations of previous predictions. As such, there is a higher degree of freedom
as well as less predictability in the behavior the model.

The facts that the weights are amplified based on correlations between previ-
ous predictions, the model has become less transparent. The weight matrix can
only be interpreted by combining it with those correlations, which are dynam-
ically changing throughout the iterations. As a result, the impact of the causal
relations cannot be completely understood from the weight matrix.

6 Conclusions

In this paper, we try to remedy some of the inherent drawbacks of FCMs when
applied to time series analysis. By introducing concepts familiar from ARIMA
models, the goal is to enable an FCM to (1) predict a fluctuating time series, (2)
predict multiple steps ahead in the future, (3) maintain the prediction accuracy
and (4) maintain the transparency of the weight matrix.

The results seem to suggest that the introduction of the ARIMA compo-
nents does allow the FCM to predict multiple steps ahead in the future, without
converging to a single set of values.

However, this has come at the expense of decreased accuracy scores. More
importantly though, the transparency of the weight matrix has been blurred by
the weight amplification function.

Despite some promising results, the method needs some optimization in order
to achieve all goals set out in this paper.

Other unsolved issues regarding time series prediction remain a topic for
future research. First of all, in the FCM model proposed by Kosko, an iteration
has no meaning. An FCM is a type of recurrent neural network, representing
a set of complex interactions within a system. When using the technique for
analysis and predictions of time series, it is thus not self-evident that an iteration
corresponds to a time interval.

Clarification of the relation between an observation at time k and an activa-
tion value at iteration t, will also provide insights into the issue of lagging effects
in a multivariate time series. Ideally, the model should be able to deal with effects
that have varying lags in a [0, T ] range, in which case both contemporary and
historic causality can be taken into account.

Addressing iterations and time intervals also inevitably leads to the topic of
convergence. Convergence is sought after in the area of cognitive mapping, as
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it represents a stable state of the system. Without that stable state, it is not
obvious to extract decision-making rules from the results. In contrast, in a time
series, convergence is less likely to be desirable. This paper already exposes a
possible path towards a solution. However, further research is needed to develop
a model that exhibits all strengths of an FCM, while also boasting the strong
time series prediction capabilities.
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15. Nápoles, G., Bello, R., Vanhoof, K.: How to improve the convergence on sigmoid
Fuzzy Cognitive Maps? Intell. Data Anal. 18(6S), S77–S88 (2014)
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Abstract. Determination of insulin therapy at onset of type 1 diabetes
is a challenge. The doctor besides basic data and results is largely based
on their own experience when prescribing initial dosage of insulin. The
daily insulin dose is adjusted then while observing blood glucose level
during hospitalization. In the paper we are constructing decision support
tool that allows to establish proper insulin therapy faster based on real
medical data. Using roughication for numerical data helps in obtaining
higher classification accuracy and give more useful indications for the
doctors.

1 Introduction

The diabetes mellitus is one of the civilization diseases. The number of cases
is rapidly growing in the recent years [17]. In some countries it started to be a
serious social and economic problem [1]. Thus there are many researches con-
cerning different aspects of this disease. One of the most recent direction is about
“closing the loop” [11,13]. The idea is to create such a solution that will allow
to control the blood glucose level by automatically delivering insulin. There are
number of problems concerning this approach such as the delay between the
insulin application and its acting, the different absorption and the number of
various factors that are influencing the blood glucose level [1,2]. One of the app-
roach is to predict the insulin dosage based on most important factors [12,16].
The other approaches concentrate on building medical guidelines that can show
the possible treatment paths based on current blood glucose levels and previous
insulin doses [4–6].

It is particularly difficult to establish the treatment for a new onset of dia-
betes. Currently it is mainly based on physician’s experience. The initial daily
insulin dosage is proposed and then it is adjusted by observing the blood glucose
level measured many times a day. Usually the proper dosage is obtain after sev-
eral days of observation. In the paper we would like to propose the rule based tool
that supports the physician in establishing the insulin therapy faster. The rule
based classifier is mined from the real historical data. The attributes (factors)
considered in the classifier are chosen be the doctor. The starting point for clas-
sification is applying rough set theory, which usefulness has been proven in many
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medical problems [3,15]. The information system [8] is defined by I = (U,A),
where u ∈ U is a set of patients, which are described by the set of attributes
a ∈ A (patient sex, age, weight, some medical examinations’ results like C-
peptyde, CRP etc.). It can be noticed that many of the attributes have values
from the set of real numbers a(u) ∈ R. Because using the attributes with reals
values is not suitable (there are many discernibility classes) the most often app-
roach is using discretization technique [9]. The correspondence of the applied
discretization is always under discussion, and is especially inconvenient in the
case of a small number of subjects. In the paper we propose a solution to this
problem by a method called “roughication” [14]. We are developing this approach
by applying “roughication” also to decision attribute which is of real values as
well. Since the decision class is also “roughied” we obtain non-deterministic rules.
Applying “roughication” and using non-deterministic rules increases the quality
of the tool.

2 Medical Problem

In the paper we are analyzing the patient with the onset of diabetes type 1. The
onset is usually rapid and the patient has to be hospitalized. It takes several
days in the hospital when child is first stabilized and then the insulin therapy
is established. Generally the therapy consists of maintaining the blood glucose
near to the normal level according to medical standard. Based on the factors
like the patient weight, sex the state at admission, finally the size and number of
the meals the physician is estimating the insulin daily dose. Daily insulin dose
is usually split in a ratio of 30 to 70% into 2 parts. The first part is a long-
acting insulin (up to 24 h), maintaining a reasonable level of glycemia at night
and between meals. The second part of the insulin, is short acting one and it
is delivered just before meals in the correct individual proportions calculated
per each 100 kcal of food (or carbohydrate exchangers). Each day the insulin
dosage is verified and adjusted by physician. The verification is done by the
blood glucose level measured every 2–3 h.

Table 1. The attributes used in the study

Attribute Medical meaning

Age The patient age at onset

Sex Male (1) or female (0)

Weight The weight at onset

C-peptyde Insulin secretion

CRP Certificate of infection, 1 or 0

PH ACID based balance

Glycemia Measured every 3 h during a day

Insulin Basal and pre-meal insulin doses
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3 Medical Data

For the purpose of this study we gathered data of 102 cases of new onset of
diabetes mellitus type 1 treated in Medical University of Silesia, diabetology
department. The attributes considered in the study are presented in Table 1.

4 Roughication

Rough set theory developed by Pawlak [10] has been proven as an important
tool for classificatory analysis of data tables also when dealing with uncertain
knowledge. It has been used in many researches concerning medical problems
[3,15]. Since in our medical problem the attributes are of real values we are
proposing to apply roughication as the supplement of the rough set classification,
and to avoid discretization of some of the attributes. The roughication has been
proposed in [14], but we expand this method by allowing the decision attribute
to be of real value as well. The roughication can be defined in the following way.

For the given information system with decision attribute A = (U,A ∪ {d}),
we create the new information system A∗ = (U∗, A∗ ∪{d∗}), where U∗ ≡ U ×U
and A∗ ∪ {d∗} ≡ A ∪ {d} in the following way. For each attribute of real value
a ∈ A, Va ∈ R we create the new attribute a∗ ∈ A∗, which values are from the
set {“≥ a(x)”, “< a(x)”}, where x, y ∈ U . More precisely the attribute a∗(x, y)
for each x, y ∈ U obtains the value a∗(x, y) = “≥ a(x)” when a(y) ≥ a(x)
and a∗(x, y) = “< a(x)” otherwise. For symbolic attributes b∗(x, y) = b(y) i.e.
V ∗
b = Vb, and b ∈ A. It is worth to notice that the values from V ∗

a in the
following calculations are treated as symbolic values. Later on, after creating
the classifier, the values from V ∗

a are started to be treated as not symbolic again
e.g. in the process of new case classification. We call this as deroughication (the
naming convention refers to fuzzy set approach [18]). As can be noticed after
deroughication we are obtaining non-deterministic rules. To be able to evaluate
the rules the support and confidence coefficients are defined. Let lh(r) denotes
the conditional part of the rule and rh(r) is the decision part. With ‖lh(r)‖A
we denotes the set of all objects from decision table A that fits to conditions
defined by lh(r). For the rule r and decision table A the support is defined by:

supp(r) =
card(‖lh(r)‖ ∩ ‖rh(r)‖)

card(U)
(1)

and the confidence by:

conf(r) =
card(‖lh(r)‖ ∩ ‖rh(r)‖)

card(‖lh(r)‖)
(2)

Let us observe that support and confidence are defined against decision table A
and not A∗. After deroughication we consider the objects from original decision
table A again. The support coefficient allows us to restrict the number of rules
to most important, while the confidence helps to select the decision when rules
are non-deterministic.
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5 Therapy Supporting Tool

The idea of the tool we are building is to support the physician in establishing
the insulin therapy for a new admitted patient. The supporting tool is made of
the rule base classifier where the decision class is the insulin dose. The classifier is
mined from the historical data describing the patient treatment. The assumption
is made that similar patients should be treated in similar way. Thus based on
the classifier the physician is proposed the initial insulin dose for a patient.
Of course due to the huge number of potential patients’ states the precise dose
cannot be predicted. Typically such a real value like insulin dose is approximated
to the range of values defined by discretization algorithm. Here instead we are
proposing to use roughication approach. Using of the tool can be presented in
the following steps:

– When admitting to the hospital the initial patient data are gathered.
– The rules based tool (classifier) is applied for that data. Since the rules are

non-deterministic more than one decision is fired.
– The decisions with support and confidence grater than the given thresholds

are presented. These decisions are analyzed to retrieved the smallest possible
range of decision values.

– The physician is decided the proper insulin dosage considering suggested
values.

5.1 Data Preparation

In the study we considered the attributes described in Table 1 for all 102 patients.
The daily insulin dose for each patient has been calculated as the sum of basal
insulin value and the insulin ratio. The insulin ratio is the number of insulin
units taken for every 100 kcal of meal. The therapy changes during patients
hospitalization were analyzed by an expert. Finally only these daily insulin doses
were considered where corresponding glycemia was around normal level in most
of the measurements. This has been reached usually at the end of hospitalization.
Since the glycemia has been considered to be around normal state according to
medical standards in all the cases we skipped this attribute in the following
calculations.

6 Experiments and Results

The therapy support tool is built using real medical data as described in Sect. 3.
Mainly it consists on creating the rule based classifier. The daily insulin dose
is considered as the decision attribute. The fragment of this decision table is
presented in Table 2. This decision table after roughication is partially presented
in Table 3.

The rules has been deduced using LEM2 algorithm [7]. They are partially
presented in Table 4 together with support and confidence values. If the rules are
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Table 2. Fragment of decision table

Patient Sex Weight C-peptyde CRP PH Age Dose

1 0 15 0 0 0 2 7

2 1 23 0 0 0 6 14

3 1 41 0 0 0 13 41

4 0 47 0 0 0 16 25

5 0 33 0 0 0 11 11

6 1 44 0 0 0 12 32

Table 3. Fragment of decision table after roughication

Patient Sex Weight C-peptyde CRP PH Age Dose

(1, 1) 0 ≥15 0 0 0 ≥2 ≥7

(1, 2) 1 ≥15 0 0 0 ≥2 ≥7

(1, 3) 1 ≥15 0 0 0 ≥2 ≥7

(1, 4) 0 ≥15 0 0 0 ≥2 ≥7

(1, 5) 0 ≥15 0 0 0 ≥2 ≥7

(1, 6) 1 ≥15 0 0 0 ≥2 ≥7

(2, 1) 0 <23 0 0 0 <6 <14

(2, 2) 1 ≥23 0 0 0 ≥6 ≥14

(2, 3) 1 ≥23 0 0 0 ≥6 ≥14

(2, 4) 0 ≥23 0 0 0 ≥6 ≥14

(2, 5) 0 ≥23 0 0 0 ≥6 <14

(2, 6) 1 ≥23 0 0 0 ≥6 ≥14

(3, 1) 0 <41 0 0 0 <13 <41

inconsistent only the rules with higher confidence are considered. As the example
of applying the tool let examine the potentially new case described with the
following values: crp = 0 and c-peptyde = 0 and ph = 0 and sex = 1 and age = 9
and weight = 30. One can notice that first 7 rules will be triggered. Considering
decisions with highest confidence value i.e. 0.91 the dose should be in the range
[10, 46), however considering a little smaller confidence level 0.73 the dose range
in reduced to [14, 22). This way the physician is obtaining quite useful treatment
recommendation. Furthermore, the proposed values are in the range mined based
on real examples in contrast to discretization which is based on predefined, often
artificial intervals.

The usefulness of the proposed approach has been verified using cross - val-
idation technique. We built the test set by randomly taken 20% of the cases.
The rest of the data constitute the training set in the form of decision table.
The training set was the subject of roughication, and afterwords the rule based
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Table 4. The example of deduced rules (cpe stands for c-peptyde)

Rule Supp. Conf.

(crp=0)∧(cpe=0)∧(ph=0)∧(sex=1)∧(age<17)∧(weight<51)⇒dose≥12 0.27 0.87

(crp=0)∧(cpe=0)∧(ph=0)∧(sex=1)∧(age<17)∧(weight<51)⇒dose≥13 0.27 0.87

(crp=0)∧(cpe=0)∧(ph=0)∧(sex=1)∧(age<13)∧(weight<53)⇒dose<46 0.26 1

(crp=0)∧(cpe=0)∧(ph=0)∧(sex=1)∧(age<13)∧(weight<53)⇒dose<31 0.26 0.76

(crp=0)∧(cpe=0)∧(ph=0)∧(sex=1)∧(age<10)∧(weight<42)⇒dose≥14 0.19 0.73

(crp=0)∧(cpe=0)∧(ph=0)∧(sex=1)∧(age<10)∧(weight<42)⇒dose<22 0.19 0.82

(crp=0)∧(cpe=0)∧(ph=0)∧(sex=1)∧(age<10)∧(weight<42)⇒dose≥10 0.19 0.91

(crp=0)∧(cpe=0)∧(ph=0)∧(sex=0)∧(age≥6)∧(weight≥31)⇒dose≥11 0.19 1

(crp=0)∧(cpe=0)∧(ph=0)∧(sex=0)∧(age≥6)∧(weight≥31)⇒dose≥16 0.19 0.86

(crp=0)∧(cpe=0)∧(ph=0)∧(sex=0)∧(age<17)∧(weight<51)⇒dose≥12 0.19 0.95

(crp=0)∧(cpe=0)∧(ph=0)∧(sex=0)∧(age<17)∧(weight<51)⇒dose≥13 0.19 0.91

classifier has been deduced - it consists of more than 800 rules. After deroughi-
cation we calculated the support and confidence coefficients against the original
decision table. We restricted the number of rules by considering the rules with
minimum support equals 0.20 and minimum confidence equals 0.70. It is not
surprised that coverage of the training set with the mentioned rules is 100%.
Furthermore the quality of the classifier understood as a percentage of correctly
classified objects is also 100%, however this understanding of quality could not
fit directly to the doctor expectation. Infect there are usually many (up to 20)
rules that are matching the single object from decision table. Again the highest
the rule support is the rule is more general, and the support usually decreasing
with more specific rule. Let us present this with an example case taken from the
test set. It is described by the following values: crp = 0 and c-peptyde = 1 and
ph = 0 and sex = 0 and age = 6 and weight = 31, with decision value dose = 21.

Table 5. The rules decision for example object

Rule decision Supp. Conf.

dose ≥ 4 0.93 1

dose< 54 0.80 1

dose< 40 0.35 1

dose ≥ 6 0.27 0.87

dose< 32 0.26 0.76

dose ≥ 12 0.20 0.94

dose< 48 0.20 0.76

dose ≥ 14 0.20 0.73

dose ≥ 16 0.20 0.80
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The classifier for this case delivered the decisions values presented in Table 5.
It can be observed that the proposed dose should be in the range [16, 32) with
confidence 0.76. The real value in this case is just in the middle of this range.

7 Conclusions

The paper presents the construction of the decision support tool for patients
with onset of type 1 diabetes. The tool is based on real medical data gathered
during patients’ hospitalization. Like the other medical data, the data is diffi-
cult to be analyzed due to the presence of many real-valued attributes, which
can be often impacted by measurement accuracy. Therefore we propose to apply
roughication method and rough set theory. We demonstrated they effectiveness
in a situation where we have to deal with real-valued attributes and the number
of objects is not large. The roughication method has been extended by applying
it also to decision attribute. As the result the rule based classifier is based on
non-deterministic rules. The quality of the classifier understood as a percentage
of correctly classified new objects is very high. Finally the physician is obtaining
the interval of possible values as the support for his/her decision. The interval
is mined based on real examples in contrast to discretization which is based on
predefined, often artificial partitions. The usefulness of the treatment recommen-
dation given by presented tool has been positively verified by the physician.
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Abstract. In the paper, we present the tips service and water diary,
which are the modules of the mobile decision support system (DSS) for
the efficient water usage at households. This system is a part of the Inte-
grated Support System for Efficient Water Usage and resources manage-
ment (ISS-EWATUS). The DSS at the household level is aimed at pro-
voking the usage of the water more effective. Therefore, the tip service
was designed and implemented. Tips are generated for each household as
a result of the analysis of the previously gathered data concerning water
consumption. In order to enhance and to personalise the influence of the
DSS, the water diary was created. The water diary gives the possibility
to members of the household to follow to identify their own water con-
sumption measurement separately. Additionally, the water consumption
data are presented to them as charts in the various views. The DSS was
validated and accepted at 40 households in Poland and Greece.

Keywords: Mobile DSS · Water consumption · User behaviour

1 Introduction

Integrated Support System for Efficient Water Usage and resources manage-
ment (ISS-EWATUS) is the outcome of the international research project enti-
tled “Integrated Support System for Efficient Water Usage and resources man-
agement”. The project was implemented by an international consortium and
founded by the 7th Framework Programme [6,7]. The ISS-EWATUS consist of
four subsystems:

1. decision support system for the efficient water usage at households [2],
2. decision support system for efficient water management at municipal water

company,
3. social-media platform: enabling and promoting water-saving behaviour, devel-

opment and simulation of adaptive water price systems [10].

The ISS-EWATUS project involves the development of the DSS at the household
level and its subsequent trial in a real-world setting.

c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 72, DOI 10.1007/978-3-319-59421-7 26



274 E. Magiera et al.

At pilot stage of the project, sensors were attached to water appliances (such
as kitchen taps and washing machines) in homes in two places, in Sosnowiec
(Poland and Skiathos (Greece)). The installed home WiFi system sends data col-
lected by these sensors to a remote server which records the water flow rate and
water temperature associated with each appliance [1]. Each family was equipped
with a tablet having the DSS application pre-installed This application provided
access to the feedback on the household’s water use; furthermore, other mobile
devices or computers already possessed by users could be used. The application
allowed users to observe their household’s water consumption in the shape of
different reports and charts. Along with the engineering part, the social studies
measuring the impact and behavioural changes of users were conducted [8,9].

In this paper two DSS components related to provoking a change of water
consumers behaviour are presented: tips service and water diary. Tips service
and water diary are the embedded modules of DSS and are intended to be used
on mobile devices.

2 Water User Behaviour

The study in [11] presents insights into water consumption behaviour at the
household level on the base of the household water consumption surveys of the
domestic water consumers in Greece and Poland. The paper [9] describes the
results of investigating psychosocial and behavioural factors influencing con-
sumers’ intention to engage in everyday water-saving actions around the home.
The source of the analysis and research were web surveys filled in by 174 individ-
uals in Greece. These research were used in creating and designing the strategies
implemented in the DSS. The strategies contain use cases (including tips service
and water diary) related to DSS functionalities concerning the influence of water
consumers at household level.

Tips service and water diary allow households members to follow their water
consumption in near real-time. Additionally, the substantial feature of the DSS
is the possibility of encouragement of water consumers (family’s members) to
change their behaviour in more effective water usage.

3 Tips Service

The Tips Service is a component of the DSS at household level enabling to
generate water-related tips. The tips are predefined in the database and involve
multiple behaviours of the users. The tips service contains:

– a Java-based application serving the purpose of a scheduler and tips generator,
– R-project [5] scripts implementing sophisticated water-usage models.

The Tips Service works as a service which, at specified periods of time, analyses
the household’s water usage users and provides tips. Tips are generated using a
variety of forecasting algorithms, namely:
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– SQL queries which analyse the water usage directly using the database;
– Bayesian [3,4];
– Linear Regression.

The latter two of these algorithms produce a forecast for the next period of time.
Using the forecast, the user is given tips regarding their expected behaviour. For
example, if the Linear Regression model predicts that expected water usage will
dramatically increase in the relevant period, the user is presented with a warning
which forms the tip.

The language of the generated tips is dynamically chosen for each user. The
end user is only presented with tips which are relevant to their situation (e.g.
if someone uses too much water during a shower, they will be presented with
shower-related tips).

3.1 Tips Service Model

The Tip class serves as a part of Object-Relation-Mapping (ORM). It directly
reflects the Tips table in the database. The Tip class is also provided with
methods to conveniently manipulate the contents of the database from the Java
source files. The JobAbstract class represents the different types of Tips Jobs
(that is, different ways to generate tips). The LinearRegressionJob, LogicalRe-
gressionJob, RscriptJob and SqlScriptJob classes provide specific methods and
ways to generate tips from which methods their name derives. The PurgeJob is
the special case of a job which purges the assignment of tips to users daily (in
order to provide new tips every day) (Fig. 1).

Fig. 1. Tips service database tables
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3.2 Tips Service Database Structure

The Tips Service additional tables include:

1. WCTips table, which stores the tips itself. The tip is translated into three lan-
guages. Each tip has a title and a description. Additionally, each tip belongs
to one of the predefined categories. A future plan is to use data mining tech-
niques (e.g. clustering) in order to identify users who are then shown tips
from a particular category.

2. WCData which is a common table for all the household sensor data.
3. RouterAssignTip is a table which stores the connection between Tips and

Households. Every record stored here corresponds to one tip displayed on the
tablet application in a particular household.

3.3 Tips Service Processing

The Tips Service uses the existing database to get current and historical water
usage data for each and every household. These data are then analysed using
methods described previously (R-scripts, Java-based regression models, SQL-
based queries) in order to assign different tips to different household users.
Because of the complexity of some of the computations, the R statistical lan-
guage was used. The Fig. 2 shows the sequence diagram for this part of the
DSS.

4 Water Diary

WaterDiary is a mobile application created for household members to identify
their water readings. It enables the user to declare who used the water and for
what purpose. This application allows users to identify which household member,
and which activities, consume the largest volume of water. An additional feature
of this application is a notification system which supports users in keeping their
water diary.

4.1 Data Storage

The ISS-EWATUS spatio-temporal database contains data being gathered and
transmitted by the water consumption monitoring system installed at 40 house-
holds. Each value of the water consumption is associated with the place (a bath,
a toilet, a kitchen) and with the identifier of the household. The water diary
requires the set of values related to each water consumption and the place, where
this consumption has taken place. Hence, data, reflecting each water consump-
tion, are retrieved from the remote ISS-EWATUS database and are published to
the end user - each member of the household. The water diary database stores
information about: water usage readings (dbo.HouseholdConsumption); house-
holds and household members (dbo.tblFamilies, dbo.tblFamiliesMembers); and
what the water was used for (dbo.tblBehaviours) (Fig. 3).
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Fig. 2. Sequence diagram for tips service

Fig. 3. Data schema of water diary
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4.2 WaterDiary Application

The WaterDiary prompts household members to identify their personal water
usage in a fixed range of time (e.g. daily or weekly). The need to identify usage is
signalled by an alarm. In the first WaterDiary screen the user provides data about
each water usage. In the column “Behaviour” the diary user specifies the purpose
that the water was used for (behaviours are placed in a drop-down list). In the
column “Family member” (family members are placed in drop-down list) the

Fig. 4. All readings in the chosen period

Fig. 5. Water usage charts
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diary user specifies who used the water. The user is also able to select a period
of time (dates below “From” and “To”) to retrieve readings from a specified
range of time (Fig. 4).

On the water usage screen, the user sees diagrams which present water usage
in behaviour and family member contexts. The user is also able to select the
period which should be presented.

The end user has the ability to submit these data after each and every water
use from their home (in other words, the application works in near real time). If
the user forgets to do so, once per day a notification is shown asking her or him
to fill in the necessary data (Fig. 5).

5 Conclusions

In this we have presented, the tips service and the water diary, that are innovative
solutions, parts of the mobile decision support system for the efficient water
usage at households. Their implementation encouraged water household users
to make more conscious decisions in a daily usage of water and to consume
water in an efficient way. As the DSS was validated in 40 households in Poland
and Greece, these positive results were observed and additionally, proven by
conducted measurements of water consumption.

Acknowledgments. The research was undertaken as part of Integrated Support Sys-
tem for Efficient Water Usage and Resources Management (ISS-EWATUS) project,
funded by European Union’s Seventh Framework Programme for research, technologi-
cal development and demonstration under grant agreement No. [619228].
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Abstract. This paper forms both theoretical and practical innovation
basis for decision making process in micro and macro economics. The
decision making problem considered here is to rank n alternatives from
the best to the worst, using the information given by the decision
maker(s) in the form of an n × n pairwise comparisons matrix. Here,
we deal with pairwise comparisons matrices with fuzzy elements. Fuzzy
elements of the pairwise comparisons matrix are applied whenever the
decision maker is uncertain about the value of his/her evaluation of
the relative importance of elements in question. We investigate pair-
wise comparisons matrices with elements from abelian linearly ordered
group (alo-group) over a real interval which is a generalization of tradi-
tional multiplicative or additive approaches. The concept of reciprocity
and consistency of pairwise comparisons matrices with fuzzy elements
is well known. Here, we extend these concepts, namely to the strict as
well as strong consistency of pairwise comparisons matrices with fuzzy
elements (PCF matrices). We derive the necessary and sufficient con-
ditions for strict/strong consistency and investigate their properties as
well as some consequences to the problem of ranking the alternatives.
Illustrating examples are presented and discussed.

Keywords: Ranking alternatives · Pairwise comparisons matrix ·
Reciprocity · Consistency · Fuzzy elements

1 Introduction

Pairwise comparisons is a process of comparing entities in pairs to judge which of
each entity is preferred, or has a greater amount of some quantitative property,
or, whether or not the two entities are identical. The method of pairwise com-
parisons introduced by Thurstone in 1927, see [1], was a milestone in scientific
studies of preferences, attitudes, voting systems, social choice, public choice, and
multi-agent AI systems, etc. Mathematical analysis of pairwise comparisons is of
considerable importance since this method has been used in projects of national
importance, see e.g. [2], or, 150 applications of AHP [3].

A decision making problem (DM problem) which forms an application back-
ground in this paper can be formulated as follows:
c© Springer International Publishing AG 2018
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Let A = {a1, a2, ..., an} be a finite set of alternatives (n > 1). The decision
maker’s aim is to rank the alternatives from the best to the worst (or, vice
versa), using the information given by the decision maker in the form of an n×n
pairwise comparisons matrix. Alternatively, the problem can be formulated in
a more complex way as the Multi-Criteria Decision Making problem (MCDM
problem) with C = {c1, c2, ..., cm}, a finite set of evaluation criteria (m > 1), see
e.g. [4]. We obtain m×m pairwise comparisons matrix of the criteria evaluations.

Interval values and/or fuzzy values - the elements of the pairwise compar-
isons matrix can be applied whenever the decision maker is not sure about the
preference degree of his/her evaluation of the pairs in question, see [5,6,8]. Fuzzy
elements may be taken also as the aggregations of crisp pairwise comparisons of
a group of DM in the group DM problem, see [7].

Usually, an ordinal ranking of alternatives is required to obtain the “best”
alternative(s), however, it often occurs that the decision maker is not satisfied
with the ordinal ranking among alternatives and a cardinal ranking with the
help of so called weights, i.e. rating is then required.

The recent paper is in some sense a continuation of [9]. In comparison to
[9], we extend our approach from fuzzy number entries to fuzzy intervals as
the matrix entries of pairwise comparisons matrices (PCF matrices). We newly
introduce the concepts of consistency, strong consistency and strict consistency
of PCF matrices. Then we derive necessary and sufficient conditions for strict
and/or strong consistent PCF matrices, which can be easily checked. Then we
investigate some consequences of the new concepts to the problem of ranking
the alternatives. Strict and strong consistency may be useful when constructing
membership functions of fuzzy elements of PCF matrices, see e.g. [10]. Moreover,
we also solve the problem of measuring the inconsistency of PCF matrices by
defining corresponding indexes. We present several numerical examples in order
to illustrate the proposed concepts and derived properties. Due to the space
limitation the proofs of all propositions are omitted.

2 Preliminaries

For our approach, it will be useful to consider fuzzy sets as special nested families
of subsets of a set, see [11].

A fuzzy subset of a nonempty set X (or a fuzzy set on X) is a family
{Fα}α∈[0,1] of subsets of X such that F0 = X,Fβ ⊂ Fα whenever 0 ≤ α ≤ β ≤ 1,
and Fβ = ∩0≤α<βFα whenever 0 < β ≤ 1. The membership function of F is the
function μF from X into the unit interval [0, 1] defined by μF (x) = sup{α | x ∈
Fα}. Given α ∈]0, 1], the set [F ]α = {x ∈ X | μF (x) ≥ α} is called the α-cut of
fuzzy set F .

Let F be a subset of X and let {Fα}α∈[0,1] be the family of subsets of X
defined by F0 = X and Fα = F for each α ∈ [0, 1]. It can easily be seen that
this family is a fuzzy set on X and that its membership function is equal to
the characteristic function of F ; we call it the crisp fuzzy set on X. If X is a
nonempty subset of the n-dimensional Euclidean space Rn, then a fuzzy set F
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of X is called closed, bounded, compact or convex if the α-cut [F ]α is a closed,
bounded, compact or convex subset of X for every α ∈]0, 1], respectively. The
case α = 0 will be dealt with below.

We say that a fuzzy subset F of R∗ = R∪ {−∞} ∪ {+∞} is a fuzzy interval
whenever F is normal and its membership function μF satisfies the following
condition: there exist a, b, c, d ∈ R∗, −∞ ≤ a ≤ b ≤ c ≤ d ≤ +∞, such that

μF (t) = 0 if t < a or t > d,
μF is strictly increasing and continuous on [a, b],

μF (t) = 1 if b ≤ t ≤ c,
μF is strictly decreasing and continuous on [c, d].

(1)

A fuzzy interval F is bounded if [a, d] is a compact interval. Moreover, for α = 0
we define the zero-cut of F as [F ]0 = [a, d]. A bounded fuzzy interval F is the
fuzzy number, if b = c.

An abelian group is a set, G, together with an operation 	 (read: operation
odot) that combines any two elements a, b ∈ G to form another element in
G denoted by a 	 b, see [12,13]. The symbol 	 is a general placeholder for a
concretely given operation. (G,	) satisfies the following requirements known
as the abelian group axioms, particularly: commutativity (abelian), associativity,
there exists an identity element e ∈ G and for each element a ∈ G there exists
an element a(−1) ∈ G called the inverse element to a.

The inverse operation ÷ to 	 is defined for all a, b ∈ G as follows

a ÷ b = a 	 b(−1). (2)

An ordered triple (G,	,≤) is said to be abelian linearly ordered group, alo-group
for short, if (G,	) is a group, ≤ is a linear order on G, and for all a, b, c ∈ G

a ≤ b implies a 	 c ≤ b 	 c. (3)

If G = (G,	,≤) is an alo-group, then G is naturally equipped with the order
topology induced by ≤ and G×G is equipped with the related product topology.
We say that G is a continuous alo-group if 	 is continuous on G × G.

By definition, an alo-group G is a lattice ordered group. Hence, there exists
max{a, b}, for each pair (a, b) ∈ G × G. Nevertheless, a nontrivial alo-group
G = (G,	,≤) has neither the greatest element nor the least element.

Because of the associative property, the operation 	 can be extended by
induction to n-ary operation.

G = (G,	,≤) is divisible if for each positive integer n and each a ∈ G there
exists the (n)-th root of a denoted by a(1/n), i.e.

(
a(1/n)

)(n)
= a.

Let G = (G,	,≤) be an alo-group. Then the function ‖.‖ : G → G defined
for each a ∈ G by

‖a‖ = max{a, a(−1)} (4)

is called a G-norm.
The operation d : G × G → G defined by d(a, b) = ‖a ÷ b‖ for all a, b ∈ G is

called a G-distance. The well known examples of alo-groups are [13] or [9].
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Example 1: Additive alo-group R = (]−∞,+∞[,+,≤) is a continuous alo-group
with: e = 0, a(−1) = −a, a(n) = a + a + ... + a = n.a.

Example 2: Multiplicative alo-group R+ = (]0,+∞[, •,≤) is a continuous alo-
group with: e = 1, a(−1) = a−1 = 1/a, a(n) = an. Here, by • we denote the
usual operation of multiplication.

Example 3: Fuzzy additive alo-group Ra = (] − ∞,+∞[,+f ,≤), see [9], is a
continuous alo-group with: a +f b = a + b − 0.5, e = 0.5, a(−1) = 1 − a, a(n) =
n.a − (n − 1)/2.

Example 4: Fuzzy multiplicative alo-group ]0,1[m =(]0, 1[, •f ,≤), see [13], is a
continuous alo-group with:

a •f b =
ab

ab + (1 − a)(1 − b)
, e = 0.5, a(−1) = 1 − a.

3 PCF Matrices

In this paper we shall investigate an n×n pairwise comparisons matrix C = {c̃ij}
with elements c̃ij being bounded fuzzy intervals of the alo-group G over an
interval G of the real line R. We call it shortly the PCF matrix. Moreover, we
assume that all diagonal elements of this PCF matrix are crisp, particularly they
are isomorfic to the identity element of G.

By this general approach based on alo-group various approaches known from
the literature can be unified. This fact has been demonstrated on the previous
4 examples, where the well known alo-groups are shown.

It was proven, see [9], that the above alo-goups are isomorfic to each other.
Notice that elements of PCF matrices may be crisp and/or fuzzy numbers,

also crisp and/or fuzzy intervals, fuzzy intervals with bell-shaped membership
functions, triangular fuzzy numbers, trapezoidal fuzzy numbers etc. Such fuzzy
elements may be either evaluated by individual decision makers, or, they may be
made up of crisp pairwise evaluations of decision makers in a group DM problem,
see e.g. [10].

3.1 Consistency of PCF Matrices

Rationality and compatibility of a decision making process can be achieved by
the consistency property of pairwise comparisons matrices, here, PCF matrices.

Let G = (G,	,≤) be a continuous alo-group, C = {c̃ij} be a crisp PCF
matrix, where cij ∈ G ⊂ R for all i, j ∈ {1, 2, ..., n}. The following definition is
well known, see e.g. [13].

A crisp PCF matrix C = {cij} is 	-consistent if for all i, j, k ∈ {1, 2, ..., n}
cik = cij 	 cjk. (5)

The following equivalent condition for consistency of PCF matrices is popular
e.g. in AHP, see [13].
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Proposition 1. A crisp PC matrix C = {cij} is 	-consistent if and only if
there exists a vector w = (w1, w2, ..., wn), wi ∈ G such that

wi ÷ wj = cij for all i, j ∈ {1, 2, ..., n}. (6)

Now, we extend the definition to PCF matrices as follows, see also [9]. Let
α ∈ [0, 1]. A PCF matrix C = {c̃ij} is said to be α-	-consistent, if the following
condition holds:
For every i, j, k ∈ {1, 2, ..., n}, there exist cik ∈ [c̃ik]α, cij ∈ [c̃ij ]α and cjk ∈ [c̃jk]α
such that (5) is satisfied.
The matrix C is said to be 	-consistent, if C is α-	-consistent for all α ∈ [0, 1].
If for some α ∈ [0, 1] the matrix C is not α-	-consistent, then C is called α-	-
inconsistent.

Remark 1. If C is crisp, then the previous definitions of consistency, α-	-
consistency and 	-consistency of a PCF matrix are equivalent.

Remark 2. Let α, β ∈ [0, 1], α ≥ β. Evidently, if C = {c̃ij} is α-	-consistent,
then it is β-	-consistent.

In order to extend Proposition 1 to the non-crisp case we define the notion of
consistent vector with respect to a PCF matrix. Let α ∈ [0, 1], C = {c̃ij} be a
PCF matrix. A vector w = (w1, w2, ..., wn), wi ∈ G for all i ∈ {1, 2, ..., n}, is an
α-	-consistent vector with respect to C if for every i, j ∈ {1, 2, ..., n} there exists
cij ∈ [c̃ij ]α such that (6) is satisfied.
The next proposition gives 3 necessary and sufficient conditions for a PCF matrix
to be α-	-consistent.

Proposition 2. Let α ∈ [0, 1], C = {c̃ij} be a PCF matrix, denote [cL
ij(α),

cR
ij(α)] = [c̃ij ]α. The following four conditions are equivalent.

(i) C = {c̃ij} is α-	-consistent.
(ii) There exists a vector w = (w1, w2, ..., wn) with wi ∈ G, i ∈ {1, 2, ..., n},

such that for all i, k ∈ {1, 2, ..., n} it holds

cL
ik(α) ≤ wi ÷ wk ≤ cR

ik(α). (7)

(iii) For all i, j, k ∈ {1, 2, ..., n}, it holds
[cL

ik(α), cR
ik(α)] ∩ [cL

ij(α) 	 cL
jk(α), cR

ij(α) 	 cR
jk(α)] �= ∅. (8)

(iv) For all i, j, k ∈ {1, 2, ..., n}, it holds
cL
ik(α) ≤ cR

ij(α) 	 cR
jk(α), (9)

cR
ik(α) ≥ cL

ij(α) 	 cL
jk(α). (10)

Remark 3. Property (iv) in Proposition 2 is very useful for checking α-	-
consistency of PCF matrices. For a given PCF matrix C = {c̃ij} it can be
easily calculated whether inequalities (9) and (10) are satisfied or not.
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3.2 Strong Consistency of PCF Matrices

In this section the consistency property of PCF matrices investigated in the pre-
vious section will be strengthen. We define strong α-	-consistent PCF matrices
and derive their properties.

Let α ∈ [0, 1]. A PCF matrix C = {c̃ij} is said to be strong α-	-consistent,
if the following condition holds:
For every i, j, k ∈ {1, 2, ..., n}, and for every cij ∈ [c̃ij ]α, there exist cik ∈ [c̃ik]α
and cjk ∈ [c̃jk]α such that (5) is satisfied.

The matrix C is said to be strong 	-consistent, if C is strong α-	-consistent
for all α ∈ [0, 1].

Remark 4. Again, if C is crisp, then the definitions of consistency, strong α-	-
consistency and strong 	-consistency of a PCF matrix are equivalent.

Remark 5. Evidently, each strong α-	-consistent PCF matrix is α-	-consistent.

Remark 6. Notice that Remark 2 is not true for strong consistency. Particularly,
if C = {c̃ij} is a strong α-	-consistent PCF matrix, α, β ∈ [0, 1], β < α, then C =
{c̃ij} need not be strong β-	-consistent. However, it must be β-	-consistent.

Remark 7. If for a PCF matrix C = {c̃ij}, property (5) is valid only for
all i, j, k ∈ {1, 2, ..., n} such that i = k (i.e. not necessarily for all i, j, k ∈
{1, 2, ..., n}), then we say that the matrix C is α-	-reciprocal. Hence, each α-
	-consistent PCF matrix is α-	-reciprocal. The opposite assertion is, however,
not true.

In the following proposition we formulate two necessary and sufficient conditions
for strong α-	-consistency of a PCF matrix. This property may be useful for
checking strong consistency of PCF matrices.

Proposition 3. Let α ∈ [0, 1], C = {c̃ij} be a PCF matrix, [cL
ij(α), cR

ij(α)] =
[c̃ij ]α. The following three conditions are equivalent.

(i) C = {c̃ij} is strong α-	-consistent.
(ii) For all i, j, k ∈ {1, 2, ..., n}, it holds

[cL
ik(α), cR

ik(α)] ∩ [cR
ij(α) 	 cL

jk(α), cL
ij(α) 	 cR

jk(α)] �= ∅. (11)

(iii) For all i, j, k ∈ {1, 2, ..., n}, it holds
cL
ik(α) ≤ cL

ij(α) 	 cR
jk(α), (12)

cR
ik(α) ≥ cR

ij(α) 	 cL
jk(α). (13)

Remark 8. Property (iii) in Proposition 3 is useful for checking strong α-	-
consistency of PCF matrices. For a given PCF matrix C = {c̃ij} it can be easily
calculated whether inequalities (12) and (13) are satisfied or not.

Example 5: Consider the additive alo-group R = (R,	,≤) with 	 = +, see
Example 1. Let PCF matrices A = {ãij} be given as follows:
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A =

⎡

⎣
(0; 0; 0) (1; 2; 3) (3.5; 6; 8)

(−3;−2;−1) (0; 0; 0) (2.5; 4; 5)
(−8;−6;−3.5) (−5;−4;−2.5) (0; 0; 0)

⎤

⎦ .

Here, A is a 3 × 3 PCF matrix, particularly a PCF matrix with triangular
fuzzy number elements and the usual “linear” membership functions. Checking
inequalities (12) and (13), we obtain that A is strong α-	-consistent for α = 0
and α = 1. As the membership functions of all elements of A are triangular piece-
wise linear functions, we obtain that A is strong α-	-consistent PCF matrix for
all α, 0 ≤ α ≤ 1, hence, A is strong 	-consistent.

3.3 Strict Consistency of PCF Matrices

In this section the strong consistency property of PCF matrices will be more
strengthen. Similarly to α-	-strong consistency defined earlier, we define strict
α-	-consistent PCF matrices and derive their properties.

Let α ∈ [0, 1]. A PCF matrix C = {c̃ij} is said to be strict α-	-consistent, if
the following condition holds:
For every i, j, k ∈ {1, 2, ..., n}, and for every cik ∈ [c̃ik]α, and every cij ∈ [c̃ij ]α
there exists cjk ∈ [c̃jk]α such that cik = cij 	 cjk.

The matrix C is said to be strict 	-consistent, if C is strict α-	-consistent
for all α ∈ [0, 1].

Remark 9. Again, if C is crisp, then all the above stated definitions of consis-
tency are equivalent. Evidently, each strict α-	-consistent PCF matrix is strong
α-	-consistent.

Now we formulate two necessary and sufficient conditions for strict α-	-
consistency of a PCF matrix. This property is useful for checking strict con-
sistency of PCF matrices.

Proposition 4. Let α ∈ [0, 1], C = {c̃ij} be a PCF matrix. The following three
conditions are equivalent.

(i) C = {c̃ij} is strict α-	-consistent.
(ii) For all i, j, k ∈ {1, 2, ..., n}, it holds

[cL
ik(α), cR

ik(α)] ⊆ [cL
ij(α) 	 cL

jk(α), cR
ij(α) 	 cR

jk(α)]. (14)

(iii) For all i, j, k ∈ {1, 2, ..., n}, it holds
cL
ik(α) ≥ cL

ij(α) 	 cL
jk(α), (15)

cR
ik(α) ≤ cR

ij(α) 	 cR
jk(α). (16)

3.4 Priority Vectors, Inconsistency of PCF Matrices

Now, the definition of the priority vector for ranking the alternatives will be
based on the concept of consistency (the “weakest” one), i.e. Proposition 2, (ii),
particularly on the optimal solution of the following optimization problem:
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(P1) α −→ max;

subject to
cL
ij(α) ≤ wi ÷ wj ≤ cR

ij(α) for all i, j ∈ {1, 2, ..., n}, (17)
n⊙

i=1

wi = e, 0 ≤ α ≤ 1, wk ∈ G for all k ∈ {1, 2, ..., n}. (18)

If optimization problem (P1) has a feasible solution, i.e. system of constraints
(17), (18) has a solution, then (P1) has also an optimal solution. Let α∗ and
w∗ = (w∗

1 , ..., w
∗
n) be an optimal solution of problem (P1). Then α∗ is called the

	-consistency grade of C, denoted by g�(C), i.e.

g�(C) = α∗. (19)

Here, w∗ = (w∗
1 , ..., w

∗
n) is called the 	-priority vector of C. This vector is

associated with the ranking of alternatives ai, aj from the set of alternatives A
as follows:

If w∗
i ≥ w∗

j then ai � aj ,

where � stands for “is not worse then”.
If optimization problem (P1) has no feasible solution, then we define

g�(C) = 0. (20)

In that case the priority vector will be defined later in Sect. 3.4.

Proposition 5. Let C = {c̃ij} be a PCF matrix, where all entries c̃ij are fuzzy
numbers. If w∗ = (w∗

1 , ..., w
∗
n) is an optimal solution of (P1), i.e. 	-priority

vector of C, then w∗ is unique.

Remark 10. The optimal solution α∗ and w∗ = (w∗
1 , ..., w

∗
n) of problem (P1)

should be unique as decision makers usually ask for unique decision, or, a unique
ranking of the alternatives in X. A sufficient condition for uniqueness of the
priority vector w∗ = (w∗

1 , ..., w
∗
n) is formulated in Proposition 5. However, this is

not the case of PCF matrices where the entries are fuzzy intervals (i.e. trapezoidal
fuzzy numbers). Then the uniqueness is not secured and multiple solutions of
(P1) can occur. In practical decision making problems such cases usually require
reconsidering evaluations of some elements of the PCF matrix.

Let C = {c̃ij} be a PCF matrix, α ∈ [0, 1]. If there exist elements i, j, k ∈
{1, 2, ..., n} such that for any cij ∈ [c̃ij ]α, any cik ∈ [c̃ik]α, and any ckj ∈ [c̃kj ]α :

cik �= cij 	 cjk, (21)

then the PCF matrix C is α-	-inconsistent. If for all α ∈ [0, 1] the PCF matrix
C is α-	-inconsistent, then we say that C is 	-inconsistent. By this definition,
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for a given PCF matrix C and given α ∈ [0, 1], C is either α-	-consistent, or, C
is α-	-inconsistent.

Notice, that for a PCF matrix C problem (P1) has no feasible solution, iff C
is 	-inconsistent, i.e. C is α-	-inconsistent for all α ∈ [0, 1].

The 	-inconsistency of C will be measured by the minimum of the distance
of the “ratio”matrix W = {wi ÷ wj} to the “left”matrix CL = {cL

ij(0)} and
“right”matrix CR = {cR

ij(0)}, as follows. For w = (w1, ..., wn), wi ∈ G, i, j ∈
{1, ..., n}, denote

dij(C,w) = e if cL
ij(0) ≤ wi ÷ wj ≤ cR

ij(0),
= min{‖cL

ij(0) ÷ (wi ÷ wj)‖, ‖cR
ij(0) ÷ (wi ÷ wj)‖}, otherwise. (22)

Here, by ‖.‖ we denote the norm defined in Sect. 2. We define the maximum
deviation to the matrix W = {wi ÷ wj} as follows

I�(C,w) = max{dij(C,w)|i, j ∈ {1, ..., n}}. (23)

Now, consider the following optimization problem.

(P2) I�(C,w) −→ min;

subject to
n⊙

i=1

wi = e, wk ∈ G for all k ∈ {1, 2, ..., n}. (24)

The 	-inconsistency index of PCF matrix C, I�(C), is defined as

I�(C) = inf{I�(C,w)|wk satisfies (24)}. (25)

If w∗ = (w∗
1 , ..., w

∗
n) is an optimal solution of (P2), then

I�(C) = I�(C,w∗).

If there exists a feasible solution of (P1), then 	-inconsistency index of PCF
matrix C, I�(C), is equal to e, i.e. I�(C) = e.

Now, we define a priority vector also in case of g�(C) = 0, i.e. if no feasible
solution of (P1) exists. Here, in contrast to the case of g�(C) > 0, the priority
vector cannot become an α-	-consistency vector of C for some α > 0.

Let C be an 	-inconsistent PCF matrix. The optimal solution w∗ =
(w∗

1 , ..., w
∗
n) of (P2) will be called the 	-priority vector of C.

Let us summarize the obtained results.
Let C = {c̃ij} be a PCF matrix. Then exactly one of the following two cases
occurs:

– Problem (P1) has a feasible solution. Then consistency grade g�(C) = α, for
some α, 0 ≤ α ≤ 1, I�(C) = e. The 	-priority vector of C is the optimal
solution of problem (P1).

– Problem (P1) has no feasible solution. Then consistency grade g�(C) = 0, C
is 	-inconsistent, and I�(C) > e. The 	-priority vector of C is the optimal
solution of problem (P2).
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4 Conclusion

This paper forms both theoretical and practical innovation basis for decision
making process in micro and macro economics. We deal with pairwise compar-
isons matrices with fuzzy elements. Fuzzy elements of the pairwise comparison
matrix are usually applied whenever the decision maker is not sure about the
value of his/her evaluation of the relative importance of elements in question.
In comparison with pairwise comparisons matrices investigated in the literature,
here we investigated pairwise comparisons matrices with elements of abelian
linearly ordered group (alo-group) over a real interval (PCF matrices). In the
future research we shall investigate interdependences among the elements of PCF
matrices, e.g. by applying Choquet integral.

Acknowledgment. This paper was supported by the Ministry of Education, Youth
and Sports Czech Republic within the Institutional Support for Long-term Develop-
ment of a Research Organization in 2017.
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Abstract. In this study, for inconsistent pairwise comparisons in Ana-
lytic Hierarchy Process (AHP), a method for improving consistency is
proposed. The pairwise comparisons constructed by the decision maker,
usually include inconsistent comparisons. In the traditional AHP, the
consistency of comparisons is judged by the value of the consistency index
(CI). Another consistency judgment is based on the directed graph of
comparisons. The purpose of this study is to adjust an inconsistent com-
parison matrix to a perfect consistency matrix. The proposed method is
based on adjusting all the elements of the comparison matrix. The idea of
the proposed method is developed based on a previous study of estimat-
ing unknown or missing comparisons. By applying the proposed method
to an inconsistent example, the process of improvement is illustrated.

Keywords: AHP · Consistency · Comparisons · Graph · Cycles

1 Introduction

In this study, for inconsistent pairwise comparisons in Analytic Hierarchy Process
(AHP)[4], a method for improving consistency is proposed. In a previous study,
the proposed method did not adjust the comparison matrix [3]. This proposed
method adjusts all the elements of the comparison matrix. The idea of the pro-
posed method is developed based on a previous study of estimating unknown or
missing comparisons [2].

In AHP, the weights of alternatives are obtained from the eigenvector of
the pairwise comparison matrix. The principal eigenvalue and its correspond-
ing eigenvector of the matrix are usually calculated by the power method. In
this study, we assume that the pairwise comparison matrix A, constructed by
the decision maker, consists of n × n elements and A is a complete matrix of
comparisons.

In the traditional AHP, the consistency of A was judged based on the value
of the Consistency Index (CI). CI is calculated by Eq. (1),

CI = (λmax − n)/(n − 1), (1)

where λmax is the principal eigenvalue of A. In general, if CI > 0.1 then we
judge A as inconsistent. In the case, we obtain CI = 0, that is λmax = n,
c© Springer International Publishing AG 2018
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2017,
Smart Innovation, Systems and Technologies 72, DOI 10.1007/978-3-319-59421-7 28
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it is called perfectly consistent in this paper. Unfortunately, we cannot obtain
CI = 0, because comparisons by the decision maker usually include inconsistent
comparisons.

Another consistency judgment is based on the directed graph of A [1]. If
the directed graph of A has no cycles, that is the Transitive Law holds, then
we judge A as consistent. If there are cycles in the directed graph, that is the
Circulation Law holds, then we judge it an inconsistent. In the case of complete
comparisons, cycles of various lengths always include cycles of length 3, so we
only check for the existence of cycles of length 3.

In this study, adjusting each element of A, we would like to obtain a perfect
consistency matrix A′. A′ has λmax = n and no cycles in its directed graph.
In addition, in the case of perfect consistency, its principal eigenvector is easily
obtained. Each column vector of a perfect consistency matrix coincides with its
principal eigenvector. So we do not need to use the power method.

This paper consists of the following sections. In Sect. 2, the proposed method
is described. In Sect. 3, for an inconsistent example, the results obtained by
the proposed method are illustrated and discussed. And finally, in Sect. 4, we
conclude this study.

2 Proposed Method

In this section, the proposed method is explained. The idea of this method was
developed in a previous study on the estimation of unknown or missing pairwise
comparisons [2]. Assume that the number of alternatives is n, and the pairwise
comparison matrix A consists of complete comparisons.

As it is well known, in the perfectly consistent A, the element of A, that is
aij (i = 1 to n and j = 1 to n), Eq. (2) holds. And A has λmax = n.

aij = wi/wj , (2)

where wi is the eigenvector of alternative ai. And based on Eq. (2), for any k
(k = 1 to n), Eq. (3) is obtained.

aij = akj/aki (3)

In the imperfectly consistent case, Eq. (2) does not hold. Therefore based on
Eq. (3) and using the geometric mean, the first adjusted element a′

ij is obtained
by Eq. (4).

a′
ij = n

√
√
√
√

n∏

k=1

(akj/aki) (4)

The second adjusted element a′′
ij is calculated by (a′

kj/a′
ki), instead of (akj/aki)

in Eq. (4). Repeating Eq. (4) for i = 1 to n and j = 1 to n, the consistency of A
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can be improved. After some repetitions, adjusted elements converge. Then the
adjusted comparison matrix A′ is obtained. As a result, A′ has λmax = n and
becomes perfectly consistent.

The procedure of the proposed method, consisting of P1 to P4, is summarized
as follows.

P1: From comparison matrix A, calculate CI, and draw a directed graph. Then
find cycles of length 3.

P2: Calculate the adjusted comparison elements by Eq. (4).
P3: Repeat Eq. (4) until adjusted comparison elements have converged. This

gives us the adjusted comparison matrix A′.
P4: The eigenvector of A′ is obtained from any column of A′.

Using the proposed method, the principal eigenvalue and eigenvector of the
comparison matrix are easily obtained. Equation (2) holds for the obtained A′.
For any k (k = 1 to n), if a′

kk = 1.0 and is the maximum element of a′
ik (i = 1

to n), then the elements of i-th column of A′ coincide with the eigenvector of
A′ calculated by the power method. There is no need to use the power method.

3 Example

In this section, using the proposed method, an inconsistent example is adjusted.
This example consists of three criteria and five alternatives. To simplify this
study, assume that the priority of criteria v are equally important. Therefore
vT = [1, 1, 1]. First, in this study, each consistency of the comparisons of this
example is judged by the values of CI and the directed graphs. Next, each value
of the comparisons is adjusted by the proposed method. And finally, the overall
evaluation of the five alternatives is calculated.

For three criteria, in this example, corresponding three comparison matri-
ces, A1 to A3 (Eqs. (5) to (7)), are shown below. Each matrix consists of five
alternatives, a1 to a5.

A1 =

⎡

⎢
⎢
⎢
⎢
⎣

1 6 5 1/2 7
1/6 1 8 1/4 1/2
1/5 1/8 1 1/4 1/3
2 4 4 1 2

1/7 2 3 1/2 1

⎤

⎥
⎥
⎥
⎥
⎦

(5)

A2 =

⎡

⎢
⎢
⎢
⎢
⎣

1 1/4 1/6 1/2 1/7
4 1 1/2 1/3 1/3
6 2 1 1/2 2
2 3 2 1 1/2
7 3 1/2 2 1

⎤

⎥
⎥
⎥
⎥
⎦

(6)
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A3 =

⎡

⎢
⎢
⎢
⎢
⎣

1 2 1/4 5 1/3
1/2 1 5 2 3
4 1/5 1 4 5

1/5 1/2 1/4 1 2
3 1/3 1/5 1/2 1

⎤

⎥
⎥
⎥
⎥
⎦

(7)

By procedure P1, using the power method, the principal eigenvalue and corre-
sponding eigenvector of three matrices are obtained. The results are summarized
in Table 1.

Table 1. Eigenvalue, Eigenvector and CI by the power method

Comparison matrix A1 A2 A3

Eigenvalue 5.9048 5.5905 7.2565

Eigenvector a1 1.000000 0.178776 0.577184

a2 0.293815 0.391607 1.000000

a3 0.113145 0.932448 0.865291

a4 0.864540 0.848993 0.253770

a5 0.306271 1.000000 0.377978

CI 0.2262 0.1476 0.5641

As a result, in Table 1, each value of CI is greater than 0.1. Therefore we can
judge A1, A2 and A3 as inconsistent.

On the other hand, we can draw the directed graphs of A1, A2 and A3.
First, the directed graph of A1 is shown in Fig. 1. There are no cycles in

Fig. 1, so we can judge A1 as consistent.

Fig. 1. Directed graph of A1

Next, the directed graph of A2 is shown in Fig. 2. There is one cycle in Fig. 2,
(a3 → a5 → a4), so we can judge A2 as inconsistent.
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Fig. 2. Directed graph of A2

And the directed graph of A3 is shown in Fig. 3. There are three cycles in
Fig. 3. These cycles are (a1 → a2 → a3), (a1 → a2 → a5) and (a1 → a4 → a5).
So we can judge that A3 is also inconsistent.

Fig. 3. Directed graph of A3

Based on each CI value and the directed graph, mentioned above, A1, A2

and A3 are judged inconsistent. In this inconsistent example, the overall evalua-
tion vector of alternatives, w, is obtained by w = Wv. Where W is the weight
matrix of alternatives in Table 1.

w =

⎡

⎢
⎢
⎢
⎢
⎣

1.000000 0.178776 0.577184
0.293815 0.391607 1.000000
0.113145 0.932448 0.865291
0.864540 0.848993 0.253770
0.306271 1.000000 0.377978

⎤

⎥
⎥
⎥
⎥
⎦

⎡

⎣

1
1
1

⎤

⎦ =

⎡

⎢
⎢
⎢
⎢
⎣

0.892572
0.856717
0.971321
1.000000
0.856121

⎤

⎥
⎥
⎥
⎥
⎦

(8)

As a result, in this inconsistent example, the order of priority of alternatives
is a4 > a3 > a1 > a2 > a5.

Next, using the proposed method, as mentioned the previous section,
adjusted comparison matrices are obtained.
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By procedure P2 and P3, based on Eq. (4), the results of adjusted matrices
A′

1, A′
2 and A′

3 are shown below.

A′
1 =

⎡

⎢
⎢
⎢
⎢
⎣

1.000000 3.629678 8.719390 1.104083 3.004922
0.275507 1.000000 2.402249 0.304182 0.827876
0.114687 0.416277 1.000000 0.126624 0.344625
0.905729 3.287504 7.897402 1.000000 2.721644
0.332787 1.207911 2.901703 0.367425 1.000000

⎤

⎥
⎥
⎥
⎥
⎦

(9)

A′
2 =

⎡

⎢
⎢
⎢
⎢
⎣

1.000000 0.422060 0.190062 0.218324 0.169937
2.369329 1.000000 0.450320 0.517282 0.402637
5.261434 2.220643 1.000000 1.148698 0.894113
4.580344 1.933182 0.870551 1.000000 0.778371
5.884529 2.483627 1.118427 1.284735 1.000000

⎤

⎥
⎥
⎥
⎥
⎦

(10)

A′
3 =

⎡

⎢
⎢
⎢
⎢
⎣

1.000000 0.560978 0.553783 1.755374 1.528142
1.782602 1.000000 0.987175 3.129135 2.724070
1.805761 1.012991 1.000000 3.169786 2.759459
0.569679 0.319577 0.315479 1.000000 0.870551
0.654389 0.367098 0.362390 1.148698 1.000000

⎤

⎥
⎥
⎥
⎥
⎦

(11)

Using the power method, the results of Eqs. (9) to (11) are shown in Table 2.
This table shows each principal eigenvalue, eigenvector and CI for A′

1, A′
2 and

A′
3. Each matrix has λmax = 5 and CI = 0.

Table 2. Eigenvalue, Eigenvector and CI by the power method

Comparison matrix A′
1 A′

2 A′
3

Eigenvalue 5.0000 5.0000 5.0000

Eigenvector a1 1.000000 0.169937 0.553783

a2 0.275507 0.402637 0.987175

a3 0.114687 0.894113 1.000000

a4 0.905729 0.778371 0.315479

a5 0.332787 1.000000 0.362390

CI 0 0 0

By procedure P4, each column of A′
1 (as same as A′

2 and A′
3) is its eigen-

vector. The first column of A′
1, the fifth column of A′

2 and third column of A′
3

coincide with the eigenvector obtained by the power method in Table 2.
As a result, the order of alternatives between A1 and A′

1, and A2 and A′
2

do not change. However, the order in A3 and A′
3 is different.

On the other hand, based on Eqs. (9), (10) and (11), the directed graphs for
A′

1, A′
2 and A′

3 are illustrated in Figs. 4, 5, and 6.
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Fig. 4. Directed graph of A′
1

Fig. 5. Directed graph of A′
2

In Fig. 4, there are no cycles, however, so comparison between a1 and a4 is
different from Fig. 1. A pairwise comparison between a1 and a4 reveals the cause
of the inconsistency.

In Fig. 5, there are also no cycles. However, two comparisons are different
from Fig. 2. The differences are between a3 and a4 and between a3 and a5.

Fig. 6. Directed graph of A′
3
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In Fig. 6, there are also no cycles. However, four comparisons are differ-
ent from Fig. 3. The differences are between a1 and a2, a1 and a5, a2 and a3,
a4 and a5.

The adjusted overall evaluation vector of alternatives is obtained by w′ =
W ′v, where W ′ is the adjusted weight matrix of alternatives in Table 2.

w′ =

⎡

⎢
⎢
⎢
⎢
⎣

1.000000 0.169937 0.553783
0.275507 0.402637 0.987175
0.114687 0.894113 1.000000
0.905729 0.778371 0.315479
0.332787 1.000000 0.362390

⎤

⎥
⎥
⎥
⎥
⎦

⎡

⎣

1
1
1

⎤

⎦ =

⎡

⎢
⎢
⎢
⎢
⎣

0.858085
0.829012
1.000000
0.995409
0.843876

⎤

⎥
⎥
⎥
⎥
⎦

(12)

As a result, the order of priority of alternatives, adjusted by the proposed
method, is a3 > a4 > a1 > a5 > a2. Before adjustment, the order was a4 > a3 >
a1 > a2 > a5.

4 Conclusion

In this paper, a method for improving consistency for inconsistent pairwise com-
parisons in AHP, was proposed. This method was to adjust all elements of the
comparison matrix based on the geometric mean. Applying the proposed method
to an inconsistent example, the following was obtained. Consistency improve-
ment effects were confirmed by the value of CI and cycles of the directed graph
of comparisons.

1. By the proposed method, CI = 0 and no cycles in the directed graph of
comparisons were obtained.

2. Based on the directed graph of comparison matrix and its adjusted directed
graph, the reasons for inconsistency were revealed.

3. To obtain the principal eigenvector, by the proposed method, the power
method is not use. Each column of the adjusted comparison matrix coincides
with the principal eigenvector.
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Abstract. In capitalist societies whose businesses are almost all service
business, measurements of values of products are important. Researchers
anticipate that Big Data technologies will enable them. A model for eco-
nomic agents provided in the article is suitable for the Big Data tech-
nologies. The model represents behavioral principles of agents by using
OR techniques. The principles have mathematical representation with
high affinity of correlation deduced from Big Data. And we provide an
explanation of macroeconomic states of Japan, EU, and United States
since 1970 as examples of use of the model.

Keywords: Macroeconomics · Service science

1 Introduction

A major premise of macroeconomics is that our world is capitalism. If the
world is not capitalism, then every theory of macroeconomics will lost its senses.
Researchers of macroeconomics must consider whether the world is capitalism
at first.

The most important concept of capitalism is fixed price sales. It means that
one good has one price, and one service has one price. Fixed price sales enable
managers to run their planned business and guarantee value of capitals.

To enforce fixed price sales without any contradictions on businesses, mangers
must measure values of their products precisely. In a word, precise measurements
of products provide bases of every index about economics and managements in
the capitalist world.

For any goods products, we can measure its values relatively easily. Because
the goods have physical entities and properties, we can reduce eventually their
values to their length, weight, temperature, velocity, or entropy.

On the other hand, we cannot measure values of service products easily. Ser-
vice products often stand on relations between goods and goods, or between
services and services. Relationship is combinations of products, and increasing
the number of the combinations makes measurements of values of the products
complex. As service products consist of some lower level services, they are devel-
oped in high abstraction level far from physical goods products. To overcome
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the complexity and the distance abstraction level, we need much knowledge of
many fields.

In 1980s, researchers of macroeconomics recognized difference between goods
products and service products, and they have tried to define what service prod-
ucts are. Now, service products are defined as products that have properties:
intangibility, immediacy, variability, perishability, and customer’s high satisfac-
tion. In early 2000s, IBM researchers advocated a necessity of service science
which is a new research filed to construct knowledge systems for service products.

We refer to a society in which almost all employees work for service industry
as service science capitalism society. In the society, every price value has large
amount of information in the background of the value, and the value is detected
in high abstraction level far from its physical entity. To fill the gap between
abstraction levels, we must learn techniques which reduce from large amounts
of data.

Recent years, we face to floods of large data. They are impossible to treat by
use of traditional technologies, and are provided by information communication
technologies. We call them Big Data. They have 3 V properties: large in quantity
(Volume), traded high speed (Velocity), and formed in many style (Variety).

Big Data provide us new measurements for service products, and enable us to
classify service products into three services: stock service, flow service, and rate-
of-flow-change service. Stock service is construction of social infrastructures or
information infrastructures. Flow service is ordinary everyday service which pro-
vided by government administrators and private companies. Rate-of-flow-change
service is unusual service. The classification depends on that we can trace changes
of values of service products every times. It corresponds to time derivative in
physics. Big Data technologies provide us feasibility of the classification.

Let us consider a mathematical model with any parameters. We can specialize
the mathematical model by fill the parameters with any values. The specialized
mathematical model is referred to as hypothesis. In statistical fields, targets of
tests are the hypothesis.

model + specific parameters = hypothesis (1)

We can test hypotheses by concrete procedures. A hypothesis which tolerate
against various tests are called theory. We can use Big Data for constructing
hypotheses, and for testing the hypotheses. In other words, Big Data can make
hypotheses. And the hypotheses are representations of system that we want to
understand.

We can understand a system by combining data and model, not only seeing
data. Arising Big Data and Big Data systems reduces costs of data, and reduces
values of data itself. We treat Big Data as assets. It means, to be exact, our
assets are Big Data with model, and hypotheses made by Big Data.

When we treat Big Data sufficiently, correlation plays important roles in any
analyses of economics. So we must build macroeconomic models which we can
construct by detecting parameters from correlation deduced from Big Data.



A Macroeconomic Model for Service Science Capitalism 303

2 A Model for Decision Making in Macroeconomic Issues

Kinoshita provides a macroeconomic model which is referred to as Thetical eco-
nomics and Antithetical economics. That is a rearrangement of theories of macro-
economics into two set; a set of them is Thetical economics and another set is
Antithetical economics. If Say’s law is valid in an economic phase in an economic
cycle, then the Thetical economics dominates the phase. We feel that we are in
normal economy and economic growth in the phase. While if the Keynes’s effec-
tive demand is effective in an economic phase, then the Antithetical economics
dominates the phase. We feel that we are in depressed economy in the phase.
Easy to say, Thetical economics represents what prosperity is, while Antithetical
economics represents what recession is.

With the macroeconomic model, we can provide behavioral principles of eco-
nomic agents such as corporations and governments as follows:

A principle of corporations under Thetical economics

Objective function (maximize profits)

max
n∑

j=1

cjxj (2)

Constraint condition
n∑

j=1

aijxj ≤ bi, i = 1, · · · ,m (3)

A principle of corporations under Antithetical economics

Objective function (minimize debts)

min
m∑

i=1

uibi (4)

Constraint condition
m∑

i=1

uiaij ≤ ci, j = 1, · · · , n (5)

Following list is correspondence of variables and its meanings.

xj The number of units of a product j made by the corporation.
cj The amount of profits of one unit of a product j; Pj − (1 + r)hj , where Pj

is price of the product j, r is interest rate, and hj is cost of the product j.
aij Costs in an account subject i to produce the product j for one unit.
bi The amount debts of an account subject i.
ui Unpaid balance rate for the accounting subject i; ui = 1−amortization rate.



304 T. Mizuno and E. Kinoshita

A principle of governments under Thetical economics

Objective function (fiscal reconstruction)

min
N∑

j=1

GjKj (6)

Constraint condition

N∑

j=1

AijKj ≤ Bi, i = 1, · · · ,M (7)

A principle of governments under Antithetical economics

Objective function (fiscal stimulus)

max
M∑

i=1

YiBi (8)

Constraint condition

M∑

i=1

YiAij ≤ ci, j = 1, · · · , N (9)

Following list is correspondence of variables and its meanings.

Kj A rate of the remainder of national loans for an administrative service j.
Increasing the rate increases expenses of the service j.

Gj Demand for funds as national loans for an administrative service j.
Aij Satisfaction of a resident i when the government gives the resident one unit

of costs of a service j.
Bi A desiring level of total services of the government for a resident i.
Yi The amount of public money to increase satisfaction by one unit for a resi-

dent i.

In usual studies of the macroeconomics, economic agents, such as customer,
corporations, and governments, are modeled simply. All agents expand their
profits, they are well-disciplined, they can acquire all information of markets,
and their behavior is rational. The principles, which we provide, give a concrete
mathematical model of the rationality.

The behavioral principle is linear equation system. Construction the principle
is detecting parameters of the equations. So, the model has high affinity with
correlation obtained from Big Data.



A Macroeconomic Model for Service Science Capitalism 305

3 Examples: Japan, EU, and United States

For examples, we provide an explanation of macroeconomic states in Japan, EU,
and United States since 1970 with the model.

Let us see Fig. 1. This is transitions of gross capital formation of non-financial
corporations and GDP (Gross Domestic Products) of Japan. Roughly speaking,
gross capital formation represents investments; sum of gross capital formation
and inventory equals to investment. GDP is a macroeconomic index which rep-
resents business conditions of the nation.

Japan is dominated by Thetical economics before 1995, and is dominated
by Antithetical economics after 1995. Before 1995, corporations increase invest-
ments. It is an evidence of behavior of maximization of their profits; the Japanese
economy was dominated by Thetical economics. At February 1990, Heisei bub-
ble collapsed. Five years later, in 1995, Japanese economy was into recession.
Since the year, Japanese corporations decrease investments. They do not try to
expand their profits. And GDP does not increase from then. Figure 2 shows that
they reduce their debt since the year. Net worth, which is assert minus liability,
of non-financial corporations is plotted in the figure. We can see a change of
behavioral principle of corporations at the year. The economy is dominated by
Antithetical economics.

Fig. 1. GDP (upside) and gross capital formation of non-financial corporations (down-
side) in Japan since 1970.
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Fig. 2. Net worth of non-financial corporations in Japan since 1980. The data are from
Japan Bank.

Fig. 3. GDP (upside) and gross capital formation of non-financial corporations (down-
side) in EU since 1970.
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Fig. 4. GDP (upside) and gross capital formation of non-financial corporations (down-
side) in United States since 1970.

For EU area and United States, their GDP and gross capital formations are
in Figs. 3 and 4. In EU area, a turning point is 2008. EU has suffered effects of
subprime-loan problem from United States. Before the year, EU is in Thetical
economics. Since the year, corporations in EU have reduced investiments. We
must check whether EU is in Antithetical economics. While EU reduces their
investiments, the United States keeps increasing their investiments. The United
states has been in Thetical economics.

4 Conclusions

We provide a macroeconomic model of behavioral principles of economic agents.
The principles have mathematical representation with high affinity of correlation
deduced from Big Data. As examples of use of the model, we describe macro-
economic states in Japan, EU, and US since 1970.
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Abstract. In this paper we investigate the subject of strategies development by
Russian companies through the managerial decision modelling. In the traditional
economic model it is assumed that the company exists in order to maximize
profits in the long term. Profit determines the viability of a business, and protects
the organization from the threat of bankruptcy. We develop strategy develop-
ment matrix, based on the sales profitability metrics. Furthermore, we apply this
methodology to the sample of leading companies of Russia in order to propose
the necessary managerial decision in order to pursue the strategy of development
of a company.

Keywords: Development strategy � Sales profitability � Development strategy
matrix � Managerial decision making � Success strategy � Fragile balance
strategy � Development dilemma � Crisis

1 Introduction

In the traditional economic model it is assumed that the company exists in order to
maximize profits in the long term. Profit determines the viability of a business, and
protects the organization from the threat of bankruptcy. Thus the rational use of profit
leads to higher capacity of the organization. If the maximum sustainable growth of the
potential is considered to be the global strategic goal of the company, then, the
achievement of such growth is possible, if the profit is used rationally [1].

In order to get profit, you need to strive to increase revenue and/or reduce costs.
The increase in revenue (sales) can be achieved by entering the market with products,
for which demand is unsatisfied, to use methods of sales promotion, for example, the
preferential party, i.e. by expanding market shares of competitive products.

In a market economy the volume of production resources depends on the number of
sales of the enterprise products produced in previous periods. Therefore, ensuring sales
is so important for the development of the organization.

Cost reduction is possible through rational use of available resources, allowing you
to obtain additional funds to finance ongoing activities in the organization and for
development.

At certain points, companies go for the partial decline in profit to increase its market
share or retain existing market share. In addition, getting a profit does not guarantee its
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further effective use, because profit may be diverted for non-productive needs, and not
to financing the development of the organization.

2 Development Strategies Matrix

In real economic life, some companies work more successfully than others, getting a
lower rate and mass of profit. This possibility is explained by the transactional theory of
the firm, in which under the success of the firm should be understood the organization’s
expansion. The expansion of the organization refers to its ability to increase the share in
the developed markets or develop new markets (to provide new services). In other
words, the success of economic organizations is measured by the increase in the scale of
its activities and therefore its ability to replace the market, reducing transaction costs [2].

However, the effectiveness of the organization development in the dynamics is
characterized by the growth of its operations that is strategically not less important than
getting profit. Moreover, from the point of view of development possibility of getting
profit is a subordinate task compared to the purpose of growth, because the mass of
profit largely depends on the volume of products sold (work performed, services
rendered).

Thus, for the purpose of development of the company’s strategy, it is necessary to
fulfill two conditions:

– to increase market share, which would increase revenues (or sales) [3];
– to manage the self-financing of development, acquiring the necessary resources

through the use of additional revenue.

2.1 Sales Profitability as the Main Indicator for Managerial
Decision-Making

The increase in sales by gaining market share characterizes the ability of the organi-
zation to function effectively in the external environment, and getting profit for
self-financing of expanded reproduction through the rational management of the
resources provides internal capability of the development.

The generalized indicator characterizing level of use of capacities, as a result of the
operation from the point of view of resource management and market position is the
comparison of profit and sales. One of such indicators is the indicator of sales prof-
itability (or return on sales), defined as the ratio of profit obtained in a given period to
sales volume earned during the same period (formula 1):

P ¼ P
V

ð1Þ

where P - profit made in a given period;
V - volume of the sales in this period.
Depending on the use in the numerator of the various indicators of profit - net profit

or retained earnings, the sales profitability indicator represents its various types:
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economic profitability of turnover or profit per 1 ruble of products sold (in foreign
sources, return on sales).

If we consider the development purposes of the organization, not by absolute
values of current profits and sales volume, but by increase in their values, it is possible
to evaluate the result of development from the point of view of the growth of the
organization.

2.2 The Change in the Sales Profitability as the Metrics of a Company’s
Development

The change in the profitability of sales can be mathematically written as follows:

DP ¼ D P : Vð Þ ¼ DP : DV ð2Þ

DP – the change in profit made in a given period;
DV – the change volume of the sales in this period.

Let us analyze the possible situations related to the measure of the marginal
profitability of the organization (formula 2).

In practice, the change in profit can have a positive (“+”) or negative sign (“−”)
value. If the profit in this period increased compared to the previous period, the change
will have positive value (sign “+”), if the profit in this period decreased, the change in
profits will have a negative value (sign “−”). The same applies to changes in sales.

As a result, let’s define 4 cases as the aggregation of possible signs of changes in
DP and DV :

1. DV - “+”; DP - “+”;
2. DV - “−”; DP - “−”;
3. DV - “−”; DP - “+”;
4. DV - “+”; DP - “−”;

In each of the four possible cases of the ratio, DV and DP can have different rates
of change of DP relative to DV : For example, DP can grow faster or slower than DV .

The situation at the company is better in the case if the rate of growth of DP is
greater than the rate of growth of DV . This means that without increasing profit as an
internal source of formation of resources of the organization it is impossible to provide
the resources for the organization’s activities in the case of increasing sales (ceteris
paribus). Therefore, in each of the four cases two areas can be determined:

– DP grows faster than DV – the area with higher level of the use of potential;
– DP grows slower than DV – the area with lower level of the use of potential.

In order to control the potential of the entrepreneurial firms, let’s build a model
describing the change in the level of use of the potential depending on various factors
[4]. The model of evaluation of use of the firm’s potential is constructed depending on
the changes in the market of goods (works, services) - rate of change in sales volume
ðDVÞ, as well as the internal capabilities of the firm’s financing of its development - the
rate of change of profit ðDPÞ.
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2.3 Graphical Interpretation of the Dynamics of Change in the Sales
Profitability

Graphical interpretation of the dynamics of DV and DP is represented as a matrix
(Fig. 1). The essence of the matrix is that the position of the firm in economic space is
determined, by marked quadrants and depending on this, one of the strategies is rec-
ommended. The minimum number of fields (quadrants) is 4, the maximum is theo-
retically unlimited, but in practice the big amount of them is not used [5].

Using the matrix, the task of developing a company development strategy gets
solved: to win a bigger share of the market, or at least to keep the previously won
positions.

The matrix describes not only existing at the time of analyzing the state of the
company and the level of utilization of its capacity, but also allows you to specify the
directions of developing the strategic actions to achieve the desired level of utilization
of capacity, i.e., the matrix allows to control the potential.

In the matrix on the y-axis pending change in profit for a given period in percent, i.e.
change the internal capabilities of the firm’s financing of its development; on the X -
axis is the change in sales volume over a specified period in percent, i.e., changes
occurring in the market of goods (works, services).

As a result, the matrix consists of four quadrants. In one of the four quadrants the
company is in accordance with actually received for the period changes in profits and
sales. Each quadrant describes a specific state of the organization at present and the
level of use potential.1

2а ΔП 1а

ΔП>ΔV ΔП>ΔV

2б 1б

ΔП<ΔV ΔП<ΔV

   -ΔV ΔV

ΔП<ΔV ΔП<ΔV

4а 3а
ΔП>ΔV ΔП>ΔV

4б -ΔП 3б
3

2 1

34

Fig. 1. Matrix assessment of the level of use of potential of the company.

1 Each quadrant depending on the level of use of capacities with a brief motto.
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3 Interpretation of the Development Strategies Matrix

Entrepreneurial firms, in terms of the level of use of growth potential (Fig. 2) is
characterized by the following possible provisions:

In the First Quadrant: DV “+”; DP “+”; DP “+”.
If a positive change DP increases the opportunity of firms to finance their own
development. Positive growth DV allows you to increase the turnover of produced
goods. As a result, the company has a high level of integrated use of capabilities and
can use significant internal and external conditions for sustainable development.

The total conclusion for quadrant 1: firm sustainable currently and effectively using
the potential.

The integral index of the level of use of growth potential in the first quadrant to
strive for the best. The motto of the position of potential: success.

In the Second Quadrant: DV “−”; DP “+”; DP “−”.
Positive DP shows that there is a growing opportunity for self-financing. Negative
change DV shows a decline in sales. The ratio of the two components of the marginal
profitability leads to the conclusion that in the future the company has internal sources
that are generated due to the increase DP, which allows it to finance its own
development.

Positive DP shows that there is a growing opportunity for self-financing. Negative
change DV shows a decline in sales. The ratio of the two components of the marginal
profitability leads to the conclusion that in the future the company has internal sources
that are generated due to the increase DP, which allows it to Finance its own
development.

Fig. 2. The definition of the type positions of the company’s strategy
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The total conclusion for quadrant 2: firm stable at the moment, however not
effectively using the potential. The result of correlation between changes in profits and
changes in sales can distinguish two particular cases. The motto of position of
potential: a delicate balance.

In the Third Quadrant: DV “+”; DP “−”; DP “−”.
Negative change DP reduces the ability of the company to finance its development.
The positive change DV shows the growth in sales. The ratio of the two components of
the marginal profitability leads to the conclusion that in the future the company will
spend more money for increasing and sustaining growth in sales. This leads to the fact
that the firm has exhausted the internal resources for self-financing its development.

The total conclusion for quadrant 3: firm stable at the moment, but not effectively
using the potential. The motto of the position of potential: the development dilemma.

In the Fourth Quadrant: DV “−”; DP “−”; DP “−”.
Negative DP decreases the ability of the company to finance its own development.
Negative DV means reducing the turnover of produced goods. In the very near future
this will lead to the fact that the company will not be able to recoup the resources (i.e.,
to provide self-sufficiency), but also to carry out the expansion of production, social
goals, etc., i.e. to provide self-financing. As a result, the company does not use its
capacity and cannot use internal and external conditions for sustainable development.

The total conclusion for quadrant 4: the firm has a stable position currently, and
inefficient use of capacity.

The integral index of the level of use of growth potential in the fourth quadrant
tends to minimize. The motto of the position of potential: crisis of development.

The management of potential of the organization is based on our proposed matrix
(Fig. 1), which allows us to formulate the potential change of the organization,
focusing on the organization’s location in a particular quadrant. Indeed, by acting on
the factors affecting the change in the rate of sales or profits, we influence the level of
these indicators and respectively, by use of the economic potential of the organization.

Let us analyze the possible situations in each of the quadrants of the matrix to
define the different possibilities for organization, as well as the favorable and unfa-
vorable impact of certain economic decisions and activities.

Quadrant 1 “Success”

The level of use of growth potential of the organization
high. If there is a decrease in sales, but does not change a
profit, it automatically moves to quadrant 2.

If a slight change in the volume of sales is the decline
in profits, the company moved to quadrant 3, where the
utilization of capacity is low. If the decline in profits will
occur in the future, the firm risks being in quadrant 4.

1

34

2
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Quadrant 2 “Fragile Balance”

In this quadrant, the firm level of use of growth potential
is quite high. To move into quadrant 1, where a value of
the level of utilization of the growth potential of the
maximum, you need to increase sales. When you fall in
profits the firm cannot avoid quadrant 4 or 3.

Quadrant 3 “Development Dilemma”

In quadrant 3 the level of use of growth potential is low.
If you manage to increase profits, the company moves
into quadrant 1, where the level of use of growth
potential at its maximum. However, if the sales volume
will fall (with little change in profit, of course), the firm is
in quadrant 4.

Quadrant 4 “Crisis”

As the level of use of the potential of the situation is the
worst. To improve the situation and move into quadrant
3 need to increase sales. If you manage to increase
profits, the firm will move to quadrant 2.

Thus, to determine the estimated condition level of use of capacities, we can consider
various management decisions, based on the fact that the level of use of capacity should
be located in quadrant 1, 2, 3 or 4. In case of violation of sequence of actions or the
detection that the solution to the problem of the utilization of capacity has deteriorated,
it is possible quickly enough to change the aim, strategy, or suggest other tasks.

2

4 3

1

3

12

4

4

2 1

3
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4 Data Analysis and Results

We use in assessing the potential capabilities of the organization we selected the
integral index of the level of use of growth potential is confirmed by the data taken
from the magazine “Expert”, including the list of 200 largest Russian companies.

For our purposes, the data in both rankings were transformed according to the
following criteria:

1. From the raw data both ratings are excluded for various kinds of financial-credit
institutions (banks, investment companies, various insurance companies), a com-
pany specializing in real estate.

2. Due to the nature of the trade-wholesalers and the impossibility of their Association
with production companies, both ratings are excluded from all trade and wholesale
companies.

3. To achieve greater comparability of the ratings of both the excluded companies in
which there was no data on the volume of sales and profit during the period.

4. In mind the particular situation in the economy is excluded company “Gazprom”.

The rate of change of profit was calculated as the difference of profit margins in
2015 and 2016. Accordingly, the rate of change of sales was calculated.

In the end, after the above-mentioned transformations, a list of 36 of the
largest Russian companies was generated for testing the methodology of the study
(Appendix A).

According to the list of 36 major Russian companies, we built a graphical model of
the economic potential utilization (Fig. 3).

On the y-axis pending change indicator profits in 2016, compared to 2016 in %;
X-axis - rate of change of sales volume in 2016, compared to 2016 in %. Based on the
analysis of the obtained graphic model of the utilization of economic potential include
the following:
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Fig. 3. The distribution of surveyed companies by the ratio of “change in sales profitability”
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1. Even visually assessing the location of the largest Russian companies can say that
they are grouped more densely in the first quadrant, which indicates a good financial
position of most enterprises and the efficient use of capacity.

2. If the sales capacity of the organization is located in quadrant - a crisis in the market
value of this organization has declined compared to last year.

In 90% of cases, if a company from the rating of the largest Russian companies as
potential was in the crisis quadrant, place the company on rating market value
decreased.

5 Conclusion

The proposed matrix, as an integral instrument for showcasing the economic potential,
allows to consider in more details the parameters of the potential group of companies.
This requires us to change the scale on axes X and Y, by setting the desired interval
scales.

Thus, for the simulation of management decisions for the development strategy of
the company management assessment of the potential of the company according to the
proposed method allows to obtain predictions and to make decisions for the company’s
development strategy.
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A Appendix. A List of 36 of the Largest Russian Companies
for Testing the Methodology of the Study

Place in
the
ranking
of the
«Expert»

Company Change in
the
volume of
sales, in
RUR
(mln)

Change in
profit
before
taxation,
in RUR
(mln)

Change in
profit after
taxation,
in RUR
(mln)

The ratio of
increase of
profit and
growth in
sales

Matrix
quadrant

Strategy

1 «Gazprom» 376 995 618 418 648 007 Outlier in the Sample

2 NK «Lukoil» 455 241 128 912 111 625 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

3 NK «Rosneft» 441 000 −18 000 6 000 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

4 Sberbank of Russia 496 300 −43 000 −67 400 Revenue
grows,
profit falls

quadrant 4
“Crisis of
development”

Review
investment
strategy

(continued)
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(continued)

Place in
the
ranking
of the
«Expert»

Company Change in
the
volume of
sales, in
RUR
(mln)

Change in
profit
before
taxation,
in RUR
(mln)

Change in
profit after
taxation,
in RUR
(mln)

The ratio of
increase of
profit and
growth in
sales

Matrix
quadrant

Strategy

5 Russian Railways 109 028 64 199 44 396 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

6 VTB Group 273 900 −20 500 900 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

7 «Surgutneftegaz» 112 031 −148 614 −130 106 Revenue
grows,
profit falls

quadrant 4
“Crisis of
development”

Review
investment
strategy

8 «Magnit» 187 086 −692 331 11 375 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

9 AК «Transneft» 41 272 69 110 83 927 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

11 Group «InterRAO» 64 243 9 867 14 162 Revenue is
growing,
profit is
growing

quadrant
1”Success”

Keep investment
strategy

15 «Tatneft» 76 352 13 655 8 095 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

16 «Evraz» 32 592 −1 448 5 274 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

17 United Company
«Rusal»

169 603 40 863 37 511 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

18 «Bashneft» −129 641 19 639 16 543 Revenue
grows,
profit falls

Quadrant 2
“Delicate
Balance”

Strategy
effectiveness

19 GMК «Norilsk
Nickel»

50 127 15 886 10 656 Revenue is
growing,
profit is
growing

quadrant
1”Success”

Keep investment
strategy

20 Group NLMK 88 749 12 506 6 557 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

21 «NovaTAK» 117 682 40 098 37 204 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

(continued)
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Place in
the
ranking
of the
«Expert»

Company Change in
the
volume of
sales, in
RUR
(mln)

Change in
profit
before
taxation,
in RUR
(mln)

Change in
profit after
taxation,
in RUR
(mln)

The ratio of
increase of
profit and
growth in
sales

Matrix
quadrant

Strategy

22 «Aeroflot—
Russian Airlines»

95 402 14 792 10 652 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

24 «Severstal’» 63 462 −7 140 65 724 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

27 «Vimpelcom» 20 188 −21 203 −15 819 Revenue
grows,
profit falls

quadrant 4
“Crisis of
development”

Review
investment
strategy

28 Magnitogorsk
Metal Factory

51 377 38 029 25 769 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

29 United Aviation
Corporation

57 304 −97 102 −95 113 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

30 «Rusgidro» 17 952 5 487 3 028 Revenue is
growing,
profit is
growing

quadrant 1
“Success”

Keep investment
strategy

31 «Ashan» 30 569 −740 −49 Revenue
grows,
profit falls

quadrant 4
“Crisis of
development”

Review
investment
strategy

33 ГК «Megafon» −1 592 1 182 2 216 Revenue
grows,
profit falls

Quadrant 2
“Delicate
Balance”

Strategy
effectiveness

35 «Rostelecom» −13 562 −30 927 −23 416 Worst Quadrant 3
«Development
Dilemma»

To choose the
direction of
development –
the growth of
sales or profits

36 «Stroygazmontazh» −23 221 16 872 13 780 Revenue
drops,
profit
grows

Quadrant 2
“Delicate
Balance”

Strategy
effectiveness
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Super Pairwise Comparison Matrix
in the Dominant AHP with Hierarchical

Criteria
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Abstract. We have proposed a super pairwise comparison matrix (SPCM) to
express all pairwise comparisons in the evaluation process of the dominant
analytic hierarchy process (D-AHP) or the multiple dominant AHP (MDAHP)
as a single pairwise comparison matrix. This paper shows calculations of super
pairwise comparison matrix in D-AHP with hierarchical criteria.

Keywords: Super pairwise comparison matrix � The dominant AHP � The
multiple dominant AHP � Logarithmic least square method

1 Introduction

AHP (the Analytic Hierarchy Process) proposed by Saaty [1] enables objective deci-
sion making by top-down evaluation based on an overall aim.

In actual decision making, a decision maker often has a specific alternative (reg-
ulating alternative) in mind and makes an evaluation on the basis of the alternative.
This was modeled in D-AHP (the dominant AHP), proposed by Kinoshita and
Nakanishi [2].

If there are more than one regulating alternatives and the importance of each
criterion is inconsistent, the overall evaluation value may differ for each regulating
alternative. As a method of integrating the importance in such cases, CCM (the con-
current convergence method) was proposed. Kinoshita and Sekitani [3] showed the
convergence of CCM.

Ohya and Kinoshita [4] proposed an SPCM (Super Pairwise Comparison Matrix) to
express all pairwise comparisons in the evaluation process of the dominant analytic
hierarchy process (AHP) or the multiple dominant AHP (MDAHP) as a single pairwise
comparison matrix.

Ohya and Kinoshita [5] showed, by means of a numerical counterexample, that in
MDAHP an evaluation value resulting from the application of the logarithmic least
squares method (LLSM) to an SPCM does not necessarily coincide with that of the
evaluation value resulting from the application of the geometric mean multiple D-AHP
(GMMDAHP) to the evaluation value obtained from each pairwise comparison matrix
by using the geometric mean method.

© Springer International Publishing AG 2018
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Ohya and Kinoshita [6] showed, using the error models, that in D-AHP an eval-
uation value resulting from the application of the logarithmic least squares method
(LLSM) to an SPCM necessarily coincide with that of the evaluation value resulting
obtained by using the geometric mean method to each pairwise comparison matrix.

Ohya and Kinoshita [7] showed the treatment of hierarchical criteria in D-AHP
with super pairwise comparison matrix.

Ohya and Kinoshita [8] showed the example of using SPCM with the application of
LLSM for calculation of MDAHP.

Ohya and Kinoshita [9] showed that the evaluation value resulting from the
application of LLSM to an SPCM agrees with the evaluation value determined by the
application of D-AHP to the evaluation value obtained from each pairwise comparison
matrix by using the geometric mean.

This paper shows calculations of SPCM in D-AHP with hierarchical criteria.

2 D-AHP and SPCM

This section explains D-AHP, GMMDAHP and a SPCM to express the pairwise
comparisons appearing in the evaluation processes of D-AHP and MDAHP as a single
pairwise comparison matrix. Section 2.1 outlines D-AHP procedure and explicitly
states pairwise comparisons, and Sect. 2.2 explains the SPCM that expresses these
pairwise comparisons as a single pairwise comparison matrix.

2.1 Evaluation in D-AHP

The true absolute importance of alternative aða ¼ 1; . . .;AÞ at criterion cðc ¼ 1; . . .;CÞ
is vca. The final purpose of the AHP is to obtain the relative value between alternatives

of the overall evaluation value va ¼
PC

c¼1
vca of alternative a. The procedure of D-AHP

for obtaining an overall evaluation value is as follows:

D-AHP

Step 1: The relative importance uca ¼ acvca (where ac is a constant) of alternative a
at criterion c is obtained by some kind of methods. In this paper, uca is
obtained by applying the pairwise comparison method to alternatives at
criterion c.

Step 2: Alternative d is the regulating alternative. The importance uca of alternative
a at criterion c is normalized by the importance ucd of the regulating
alternative d, and udcað¼ uca=ucdÞ is calculated.

Step 3: With the regulating alternative d as a representative alternative, the
importance wd

c of criterion c is obtained by applying the pairwise compar-

ison method to criteria, where, wd
c is normalized by

PC

c¼1
wd
c ¼ 1.
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Step 4: From udca;w
d
c obtained at Steps 2 and 3, the overall evaluation value ta ¼

PC

c¼1
wd
cu

d
ca of alternative a is obtained. By normalization at Steps 2 and 3,

ud ¼ 1. Therefore, the overall evaluation value of regulating alternative d is
normalized to 1

2.2 SPCM

The relative comparison values rcac0a0 of importance vca of alternative a at criteria c as
compared with the importance vc0a0 of alternative a0 in criterion c0, are arranged in a
(CA � CA) or (AC � AC) matrix. This is proposed as the SPCM R ¼ ðrcac0a0 Þ or ðraca0c0 Þ.

In a (CA � CA) matrix, index of alternative changes first. In a (CA � CA) matrix,
SPCM’s ðAðc� 1Þþ a;Aðc0 � 1Þþ a0Þ th element is rcac0a0 .

In a (AC � AC) matrix, index of criteria changes first. In a (AC � AC) matrix,
SPCM’s ðCða� 1Þþ c;Cða0 � 1Þþ c0Þ th element is raca0c0 .

In a SPCM, symmetric components have a reciprocal relationship as in pairwise
comparison matrices. Diagonal elements are 1 and the following relationships are true:

If rcac0a0 exists, then rc
0a0
ca exists and

rc
0a0
ca ¼ 1=rcac0a0 ð1Þ

rcaca ¼ 1 ð2Þ

Pairwise comparison at Step 1 of D-AHP consists of the relative comparison value
rcaca0 of importance vca of alternative a, compared with the importance vca0 of alternative
a0 at criterion c.

Pairwise comparison at Step 3 of D-AHP consists of the relative comparison value
rcdc0d of importance vcd of alternative d at criterion c, compared with the importance vc0d
of alternative d at criterion c0, where the regulating alternative is d.

SPCM of D-AHP or MDAHP is an incomplete pairwise comparison matrix.
There-fore, the LLSM based on an error model or an eigenvalue method such as the
Harker method [10] or two-stage method is applicable to the calculation of evaluation
values from an SPCM.

3 Numerical Example of Using SPCM for Calculation
of D-AHP

Let us take as an example the hierarchy shown in Fig. 1. Three alternatives from 1 to 3
and seven criteria from I to VI, and S are assumed, where Alternative 1 is the regulating
alternative. Criteria IV to VI are grouped as Criterion S, where Criterion IV is the
regulating criterion.
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As the result of pairwise comparison between alternatives at criteria c (c = I,…,VI),
the following pairwise comparison matrices RA

c ; c ¼ I; . . .;VI are obtained:

RA
I ¼

1 1=3 5

3 1 3

1=5 1=3 1

0

B
@

1

C
A; RA

II ¼
1 7 3

1=7 1 1=3

1=3 3 1

0

B
@

1

C
A;

RA
III ¼

1 1=3 1=3

3 1 1=3

3 3 1

0

B
@

1

C
A; RA

IV ¼
1 3 5

1=3 1 1

1=5 1 1

0

B
@

1

C
A;

RA
V ¼

1 1=3 3

3 1 5

1=3 1=5 1

0

B
@

1

C
A; RA

VI ¼
1 1=5 3

5 1 7

1=3 1=7 1

0

B
@

1

C
A:

With regulating alternative 1 as the representative alternative, and regulating cri-
terion IV as the representative alternative, importance between criteria was evaluated
by pairwise comparison. As a result, the following pairwise comparison matrices
RC
I ;R

S
1 are obtained:

RC
1 ¼

I II III IV
I
II
III
IV

1 1=3 3 1=3
3 1 3 1

1=3 1=3 1 1=3
3 1 3 1

0

B
B
@

1

C
C
A

; RS
1 ¼

IV V VI
IV
V
VI

1 1=3 3
3 1 5

1=3 1=5 1

0

@

1

A

The (CA � CA) order SPCM for this example is

Alt. 1 Alt. 2 Alt. 3

Final goal

S

Fig. 1. The hieratical structure
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RðCA�CAÞ ¼
1 1=3 5 1=3 3 1=3

3 1 3

1=5 1=3 1

3 1 7 3 3 1

1=7 1 1=3

1=3 3 1

1=3 1=3 1 1=3 1=3 1=3

3 1 1=3

3 3 1

3 1 3 1 3 5 1=3 3

1=3 1 1

1=5 1 1

3 1 1=3 3 5

3 1 5

1=3 1=5 1

1=3 1=5 1 1=5 3

5 1 7

1=3 1=7 1

0

B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@

1

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A

For pairwise comparison values in an SPCM, an error model is assumed as follows:

rcac0a0 ¼ ecac0a0
vca
vc0a0

ð3Þ

Taking the logarithms of both sides gives

log rcac0a0 ¼ log vca � log vc0a0 þ log ecac0a0 ð4Þ

To simplify the equation, logarithms will be represented by overdots as
_rcac0a0 ¼ log rcac0a0 ; _vca ¼ log vca; _ecac0a0 ¼ log ecac0a0 . Using this notation, Eq. (4) becomes

_rcac0a0 ¼ _vca � _vc0a0 þ _ecac0a0 ; c; c
0 ¼ 1; . . .;C; a; a0 ¼ 1; . . .;A ð5Þ

From Eqs. (1) and (2), we have

_rc
0a0
ca ¼ �_rcac0a0 ð6Þ

_rcaca ¼ 0 ð7Þ

If _ecac0a0 is assumed to follow an independent probability distribution of mean 0 and
variance r2, irrespective of c; a; c0; a0, the least squares estimate gives the best estimate
for the error model of Eq. (5) according to the Gauss Markov theorem.
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There are two types of pairwise comparison in D-AHP: rcaca0 at Step 1 and r
cd
c0d at Step

3. Then Eq. (5) comes to following Eq. (8) by vector notation.

_Y ¼ S _xþ _� ð8Þ

Where

To simplify calculations, v11 ¼ 1 that is _v11 ¼ 0. The least squares estimates for
formula (8) are calculated by _̂x ¼ ðSTSÞ�1ST _Y.

Table 1 shows the evaluation values obtained from the SPCM for this example.

Table 1. Evaluation values obtained by SPCM + LLSM

Criterion I II III IV V VI Overall evaluation value

Alternative 1 1 2.280 0.577 2.280 2.280 5.622 14.038
Alternative 2 1.754 0.299 1.201 0.641 5.622 21.803 31.320
Alternative 3 0.342 0.826 2.498 0.541 0.924 2.416 7.547
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4 Conclusion

SPCM of D-AHP is an incomplete pairwise comparison matrix. Therefore, the LLSM
based on an error model or an eigenvalue method such as the Harker method or
two-stage method is applicable to the calculation of evaluation values from an SPCM.
In this paper, we showed the way of using SPCM with the application of LLSM for
calculation of D-AHP with hierarchical criteria.
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