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Preface

Starting with the success in liquefying He and the surprising discovery of the
superconductivity of Hg by the group in Leiden led by H. Kammerling-Onnes, the
last century provided us with the conceptual framework to understand and handle
macroscopic quantum coherence: “superconductivity” in the case of existence of
charge carriers, or “superfluidity” in the absence of charge carriers. No less than
nine Nobel Prizes have been awarded for breakthrough discoveries and theories
relating to superconductivity and superfluidity, from Kammerling-Onnes’s initial
1913 prize, to the 2016 prize awarded to Thouless, Haldane and Kosterlitz for their
theoretical discoveries of topological phases of matter and topological phase tran-
sitions, including topologically driven superconductivity.

Superconductivity is now an established (although, in some cases, not yet fully
understood) form of macroscopic quantum coherence that regularly impacts the
scientific community with new surprises, such as the discovery of high-temperature
superconductivity in cuprates (Bednorz and Müller, IBM Zürich, Nobel Prize in
1987) followed rapidly by the discovery of superconductivity above the boiling
point of nitrogen in YBa2Cu3O7−x by the Houston group of P. Chu; the discovery of
superconductivity at 40 K in MgB2; and later on, superconductivity in
chalcogenides and pnictides, the last examples also being multi-component
(multi-gap) superconductors. Superconductivity is a solid-state phenomenon that
possesses the advantages that made electronic and semiconductor technology so
successful: scalability and large-scale production. At the same time, radically dif-
ferent functionalities emerge due to macroscopic quantum coherence, from
large-scale, energy-efficient applications due to electric current transportation
without losses, to quantum computing and rapid single flux quantum electronics.

In this context, magnetic flux quanta in superconductors, also named “vortices”
due to the circulating supercurrent supporting them, play crucial roles in both cases:
(i) in superconducting electronics, they are the “carriers” of information instead of
electrons; and (ii) in large-scale power applications, their mobility due to the
Lorentz force leads to unwanted energy dissipation. So, for significant market
penetration of such large-scale applications of superconductors, “pinning” of
vortices by nanoscale engineered defects is crucial.
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This book provides expert coverage of some modern and novel aspects of the
study of vortex matter, dynamics, and pinning in nanostructured and
multi-component superconductors. Vortex matter in superconducting materials is a
field of enormous beauty and intellectual challenge, which began with the
theoretical prediction of vortices by A. Abrikosov (Nobel Laureate for Physics in
2003, sadly deceased on March 23, 2017, age 88). Vortices, vortex dynamics, and
pinning are key features in many of today’s human endeavors: from the huge
superconducting accelerating magnets and detectors at the Large Hadron Collider at
CERN Geneva, which opened new windows of knowledge on the universe, to the
Tokamak fusion magnets that will be utilized at the International Thermonuclear
Energy Reactor in Cadarache, to the tiny superconducting transceivers using rapid
single flux quanta, which have opened a revolutionary means of communication.

In this book, leading researchers survey the most exciting and important recent
developments. The book offers something for almost everybody interested in the
field: experimental techniques to visualize vortices and study their dynamics,
nanotechnologies for improving current-carrying capabilities in high applied
magnetic fields, current anisotropy, second magnetization peak, and intuitive and
theoretical aspects concerning the novelty and beauty of multi-component
superconductivity.

Chapter 1 presents unpublished data regarding the detailed evolution of a vortex
approaching pinning centers. Using scanning Hall probe microscopy, the authors
have directly visualized, at a microscopic level, the interaction of a single quantum
vortex with pinning centers. When few adjacent pinning centers are present, the
vortex can be trapped by one of them, while the interaction of the vortex with the
adjacent pinning centers can be tuned by varying superconducting characteristic
lengths with temperature. It was found that when the vortex size is comparable to
the distance between two pinning centers, the vortex deforms along the line con-
necting the pinning centers and the magnetic flux spreads by embracing both
pinning centers, thus generating a magnetic dipole. In contrast, a vortex located on
an isolated pinning center preserves its round shape up to temperatures close to the
critical temperature. The experimental data are in a good agreement with theoretical
simulations based on the time-dependent Ginzburg–Landau approach.

Thirty years after the discovery of high critical temperature superconductors, the
large-scale application of second-generation superconducting coated conductors
based on rare-earth cuprates (REBa2Cu3O7−x) is still waiting for a lower price in
terms of $/kA m. This can be achieved by increasing the critical current. For
high-field applications, this is even more crucial because of very large Lorentz
forces. Fortunately, nano-engineered artificial pinning centers can provide large
pinning forces to counteract Lorentz forces. Chapter 2 is a comprehensive review of
various materials and architectures used for nanostructured REBa2Cu3O7−x films
with artificial pinning centers (APCs). Several categories of APCs are described in
terms of their dimensionality (nanorods, nanoparticles, nanolayers, segmented
nanorods, and more), and experimental results are discussed under the framework
of Ginzburg–Landau theory. Various results obtained by many groups worldwide
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are presented and analyzed, with emphasis on outstanding pinning performance in a
wide range of temperatures (4.2–77 K) and magnetic fields (1–30 T).

Energy resources are now a major issue in the global economy. It is obvious that
fossil fuels will not last forever. In addition, changes to the climate due to
increasing CO2 emissions are now obvious. Fortunately, we are witnessing the first,
tentative steps toward a clean, sustainable “hydrogen economy,” so in the
not-so-distant future we would expect that liquid hydrogen with its boiling point of
20.3 K will be a common, abundant, and cheap liquid. In these circumstances,
energy-efficient cryo-magnetic devices and equipment (transformers, magnets,
motors, induction furnaces, superconducting-magnet energy storage, fault-current
limiters, etc.) based on MgB2 (a cheap and abundant superconductor with critical
temperature of 40 K) cooled by liquid H will have a performance/price ratio much
better than similar equipment based on copper wires, will require much less energy
to operate, and will be more environmentally friendly. Tuning electronic structure
and nanostructure is the critical issue for engineering an MgB2 superconductor
toward applications. In Chap. 3, a variety of chemical and microstructural control
techniques that have been developed to artificially enhance flux pinning strength in
the material are presented. The influence of chemical additives and oxygen doping
on the formation of nanoprecipitates and superconducting properties, carbon doping
effects, and methods of introducing carbon using different sources and
microstructural control via ball-milling and mechanical alloying techniques are
reviewed and summarized.

As shown in Chaps. 2 and 3, with creative materials nano-engineering,
researchers have been successful in improving critical currents over the field and
temperature ranges relevant to applications. Intrinsic thermodynamic properties and
the interaction between the magnetic vortices and the pinning landscape combine to
determine how much current is supported. Due to both factors, the resultant critical
currents generally vary with the angle of the imposed external field. Chapter 4
explores what is known about this current anisotropy, very important in super-
conducting devices in which various parts are exposed to magnetic fields of various
orientations. The difficulty of this problem stems partially from having two sources
of anisotropy: the anisotropy in the vortex cross section, arising from the intrinsic
mass anisotropy of the carriers of the vortex current; and the anisotropy of the
pinning centers themselves. The effects of these two factors are not easily separated.
It is never possible to have a fully isotropic pinning landscape in an anisotropic
superconductor. If the critical current (Ic) varies strongly with angle, this presents
challenges for coil designers who must keep the coil within safe operating margins
of I/Ic everywhere within the coil. An unpredictable or only weakly predictable
Ic with field, field orientation, and temperature means exploiting the full capacity
of these materials is compromised. The chapter summarizes the common methods
to analyze the critical current anisotropy. Firstly, there are scaling methods, such as
the Blatter scaling and other scaling approaches which are a modification of this
approach. Secondly, there are more direct methods of calculating the expected
response from defects, which examine the pinning forces on vortices from defects
under certain assumptions, and finally, the author presents the vortex path model or
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maximum entropy method, which is an information theory or statistical approach
for extracting information from the field orientation dependence of critical current.

The strong nonlinear relation between the current density and the electric field,
along with nonlocal interactions, determines the complex behavior of vortex matter,
which also includes “catastrophic” phenomena like vortex avalanches. Chapter 5
presents a brief review of the experimental studies devoted to these unstable vortex
patterns, starting from historical findings up to recent works, and focusing on the
analysis of vortex avalanches bymeans of magneto-optical imaging (MOI). TheMOI
technique, based on either Kerr (in reflection) or Faraday (in transmission) effects, is a
powerful tool for the visualization of magnetic field distribution and enables
the observation of magnetic field distribution in real time, on the whole surface of the
superconductor, with microscopic resolution. The dynamics and morphology of the
vortex avalanches are reported in detail, along with theoretical efforts for under-
standing and modeling this complex phenomenon. It is shown that vortex avalanches
are ubiquitously occurring in superconductors if certain conditions are satisfied; in
particular, temperature, appliedmagnetic field, and applied field rate are of paramount
importance for observing/avoiding these phenomena. Together with the interest in the
fundamental behavior of vortex matter, the understanding of vortex avalanches is
instrumental for assessing the limits of superconductor usage in power applications.

Chapter 6 is devoted to the change of magnetic hysteresis curves and of vortex
dynamics in “self-nanostructured” La2−xSrxCuO4 single crystals (with charge and
spin stripes), offering useful information about the nature of the secondmagnetization
peak occurring for single crystal specimens with random pinning. By decreasing x,
with the external magnetic field oriented perpendicular to the stripe plane, the second
magnetization peak completely disappears in the doping domain of a well-developed
static stripe structure (x ∼ 1/8) and reappears for x ≤ 0.10. This behavior follows the
instability of the quasi-ordered vortex solid (the Bragg vortex glass, stable against
dislocation formation) in the presence of static stripe order (as revealed using
small-angle neutron scattering experiments), which is confirmed by the determined
temperature variation of the normalized vortex-creep activation energy. The results
support the scenario in which the second magnetization peak is generated by the
pinning-induced disordering of the Bragg vortex glass in the dynamic conditions of
magnetic measurements.

The last two chapters are devoted to multi-component superconductivity, which is
a rather new and very “fashionable” quantum phenomenon in various supercon-
ducting materials: multi-band superconductors in which different superconducting
gaps open in different Fermi surfaces, films engineered at the atomic scale to enter the
quantum confined regime, multilayer, two-dimensional electron gases at oxide
interfaces, and complex materials in which different electronic orbitals or different
carriers participate in the formation of the superconducting condensate. The increased
number of degrees of freedom of the multi-component superconducting wave func-
tion allows for quantum effects that are otherwise unattainable in single-component
superconductors. Chapter 7 focuses on inter-band phase difference soliton, the
fractionalization of the unit magnetic flux quantum, and frustration between quantum
phases of multiple components. Taking into account the fluctuations in the inter-band

viii Preface



phase difference provides a bridge between superconducting multiband condensates
and other multicomponent macroscopic quantum systems such as Bose–Einstein
condensates with multiple components and particle physics systems governed by a
non-Abelian gauge field. Chapter 8 is theory-focused, investigating various exci-
tation modes in multi-gap superconductors. In particular, the Nambu–Goldstone
mode, Leggett mode, and Higgs mode are important and play a key role in multi-gap
superconductors. The multiple-phase invariance in a multi-gap system is partially or
totally spontaneously broken in a superconductor. The dispersion relation and the
mass formulas of these modes are evaluated by using the functional integral method.
The broken multiple-phase invariance leads to a new quantum phase such as
time-reversal symmetry breaking, the emergence of massless modes, and fractionally
quantized-flux vortices.

Finally, apart from the colleagues, friends, and collaborators who contributed to
this book, I am grateful to my many friends from the Vortex community (VORTEX
10th Jubilee Conference is held in September 2017 in Rhodes together with the
65th anniversary of its initiator, Prof. V.V. Moshchalkov). The birth and title of this
book are related to the International Conference on Superconductivity and Mag-
netism organized by Prof. Ali Gencer (Ankara University) every even year since
2008. Together with my friend, Prof. M. Milosevic (Antwerpen University), I
chaired and co-organized a session entitled “Vortices and Nanostructured
Superconductors,” which provided excellent, world-class contributions and vivid
discussions among the very best people in the field. And last, but not least, my
special thanks to Sara Kate Heukerott from Springer who proposed this endeavor to
me.

Financial support from the Romanian Ministry of Research and Innovation
through POC (European Regional Development Fund, Operational Fund
Competitiveness) Project P-37_697 number 28/01.09.2016 is gratefully
acknowledged. Various funding agencies supporting the research activities which
led to the results reported are mentioned in each chapter.

Bucharest, Magurele, Romania Adrian Crisan
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Chapter 1
Vortex Deformation Close
to a Pinning Center

Jun-Yi Ge, Joffre Gutierrez, Valadimir N. Gladilin, Jacques Tempere,
Jozef T. Devreese and Victor V. Moshchalkov

1.1 Introduction

In type-II superconductors, above the lower critical field Hc1, magnetic field pene-

trates into the superconductors in the form of quantized vortices with flux 𝛷0 = h∕2e
(h, Plank constant; e, electron charge), forming the Abrikosov vortex lattice. When

a current is applied, the vortices experience a Lorentz force perpendicular to the

applied current. Vortex motion under this force leads to energy dissipation that limits

technological applications. One common way to solve the problem is by introduc-

ing pinning centers to the superconductors, such as lithographically formed well-

controlled pinning sites [1–4], ion-irradiated point defects [5], grain boundaries

[6], and nanostructured self-assembled non-superconducting phases [7–9]. In all the

above cases, the local superconductivity at pinning centers is suppressed, thus mak-

ing them energetically favorable for vortices to be located on. Therefore, the criti-

cal current, above which the dissipation appears due to the vortex motion, can be

strongly enhanced.

The vortex–pinning effect has been widely studied by many methods, for exam-

ple, transport measurements [10–12], ac susceptibility measurements [13–15], and

dc magnetization measurements [4, 16, 17]. In the transport measurements, vor-

tices, going through a serious of different dynamic regimes [18], are depinned at

large enough current density. Theoretical calculations predict that the vortex core

becomes elongated along the direction of motion [19]. In the ac susceptibility mea-

surements, under an ac driving force, vortices oscillate around the pinning centers.

The interaction between pinning and vortices is manifested a sudden drop of the

temperature dependence of in-phase ac susceptibility and a dissipation peak of the
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2 J.-Y. Ge et al.

out-of-phase ac susceptibility. Various phenomena have been revealed by using ac

susceptibility measurement, such as the order–disorder transition and the memory

effect of vortex lattice [13]. Isothermal magnetization measurement has also been

used to study the vortex–pinning interaction. From the MH curves, the critical cur-

rent density can be deduced which is directly related to the pinning effect of the

superconductor.

However, most of these effects, such as vortex creep [20] and thermally activated

flux motion [21], are based on the macroscopic response of the whole vortex lattice

to the external drive. At the same time, little attention has been paid to the study

of the behavior of an individual vortex when interacting with a pinning potential. A

close investigation of this behavior can help us to manipulate vortices at a micro-

scopic level which is important for potential applications such as quantum com-

puting [22] and vortex generators [23]. Using the Ginzburg-Landau (GL) theory,

Priour et al. [24] calculated the vortex behavior when approaching a defect. They

predicted that a string will develop from the vortex core and extend to the vicinity

of the defect boundary, while simultaneously the supercurrents and associated mag-

netic flux spread out and engulf the pinning center. However, this process happens

fast and the vortex will be quickly attracted to the pinning center location, making it

extremely hard to access directly with the local probe techniques so far.

Here, we propose a way to solve this problem by using a pair of pinning potentials

where one of them traps a vortex. By changing the characteristic lengths, 𝜉 (coher-

ence length) and 𝜆 (penetration depth), simply through varying temperature, we are

able to modify the effective interaction between the pinned vortex and the other pin-

ning center nearby. This allows us to directly image the interaction process between a

vortex and a pinning center with scanning Hall probe microscopy (SHPM). We have

found that, with increasing temperature, the vortex shape becomes elongated with

magnetic flux spreading over the adjacent pinning potential, thus providing strong

evidence to the “string effect.” The results of theoretical simulations based on the

time-dependent Ginzburg-Landau (TDGL) approach are in line with our experimen-

tal findings.

1.2 Experimental

Our experiment is carried out on a 200-nm-thick superconducting Pb film prepared

by ultra-high-vacuum (UHV) e-beam evaporation on a Si/SiO2 substrate . During the

deposition, the substrate is cooled down to liquid nitrogen temperature to avoid the

Pb clustering. On top of Pb, 5-nm-thick Ge layer is deposited to protect the sample

surface from oxidation. The sample surface is checked by atom-force microscopy

(AFM), and a roughness of 0.2 nm is found. The critical temperature T
c
= 7.3 K is

determined by the local ac susceptibility measurements with a superconducting tran-

sition width of 0.05 K, indicating high quality of the sample. The pinning centers in

the sample are created during sample preparation, and they appear randomly dis-

tributed. The local magnetic-field distribution was mapped using a low-temperature
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(a) (b) (c)

(d) (e) (f)

Fig. 1.1 Distribution of vortices after field cooling, revealing locations of pinning centers. a–b:

FC images at H = 0.3 Oe (a), 2.4 Oe b and 3.6 Oe (c). a and b were taken at the same area,

while c is taken at the area indicated by the square in (b). At low field (a), only single quantum

vortices, sitting on the pinning centers, are observed. At relatively high fields (b) and (c), when all

the pinning centers are occupied, pinned giant vortices with vorticity L = 2 and interstitial single

quantum vortices appear. d Field profile along the cross section for the pinned vortices indicated

by the solid lines in (a). e Field profiles along the dashed lines as shown in (b). f Vortex profile

(symbols) along the dotted line in (c). The solid lines in panels d–f represent fitting of the data with

the monopole model. The insets in d–f schematically show the pinned vortices at position II, with

respect to the pinning landscape

SHPM from Nanomagnetics Instruments with a temperature stability better than 1

mK and magnetic-field resolution of 0.1 Oe. All the images are recorded in the lift-

off mode by moving the Hall cross above the sample surface at a fixed height of

∼0.7µm. In all the measurements, the magnetic field is applied perpendicular to the

sample surface.

1.2.1 Distribution of Pinning Centers

Figure 1.1 displays the vortex distributions at T = 4.2 K after field cooling (FC). It is

well known that, in the presence of pinning, vortices will nucleate first at the pinning

centers as shown in Fig. 1.1a. Two vortices, sitting at positions I and II, are observed

in the scanned area. The field profiles for both vortices are displayed in Fig. 1.1d. It is

shown that the field strength at the center of the vortex located at position I is higher
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than that of vortex sitting at position II. To get quantitative information of confined

magnetic flux and penetration depth, the monopole is used [25] with the following

expression for the vortex-induced magnetic field:

Bz(r, z0) =
𝛷

2𝜋
z0 + 𝜆

[
r2 +

(
z0 + 𝜆

)2]3∕2 (1.1)

where 𝛷 is the total flux carried by a vortex, 𝜆 is the penetration depth, and z0 is the

distance between effective two-dimensional electron gas (2DEG) of the Hall cross

and the sample surface. The distance z0 is constant in the used lift-off scanning mode.

The fitting results are shown by solid lines in Fig. 1.1d, yielding 𝛷
I

= 𝛷
II

= 1.1𝛷0,

𝜆
I
+ z0 = 0.84µm and 𝜆

II
+ z0 = 0.88µm. Since 𝜆 is related to the superfluid den-

sity, 𝜌s ∝ 𝜆
−2

[26], the larger value of 𝜆
II
+ z0, as compared to 𝜆

I
+ z0, suggests a

stronger suppression of superconducting condensate at the pinning site where vor-

tex II is located.

The weakened superconductivity at the vortex-II position is further confirmed by

the data of FC at a higher field as demonstrated in Fig. 1.1b. At position I, the field

pattern in Fig. 1.1b apparently corresponds to a giant vortex with vorticity L = 2.

On the other hand, around position II, two adjacent vortices are observed. The field

profiles along the dashed lines in Fig. 1.1b are displayed in Fig. 1.1e. Both of them

can be well fitted by two 𝛷0-vortices located the distance of 3.7µm (profile (1))

and 1.27µm (profile (2)) from each other. The fitting results are shown by the solid

lines. We also notice that in Fig. 1.1b, the distance between the two vortices located

at position II is much smaller than that between interstitial vortices (indicated by

the circles in Fig. 1.1b). All these observations suggest that there exist two adjacent

pinning sites at the positions II. The pinning potentials of these sites force the two

vortices to overcome the vortex–vortex repulsive interaction and stay close to each

other. At even higher fields (Fig. 1.1c), one of the two adjacent pinning sites attracts

two flux quanta as demonstrated by the field profiles in Fig. 1.1f. This may indicate

that its pinning strength is stronger as compared to the bottom located pinning site.

1.2.1.1 Vortex Deformation with Temperature

Based on the above estimate of the relative pinning strength, now we focus on the

effect of adjacent pinning potentials on a single vortex. To do this, we perform FC

at 0.6 Oe to trap one 𝛷0-vortex (vortex located at position II in Fig. 1.2a). When

warming up the sample, both 𝜉(T) and 𝜆(T) increase as compared to the temperature-

independent distance between the two adjacent pinning sites. In other words, a vortex

pinned to one of these sites effectively “approaches” the neighboring site. Each step

of this process is imaged directly by SHPM as displayed in Fig. 1.2a–f. For com-

parison, the field of the vortex located at position I, trapped by an isolated pinning

center, is also recorded and analyzed.

At low temperature, both vortices exhibit a circular shape, suggesting the super-

currents are localized about the vortex core. With increasing temperature, the vor-
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 1.2 (Color online) Vortex deformation observed at the pinning centers. a–f Scanning Hall

probe microscopy images measured after first performing field cooling down to 4.2 K (a) and then

increasing temperature to 5.5 K b, 6.5 K c, 6.9 K (d), 7.1 K e and 7.15 K (f). The circles in f indicate

the locations where the two 𝛷0-vortices are pinned in the FC image of Fig. 1.1b. g Field profiles

of vortexI at different temperatures along the dashed lines indicated in (a). h 𝜆 + z0 as a function

of reduced temperature for vortex I (squares) and II (circles). The dashed line is a linear fit to the

data. (I) Normalized field profiles for vortex II at 4.2 K (open circles) and 7.15 K (filled circles).
For comparison, the field profile of vortex-I at 7.15 K (squares) is also shown

tex at position I preserves its circular shape up to 7.15 K, while the field strength

decreases due to the magnetic profile broadening (Fig. 1.2g), correlated with an

increase in the penetration depth. By fitting the profiles with the monopole of (1.1),

the value of 𝜆(T) + z0 is extracted for different temperatures. According to the two-

fluid model [27], in a superconductor with an isotropic energy gap, the temperature

dependence of the penetration depth follows the expression 𝜆(T) = 𝜆(0)∕
√
1 − t4,

where 𝜆(0) is the zero temperature penetration depth and the reduced temperature

is t = T∕T
c
. As shown by the circles in Fig. 1.2h, for vortex at position I the linear

dependence of 𝜆 on (1 − t4)−1∕2 is obeyed, yielding 𝜆(0) ≈ 244 nm from the slope.

However, the corresponding plot for the vortex located at position II (squares in

Fig. 1.2h) fails to follow a linear dependence. This is mainly due to a vortex defor-
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mation so that the monopole model cannot adequately describe the field distribution.

As demonstrated in Figs. 1.2a–f, for vortex at position II, the broadening of the field

profile with increasing temperature is asymmetric. As shown in Fig. 1.2i, the vortex

field profile becomes elongated in the direction of the line connecting the two adja-

cent pinning centers (indicated by the open circles in Fig. 1.2f). The fact that this

deformation only happens at high temperatures is in agreement with the prediction

of [24]: There exists a temperature-dependent critical distance d
c

between a vortex

and a pinning center for the “string effect” to happen.

1.2.1.2 Simulation Results

To further analyze the observed phenomena, we performed simulations using the

time-dependent Ginzburg-Landau (TDGL) equations (see, e.g., [26]). In our model,

pinning centers in a superconducting film correspond to reduced local values of the

mean free path l. In the case of inhomogeneous mean free path, the TDGL equation

for the order parameter 𝜓 can be written as follows:

(
𝜕

𝜕𝜏
+ i𝜑

)
𝜓 = l

lm
(∇ − i𝐀)2 𝜓

+2 (1 − t)
(
1 −

lm
l
|𝜓|2

)
𝜓, (1.2)

where 𝜑 and 𝐀 are the scalar and vector potentials, respectively, and l
m

is the mean

free path value outside the pinning centers. The relevant quantities are made dimen-

sionless by expressing lengths in units of

√
2𝜉(0), time in units of 𝜋ℏ∕(4k

B
T

c
) ≈

11.6𝜏GL(0), magnetic field in units of 𝛷0∕(4𝜋𝜉2(0)) = H
c2
(0)∕2, scalar potential in

units of 2k
B
T

c
∕(𝜋e), and 𝜓 in units of |𝜓∞|, the order parameter magnitude far away

from pinning centers at H = 0 . Here, 𝜇0 is the vacuum permeability, 𝜏GL is the

Ginzburg-Landau time, and 𝜉(0) is the coherence length outside the pinning centers

at zero temperature.

The vector potential 𝐀, for which we choose the gauge ∇ ⋅ 𝐀 = 0, can be repre-

sented as 𝐀 = 𝐀e + 𝐀s. Here, 𝐀e denotes the vector potential corresponding to the

externally applied magnetic field 𝐇, while 𝐀s describes the magnetic fields induced

by the currents 𝐣, which flow in the superconductor:

𝐀s(𝐫) =
1

2𝜋𝜅2 ∫
d3r′

𝐣(𝐫′)
|𝐫 − 𝐫′| , (1.3)

where 𝜅 = 𝜆∕𝜉 is the Ginzburg-Landau parameter and the current density is

expressed in units of 𝛷0∕[2
√
2𝜋𝜇0𝜆(0)2𝜉(0)] = 3

√
3∕(2

√
2)j

c
(0) with j

c
, the crit-

ical (depairing) current density of a thin wire or film [26]. Integration in (1.3) is

performed over the volume of the superconductor.
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(a)

(c)

(d) (e) (f)

(b)

Fig. 1.3 (Color online) Simulation results. a Variations of the normalized mean free path in a

28 × 28µm2
superconductor containing seven symmetric pairs of pinning centers with different

sizes and strength. b Line profile of one pinning pair showing the variation of the normalized mean

free path. c 3D view of magnetic-field patterns, corresponding to different values of progressively

increasing temperature after field cooling to T = 0 at H = 0.00375Hc2. Seven pinned 𝛷0 vortices

and one interstitial vortex i are observed. The lower panels display an enlarged “top view” of the

area indicated by the rectangles in each image. The dashed circles schematically show the pinning

centers. The vortex field profiles along the direction of solid lines in c at T = 0 and 0.95T
c

are given

in (d) and (e), respectively. The inset in panel d provides a close view of the field profile for vortex

II in the region between the two pinning centers. f Current density vector distribution for a vortex

sitting on one pinning center of a pinning pair is indicated by the circles. The red dashed lines and

the arrows show schematically the flow of vortex current around the pinning pair
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In general, the total current density contains both the superconducting and normal

components: 𝐣 = 𝐣s + 𝐣n with

𝐣s = (1 − t)
[
Im (𝜓∗∇𝜓) − 𝐀|𝜓|2] , (1.4)

𝐣n = −𝜎

2

(
∇𝜑 + 𝜕𝐀

𝜕t

)
, (1.5)

where 𝜎 is the normal-state conductivity, which is taken as 𝜎 = 1∕12 in our units [28].

The distribution of the scalar potential 𝜑 is determined from the condition

∇ ⋅ 𝐣 = 0, (1.6)

which reflects the continuity of currents in the superconductor. Both j
n

and 𝜑 vanish

when approaching (meta)stable states, which are of our main interest here.

We assume that the thickness of the superconductor film is sufficiently small, so

that variations of the order parameter magnitude across the sample as well as currents

in the this direction are negligible and (1.2) becomes effectively two-dimensional.

This equation, together with (1.3) and (1.6), is solved self-consistently following the

numerical approach described in [29]. Below, we consider a superconducting square

with thickness of 200 nm, lateral sizes X × Y = 20µm × 20µm, 𝜉(0) = 210 nm, and

𝜆(0) = 160 nm. As shown in Fig. 1.3A, the pinning sites are introduced as circular

areas, where the mean free path l is smaller than its value l
m

outside pinning cen-

ters. These pinning sites are arranged to form seven symmetric “pinning pairs” with

different size/depth of pinning centers and distances between them.

The calculated vortex shape evolution with increasing temperature is displayed in

Fig. 1.3c. After field cooling down to T = 0, a 𝛷0 vortex is trapped by one of the pin-

ning centers of each pinning pair. Remarkably, the distribution of the magnetic field,

induced by such a pinned vortex, exhibits a tail toward the neighboring pinning cen-

ter. In contrast, the interstitial vortex, marked as I, remains circularly symmetric up to

T
c
. The field distribution in the vicinity of pinned vortex-II at different temperatures

is plotted as a color map below each image. The dashed circles indicate the posi-

tions of the two pinning centers, which form the pinning pair. At T = 0, while most

of the flux is accumulated around one pinning center (black circle), a “magnetic-

field dipole” appears at the position of the other pinning center (white circle). This

can also be seen from the magnetic profiles (Fig. 1.3d), which are taken along the

solid lines drawn in Fig. 1.3c (for comparison, the vortex profile for vortex-I is also

shown). From the inset to Fig. 1.3d, a field dip between the two pinning centers is

clearly seen.

The aforementioned magnetic-field dipole is reminiscent of what we have reported

for the Meissner state of a superconductor [30]. When the Meissner currents flows

through an area containing a pinning center, they generate in its vicinity two opposite

sense current half-loops. The magnetic-field pattern, induced by this current config-

uration, has a dipole-like form (see Fig. 1.4a), which can be considered as a bound
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Fig. 1.4 (Color online) a Vortex dipoles observed in the Meissner state of a superconducting Pb

film with naturally formed pinning centers. The bright red (dark blue) color indicates high (low)

magnetic field. b Variations of the mean free path l assumed for simulation in a superconductor with

one pinning center of elongated shape. (c) Simulated magnetic-field distributions for the pinning

configuration in B, taken with the time step 𝛥tau = 5. Single quantum vortices and antivortices are

generated from the pinning center at large enough external current (je = 0.55jc(T)), applied in the

x direction. The simulations are performed for the penetration depth 𝜆 = 𝜉 and the thickness d = 𝜉,

where 𝜉 is the coherence length. No external magnetic field is applied
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vortex–antivortex pair. Such a bound vortex dipole is qualitatively different from the

vortex–antivortex pairs usually observed in the mixed state of a type-II supercon-

ductor. Thus, the magnetic flux corresponding to either pole of a vortex dipole is

not quantized: It is proportional to the local density of the Meissner currents and

hence to the strength of the applied magnetic field. At the same time, our theoret-

ical calculations show that, depending on the size and shape of a pinning center,

bound vortex dipoles may evolve into spatially separated vortices and antivortices,

if the current density flowing nearby the pinning site is sufficiently high (see Fig. 1.4b

and c). In that sense, bound vortex dipoles may be considered as precursors of fully

developed vortex–antivortex pairs, in which a vortex (antivortex) carries just one flux

quantum. From the point of view of possible applications, measurements of bound

vortex dipoles can provide a convenient way to detect hidden submicron defects in

superconducting materials in a noninvasive way, which is rather difficult by using a

conventional X-ray method.

While in [30] the magnetic-field dipoles are generated by the Meissner current

flowing around regions with weakened superconductivity, here the vortex current

plays the same role. The origin of the described magnetic-field patterns can be easily

understood from Fig. 1.3f, which shows the current density vector distribution for a

vortex trapped by one of the sites of the pinning pair. The vortex current extends to

engulf both pinning centers of the pair as indicated by the arrows, while between the

two pinning centers the current density is reduced. Such a current distribution leads

to the formation of a dipole-like pattern of the magnetic field at the location of the

unoccupied pinning site.

When increasing temperatures, the circulating currents of the vortex spread over

a larger area due to an increase of 𝜆. As a result, the supercurrent flowing around the

unoccupied pinning center becomes stronger and the “magnetic-field dipole” signal

is enhanced. However, due to the limited resolution of our experimental technique,

a negative field signal between the two pinning centers is rather difficult to detect.

At even higher temperatures (T ≥ 0.95T
c
), when the vortex core size, which is ∼𝜉,

becomes comparable to or larger than the size of the pinning pair as a whole, the

thermodynamically stable state corresponds to a vortex centered between the pinning

sites (see Fig. 1.3e): Just this position of the vortex provides the maximum overlap

of the vortex core with the pinning sites. In this case, the pinning pair acts as a single

pinning site with strongly anisotropic shape, which leads to an elongated magnetic-

field pattern for the pinned vortex. Similar pinning geometry conversion has also

been suggested in Refs. [31, 32]. We have also simulated the vortex deformations in

the case of asymmetric pinning pairs, which lead to qualitatively similar results (not

shown here).

The vortex distributions at relatively high magnetic fields are shown in Fig. 1.5.

At those fields, a pinning center can accommodate more than one vortex. This is con-

sistent with what we have observed in Fig. 1.1b. However, instead of giant vortices,

which may be presumed from the experimental data, vortex clusters are formed at

pinning sites considered in our theoretical model. This resembles the effect observed

in superconducting film with blind antidots, where, due to the large size of blind

holes, the trapped n𝛷0 multiquanta vortex at the antidot dissociates into n individual
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(a) (b)

Fig. 1.5 (Color online) Vortex patterns at relatively high magnetic fields. a Vortex patterns, cor-

responding to FC, for the pinning landscapes of Fig. 1.3a at H = 0.025H
c

a and 0.035H
c2

(b)

𝛷0 vortices in the bottom superconducting layer [33]. In this connection, it seems

worth mentioning that at present, the resolution of our experimental technique may

be not sufficient to confidently distinguish between giant vortices and compact vortex

clusters.

To summarize, we have performed both experimental and theoretical studies of

vortex states in the vicinity of a pinning center. Our experimental work provides

clear evidence of vortex deformation by a nearby pinning center, where the vortex

supercurrents and the induced magnetic-field profile expand and engulf the pinning

site. The results of our TDGL theoretical modeling, which are fully consistent with

the experimental observations, reveal an additional fine structure (“magnetic-field

dipoles”) in the magnetic field patterns, induced by those deformed vortices. By sim-

ply varying the temperature, the vortex geometry can be well controlled. A detailed

understanding of vortex deformation by adjacent pinning centers paves the way to

manipulate the vortex current distributions at a microscopic level. This provides new

possibilities to control single flux quanta in superconducting devices.
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Chapter 2
Pinning-Engineered YBa2Cu3Ox
Thin Films

Paolo Mele, Adrian Crisan and Malik I. Adam

2.1 Introduction

In order to be used for practical applications such as lossless current transportation,
winding of magnets, etc., superconducting materials should possess not only high
enough critical temperature Tc, but also critical current density Jc, and upper critical
field Bc2 as large as possible to cover a wide range of the currently available and
future technologies of superconductivity.

Introduction of nanosized artificial pinning centers (APCs) was widely used to
strongly enhance Jc of high-temperature superconductor (HTSC) like YBa2Cu3Ox

(YBCO, Tc = 92 K) in magnetic field. Figure 2.1 shows the performance of
state-of-the-art YBCO thin films with APCs in comparison with other supercon-
ducting materials [1]. It is worth noting the outstanding performance of
APCs-added YBCO films at 77 K, surpassing the conventional superconducting
metallic cables (NbTi, Nb3Sn) at 4.2 K. The incorporation of one-dimensional
defects such as nanorods in YBCO films prepared by pulsed laser deposition
(PLD) could be exemplified as to how effective the APC technology evolves. After
the pioneering work of J. McManus-Driscoll and coworkers on YBCO+BZO
nanorods [2], in 2008 YBCO films added with 4 wt% BSO have been reported to
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generate a Jc = 0.3 MA/cm2 and global pinning force Fp = Jc × B = 28.3 GN/m3

at 77 K, 3 T (B //c) [3]. Rapid progress in the maximum global pinning force in
YBCO added with nanorods has been reported during the following years by
decreasing the operating temperature: 120 GN/m3 at 65 K with niobate addition [4];
405 GN/m3 at 40 K in YBCO added with BHO [5]; 700 GN/m3 at 30 K, 1000
GN/m3 at 20 K [6]; and even 1750 GN/m3 at 4.2 K [7] in YBCO with 25% of Zr.
Besides Fp

max, another parameter used to quantify the applicability range of YBCO
films is the irreversibility field (Birr). Remarkable improvements of Birr (77 K) = 11
T of YBCO+BSO have been published recently. Birr = 14.8 T (77 K) for MOCVD
(Y,Gd)BCO doped with 15% vol Zr [7], Birr = 15 T for LTG-SmBCO-BHO [8],
and Birr = 15.8 T for GdBCO-BHO on Hastelloy [9].

The impressive performances of YBCO added with nanorods are counterbal-
anced by the fact that Jc is found to be intrinsically anisotropic in relation to the
direction of the applied magnetic field with a broad maximum for B//c-axis
direction. Current flow anisotropy was identified as one of the critical issues facing
the practical applicability of these materials since the value of Jc in certain appli-
cations might be needed to be constant in all directions of the applied magnetic field
during machine operation. T. Haugan and coauthors opened the way to solve this

Fig. 2.1 Dependence of critical current density (Jc) on external magnetic field (B) and
temperature (T) for various superconducting wires: NbTi (white line), MgB2 (white dotted line),
Bi-2223 (blue solid line), YBCO (red solid line). In the YBCO case, the maximum of the critical
current density can be obtained in a wide region. (Reproduced with permission from [1] with slight
modification)

16 P. Mele et al.



issue with their seminal work on Y-211 randomly dispersed particles (3D-APCs)
added to YBCO films [10]. After that, big progress has been achieved in YBCO
added with isotropic APCs. Impressively, YBCO added with Y2O3 nanoislands
showed extremely high global pinning force: Fp > 1TN/m3 at 4.2 K [11].

Besides the “basic” one-dimensional and three-dimensional APCs
(two-dimensional APCs have been found to be much more difficult to be estab-
lished), the pinning landscape became extremely rich, thanks to the nanoengi-
neering approach of many groups worldwide in the past decade. Several
combinations of APCs have been tried, such as adding randomly dispersed islands
to the nanorods, cutting the nanorods when nanolayers are deposited parallel to the
films’ thickness, and several more diverse approaches. All of them will be covered
in this extensive review.

This chapter is divided in three parts:

(i) Critical current and pinning force in pure YBCO superconductors and their
limits

(ii) Artificial pinning center approach with broad overview of experimental
results and theoretical models

(iii) Summary of the performance of APCs-added YBCO and general conclusion.

2.2 Critical Current and Pinning Force in Pure
YBa2Cu3Ox Thin Films

After the discovery of YBCO in 1987 [12], the first oxide superconductor with
Tc = 92 K, a temperature that is larger than the boiling point of nitrogen, the great
potential of this material for practical application has been immediately anticipated
and many research groups have focused on the transport properties of sintered
YBCO. Despite of considerably large irreversibility field (Birr ∼ 7 T at 77 K) in the
bulk form of the sintered material, the critical current was found to have very low
values in excess of 102 A/cm2 or so, not surpassing the typical performance of
copper cables.

The reason of the low values of Jc has been found into the low coherence length
of YBCO, so that consequently Jc does not pass easily through the grain boundaries
[13]. Early studies of bulk YBCO and related REBCO (RE = lanthanide rare earth)
materials have been demonstrated that Jc can be enhanced thanks to the alignment
of the grains by melt-texturing-growth (MTG) approach [14]. MTG allowed
obtaining Jc in the order of 104 A/cm2, two orders of magnitude larger than for
sintered material. Indeed, the MTG REBCO materials are able to trap huge values
of magnetic field [15, 16] and can be used for energy storage. However, as a matter
of fact, MTG bulk materials are inherently brittle and then not feasible for devel-
opment of long and flexible cables for the effective transportation of electrical
current.
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The same problem of low critical currents due to the misorientation of the grains
has been found at first in the so-called first-generation wires and tapes (1G-WT),
based on (Bi,Pb)2Sr2Ca2Cu3Ox (Bi-2223) materials and produced by powder-in
tube approach. Bi-2223 tapes can be used for power cables, but are not feasible for
use at 77 K in any magnetic field of significant magnitude. The reason is the drastic
suppression of Birr (T) to the very low value of 0.2 T due to the large anisotropy
[17].

From early 1990s, researchers focused on the development of
“second-generation wires and tapes” (2G-WT). 2G-WT are called “coated con-
ductors” (CC): The superconducting layer (usually YBCO or REBCO) is coated on
a substrate in such a way as to obtain both in-plane and out-of-plane texturing of the
superconducting grains in a biaxial alignment [18]. The biaxial alignment (i.e., the
perfect epitaxy) can be easily obtained on a single crystal, which sizes are few cm,
but is more difficult to achieve over long lengths (on the km scale) which are
indispensable for practical applications.

Two kinds of approaches to prepare long-length CC have been proposed: ion
beam-assisted deposition (IBAD) [19] and rolling-assisted biaxially textured sub-
strates (RABiTS) [20]. IBAD technique involves the deposition of biaxially ori-
ented buffer layer on polycrystalline metallic substrate, followed by deposition of
superconducting film. In RABiTS, the metallic substrate (Ni) is biaxially textured as
effect of cold rolling and recrystallization. The story of 2G-WT is the story of
technological progress on IBAD and RABiTS, with continuous improvement in
performance (critical current and pinning force) and length of the tapes. However,
further discussion on 2G-WT is beyond the scope of this chapter. Nevertheless, the
interested reader is kindly referred to the detailed analysis of the 2G-WT which can
be found in the excellent textbook [21] and reviews [22, 23].

Parallel to the development of IBAD and RABiTS, a plethora of research has
been done and duly published on the fabrication and characterization of YBCO
films on single crystals, and the state-of-the-art advancement was the Jc > 106

A/cm2 (self-field, 77 K, B//c) for YBCO films. It was concluded from this striking
development that YBCO films can carry currents two orders of magnitude larger
than the MTG YBCO materials.

It is quite impressive to see how, in about 28 years, four orders of magnitude
improvement on the value of the critical current in YBCO materials has been
achieved, thanks to the combined progress in material and flux pinning engineering.

The epitaxial YBCO films formed on single-crystal substrates via the
non-equilibrium process such as pulsed laser deposition (PLD) [24] or chemical
routes such as trifluoroacetate-metal oxide deposition (TFA-MOD) [25] and metal
organic chemical vapor deposition (MOCVD) [26] have high Jc of 1–5 MA/cm2 at
77 K and zero field (see, e.g., [27] and references therein, [28]). This is because the
various crystal defects which are naturally formed during the deposition of the
epitaxial YBCO films such as antiphase boundaries, grain boundaries, stacking
faults [29–33], voids, compositional impurities, fine precipitates, and dislocations
[34] exist in a high density in the film, in addition to oxygen vacancies and twins
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[35–37]. Schematic representation of natural defects in YBCO thin films is reported
in Fig. 2.2 [38].

From early studies of PLD-prepared YBCO superconductor films, it has been
proven that the three-dimensional Volmer–Weber growth mechanism creates steps
on crystal substrate which acts as nucleation sites thereafter [27]. AFM images
show growth spirals on PLD film, and this feature was accepted as clear evidence
for the presence of screw dislocations in the structure of the grown films. Fur-
thermore, cross-sectional TEM images have also presented evidence of the
columnar microstructure of the PLD films. This was ascribed to the growth of spiral
columns intertwined with the grain boundaries. The dislocations, both screw and
edge dislocations which are found to extend along the c-axis of the films, have been
suggested to act as strong pinning centers for the vortices in YBCO films. This was
the case since the dislocation core is normal and its diameter is about 1–3 nm,
which is comparable with the coherence length of the superconductor [30–40].
However, it is very difficult to control the density and distribution of the disloca-
tions in order to improve Jc under magnetic fields. This has been the problem for
improving the in-field Jc of the pure YBCO films for a long period of time.

2.3 Critical Current and Pinning Force in YBa2Cu3Ox
Thin Films with Artificial Pinning Centers (APCs)

Based on the Ginzburg–Landau model [41, 42], insertion of additional artificial
pinning centers (APCs) on the nanoscale-prepared films is found to be useful as
well as effective approach in enhancing the dynamic Jc in the complex structure of
these materials. The added defects were found to prevent the movement of vortices.
According to global pinning theory, any non-superconducting region of a size d that

Fig. 2.2 Schematic representation of natural thin-films defects proposed as flux pinning sites in
YBCO. (Reproduced with permission from [38])
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is equivalent to few nanometers or approximately equal to the size of a vortex core
radius can act as APC. Hence, the pinning energy of the vortex is then given by

uP =
B2
c

2μ0
πξ2GLd ð2:1Þ

where Bc is the thermodynamically critical field, and ξGL is the Ginzburg–Landau
coherence length. The elementary pinning force, i.e., the pinning force associated
with one single vortex pinned by one single particle can be written as

fp =Up ̸ ξGL =
B2
c

2μ0
πξGLd ð2:2Þ

The global pinning force FP = Jc × B therefore is directly proportional to the
number of particles N so that the critical current is expressed by

Jc =
FP

B
=

Nfp
B

=
NB2

c

2μ0B
πξGLd ð2:3Þ

A classical representation of (2.2) and (2.3) is used for the analysis of an
YBCO MTG bulk containing round-shaped Y2BaCuO5 (Y211) nanosized particles
having a density Np and lattice spacing af, where 1/Np = af

2√3/2 and size d. In this
case, the critical current density of the system is calculated as

Jc =
πξGLB2

c

2μ0B
ffiffiffiffiffi
ϕ0

p Npd2ffiffiffi
B

p 1−
B
Bc2

� �
ð2:4Þ

It can be seen from the above equation that the Jc of the system is directly
proportional to the volume fraction of the nanoparticles, Npd

3, divided by the size of
the vortex core d or, in other words, the number of YBCO/Y211 interfaces. By
extension, this theoretical approach led the experimentalists to choose an approach
allowing the reduction of the size d of the Y211 inclusions in the films in order to
increase Jc. The refinement of Y211 nanoparticle size and the consequent
improvement of Jc have been successfully accomplished by addition of secondary
phases (e.g., Pt [14]).

The APC approach has been successfully extended to YBCO and REBCO thin
films, and outstanding results, with global pinning force exceeding 30 GN/m3 at
77 K, have been obtained by many groups all over the world in the past 10 years.
Summary of pinning performance at 77 K is given in Fig. 2.3.

In the last 2 or 3 years, several groups focused their investigations on the lower
temperatures (from 30 K down to 4.2 K) and high magnetic fields (from 10 T up to
30 T). The performance of APCs-added YBCO and REBCO overcame the “psy-
chological threshold” of 1000 GN/m3, with the present record value of 1750 GN/m3

at 4.2 K, 30 T for YBCO+15%Zr prepared by MOCVD: 100-fold than the
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maximum pinning force of NbTi at the same temperature [7]. Summary of pinning
performance at 4.2 K is given in Fig. 2.4.

The broad-spectrum strategies so far implemented for the production of super-
conducting thin films doped with different APCs can be classified into three main
stream steps. The preliminary step is directed toward finding an element, elemental
oxide, or elemental compound with feasible APC features. The second step is rather
practical and is concentrated onto how to incorporate the viably defined APCs into
YBCO or REBCO superconducting matrix so that the immediate objective here is
to provide a potential pinning site. The third and final broad strategy was devoted to

Fig. 2.3 The global pinning force Fp drawn against the applied magnetic field B at (77 K, B//c)
for YBCO films with several types of APCs. Majority of the samples are described in the main
text. The Fp performance of NbTi wire at 4.2 K was included as a milestone

Fig. 2.4 The global pinning
force Fp drawn against the
applied magnetic field B at
(4.2 K, B//c) for YBCO films
and tapes with several types
of APCs. The samples are
described in the main text

2 Pinning-Engineered YBa2Cu3Ox Thin Films 21



the ways and means that could possibly lead to practical control of the spacing and
the spatial distribution of APCs in the superconducting matrix so that a clear
correlation between APCs and the output values of Jc and Fp can be realized.

The APC selection is usually based on empirical trials and can also be predicted
theoretically or in some cases through the combination of the two. While the
analysis of Jc and Fp can be done through modeling of simple empirical equations,
the Ginzburg–Landau theory of superconductivity stood out as best theoretical
background that is extensively used for data analysis. Different examples of APC
engineering approaches for YBCO thin films will be given in the subsequent pages.

One of the most common classifications of the APCs is related to their dimen-
sionality and shape in relation to the superconducting matrix. Four kinds of APC
can be distinguished as follows:

(i) Zero-dimensional APCs (0D-APCs): the defects smaller than ξ, such as
vacancies, cation disorder, or atomic substitutions at Y or RE site

(ii) one-dimensional APCs (1D-APCs), i.e., linear defects: linear dislocations
obtained by decoration of the substrate; columnar defects obtained by heavy
ion irradiation; and columnar defects incorporated by the addition of sec-
ondary phases such as dislocations and columnar defects

(iii) two-dimensional APCs (2D-APCs), i.e., planar defects such as interfaces in
multilayers, small-angle grain boundaries, antiphase boundaries, and surfaces
of large precipitates

(iv) Three-dimensional APCs (3D-APCs) such as nanoparticles and secondary
phases of the scale of ξ or more.

Other four subcategories are generally obtained by the combination or modifi-
cation of the aforementioned main types which include:

(v) Segmented 1D-APCs, obtained by alternating layers with pure YBCO and
layers of YBCO+nanocolumns

(vi) Mixed 1D+3D APCs, obtained by simultaneous combination of columnar
defects and nanoparticles in hybrid films

(vii) Multilayered 1D+3D-APCs obtained by alternating columnar defects and
nanoparticles in multilayers

(viii) Combined multilayers and nanorods, obtained by simultaneous incorpora-
tion of APCs engineered parallel and perpendicular to the c-axis of the film.

Figure 2.5 represents the four basic cases and their most common combinations.

2.3.1 Zero-Dimensional APCs (0D-APCs)

0D-APCs (or dilute doping, or minute doping) of YBCO or REBCO thin films is
referred to the substitution of very small amounts of foreign elements at Y or RE
site. Several substitutions by element M (M = Tb, Ce, Pr, Nd, La, Co, and Eu) at
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the Y site of YBCO and RE site of REBCO (RE = Dy) were studied [43–48]. The
doping enhances Jc and Fp over the range of the applied magnetic fields, and this is
attributed to two intertwinned factors. Firstly, there is the enhanced concentration of
nanoprecipitates of these substituents in YBCO film compared to the case of the
pure YBCO one (see Fig. 2.6a). Consequently, the resulting stress field induces
lattice misfit in the final structure of the hybrid film. In the case of YBCO added
with Eu at Y site, the most consistent self-field transport Jc values were achieved for
Y/Eu = 0.7/0.3 films, with arguably the densest and smoothest microstructures
(Fig. 2.6b).

Advanced doping with three different rare earth elements at RE site was tried in
the middle of 1990s in melt-textured (Nd0.33Eu0.33Gd0.33)Ba2Cu3Ox (NEG-123)

Fig. 2.5 Schematic
representation of nanometric
artificial pinning centers
(APCs) of different
dimensionality incorporated
in YBCO superconducting
thin film. Details are given in
the main text
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and has shown marvelous performances in terms of Jc and irreversibility field [49,
50]. In the bulk form of these materials, the self-field Jc at 77 K has reached the
level of 105 A/cm2 (H//c-axis), and the irreversibility field was recorded ∼15 T
when the measurement was performed at the applied field of 5 T. A very important
as well as intuitive aspect deduced from the early results is the possibility to reduce
the pinning defect size down to nanoscale level and to engineer a method that
brings the defect size close to the coherence length. These nanoscale particles of
secondary phases, Zn, Mo, Ti, Nb, etc., have eventually enhanced the flux pinning
of these materials up to 3 times compared to that measured on pristine YBCO
compounds. As a result, the pinning force density remained strong up to the liquid
oxygen temperature (90.2 K), which enables magnetic levitation near to the vicinity
of critical temperature of YBCO [51]. The applicability of levitation technology is
thus extended by about 13 K above the usual limit of the boiling point of liquid
nitrogen.

Along this line, studies on NEG-123 films were tried with emphasis on the great
potential of this material for practical applications [52–54]. In comparison with
GdBCO films, pinning performance and irreversibility field were enhanced. It
appeared, however, that there is not much difference between the Jc and Fp values
of the NEG-123 films and the bulk form of the same material. This fact may be
related to issues regarding the structural optimization.

2.3.2 One-Dimensional APCs (1D-APCs)

In the attempt to improve Jc over a wide range of magnetic fields and field ori-
entations, the one-dimensional artificial pinning centers (1D-APCs) in the form of

Fig. 2.6 a SEM micrograph showing nanoprecipitates on the surface of (Y0.7Eu0.3)Ba2Cu3Oy film
grown on CeO2–YSZ substrate; b Jc (77.2 K) of (Y0.7Eu0.3)Ba2Cu3O and YBCO films on CeO2–

YSZ substrates, for varying angle and Happl = 0.2 and 1 T; θ = 0° corresponds to H//c, and
θ = 90° is for H//ab. (Both panels reproduced with permission from [44])
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columnar defects, screw and edge dislocations, and their consequential lattice strain
constitute the most investigated type of pinning centers associated with films and
coated conductors alike. This type of pinning centers is generally classified into
three subcategories.

The first category comprises columnar defects that are introduced into the film
by heavy ion and/or neutron irradiation.

The second subtype is the linear dislocations which can be obtained by deco-
ration of substrate prior to the thin-film deposition.

Nanocolumns composed of secondary non-superconducting phases incorporated
in superconducting film encompass the third subtype: the 1D nanorods. The ability
of these 1D nanorods in restraining the vortex flux line mobility and, hence, the
dramatic improvement of Jc and the global flux pinning Fp were clearly demon-
strated in the optimally doped BaMO3–YBCO samples with (M = Zr, and Sn) [3].
A comparison of the Fp values of the two samples, however, showed that the global
pinning is larger in the BaSnO3-doped sample. Additions of other perovskite
(BaHfO3) or double perovskite nanorods were tried as well.

2.3.2.1 Columnar Defects by Neutron and Ion Irradiation

In the first half of 1990s, significant efforts have been made to create
non-superconducting columns by high-energy irradiation of YBCO single crystals
or thin films with neutrons and heavy ions [55–59]. Both neutrons and heavy ions
have been found as efficient tools for improving Jc, Fp, Birr of the thin films since
the size of defects and vortex core is comparable. Furthermore, the size, density,
and shape of defects are controllable though variation of energy and fluence of the
ions or neutrons.

Due to the high cost of irradiation, this top-down approach was confined to
small-size samples and laboratory studies for long time. Very recently [60],
development of reel-to-reel neutron irradiation facility drastically lowered the cost
to few USD/m so that this way appears feasible for large-scale applications. In the
framework of this “revival,” fast irradiation (exposure of just one second per
0.8 cm2) by 3.5 meV oxygen ions significantly improves the in-field performance
of YBCO tapes without modification of the coating conductor growth in the
industrial process [61].

Develos-Bagarinao et al. [62] proposed a cost-effective way to create nanopores
in MOD YBCO films: conventional Ar ion milling of the films through nanoporous
anodic aluminum oxide (AAO) templates. After irradiation, etching of the YBCO
film revealed columnar voids deeply penetrating into YBCO matrix (Fig. 2.7a).
Despite to low pore density (∼4.56 μm−2), in-field Jc (2 T) was enhanced by a
factor of two with respect to the Jc of the unirradiated films, with typical ab-pinning
(Fig. 2.7b). With AAO membranes having much higher density of pores,
c-axis-correlated pinning and much higher Jc are expected.

Another original approach has been proposed by Sueyoshi et al. [63] by
investigating the flux pinning property in a GdBCO-coated conductor splayed with
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Xe+ ions where the resulted columnar defects were oriented parallel to both c-axis
and the ab plane. The angular dependence of Jc(θ) has been shown to produce
multiple maxima in the field angular orientation dependence of the critical current.

2.3.2.2 Linear APCs in YBCO Films Deposited on Decorated
Substrates and on Functional Buffers

The first bottom-up approach to produce 1D-APCs was the deposition of nanodots
on the substrates followed by deposition of the superconducting film. The imme-
diate effect of the decoration of substrates by 1D-APCs is the formation of linear
dislocations parallel to the c-axis of the superconducting film. This procedure is
now usually named “substrate decoration method.”

In the pioneering work of Crisan et al. [64–66], they deposited an amorphous
phase of Tl-based thin-film superconductor on substrates decorated by sputtered Ag
nanodots. This approach was successful, and the Jc was enhanced to a value more
than one order of magnitude (Fig. 2.8). The drawback of Tl-based materials lies in
their unsuitability for applications because of the toxicity of Tl. Later on, the
technology was applied to YBCO films, numerous studies on improvement of Jc by
linear defects induced by decoration were published so far, and several decoration
techniques were subsequently employed. Examples are annealed CeO2 buffer for
YBCO films [67, 68], iridium-sputtered particles for YBCO films [69], Au, Ag, and
Pd PLD-deposited nanodots [70, 71], spin-coated BaTiO3 and BaZrO3 nanoparti-
cles [72], gas-phase-deposited Y2O3 particles [73], and PLD-deposited Y2O3

particles [74].

Fig. 2.7 a Cross-sectional SEM image of an Ar ion-milled, Br-ethanol chemically etched YBCO
film. The arrow indicates a typical columnar void created by the ion milling and subsequent
etching (reproduced with permission). b In-field current-carrying performance and structural
properties comparing as-grown to ion-milled YBCO films: Angle-dependent Jc (θ) at 77.3 K, 1 T
of as-grown YBCO and ion-milled YBCO. The inset shows the ratio Jc(B//ab)/Jc(B//c) as a
function of applied field. (Both panels reproduced with permission and slightly modified from
[62])
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K. Matsumoto et al. proposed the formation of distributed nanosized Y2O3

islands on the substrate surface, followed by YBCO [75–80] or SmBCO [81]
deposition. Depending on deposition conditions, the formation of yttria nanoislands
of diameter 15–50 nm and height 4–10 nm was found to require a small number of
laser shots, typically 5–10. After chemically etching deposited YBCO films, the
density of the etch pits and the distance between closest neighbors are nearly
identical to those observed for the nanoislands. Nanoislands induce the formation of
extended linear defects such as dislocations, and nearly, all the islands can induce
dislocations inside the film. In such a way, the density of dislocations was enhanced
up to 200–220/μm2

—about three times larger than the natural dislocation density
values. In the best conditions (substrate decorated with 10 laser pulses on Y2O3

target), both Jc and the maximum global pinning force of the samples at 77 K were
enhanced by up to 1.7 times than those of pure YBCO film deposited in the same
conditions, and clear c-axis-correlated pinning was observed.

Although the fabrication of PLD film on the decorated substrate results in an
enhancement of Jc in magnetic field, the decoration technique is very laborious and
delicate process. The growth window for deposition is very narrow where a small
difference in the number of the laser shots can radically change the size and dis-
tribution of the nanoislands in the film.

More recently, Tsai and coworkers deposited YBCO films by PLD on STO
substrates buffered with (Fe2O3)x(CeO2)1–x functional ferromagnetic composite
[82]. The Fe2O3 vertically aligned nanopillars (VAN) embedded in CeO2 matrix
provide significant increase in the Jc (Fig. 2.9) due to pronounced magnetic pinning
effect. The amount of nanopillars can be tuned by varying the concentration x of
Fe2O3 in the matrix. Best result was obtained when x = 0.3: Fp

max (65 K) ∼ 20
GN/m3, Fp

max (40 K) ∼ 180 GN/m3, and Fp
max (5 K) ∼ 1100 GN/m3.

Fig. 2.8 a Atomic force micrograph of Ag islands grown on annealed SrTiO3 (100) by 5 s rf
sputtering; b Critical current density of (Cu, Tl)BaSrCa2Cu3Oy films grown on substrate without
(empty symbols) and with (filled symbols) Ag nanodots at 77 K and various dc fields, estimated
from Brandt’s formula. (Both panels reproduced with permission from [64])
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2.3.2.3 Oxide Nanocolumns Embedded in Superconducting Films

The majority of published reports on 1D-APCs is devoted to the formation and
characterization of self-aligned nanorods of 5–15 nm diameter grown in the
epitaxial YBCO films by ablation of YBCO target doped with a small wt% of
perovskites BaMO3 (BMO, M = Zr, Sn, Hf) by PLD or MOCVD methods [2–4,
83–128].

A key question related to columnar 1D-APCs is: Why perovskites (BMO) form
nanorods in YBCO while other dopants (Y2O3 for example) do not? This question
remained unanswered for several years. Wu et al. [129–134] recently proposed an
explanation based on the interfacial strain (Fig. 2.10).

(i) the local YBCO/dopant interfacial strain, extended for few nm around the
dopant, determines the morphology of the nanostructures (vertical align-
ment = nanorods) or horizontal alignment (particles or nanopatches) inside
the films (Fig. 2.10a);

(ii) the global film (YBCO+incorporated dopants)/substrate interfacial strain,
extended for hundreds of nm, tunes the 1D-APC landscape: Nanorod orien-
tation evolves as c-aligned → splayed → ab-aligned (i.e., nanopatches or
nanolayers) as the global strain increases. It is worth noting that if the global
strain is negligible, nanorods remain parallel to the c-axis up to very high
concentrations of the dopant (up to 45 vol.%) (Fig. 2.10b).

Fig. 2.9 a Cross-sectional high-resolution TEM micrographs and b illustration of pinning
landscape of (Fe2O3)0.3:(CeO2)0.7 buffer containing vertically aligned nanopillars (VAN) below
YBCO film. c In-field performance (Jc(B//c)) as a function of applied magnetic field plots of the
VAN nanolayers doped samples compared with the reference YBCO sample measured at 65 K.
(All panels reproduced with permission and slightly modified from [82])

28 P. Mele et al.



Additionally, in [132–134], Wu and coworkers applied an elastic strain model to
understand the effect of the lattice strain on the diameter of the BZO nanorods
embedded in YBCO films. They found that the radius R of the nanorods was not
dramatically affected by the concentration of BZO in the targets and is varying only
slightly in the range χ = 0.2 ∼ 0.7, where χ = R/D, the ratio between radius of the
nanorods (R), and distance between two adjacent nanorods (D). R can be predicted
from c and Eelastic of the nanorods according to the relation

R=
γSχ

2

γ0 + γ1χ2 −Eelastic
ð2:5Þ

where γs = Csεrod, γ0 = C0εrod, and γ1 = C0εrod; Cs, C0, and C1 are constants, while
εrod, the elastic energy of the nanorods, is calculated from the elastic constants cij of
BZO and YBCO and mismatch between YBCO and the nanorods.

This approach can be extended to YBCO-BSO and YBCO-BHO [134]. Fig-
ure 2.11 shows as individual points the experimental values of R as reported from
several groups and our predicted value of R for the three systems YBCO-BZO,
YBCO-BSO, and YBCO-BHO using different values of the constants. It appears
that RBSO > RBZO > RBHO. Our results are consistent with [134] even if in such
work same value of γ0 = 180 is used for the three systems. This suggests a uni-
versal behavior for R versus χ. It is quite remarkable that following this approach it

Fig. 2.10 a Threshold of f1/f3 as a function of w2 for nanodefects (BZO, BSO, Y2O3, CeO2)
orientation in the c-oriented YBCO film on lattice-matched substrates, where f1 and f3 are the
lattice mismatch between the film and dopant in the [100] and [001] directions, respectively, and
w2 is a function of the elastic constants of the dopant. Below (above) the solid curve, the vertical
(horizontal) alignment is unattainable (Reproduced with permission from [125]). b Phase diagram
for BZO nanostructure in c-axis-oriented YBCO films, where r(%) is the volume density of BZO
in the film, f is the vicinal angle of STO substrate, and fs is the substrate/film lattice mismatch.
The solid curve is the calculated phase boundary. Experimental points are indicated by triangles
(c-axis-aligned nanorods), squares (ab plane-aligned nanopatches and circles (mixed nanorods and
nanopatches). (Reproduced with permission from [87])
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is possible to predict the diameter and density of the nanorods (or any other kind of
defect) embedded in a film knowing the elastic constants and crystalline parameters
of the materials.

Another systematic work comparing the effect of BMO (M = Zr, Sn, Hf) on the
superconducting properties of YBCO was recently proposed by Horide et al. [83]. It
was shown that only Bϕ (i.e., the density of the nanorods) and not BMO selection
nor wt% content are affecting the Tirr/Tc curves.

When the nanorods are added to a YBCO film, the maximum pinning force is
given for B//c direction, and the critical current can be calculated from the solution
of the London and Ginzburg–Landau equations for the case of columnar pins [42]:

Jcolumnsc =
Φ0

32π2ξabλ
2
ab

ln 1+
C0ffiffiffi
2

p
ξab

� �2
 !

ð2:6Þ

In this expression, C0 is the radius of the columnar pin, Φ0 is the flux quanta,
λab = λ0 (1 − t4)−0.5 is the London penetration depth in the ab plane, ξab = ξ0
(1 − t)−0.5 is the coherence length in the ab plane, and t is the reduced temperature:
t = T/Tc. Equation (2.5) is valid when the sizes of defects and the coherence length
in the ab plane are comparable. In the case of YBCO, λ0 = 150 nm and
ξ0 = 1.5 nm [17].

Fig. 2.11 Nanorod radius calculated from (2.5) as a function of χ for BZO (blue continuous line),
BSO (red dashed line), and BHO (green dashed and dotted line) nanorods in YBCO films, using
Cs = 0.9, C1 = 85, C0 = 275 for BZO; Cs = 0.5, C1 = 75, C0 = 316 for BSO; and Cs = 0.4,
C1 = 100, C0 = 290 for BHO (see main text for details). Individual points are the measured
nanorod radius of BZO in YBCO from [88] (blue filled squares), [84] (blue empty square), [132]
(blue filled diamond), [6] (blue empty diamond), [111] (blue filled triangle), [3] (blue empty
triangle), and [83] (blue filled circle); BSO in YBCO from [117] (red filled triangles), [116] (red
filled squares), [115] (red empty square), and [79] (red filled circle); BHO in YBCO from [83]
(green filled circle) and an unpublished work (Mele et al. 2013) (green filled diamonds)
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BaZrO3 (BZO) Nanocolumns

In the early times (2005), BaZrO3 (BZO) was very popular material to be used as
dopant. The first report has been published by McManus-Driscoll et al. [2] and
immediately followed by the publication of many more reports in which the like-
lihood of the new dopant as a good pinning catalyst is revealed [84–100]. The
nanorods are found to accumulate longitudinal and parallel to the c-axis of the
films, and they act as c-axis-correlated pinning centers (Fig. 2.12). By utilizing the
BZO doping in YBCO films, the Jc was pushed up and eventually reached 0.7
MA/cm2 (77 K, 1 T, B//c) and 0.1 MA/cm2 (77 K, 5 T, B//c). The achieved values
correspond to several times Jc of the epitaxial YBCO films. Consequently, the Fp

max

is increased to reach values of 12–16 GN/m3 (77 K, B//c) which are quite close to
those of NbTi (16 GN/m3, 4.2 K). It was noticed that there is an optimal value in
the amount of BZO doping, but the matching field Bϕ value has also reached 8–10
T. As a result, the Birr curve is greatly pushed up to the high magnetic field side
from 5–7 T to 8–11 T at 77 K and B//c. Introduction of BZO nanorods by means of
mixed target or surface-modified targets was carried out, and similar results were
reported for several other REBCO materials with higher Tc than YBCO, such as
NdBCO [101–104], ErBCO [105–108], EuBCO [109], and the LTG-SmBCO [110].

In thin films prepared by PLD, the performance of BZO-added YBCO was
surpassed by BSO and BHO (see the following paragraphs). Nevertheless, more

Fig. 2.12 a Low-magnification TEM micrograph showing nanoparticles of BaZrO3 in YBCO
+BaZrO3 films on STO-buffered MgO single crystals. Some of the nanoparticles have been
labeled using white arrows and some of the columnar defects by black arrows; b normalized
critical current density Jc/Jc (sf) at 75.5 K versus magnetic field applied parallel to the c-axis for
pure YBCO and YBCO+BaZrO3 films deposited on single-crystal SrTiO3 substrates; inset shows
the angular dependence of Jc at 1 T with sample 60 data multiplied by 0.75. Open points are for
pure YBCO, and filled points are for YBCO+BaZrO3. (Both panels reproduced with permission
from [2])
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recently, the group of V. Selvamanickam at Houston University [6, 111–113]
reported outstanding results in (Y,Gd)BCO thin films (thickness about 0.9 μm)
deposited by MOCVD method, incorporating heavy concentrations of Zr (7.5%,
15%, 25% in volume). In 15% BZO-added (Y, Gd)BCO, the maximum pinning
force density Fp

max reached 14 GN/m3 at 5 T, 77 K, which is comparable with Fp
max

of NbTi at 4.2 K, and the impressive 1.7 TN/m3 at 4.2 K [6]. Another significant
finding is the extremely high Birr at (77 K) ∼ 14.8 T, a value that surpasses the
Birr ∼ 11 T of the NbTi superconductor at 4.2 K [6].

Eventually, thickness of the films was increased up to 2.2 μm with incorporation
of BZO nanorods fully extended throughout the whole thickness of the film
(Fig. 2.13a), and addition of 20% Zr was recognized [6] as the most effective with
critical current of 4206 A/12 mm at 30 K, 2.5 T, corresponding to Jc of about 15
MA/cm2. This performance exceeds a fourfold improvement in critical current at
the operating condition of a 10 MW wind generator (3000 A/12 mm at 30 K, 2.5
T). Indeed, it is a factor of 5.6 higher than the critical current values of commercial
coated conductors available today. Linear correlation can be established between Jc
(77 K, 3 T, B//c) and Jc (T, B//c) for temperatures lower than 20 K and fields larger
than 9 T [112]. Indeed, it has been demonstrated that in these MOCVD-YBCO
films highly doped with Zr, the requirement to have Jc of 15 MA/cm2 at 30 K, 2.5 T
(B//c) is to have a large self-field Jc at 77 K: between 2.5 and 3.8 MA/cm2 [113]. In
the present status, the MOCVD-(Y,Gd)BCO +BZO tapes appear as the most
promising material for practical application of the second-generation tapes. Sum-
mary of the performances of MOCVD-YBCO-Zr tapes is reported in Fig. 2.13b.

Fig. 2.13 a Cross-sectional TEM image of a 2.2-mm-thick 20 mol% Zr-doped (Gd, Y)BaCuO
thin film showing well-aligned BaZrO3 nanocolumns throughout the film thickness; b magnetic
field dependence of critical currents of a 2.2 mm GdBCO tape with 20% mol addition of Zr and the
best 0.9-mm-thick GdBCO tapes with 7.5%, 15%, and 25% addition at 30 K in the orientation of
filed parallel to the c-axis. (Both figures reproduced with permission from [6])

32 P. Mele et al.



BaSnO3 (BSO) Nanocolumns

The BaSnO3 (BSO) nanocolumns introduced into YBCO were the next try for
finding a better nanocomposite superconducting film. Numerous works related to
the introduction of the relatively new dopant into YBCO were published in the
literature [3, 114–122]. The rather dense and straight in shape BSO nanorods are
easily formed in YBCO films. Because the lattice mismatch of BSO compound with
YBCO is better than that of the BZO, deterioration of Tc of the films due to the
presence of non-superconducting species in the superconducting matrix is moder-
ate. As a result, the YBCO thin films with BSO nanorods are found to have
excellent pinning properties.

Historically, first reports on the BSO-added YBCO were published by Varanasi
et al. [114–118]. They used a pie-shaped YBCO target, removing a 30° YBCO
sector and substituting it with a BSO sector. The periodical ablation in PLD
chamber of BSO sector generated BSO nanorods parallel to the c-axis of the film
(Fig. 2.14a). The angular dependence of Jc shows wide peak with a maximum at
B//c direction, which is the signature of c-axis-correlated pinning (Fig. 2.14b).

The YBCO-BSO system was extensively studied by Mele et al. [117] proposing
systematic increment of the BSO content by means of mixed YBCO-BSO targets.
Same as in the case of BZO, the perovskite phase is incorporated in the YBCO film
with a shape of nanorods, independently from the way used to add the second phase
to the target (pie-shaped or mixed).

Figure 2.15 shows the morphology and Fp(B) characteristics of YBCO+BSO
films with systematic increment of BSO content. It is clear that concentration and
diameter of the nanorods increase with the BSO content in the target. The highest
Fp
max of the 4wt% BSO-doped YBCO film is 28.3 GN/m3 (77 K, B//c), and it

corresponds to about twice as much compared to the BZO-doped films of the same

Fig. 2.14 a Cross-sectional TEM image of an YBCO+BSO sample on a LaAlO3 substrate. The
particles were identified to be BaSnO3 in the selected area diffraction pattern. Nanocolumns
extending through the thickness are marked by arrows; b angular dependence of Jc values of
YBCO+BSO sample on a LaAlO3 substrate at various applied fields of 1, 3, and 5 T at 77 K.
(Both figures reproduced with permission from [115])
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concentration of 4 wt% BZO [3]. Analysis of the data reported by Mele et al. [117]
for a series of YBCO+BSO thin films and the calculations of Jc using (2.5) are
listed in Table 2.1.

From the data displayed in Table 2.1, it is obvious that the measured and the
calculated values extracted from all the samples follow a similar trend with the
concentration of BSO, with a maximum for 4wt% BSO-added sample. This means
that increasing the amount of APCs, which lead to the reduction of the mean
separation distance between the columns, does not increase Jc indefinitely. Instead,
it has been shown that the enclosure of too many defects in the superconducting
matrix has a detrimental effect since the resulting current-blocking effect stifles or
thwarts the movement of vortices. In this regard, it can be concluded that the 4 wt%
BSO content represents the best compromise between the amount of APCs and the
current flow hindrance that primarily stems from the effect of current blocking. To
further justify this argument, qualitative as well as quantitative analysis of the
samples results from this series is given below.

Fig. 2.15 TEM cross-sectional images of YBCO films incorporated with increasing amount of
BSO: a 2wt%, b 4wt%, c 6wt%, and d 8wt%; e global pinning force Fp (T = 77 K, B//c) for YBCO
films added with increasing content of BSO (2, 4, 6, 8 wt%). (Panels a∼d are reproduced with
permission from [117] with slight modifications)

Table 2.1 Physical
parameters, calculated Jc and
measured Jc (0 T, 77 K) for
YBCO+BSO films

BaSnO3 wt% 2 4 6 8
APCs (m−2) ( × 10−15) 0.91 2.30 5.10 6.80
d (nm) 30 21 14 12
Tc (K) 88.68 88.57 86.46 83.08
C0 (nm) 3.8 4.28 4.3 5.5
U0 (N) ( × 10−12) 1.01 1.4 0.84 0.59
Calculated Jc 12 16.3 9 5
Measured Jc 0.89 1.64 0.54 0.23
Jc calc/Jc meas 13.5 9.94 16.7 22
Eff. Curr. blocking 16% 37% 50% 71%
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It is known that the pinning force per unit length of the pinned flux line is
proportional to the work done to interchange the flux line from a point to another
point where the flux pinning is smaller. In this case, the equation of proportionality
is written as Fp α ΔWL/x, where ΔW being the work done to transfer the flux line to
the new point, L is the length of the flux line, and x is the extent of pinning
interface. The pinning force density Fp is then customarily calculated from the
temperature and/or field dependence Jc(T, B) data according to the function
Fp = Jc × B. As shown in Fig. 2.8a, the behavior of the field-dependent Fp(B) at
B//c direction is depicted for the 1D inclusion of BSO+YBCO samples with
varying BSO concentration, as listed in the legend. Data from the undoped pristine
YBCO sample and a standard (NbTi, measured at 4.2 K) sample are also shown for
comparison. To elucidate additional information from this graph, Fig. 2.15e shows
further split into two more figures as presented in Fig. 2.16a, b, respectively.
Figure 2.16 depicts a comparative plot of the global pinning force density Fp as a
function of the reduced field b for four different YBCO films engineered with four
different 1D nanorod additives. As evident from the figure, the 4 wt% BSO-added
YBCO film has clear superior pinning performance, both in the maximum pinning
value of about 28.30 GN/m3 and in the position of this maximum at about 0.4
reduced field. Since the effectiveness of the pinning force in all the four samples is
dominated by the 1D columnar pins due to the presence of these four types of 1D
ingredient, we can safely conclude that the 4 wt% BSO-added YBCO sample has a
better control of the vortex pinning force associated with 1D pinning centers.

The scaling behavior of the 4 wt% BSO-YBCO sample is further fitted to the
Dew–Hughes like equation Fp = Abm(1-b)n where A is a scaling constant and
m = 0.5 and n = 2.5 are fitting parameters. The original Dew–Hughes model
roughly gives m = 1 and n = 2 and the maximum Fp

max at b ≈ 0.25 and 0.35 for
either 1D or 3D point pinning. It should be noted here that the parameters m and
n may be necessary for fitting purposes, but they might not be sufficient for the
determination of the exact type of pinning associated with the samples. Important
information about the dominant pinning mechanism, however, may be extracted

Fig. 2.16 Global pinning force Fp as a function of reduced field for a the 4 wt% BSO+YBCO
sample and b the rest of the BSO-doped YBCO series of samples (2, 6, and 8 wt%). Ginzburg–
Landau related fitting of the experimental data is described in the main text
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from the pinning curve when vertically extrapolated down to the reduced field axis.
As demonstrated in Fig. 2.16a, b, the BSO+YBCO set of samples provides dif-
ferent maxima reflecting the relative strength of pinning force related to their
Fp(B) curves and the amount of the 1D species as well. Had it been for a single
pinning mechanism produced by the BSO doping with different percentage in the
samples, the scaling behavior of the preceding equation should have coincided with
the maximum pinning from the experimental data. But this does not seem to be the
case here. Accordingly, there may at least be two different varieties of pinning force
mechanisms competing for a dominant role in this set of samples. Maximum pin-
ning for the 2 wt% BSO, the 6 wt% BSO, and the 8 wt% BSO samples corresponds
to b ≈ 0.15, b ≈ 0.31, and b ≈ 0.035, respectively. It can be deduced from these
values that the 2, 6, and 8 wt% BSO concentration on the YBCO films acts only as
uncorrelated defect point pinning with which each sample has an Ic(B) value and an
Fp(B) value that is less compared to that of the virgin YBCO sample. This assertion
is valid for the data shown in Fig. 2.16b. A reduced field b ≈ 0.4 is, however, being
verified for the 4 wt% BSO-added YBCO sample (Fig. 2.16a), a value closer to 0.7
where pinning mechanisms in a superconductor are dominated by the variation in
the order parameter δl. We believe that the 4 wt% BSO contents have, to a certain
degree, resulted in different reaction between its non-superconducting precipitates
and the superconducting matrix. From Fig. 2.16a, b, it is conceivable to distinguish
two types of pinning behaviors accompanying this sample: The highest Ic recorded
for the 4 wt% BSO+YBCO sample among this series may partially be due to
well-arranged nanoscale defects resulted from the concomitant crystal growth
during PLD deposition of the film using a mixed target. These correlated defects
later contribute to δl pinning mechanism which is responsible for the enhancement
of Ic(B) in the low-field regime. The second type of pinning mechanism that can be
associated with the behavior of this sample is δTc pinning which is commonly
known to be the necessary precursor that enriches the value of Ic(B) at high-field
regime.

In the mixed state of a type II superconductor, flux pinning has a substantial
effect in resisting the entry and exit of vortex flux into the material. It is apparent
that the 2, 6, and 8 wt% BSO concentrations into the YBCO have created disjointed
defects of sizes not in tandem with the superconducting order parameter or par-
ticularly the penetration depth, λ.

In such a situation, the unfavorable effect of the impurity sites (i.e., weak pinning
centers) pushes the vortex flux lines to assume a distortive energy state. For the
4 wt% BSO sample, where pinning centers are strong, although the flux vortex
lattice is little distorted, it is expected that each vortex flux line is individually
pinned. It was reported that the vastly improved Ic(B) and Fp(B) properties in the
4 wt% BSO sample were mainly due to the effective length of the BSO defects
(nanorods) which contributed to a positive superconducting energy exchange
between the flux pinning mechanism and the flux density from the externally
applied magnetic field [7, 117].

Figure 2.17a shows the angular dependence of the transport critical current Ic(θ)
at 77 K for the 4 wt% BSO+YBCO sample. The measurements were performed
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under magnetic fields of 1, 3, and 5 T, respectively. The field orientation angle θ
points to the direction of the applied magnetic field with respect to the c-axis of the
film.

With the aim to better understand the cause of the flux pinning mechanisms
which is the main cause of driving the vortex pinning force density of a high Tc
superconductor in a magnetic field, it is of crucial importance to discuss the angular
dependence Ic(θ) data taking into consideration the response of the sample to a
varying field values across a wide range of the measuring angles. We shall start the
discussion from the viewpoint of the Blatter model [33, 34]. In a YBCO super-
conductor although generally regarded as less anisotropic, the Ic(θ) can be found to
have strong dependence on the orientation of the applied magnetic field with respect
to the crystallographic axis directions. Indeed, this was the case when the APCs are
accommodated in the pristine YBCO films so as to improve the pinning potential in
the material. As viewed from Fig. 2.17a, the anisotropy of the crystallographic axes
a and b with their level located along the cuprate plane can show sharp but rela-
tively small peak at θ = 90° when the applied field B is parallel to ab plane (B//ab).
The physical meaning of the isotropic or intrinsic pinning of this orientation is that
the vortices revolving parallel to the ab plane are strongly pinned by the presence of
point defects such as 1D- and 3D-APCs, and the weakly superconducting layers
between the CuO2 planes. The physical properties of the isotropic contribution to
the overall pinning landscape is therefore largely explained by the Blatter scaling
approach for the vortex flux line in the anisotropic Ginzburg–Landau (GL) theory.
The Blatter model has shown that the anisotropy of a superconductor can have an
anisotropic parameter, ε:

ε= 1
γ =

λab
λc

= ξc
ξab

=
ffiffiffiffiffiffi
mab
mc

q
where mab, mc and λab, λc, ξab, ξc are the mass tensor

and the anisotropic superconducting parameters in the a, b, and c crystallographic
directions. The effective magnetic field in play in this case is given by B
(θ) = εθB. The Blatter scaling model can then be given for anisotropic

Fig. 2.17 Ic(θ) dependence for 4 wt% BSO+YBCO sample. a Data at 77 K and 1, 3, 5 T, with a
draw of a Ginzburg–Landau scale to indicate the estimate of isotropic pinning line; b replot of
(77 K,1 T) data fitted by a Gaussian expression

2 Pinning-Engineered YBa2Cu3Ox Thin Films 37



superconductor as εθ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2θ+ ε2cos2θ

p
with θ being the angle between the

applied field B and the ab crystal plane.
The scaling method used to produce Fig. 2.17a can hardly scale the seemingly

isotropic contribution of the 4 wt% BSO-doped YBCO sample. The reasons for the
discrepancy between the experimental data and the scaled fit can be viewed from
the points that the scaling approach assumes the material to be strictly isotropic so
that the scaling coefficient γ ≈ 5–7. The reason mentioned in the preceding line
could lead to the assertion that the pinning behavior of the 1D BSO species of
existing concentration in YBCO film is also not isotropic enough apart from the
narrow window in the vicinity of 85° ≤ θ ≤ 105° where pinning mechanism is
due to random defects or uncorrelated disorder. However, the scaling approach has
no answer to the huge and rather extended peak centered around θ = 180°.
Moreover, the angular-dependent Jc(θ) for YBCO films deposited on different
substrates shows that it is extremely difficult to account for the combined effect of
random defects and mass anisotropy when the Jc(θ) data are mapped across a wide
angular range. It was concluded that the effect of correlated pinning structure in the
samples with the maximum at both θ = 90° and θ = 180° cannot be accounted for
by the anisotropic scaling [102].

Since the data presented in Fig. 2.17a are highly anisotropic across the
advancing angular range, we use a Gaussian statistical expression to account for the
enormous pinning effect of the 4 wt% BSO nanocolumns in the vortex flux pinning
mechanism of this YBCO sample. Figure 2.17b shows the model fit to the 1 T Ic(θ)
data.

The Gaussian statistical expression used to fit the data shown in Fig. 2.1 can be
written as

IcðθÞ= Iðcð0ÞÞn exp ∑
3

n=1
−

θ− βn
δn

� �� �2

ð2:7Þ

where the numerical coefficients for the quantities appearing in the (2.6) are shown
in Table 2.2.

In the fit shown in Fig. 2.17b, the θ values across the angular range are nor-
malized by means of 131.4° where the coefficients are 95% confidence bound and
the goodness of fit was R2 = 0.99. From the data shown in Table 2.2, it is clear that
the data of the sample are divided into three regions, the isotropic peak, the plateau,
and the enormously huge anisotropic peak at the far right of the curve. Unlike the
original anisotropic GL model where the isotropic peak shows elliptical symmetry
and a concave pinning plateau elsewhere, the statistical estimation using (2.7) has at

Table 2.2 The angular
quantities used in fitting the
Ic(θ) for the 1 T field shown in
Fig. 2.16

Parameter n = 1 n = 2 n = 3

I(0)n 38.4 24.33 46.03
βn 1.16 −0.99 1.49
δn 0.56 0.05 8.40
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least roughly accounted for the effect of the 1D pinning on the vortex configuration
feature of the sample measured at 1 T.

Indeed, the addition of 4 wt% BSO into YBCO sample has contributed to better
isotropic feature at a narrow angular range, as characterized by a sharp peak cen-
tered at θ = 90°. The anisotropy of Ic(θ) in the intermediate region is rather short
lived but shows a horizontal feature just before the c-axis anisotropy dominates.

BaHfO3 (BHO) Nanocolumns

Recently, BaHfO3 (BHO) nanorods became trendy since BHO has been found to
give strong pinning without significant depression of the Tc of the superconducting
matrix. Tobita et al. [119] first reported that a BHO-doped GdBa2Cu3Oy (GdBCO)
film is deposited by PLD on IBAD-MgO substrate. The most interesting feature of
BHO nanocolumn addition was reported as Jc is undepressed by increasing
thickness of the film (Fig. 2.18).

The SmBCO/BHO system was extensively studied in Nagoya University by
Y. Yoshida group [5, 8, 124–126]. Low-temperature growth (LTG) SmBCO/BHO
films show striking performance with Fp

max = 28 GN/m3 and Birr = 15 T [8] as a
result of the unique linearity and the narrow angle distribution of the BHO
nanorods.

Very recently, it was found that BHO-added SmBCO films prepared by LTG
method present large values of Fp below 77 K. As shown in Fig. 2.19, maximum
flux pinning forces (Fp) of 105 GN/m3 in 9.0 T at 65 K and 405 GN/m3 in 9.0 T at
40 K have been obtained thanks to the high density and small size of the nanorods
embedded in the superconducting matrix [5]. Furthermore, the increase in self-field
Jc of GdBCO-BHO films deposited on single crystals with artificial grain

Fig. 2.18 a Cross-sectional TEM images of GdBCO-coated conductors incorporating BHO
nanorods. b Thickness dependence of Ic at 77 K and 3 T for BHO-doped GdBCO CCs compared
with BSO- and BZO-doped GdBCO CCs and pure GdBCO CCs. (Figures reproduced with
permission from [123])
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boundaries by flux pinning of the Abrikosov–Josephson vortices by BHO nanorods
[126] was demonstrated. All the results described previously were obtained on
single crystals. The deposition of GdBCO+BHO has been tried on metallic sub-
strates as well [9], obtaining very large Fp

max = 23.5 GN/m3 and outstanding value
of irreversibility field Birr = 15.8 T.

Other Oxide Nanocolumns

Other than perovskite BMO (M = Zr, Sn, Hf) nanorods, Harrington et al. [127]
reported excellent pinning performance at 77 K via the incorporation of very stable
RE3TaO7 (RE = Er, Gd, Yb) pyrochlore nanorods in YBCO PLD films without
significant depression of Tc. The presence of additional nanoparticles (Fig. 2.20a)
yields increase of the Jc in the whole range of angles, while the effect of the
nanorods becomes predominant at high fields (Fig. 2.20b, c).

Feldmann et al. [128] successfully added a high density of double perovskite
Ba2YNbO6 nanorods into PLD thin films, and substantially, enhanced pinning was
achieved in their sample: maximum global pinning forces of 32.3 GN/m3 (75.5 K)
and 122 GN/m3 (65 K).

2.3.3 Two-Dimensional APCs (2D-APCs)

Two subcategories of 2D-APCs can be mentioned: (i) nanolayers and (ii) grain
boundaries

Fig. 2.19 a Plan-view TEM images of SmBCO films with 4.1 vol.% BHO content, fabricated
with alternating target technique by pulsing the BHO target 3 times per cycle. b Magnetic field
dependence of flux pinning force density Fp at 40 K for 0 (pure), 3.0, and 5.6 vol.% BHO-doped
SmBa2Cu3Oy LTG films, and a BaSnO3-doped YBa2Cu3Oy film reported by Mele et al. [3].
(Figures reproduced with permission from [9] with slight modifications)
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2.3.3.1 Nanolayers as 2D-APCs

As understood in the early 1990s [135, 136], the critical current of thin films does
not increase indefinitely by increasing thickness. The reason [137–142] is that the
quality of thin film, and hence Jc, is best near the substrate, and as the film is grown
thicker, current-blocking defects (misoriented crystallites, cracks or voids) become
more prevalent, depressing the critical current.

In their remarkable works, Foltyn et al. [38, 143] proposed a revolutionary way
to have thick YBCO films increased critical current: Six YBCO-CeO2 layers were
deposited on buffered metal substrates by PLD, resulting in a 3-μm-thick film where
critical current exceeded 1000 A/cm2. It was thus demonstrated [38, 143] that by
periodically inserting 30-nm CeO2 layers every 0.5 μm or so in a thick YBCO film
(Fig. 2.21a), a high critical current density is maintained. As shown in Fig. 2.21b,
single-layer coatings do not reach 600 A/cm width unless the thickness is more than
4 μm. However, six 0.55-mm-thick YBCO layers, separated by 40-nm-thick CeO2

layers, have a Jc of 4 MA/cm2
—nearly that of a single 0.55-mm layer. The key is in

the multilayers’ ability to preserve thin-film Jc values, as indicated by the arrow
(Fig. 2.21). This amazing result marked a significant advance in coated conductor
technology.

Fig. 2.20 Left a Microstructure of a typical YBCO+RTO film. TEM cross-sectional image of
YBCO+5 mol% ErTaO film grown at 765 °C and 10 Hz, inset, proves the structure of the rare
earth tantalate phase is the pyrochlore Er3TaO7. Vertical arrows show positions of the
self-assembled nanorods, and horizontal arrows show the positions of some of the random
nanoparticles. Right Angular dependence of the critical current density at 77 K for standard
YBCO, YBCO+BZO (∼7 mol%) and YBCO+RTO films: b 1 T and c 3 T. (Figures reproduced
with permission from [127] with slight modifications)
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After this breakout, research on multilayers flourished and a variety of multilayered
and quasi-multilayered structures have been tried: Y2O3/YBCO [144, 145],
YBCO/DyBCO [146, 147], YBCO/EuBCO [148], YBCO/NdBCO [149], Y2BaCuO5

(Y-211)/YBCO [150], YBCO/YSZ [151], SrRuO3/YBCO [152], YBCO+BaZrO3/
CeO2 [153], YBCO/BaZrO3 [154], YBCO/SrTiO3 [155], YBCO/LaCaMnO3 [156]
YBCO/ZnO [157], Sm1.04Ba1.96Cu3Oy/Sm1.08Ba1.92Cu3Oy [158], and so on. The
general common effect of multilayer approach is an enhancement of Jc in magnetic
field, sometimes combined with weak c-axis-correlated pinning.

All these structures involve c-axis-oriented YBCO layers stacked with different
kind of oxides. Horii et al. [159] proposed a multilayered structure alternating
a-axis-oriented YBCO [160] and semiconducting PrBCO interlayers. The PrBCO
layers act as 2D-APCs. The consequence is a weakening of the intrinsic pinning
along the ab plane and enhancement of the c-axis-correlated pinning [161, 162].

2.3.3.2 Grain Boundaries as 2D-APCs

The grain boundaries in the HTS show the Josephson-like behavior when the
misorientation angle of adjacent grains becomes ten degrees or more. This causes a
weak coupling due to which Jc rapidly decreases at the grain boundaries. However,
the small-angle grain boundary can be considered as a dislocation array, and there is
a possibility to act as strong pinning center when the misorientation angle is small.
This is one of the natural pinning previously mentioned. Matsumoto et al. [163]
have reported the use of grain boundaries as effective pinning centers in GdBCO
films. By varying the oxygen partial pressure during deposition, the size of the

Fig. 2.21 a Transmission electron microscope image of a pulsed laser deposition YBCO+CeO2

multilayer on a single-crystal MgO substrate with a SrTiO3 buffer (b). Comparison of single-layer
and YBCO/CeO2 multilayer films. (Reproduced with permission from [143])
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grains continuously changed from 196 to 92 nm. Jc and Fp
max increase with the

reduction of the grain size, suggesting that the (001) tilt grain boundaries act as
pinning centers in the film and that the improvement of Fp appears because the
density of pinning centers increases as the grains become smaller. The maximum Fp

for the sample of which grain size is 92 nm is about 15 GN/m3 at 77 K, B//c,
approaching the value of NbTi at 4.2 K.

Another type of grain boundary, in this case as 2D artificial pinning center,
comes from the catalytic effect of silver during the growth of YBCO as was
demonstrated in A. Crisan’s group [164, 165]. It was shown that Ag nanodots (in
substrate decoration and/or quasi-multilayer approach) have a twofold beneficial
effect: (i) allow the growth of much thicker (up to 5 µm) YBCO films without a
very strong decrease in the critical current density (thus increasing the critical
current) and (ii) promoting a columnar growth of YBCO. The surface of the
cylinders, which in the case of BZO-doping is also entangled with BZO nanorods,
provides very strong pinning centers. Their 2D character was demonstrated by a
Dew–Hughes-Like analysis of the reduced field dependence of the global pinning
force [166].

2.3.4 Three-Dimensional APCs (3D-APCs)

For practical applications of YBCO superconductors, there is a very desirable
feature which is the isotropic character of Jc with high values under a wide range of
applied magnetic field under various orientations. Therefore, considerable efforts
have been made to prepare superconducting thin films incorporating 3D-APCs.

Pioneering work on 3D-APCs addition was published in 2004 by Haugan et al.
[10] with incorporation of disk-shaped Y211 nanoparticles in YBCO film by PLD
(Fig. 2.22a). The Y211 addition clearly shows improvement of Jc in magnetic fields
due to enhanced pinning (Fig. 2.22b).

Extensive work on the introduction of 3D-APCs in YBCO films has been made
by several groups using TFA-MOD method. It was reported that the highly den-
sified nanoparticles can be introduced into the YBCO films by mixing foreign
elements of proper quantities with the starting solution including Y, Ba, and Cu. In
the BZO case, nearly isotropic angular dependence of Jc is reached [167] with Fp

max

of 22 GN/m3 (77 K, B//c) [168]. At its time, this result from X. Obradors group
(ICMAB Barcelona) was the best pinning performance reached with isotropic
APCs (Fig. 2.23a, b). Other effective isotropic pinning centers added to YBCO by
MOD process are Y2O3, BaCeO3, and Ba2YTaO6 [169]. It is worth noting here that
the round-shaped particles dispersed in the superconducting film by MOD are
randomly oriented because there is no preferred crystallographic orientation
between the superconducting matrix and the foreign phase.

PLD process was also extensively used to incorporate 3D-APCs in supercon-
ducting thin films. First of all, a Sm-rich SmBCO target, with composition Sm1+-

xBa2-xBaCuOy, was used for ablation in the PLD process [170–174]. Low Tc 3D
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nanoparticles are randomly dispersed in the superconducting matrix due to the local
compositional fluctuation, and significant improvement in the pinning properties
has been achieved. Very high values Jc = 0.37 MA/cm2 (77 K, 5 T, B//c) and
Fp
max = 23 GN/m3 (77 K, B//c) were reported for the first time in 2006. Addi-

tionally, Birr of the SmBCO films reached very high values, up to 12 T (77 K, B//c).
Alternatively, the introduction of nanoparticles into YBCO film was made by

switching the superconducting target and the dopant target in an alternating manner.
Under selected experimental conditions, instead of multilayered structure with

Fig. 2.22 a Transmission electron micrographs of YBCO+Y211 films, showing repeated layering
structure and nanoparticle formations; b critical current density as a function of applied magnetic
field for YBCO+Y211 films compared to pure YBCO films (solid lines) prepared by PLD (filled
squares) and MOD (filled circles). Multilayer films (dashed lines) were measured for different
Y211 and YBCO parameters, and for samples from the same deposition run (triangles and
diamonds). (Reproduced with permission from [10])

Fig. 2.23 a High-magnification cross-sectional TEM micrograph of a BZO nanoparticle
embedded in YBCO thin film grown on STO; b pinning force versus magnetic field at 77 K in
a series of YBCO MOD films added with several kinds of nanoparticles. (Both panels reproduced
with permission from [168])
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separation between the two phases, nanoparticle structure embedded into the film
was obtained. The 3D-APCs incorporated were Y211 [175–177], Y2O3 [178–182],
perovskites (BaIrO3 [183], and BaHfO3 [184]). Metallic elements such as Ag, Au
[185, 186], and Gd2Ba4CuWOy compound [187] were consequently employed.

A third method that allows the creation of 3D-APCs into the superconducting
films was developed by using the target surface modification method [188, 189]. In
this method, a small piece of the sintered APC material such as Y2O3 is placed onto
the YBCO target and together, and they are used for the usual PLD deposition
process. This technique has the merit to introduce the nanostructure into epitaxial
thin films through a very simple procedure.

Y2O3 nanoparticles are incorporated in YBCO matrix and show epitaxial rela-
tionship with YBCO: (001)YBCO//(001)Y2O3, and [100]YBCO//[110]Y2O3

crystallographic orientation. That is, the a-axis of the Y2O3 nanoparticles is oriented
45º with respect to the YBCO a-axis, while the same out-of-plane (c-axis) orien-
tation is apparently preserved in the hybrid structure. In YBCO films where
3D-APCs are incorporated, additional defects such as stacking faults are also
present, most probably playing the role of additional pinning centers [178, 189] (see
Fig. 2.24a). The Y2O3 particles are homogenously dispersed into YBCO matrix,
and consistently, the Jc angular dependence does not show any peak at B//c orien-
tation (Fig. 2.24b).

More recently, Xu et al. [11] proposed a heat treatment-based method via direct
ablation of pure YBCO target at high temperature of 830°C instead of the usual
800 °C used by other workers. Without any addition of secondary phase onto the
target or surface modification, dispersed Y2O3 particles are obtained due to different
kinetic energy during the growth.

Mele et al. studied systematically the effect of increasing additions of Y2O3 in
YBCO thin films [189]. Similar to BSO compound, the Y2O3 oxide addition
increases the amount of APCs according to the size of the area of the sliced piece

Fig. 2.24 a High-resolution transmission electron microscopy (HRTEM) image of a Y2O3

nanoparticle embedded in a superconducting matrix. Arrows indicate Y2Ba4Cu8O16 (Y248)
intergrowths (i.e., stacking faults); b angular dependence of critical current density (77 K, B = 1,
3, 5 T) for YBCO+Y2O3 2.51 A%. (Both figures reproduced with permission from [189])
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placed onto the superconducting target, but the resulting critical currents and pin-
ning force density were not always proportional to Y2O3 contents, as deduced from
the study of the whole series of the samples [189]. For example, the 9.22A% Y2O3

film presents a global pinning values lower than the standard YBCO film, while the
5.44 A% Y2O3 sample produced a global pinning force of 14.3 GN/m3 at 77 K,
twofolds the value obtained in the 2.51A% Y2O3 sample which is comparatively
similar to the global pinning of NbTi tape at 4.2 K [190]. This value is also very
close to the value obtained for the YBCO films with BaZrO3 nanorods, but with a
much less depression in the superconducting critical temperature.

Nanoparticle defects such as Y211 and Y2O3 are experimentally proven to
increase the strength of pinning centers so that vortices surrounding them can bend
to create discrete trapped segments [191–193]. In this context, it is foreseeable to
estimate the maximum critical current Jc from the depinning of curve segments
which are fixed by two consecutive nanoparticles separated by a distance d. The
analytical expression resulting from the above argument can be written as

Jc, max =
Φ0

4πμ0λabλcd
ln

d
ξc

ð2:8Þ

where Φ0 is the flux quanta, μ0 is the magnetic permeability, λab and λc are the
London penetration depths in the ab plane and along the c-axis, respectively, and ξc
is the coherence length along the c-axis. Analysis of the data reported by Mele et al.
[189] for a series of YBCO+Y2O3 thin films and the calculations of U0, Jc by using
(2.8) are listed in Table 2.3.

Parameters extracted for YBCO at 77 K are λab = 0.35 μm, λc = 2.4 μm,
ξc = 0.6 nm, and the mean separation between Y2O3 particles d ∼ 18 nm, as
approximated from TEM images [189] for Y2O3 5.44A% sample, and the estimated
Jc (77 K, self-field) is 6.40 MA/cm2. The relative consistency with the experimental
value of 3.21 MA/cm2 demonstrates that Y2O3 particles act as good pinning cen-
ters. Indeed, the effective current blocking is only 13% of Jc and therefore no much
of a hindrance for the supercurrent to percolate avoiding the pinning barriers
(normal cores). For the 9.22A% sample, the mean separation distance between

Table 2.3 Physical parameters, calculated Jc, and measured Jc (0 T, 77 K) for YBCO+Y2O3

films

Y2O3 content 2.51A% 5.44A% 9.22A%
Amount of APCs (m−2) 1.75 × 1015 2.68 × 1015 5.23 × 1015

Tc (K) 89.26 89.2 87.78
d (nm) [36] 20 18 12
Calculated Jc 5.93 6.4 7.4
Measured Jc 2.62 3.21 0.89
Jc calc./Jc meas. 2.26 1.99 8.31

Effective current blocking 10% 13% 32%
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particles is estimated to be d ∼ 12 nm. Hence, current calculation has given Jc
(77 K, self-field) = 7.40 MA/cm2, while the experimental value is merely
0.89 MA/cm2. The depression of Jc in the 9.22A% sample may be due to the
presence of a larger density of non-superconducting particles such as Y248 inter-
growth compound which contribute to about 32% current blocking. Interestingly
enough, the presence of Y248 intergrowths can play two opposite roles in the
superconductivity of the sample. While large sizes of the Y248 intergrowths can
result in a poor superconducting material, they may also act as good pinning centers
provided that their sizes are comparable to the coherence length. However, in the
case of this particular sample, Y248 is present in the form of disks situated per-
pendicular to c-axis of the film with lengths of several hundreds of nanometers
which in turn impede the motion of vortices.

It is worth noting that the pinning performance of the nanorods at 77 K is
superior with respect to the Y2O3 nanoparticle doping. However, in the case of
eventual decrease in Tc due to the spherical inclusion of foreign species, the pinning
performance of nanorods considerably deteriorates. This behavior was first
observed by Mele et al. [188] as it was later confirmed in recent years in the work of
Xu et al. [11]. They reported detailed analysis of YBCO+Y2O3 films in a wide
range of operating temperatures. Their findings showed that at 4.2 K and 16 T, the
Y2O3-YBCO film attains Fp = 1000 GN/m3, about 30% higher than the 7.5%
Zr-added REBCO prepared by MOCVD [11] where BZO nanorods are integrated
into the film.

There are different techniques used for the approximation of the very high values
of Jc in superconductors with nanoscale pinning centers. Since the electric field
vector within a conductor satisfies a vector wave ∇2bB+ κ2bB=0, we consider a
vortex flux line as a tiny cylinder of radius a lying along the z-axis where Jc has
only a z -axis component. The waveform due to the field generated by the inter-
action of the vortex flux line pinned by a nanoparticle in the presence of the
externally applied field can be expressed in terms of the Bessel’s equation of order
zero such that

d2bBzðρÞ
dρ2

+
1
ρ

dbBzðρÞ
dρ

+ κ2bBzðρÞ=0 ð2:9Þ

where ρ(z) is a local coordinate for the vortex flux line, and κ is a wave number. The
solution to the above equation yields the field generated by the vortex interaction
with a potential pinning site and can be given by

bBz, vðρÞ= bB 0ð Þ, v
I0ðκρÞ
I0ðκaÞ ð2:10Þ

where bB 0ð Þ, v is the field at the surface of the film. The I0 is the zero-order Bessel’s
function of the first kind. Hence, the Jc within the vortex flux line is the conse-
quence of the film’s conductivity and the interactive field generated.
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bJz, vðρÞ= σbB 0ð Þ, v
I0ðκρÞ
I0ðκaÞ ð2:11Þ

Therefore, at near zero field, bB 0ð Þ, and bJc, v distributions are nearly uniform. Note
that the term σ can “mathematically” be dropped from (2.10) since σ → ∞ for a
superconductor. In this case, (2.10) reduces to the form shown in (2.9) and the field
vector essentially extends the current vector over a finite length of the vortex flux line.
The asymptotic behavior of the high Jc across the field is therefore estimated using
the large argument of the Bessel’s function of the first kind.

InðxÞ= ∑
∞

κ=0

ð− 1Þκ
κ!Γ κ+ p+1ð Þ

x
2

� �2κ+ p

ð2:12Þ

where In is the Bessel’s function of integer order n = 0, 1, 2, …, x is any positive
quantity, p = 0.5, κ = 0, 1, 2, …, and Γ κ+ p+1ð Þ= 2κ+1ð Þ

22κ+1κ!

ffiffiffi
π

p
. The asymptotic

behavior of (2.11) yields the analytical expression shown below in (2.12).

InðxÞ=
ffiffiffiffiffi
2
πx

r
cos πx−

nπ
2

� �
−

π

4

h i
; thus, JcðBÞ=

ffiffiffiffiffi
2
πx

r
cosϕ ð2:13Þ

where ϕ= x− n π
2

� �
− π

4

	 

≈ 0.007◦ is the angle at which the pinned vortex can bend.

The maximum attainable Jc is 40 MA/cm2. This value corresponds to the
maximum current density through the normal direction or the z-axis of a vortex core
spinning around the vicinity of magnetic field B = 0 T [193]. Figure 2.25a shows

Fig. 2.25 a Critical current density, Jc, versus magnetic field, B (77 K, B//c), for a pure YBCO
film and doped YBCO films with Y2O3 nanoparticles. Fit based on single vortex dynamics is
plotted along with experimental data. Inset shows the behavior of Jc(B = 0) in a function of Y2O3

concentration. b Global pinning force, Fp, versus the reduced field b = B/Birr at 77 K and
B//c. Theoretical, b = 0.35 is within 2% of the experimental error. Note that Fp = 1.3 GN/m3 at
b = 1. (Reproduced with permission from [189])
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the field dependence Jc(B) for the standard YBCO together with YBCO samples
added with 2.51A%, 5.44A%, and 9.22A% Y2O3. A fit based on (2.11) and (2.12) is
also depicted in the figure. In comparison with the standard YBCO film, the 5.44A
%, Y2O3 sample shows a good field-dependent Jc up to 4 T. Beyond 4 T however,
the Jc of all samples decreases below the curve of the depinning current density. As
the low-field regime is known to characterize the single vortex dynamics, the
Jc(B) of the 5.44A%, Y2O3 sample is seen to have a quite good consistency with the
positive effect of Y2O3 nanoparticles.

For YBCO samples added with 2.51A%, 5.44A%, and 9.22A% Y2O3,, the
minimum pinned vortex core length is estimated to be about 6.5%, 8.0%, and 2.2%,
respectively [189].

2.3.5 Segmented 1D-APCs

For practical applications, the merits and drawbacks of continuous nanorods
(1D-APCs, high Jc but anisotropic pinning) and randomly distributed nanoparticles
(3D-APCs, isotropic pinning but lower Jc) suggested investigating the intermediate
anisotropy range of vortex pinning between the two limits.

This kind of approach has been studied at first by Horide et al. [194]. By means
of PLD, they prepared multilayered samples comprised of pure YBCO layers
alternating with YBCO layers containing nanorods. In this way, segmented BZO
nanorods are produced because the nanorods nucleate and grow exactly above the
upper portion of nanorods underneath the pure YBCO layer. The thickness of the
layers containing nanorods can be easily varied by changing the number of pulses
in PLD ablation, so that from “short nanocolumns” (still 1D-APCs) it is possible to
gradually pass to “nanoparticles” (3D-APCs, but regularly distributed).

As a result, the c-axis-correlated peak in the angular current plot becomes
gradually small. Also, the critical exponents at the vortex liquid–solid transition
change from the Bose glass to the vortex glass.

The effect of segmented BSO nanorods on Birr, Tc, Jc characteristics has been
systematically investigated, and flux pinning mechanisms have been discussed in
recent work of Matsumoto et al. [195, 196]. The thicknesses of superconducting
layers of YBCO (ls) and pinning layers of YBCO+BSO (lp) have been controlled,
and several samples have been prepared combining lp = 90, 60, 30 nm and ls = 45,
30, 15 nm (Fig. 2.26a).

By applying a “harmonic oscillator” approach based on the Bose glass state, the
Jc of samples can be calculated as

JsegmentedB ̸ ̸c
c =

Φ0

16πμ0λ
2
abξab

lp
lp + ls

� �
ð2:14Þ

In the B//c case.
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This expression must be modified in the B//ab case:

JsegmentedB ̸ ̸ab
c =

B2
cπξaba

2
0

2μ0Φ0d2
2C0

lp + ls

� �
ð2:15Þ

where a0 is the vortex line spacing, a0 = (Φ0/B)
1/2, C0 is the radius of columns, and

d is the mean distance between them.
The tendencies of Jc (B//c) > Jc (B//ab) were observed for the films with large lp,

but the opposite ones of Jc (B//c) < Jc (B//ab) for the films with small lp
(Fig. 2.19b). This behavior suggests that a vortex of length lp+ls is strongly pinned
over a portion of length lp and the pinning effect is degraded at B//c when lp
becomes small, however, recovered at B//ab by additional pins involved in the
films.

Significant variation was considered by Horide et al. [197]: Instead of super-
conducting YBCO layers, semiconducting perovskite PrBCO layers are alternated
with YBCO+BSO layers. Main result is that the c-axis-correlated pinning was
weakened by the PrBCO layers in the multilayers.

2.3.6 Combined One-Dimensional and Three-Dimensional
(1D+3D) APCs

Another nanoengineering approach to control the angular dependence of Jc in the
intermediate range is the combination of APCs of different dimensionality.

Fig. 2.26 a TEM cross section of PLD-YBCO film with length controlled nanorod segments
(60/15 configuration). b Field angular dependences of Jc(θ) at 77 K, 1 T for YBCO-BSO film,
YBCO-BSO/YBCO multilayered films with 90/30, 60/15, 64/45, 30/15, 30/30, 30/45 configu-
rations. Inset shows a magnification of B//ab peak. (Both figures reproduced with permission from
[195])
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Two ways are possible to obtain combined one-dimensional and
three-dimensional (1D+3D) APCs in YBCO films: (i) simultaneous combination of
columnar defects (1D) and nanoparticles (3D) in hybrid films by ablation of a single
target and (ii) separating columnar defects and nanoparticles in multilayers by
alternate ablation of two targets.

2.3.6.1 Hybrid YBCO Films with Mixed 1D+3D-APCs

One of the earliest reports on hybrid films with 1D+3D-APCs incorporation was
made by Mele et al. [198] using a YBCO+4wt% BZO-mixed target whose surface
was modified by sticking a 2.5A% Y2O3 sector on it. They formed YBCO films
incorporating 1D-APCs (BZO nanorods) and 3D-APCs (Y2O3 islands) at the same
time. In the double-doped sample, the angular dependence of Jc showed an inter-
mediate behavior, with broad peak at B//c due to the flux pinning by
c-axis-correlated defects, combined with a plateau, due to the flux pinning by
isotropic pinning centers. Both BZO nanorods parallel to the c-axis and Y2O3

nanoparticles randomly dispersed inside the YBCO matrix were consistently
observed in the cross-sectional TEM images. Similar results in 1-μm-thick films
were obtained by Zhou et al. using a YBCO target added with 5 mol% BZO and
5 mol% Y2O3 [199].

More recently, Jha et al. [200, 201] studied systematically the influence of
double APCs on the pinning properties of YBCO films grown by PLD on SrTiO3.
They used three YBCO-BSO-mixed targets (2 wt% 3wt%, and 4 wt%), fabricating
films with each one added with two different areal concentrations of Y2O3 (2.2A%
and 3A%), and he compared in total ten samples, including YBCO reference and
the three samples with BSO only. Both 1D- and 3D-APCs were incorporated in the
film according to TEM images (Fig. 2.27a) and are active pinning centers. The

Fig. 2.27 a High-resolution TEM image (cross-sectional view) of (a) YBCO+BSO 2wt%+Y2O3

3A% nanocomposite films. The inset shows the planar view of the TEM images; b comparison of
angular dependence of Jc at 77 K, 1 T for YBCO+BSO 4wt series. (Both figures reproduced with
permission from [201])
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addition of Y2O3 nanoparticles to BSO nanorods improved the Fp
max, with shifting

of Fp
max at higher values of B, due to the increase of pinning center density. Best

hybrid sample (YBCO+BSO 3wt%+Y2O3 3A%) has Fp
max = 11GN/m3 (77 K,

B//c). Since this value is lower than in the case of YBCO+BSO 4wt% without Y2O3

addition (about 20 GN/m3), it seems that an excessive concentration of APCs
hinders the path of supercurrents.

On the other hand, the addition of Y2O3 has the benefit to reduce the anisotropy
of Jc in the intermediate region of θ, being θ the angle between the c-axis of the film
and the applied magnetic field (Fig. 2.27b).

Horide et al. [202] obtained similar results on IBAD technical substrate with
seven YBCO films added with Y2O3 and BSO (all the possible combinations of
BSO 2wt%, 4wt%, and Y2O3 0.69A%, 2.2A%).

In these hybrid YBCO films with nanorods and nanoparticles, when external
magnetic field is parallel to c-axis of the film (i.e., parallel to the nanorods), vertical
segments of the vortices are strongly pinned by the BSO nanorods and connected
by kinks. The contribution from the pinning by continuous nanorods is given by
(2.5). This contribution must be combined with the additional contribution from the
nanoparticles or from the oxygen vacancies for the pinning of the vortex kink.

The nanoparticles give a contribution which can be expressed by the following
equation

J3D− kink
c =

Φ0

16πμ0λ
2
abξab

ξc
ls

� �
ð2:16Þ

where ls is the length of the kink which corresponds to the spacing between
nanorods. The additional oxygen vacancy contribution can be given by

Jvac− kink
c =

D2Φ0

64πdμ0λ
2
abξabξc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nξabξcd

p
ð2:17Þ

where D ≈ 20 nm is the diameter, and n ≈ 1026 m−3 is the concentration of the
oxygen vacancies. At B = 1 T, T = 77 K, the two contributions of the
nanodimensional species have been calculated, Jc

3D-kink = 0.46 MA/cm2 and
Jc
vac-kink = 0.28 MA/cm2. This difference in Jc values indicates that the vortex
pinning for the kinks by the Y2O3 nanoparticles is more effective than the one by
random point defects provided by oxygen vacancies.

2.3.6.2 Multilayers with Alternate YBCO+1D-APCs and YBCO
+3D-APCs Layers

Very recently, Mele et al. [203] tried to add 1D-APCs and 3D-APCs in a separate
fashion fabricating 1D+3D multilayers. To this purpose, YBCO+4wt% BSO-mixed
target and YBCO+2A% Y2O3 surface-modified target were switched in the PLD
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chamber, and different configurations of YBCO+BSO layer (nm)/YBCO+Y2O3

layer (nm) varied as 90/30, 60/10, and 10/10 were studied.
Overall, it was found that the contribution of 1D pinning is quite superior with

respect to that of the 3D ones. Indeed, same as shown in previous sections of the
chapter for 1D and 3D cases, the calculated Jc is larger than the measured Jc
because of the effect of current blocking by APCs. The general trend Jc(90/30) >
Jc(60/10) > Jc(10/10) can be explained in terms of a structural compromise
between the APC pinning efficiency and current-blocking effect when the pinning
center size is less compatible with other superconducting parameters.

2.3.7 Combination of APCs Parallel (Nanorods)
and Perpendicular (Nanolayers) to C-axis of YBCO
Film

The pinning landscape is enriched by the combination of nanorods parallel to the
c-axis of the film and nanolayered structures, perpendicular to the c-axis. Two cases
of hybrid parallel/perpendicular APCs are reported in the literature.

Wee et al. [204] fabricated a hybrid NdBCO film with one half of the film having
BZO nanorods aligned along the c-axis and the other half of the film having BZO
nanoscale defect structures aligned along the ab plane. This unique hybrid
nanoscale structure resulted in less anisotropy in the angular dependence of Jc
compared to pure NdBCO films and to films with nanoscale defects aligned along
only one direction.

Fig. 2.28 a TEM image of the YBa2Cu3O7+2.5 mol% Gd3TaO7+2.5 mol% Ba2YNbO6 sample
showing a platelike nanoparticle nucleated between two rod segments (reproduced with permission
from [201]); b high-field angular dependence of Jc measured at 77 K for a YBCO sample with
(Nb–Ta) doping, applied fields ranging from 3 to 6 T. (Reproduced with permission from [206])
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In the early work of Ercolano et al. [205], the addition of double perovskite
YBa2NbO6 generated two kinds of defects: nanorods parallel to the c-axis and
dispersed nanoparticles, with consequent improvement of pinning in the direction
of both c-axis (c-axis-correlated pinning) and ab plane. In an improvement of their
previous work [206], Ercolano et al. added Gd3TaO7 to Ba2YNbO6 in YBCO target
and found two kinds of defects in YBCO film after the deposition: Ba2(Y/Gd)
(Nb/Ta)O6 segmented rods and (Y/Gd)2O3 platelike nanoparticles, parallel and
perpendicular to the c-axis of the film, respectively (Fig. 2.28a). The two kinds of
defects are interconnected, forming a jungle-gym network, and the angular
dependence of Jc shows peculiar behavior: Increasing the external magnetic field,
isotropic pinning becomes predominant over c-axis-correlated pinning (Fig. 2.28b).

2.4 Conclusion

This chapter presents an overview of the last 10-year research on artificial pinning
centers (APCs) made by several groups in the world with the purpose of enhancing
the performance (critical current and global pinning force) of YBa2Cu3Oy (YBCO)
thin films and coated conductors.

Impressive results have been achieved and can be summarized as follows

(1) Control of dimensionality and spacing of the APCs have been achieved, and
advanced combinations such as segmented nanorods, mixed pinning centers,
multilayers, plus nanorods have been incorporated in the YBCO and REBCO
films grown on bare, decorated, or buffered crystalline substrates.

(2) The irreversibility field at 77 K was impressively enhanced to over 15 T in
optimized SmBCO and GdBCO films and coated conductors added with BHO
nanorods without significant depression of the superconducting critical tem-
perature. This enhancement testifies the robustness of REBCO-related films for
practical applications.

(3) Outstanding global pinning forces of ∼30 GN/m3 (77 K B//c), drastically
surpassing 15 GN/m3, the global pinning force of conventional NbTi (4.2 K),
have been achieved in short pieces of YBCO added with nanorods (BaSnO3

and niobate) so that the use of liquid nitrogen instead of liquid helium as
coolant can be considered for practical applications on the large scale for
transformers, fault current limiter (FCL), and cables.

(4) Exemplary performance in conditions of interest for practical applications such
as motors, generators, and SMES has been obtained: Jc over 15 MA/cm2 at
30 K, 3 T in 2.2-μm-thick heavily doped (Gd, Y)Ba2Cu3Ox superconductor
tapes. Cryocoolers, instead of liquid coolants, are likely to be employed in this
T/B region.

(5) Huge pinning forces have been achieved at low temperatures and ultra-high
magnetic fields in YBCO-coated conductors heavily doped with BZO
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nanorods: Fp
max > 1700 GN/m3 at 4.2 K, 30 T. Applications such as MRI and

NMR are likely to be implemented soon by using HTSC tapes in liquid helium.

The T/B region described in points (3), (4), and (5) is shown in Fig. 2.29, and
new frontier (40 K/20 T) is likely to be approached soon. The incorporation of
APCs in YBCO thin films allowed to achieve marvelous performances in a wide
range of temperatures (4.2–77 K) and magnetic fields (1–30 T) so that the appli-
cability limit of YBCO+APC thin films and coated conductors was considerably
expanded in the past ten years. Remarkable progress in the quality of materials,
wide-scale characterization, and large-scale production allows concluding that the
future of coated conductors added with APCs for applications on the large scale is
bright.
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Fig. 2.29 Temperature dependence versus magnetic field diagrams for different superconducting
materials including YBCO, REBCO, NdFeAsOF, BSCCO, MgB2, NbTi, and Nb3Sn. The new
frontier region (40 K–20 T) for the development of applications is indicated together with the three
regions where the different power applications and magnets are more likely to occur soon by using
coated conductor technology and APCs technology. The temperature regions where the different
cryogenic approaches are needed are also indicated. (Reproduced with permission from [43] with
slight modification)
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Chapter 3
Chemically and Mechanically Engineered
Flux Pinning for Enhanced
Electromagnetic Properties of MgB2

Soo Kien Chen, Minoru Maeda, Akiyasu Yamamoto and Shi Xue Dou

3.1 Impurities as Flux Pinning Centers

3.1.1 Introduction

Formation of nanoprecipitates and their distribution within the samples play an
important role in influencing the flux pinning properties of MgB2. It is highly
desirable that reaction between the chemical additives and Mg and B should not
lead to severe degradation of critical transition temperature, Tc, especially when
substitution into the crystal structure of MgB2 takes place. Depending on the
starting raw powders and sample preparation procedures, the impurities in the
undoped MgB2 samples are mainly oxide phases such as MgO and Mg-B-O
(Table 3.1) as shown by X-ray diffraction (XRD) and transmission electron
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microscopy (TEM) techniques. For the MgB2 samples doped with oxides, the
impurities are mainly MgO and other reaction products between the oxide dopants
and Mg and B (Tables 3.2, 3.3, and 3.4). The sizes of such oxide phases are in a
wide range. To pin magnetic flux lines effectively from moving in order to enhance
critical current density, Jc, the size of the precipitates and defects must be com-
parable to the coherent length, ξ of MgB2. Due to the anisotropic electronic
structure of MgB2, the coherent length in the ab plane and c-axis has been measured
to be in the range of 3.7–12.8 nm (ξab(0)) and 1.6–5.0 nm (ξc(0)), respectively [1].
For single crystals, ξab(0) = 6.1 − 6.5 nm and ξc(0) = 2.5 − 3.7 nm [1]. Never-
theless, the presence of excessive oxide phases would dirty the grain boundaries.
Subsequently, the effective cross-sectional area for current transport is reduced
leading to a decrease in Jc [2–4]. Because of the formation of MgO or
Mg-B-O-related phases, this suggests that Mg deficiency exists in the samples
which further enhances upper critical field, Hc2 [5].

Table 3.1 Oxides and other precipitates as imaged by TEM technique in various types of
polycrystalline MgB2

Type of samples Sample areas
where the
precipitates were
observed

Type of precipitates (size) References

In situ Within MgB2

grains
• MgO (≥ 40 nm)
• Mg(BO)× (∼5–15 nm and
2–5 nm in the longest axis and
shortest axis, respectively)

[13, 25]

In situ Within MgB2

grains
Mg-B-O (5–100 nm) [21, 26,

35]
In situ Within MgB2

grains and grain
boundaries

• Within grains: MgB7 (1–5 nm),
Mg-B-O (100–400 nm)

• At grain boundaries: Amorphous
B-rich phases with crystalline
MgO particles

[27, 28]

Ex situ Grain boundaries MgO (10–500 nm) [30]
HIP Ex situ Grain boundaries • amorphous-like BOx with a

typical thickness ∼1–3 nm
• BOx-MgOy(B)-BOz in which the
thickness of B-O phase
is ∼2 nm while the typical
thickness of MgO is ∼10 nm

[22, 29]

HIP Ex situ Within MgB2

grains
Mg-B-O (10–200 nm) [36]

Hot pressing and spark
plasma synthesis (both
in situ and ex situ)

– Mg-B-O (15–20 nm or smaller) [19]
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3.1.2 Oxide Phases in Undoped MgB2 Bulks

Oxygen doping and thus the formation of oxides represents one natural means of
introducing flux pinning centers in MgB2. The formation of oxide phases depends
on several factors such as the source of starting raw powders and the environment
of heat treatment. Very often, the type of oxides and their distribution within the
samples are greatly influenced by the sample preparation procedure. In the fol-
lowing subsections, we discuss the sources for oxidation and compare the prop-
erties of the samples prepared using in situ, ex situ, high-pressure, and
high-temperature techniques.

3.1.2.1 Sources of Oxidation

Oxidized Mg Powder

It is common that MgO is contained in the commercial magnesium (Mg) powder
[6]. The presence of MgO could be a residue of the processing of Mg such as using
the thermal reduction process [7]. Mg is a reactive metal and oxidation of Mg can
take place even at room temperature if it is exposed to air for a sufficient period of
time. MgO has a very negative Gibbs energy of formation (−568.945 kJ ⋅mol−1 and
−492.952 kJ ⋅mol−1, at 298.15 K and 1000 K, respectively, for crystalline phase)
compared with MgB2 (−89.473 kJ ⋅mol−1 and −80.376 kJ ⋅mol−1, at 298.15 K
and 1000 K, respectively, for crystalline phase) [8]. In attempts to reduce oxidation,

Table 3.3 Dopant, impurities, evolution of lattice parameters, Tc and Jc of the oxides-doped
MgB2 processed by spark plasma sintering [72, 73] and mechanical alloying [74] methods

Dopant
(size)

Impurities Lattice
parameters

Tc Jc References

Ho2O3

(0.9–
15 μm,
0.95–
48 μm)

MgO,
HoB4,
MgB4

No
significant
change

remains at ∼38 K – [72]

GeO2

(14.3 μm)
MgO,
MgB4,
Mg2Ge

No
significant
change

Decrease by <1 K
for x = 0.005–
0.03 in
MgB2(GeO2)x

∼100 A/cm2 (20 K,
5.1 T) for the
sample
MgB2(GeO2)0.005

[73]

MgO
(45 μm)

Mg, MgO,
WC

No
significant
change

Increase ∼1 K for
10 wt% MgO

5 wt% MgO: 1.3 ×
106 A/cm2 (7.5 K,
self-field)

[74]

SiO2

(45 μm)
Mg and
SiO2,
MgO,
Mg2Si,
SiC

No
significant
change

Decrease by ∼2 K
for 20 wt% SiO2

2 wt% SiO2:
1.2 × 106 A/cm2

(7.5 K, self-field)

[74]
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some researchers make use of MgH2 instead of Mg powder to prepare MgB2 via
in situ reaction method [9]. It was reported that the use of MgH2 increases Jc
significantly probably by reducing the formation of MgO especially at the grain
boundaries leading to improved grain connectivity [9, 10]. Even some commercial
MgB2 powders were found to contain MgO [2] possibly due to surface oxidation of
MgB2 [11]. Moreover, MgO could be a residue of the manufacturing process.

Impurities in Boron Powder

The presence of B2O3 in commercial boron (B) powder has been reported widely
[12– 14]. The type of residual impurities in B powder depends on the manufac-
turing processes [15]. One way to produce elemental B powder is using magne-
siothermic process in which magnesium is reacted with B2O3 [16]. Hence, the
presence of B2O3 as a residue is inevitable after the reduction process. As shown by
Jiang et al. [13], B2O3 can be removed from the starting B powder by sintering in
reducing H2-Ar gas atmosphere. Reaction of B with oxygen in air at room tem-
perature is also possible [17]. In addition, some commercial B powders have been
found to contain impurities such as C, Mg, and other metallic elements [18–20].

Residual Oxygen in the Heating Environment

The presence of residual oxygen in a variety of atmosphere during heat treatment is
inherent despite the heat treatment was conducted in reducing or inert gas atmo-
sphere [21, 22] and using evacuated quartz ampoule [23]. This is due to the
presence of ppm oxygen in the commercial gas cylinders. All these lead to the
formation of oxide phases in MgB2 samples. As shown by Kim et al. [24], the
formation of MgO fraction in the MgB2 samples does not depend on the sintering
temperature implying that the sources for oxidation are mainly from the starting Mg
and B powders as well as the heat treatment atmosphere.

3.1.2.2 Types of MgB2 Samples

In Situ MgB2

By removing B2O3 from the precursor boron (B) powder, the amount of MgO in the
synthesized MgB2 was reduced from 5.1 to 1.5 mol% as estimated based on the
XRD data [13]. This has resulted in an increase of effective cross-sectional area for
current transport, AF from 0.25 to 0.48 indicating that the MgO phase is mostly
formed at the intergranular areas [13]. The resistivity at 40 K, ρ40K, was reduced
from 5.4 μΩ ⋅ cm in the MgB2 synthesized using the as-received B powder to
1.7 μΩ ⋅ cm in the samples synthesized using the purified B powder. Hence, the
estimated residual resistivity ratio, RRR, increased from 6.5 to 10. The Jc of the
samples synthesized using the purified B powder is higher compared with the
samples synthesized using the as-received B powder as a result of improved grain
connectivity [13, 14]. In those samples, TEM imaging showed the presence of
spherical MgO (size ∼40 nm or larger) within MgB2 grains [25]. In addition,
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platelet-shape nanoprecipitates were found within MgB2 grains (size ∼5–15 nm
and 2–5 nm in the longest and shortest axes, respectively). These precipitates have
a well-defined orientation with MgB2 matrix, i.e., the longest of the platelet lying
perpendicular to the c-axis of MgB2 matrix, and oxygen ordering in every other unit
cell occurs along the c-direction of MgB2 lattice [25]. Electron energy loss spec-
troscopy (EELS) showed that the precipitates contain Mg, B, and O with the
composition of Mg(BO)x [25]. The observation of such an oxygen ordering agrees
with previous findings [21, 26] using TEM imaging too showing a broad range of
5–100-nm-sized precipitates consisting of coherently ordered MgB2-xOx phases in
the MgB2 grains. These phases were formed by oxygen substitution onto the boron
lattice in an ordered manner [26]. The periodicity of the oxygen ordering is gov-
erned by the oxygen concentration in the precipitates and mainly occurs in the
(010) plane [26]. Such Mg-B-O phases may not be stable at high temperature as
they tend to transform into MgO and reside at the grain boundaries [21]. In addi-
tion, it is possible that point defects present due to oxygen doping and the formation
of other impurities. Together, they contribute toward flux pinning.

For in situ samples which were synthesized using high-purity B and Mg in a
well-controlled environment [27], no obvious MgO phase was detected by both
XRD and TEM [28]. TEM imaging showed various types of intragrain nanopre-
cipitates. Some of these are spherical ones (1–5 nm) which can be indexed to
MgB7. These precipitates have no specific orientation with respect to MgB2 matrix
[28] while the larger ones (100–400 nm) could be Mg-B-O as reported elsewhere
[25]. The grain boundaries are dominated by amorphous B-rich phases. In these
amorphous phases, there are crystalline particles which could be identified as MgO
[29]. It is worth mentioning here that the clean samples reported in [28] have RRR
as high as ∼15. By annealing the samples in Mg vapor, the RRR value was reduced
to ∼3 with no significant change in the inter- and intragrain microstructure [28].
The Mg vapor-treated samples showed enormous enhanced Jc, Hc2, and irre-
versibility, Hirr, compared with the clean samples though the Tc of the former is
about 2 K lower than the latter. The reduced RRR and increased resistivity at 40 K,
ρ40K, indicate enhanced impurity scattering in those samples. In addition, the
nanoprecipitates could act as flux pinning centers.

Ex Situ MgB2

By sintering the pellets made of commercial MgB2 powder in Mg vapor, Zhu et al.
found that MgO is the second major phase in the samples as shown by XRD and
TEM [30]. However, the sintered pellets appeared to be crumbly suggesting poor
connectivity among the grains. The size of MgO was found to be 10–500 nm. The
MgO was found to be in the amorphous grain boundaries as a result of oxidation of
Mg vapor. Due to the difference of thermal expansion and compressibility between
MgB2 and MgO [31], coexistence of the both phases may induce the formation of
defects and related interfacial strain [30, 32]. Under TEM imaging, the diffraction
patterns of MgO (cubic) and MgB2 (hexagonal) can be quite similar in some
orientations in spite of their different crystal symmetries [30].
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High-Pressure and High-Temperature Sintered MgB2 Samples

For the homemade hot-pressed ex situ samples [22], XRD data showed the presence
of 5% MgO [29]. TEM did not reveal any appreciable oxygen content within the
MgB2 grains [29]. Two distinct types of oxides were found at the grain
boundaries: (i) amorphous-like BOx with a typical thickness ∼1–3 nm and
(ii) BOx-MgOy(B)-BOz in which the thickness of B-O phase is about 2 nm while
the typical thickness of the MgO is about 10 nm. The formation of such oxide
phase could be due to increased oxygen uptake resulting in oxidation in the MgB2

regions. This in turn assists MgO to nucleate and hence forming MgO to be
sandwiched between the BOx layers [29].

In the MgB2 samples prepared using hot isostatic pressing (HIP) technique,
better grain connectivity and high density of defects are the essential factors for
increasing Jc considerably [33, 34]. The enhanced intergrain connectivity is shown
by reduced resistivity at room temperature compared with the un-HIPed samples
[34]. HIP also reduces RRR from ∼9 (un-HIPed) to ∼3. The lower RRR suggests
higher strain level probably because of a higher density of defects and dislocation
resulted from the HIP process [34, 35]. It was found that MgO, which resides in the
grain boundaries of the un-HIPed samples, was well dispersed within MgB2 grains
after HIP [34]. The size of these fine MgO particles is about 10–50 nm [34]. In
addition, Mg(B, O) also presents [36]. As mentioned before, the Mg(B, O) phase is
unstable at high temperature and transforms into MgO with the presence of trace
amount of oxygen [21]. On a separate finding, Yates et al. reported the formation of
Mgx(ByOz) in their MgB2 thin films annealed in oxygen flow [37]. Such oxide
phase is unstable at room temperature and decays into MgO and B2O3. Surpris-
ingly, Tc of the films was restored as the oxide phase decays.

Prikhna et al. reported the preparation of a series of MgB2 samples using hot
pressing and spark plasma sintering methods [19]. SEM imaging and Auger
spectroscopy showed the presence of nanolayers (∼15–20 nm thick) with
oxygen-enriched areas Mg-B-O. As the processing temperature increases, such
layers transform into smaller sized Mg-B-O inclusions. The pinning mechanism
shifts from grain boundary to point pinning as the processing temperature increases
probably because of increased density of defects.

3.1.3 Oxides Doping

To date, various oxides have been attempted as dopants for reaction with MgB2

including graphene oxide, rare earth oxides as well as other magnetic and
non-magnetic oxides. Mostly these samples were prepared by in situ process
whereby the dopants are mixed with Mg and B and subsequently reacted at elevated
temperature in Ar or Ar/H2 gas flow (Sects. 3.1.3.1–3.1.3.3). However, some of the
oxides-doped samples were prepared using spark plasma sintering method at high
temperature (Sect. 3.1.3.4) and mechanical alloying process (Sect. 3.1.3.5). Some
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studies on co-addition of oxides with a variety of carbon sources have also been
undertaken (Sect. 3.1.3.6). This section discusses the influence of oxides additions
and sample preparation procedure on the lattice and superconducting properties of
MgB2.

3.1.3.1 Graphene Oxide

In MgB2 samples doped with graphene oxide (GO) [38], the volume of MgO was
found to increase from ∼3 to 5% for doping up to 10 wt% as estimated based on the
XRD data. Both a- and c-axes decrease with the amount of GO additions. However,
the reduction in lattice parameters is relatively smaller compared with doping using
other carbon (C) sources [39, 40], suggesting C substitution is smaller in GO-doped
MgB2 samples. Full width at half maximum (FWHM) of the XRD peaks increases
with GO doping indicating a decrease in the crystallinity. SEM images showed
denser grain structure and the grain size decreases with GO doping. The calculated
effective cross-sectional area for current transport, AF, increases with GO doping.
This is in agreement with the results obtained from atom probe microscopy
(APM) showing that the presence of GO between the grains may lead to improved
grain connectivity [41]. This is because GO has a good electrical and thermal
conductivity. Apart from this, the aligned GO also serves as a base for texturing.
Nanoscale oxide phases such as MgO and Mg-B-O were also observed in the
GO-doped samples [41]. In particular, Mg(B, O)2 was observed to be surrounded
by MgO (∼5–7 nm) consistent with the previous finding by Liao et al. that the
former is unstable and transforms into MgO [21]. Such a distribution of oxygen
within the samples is considered as interstitial. These oxide precipitates serve as
effective flux pinning centers.

The Tc remains largely unchanged ∼38 K for doping up to 10 wt% of GO. This
is quite similar to graphene (G) doping alone whereby 5 mol% of G doping only
results in 1 K decrease of Tc [42]. This is consistent with a small reduction in the
lattice parameters reinforcing the fact that low C substitution takes place in
GO-doped samples probably due to strong C–C bonding in graphene [43]. The
improvement of both Hc2 and Hirr in the GO-doped samples over the undoped
samples is insignificant due to a low C substitution resulting in a small degree of
charge carrier scattering. This is different from other sources of carbon doping [39,
40] in which C substitution level is a lot higher leading to a strong impurity
scattering which is known to enhance Hc2 [44, 45]. The enhancement of Jc due to
GO doping is so enormous and even better than graphene alone [41] or nanocarbon
[46] doping. The superior Jc performance of GO-doped samples is believed to be
the effect of a combination of grain texturing and improved grain connectivity apart
from effective flux pinning due to the presence of defects and nanoprecipitates as
well as C substitution [41]. In graphene-doped MgB2 samples, it was reported that
the spatial fluctuation in Tc is responsible for the pinning mechanism [46].
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3.1.3.2 Rare Earth Oxides

In situ reaction of rare earth oxides (REOs) with Mg and B leads to the formation of
REB4, REB6, and MgO as impurities [47] (Table 3.2). These phases increase with
the increased amount of rare earth oxide additions. Unreacted rare earth oxides can
be found in the XRD patterns if the dopant addition is excessive [48, 49]. The
lattice parameters of the MgB2 samples doped with rare earth oxides do not change
much indicating that substitution of rare earth element into the lattice of MgB2 is
insignificant. This also shows limited solubility of RE in MgB2 which may due to
the large difference between the ionic size of RE and Mg [47, 50].

As shown by TEM imaging, the formed nanoprecipitates are distributed
throughout the samples leading to two distinct effects: (i) degraded grain connec-
tivity when the nanoprecipitates are segregated at the grain boundaries [49–51].
This is evidenced in the decrease of effective cross-sectional area for current
transport, AF [49]. However, in Eu2O3-doped samples, it was found that AF

increases with doping level indicating improved grain connectivity [52] (ii) en-
hanced flux pinning capability as the nanoprecipitates are mainly distributed within
the MgB2 matrix (intragrain) if the effect from (i) is not overwhelmed [50, 53, 54].
TEM images showed that the size of some nanoprecipitates is comparable or even
smaller than the coherent length of MgB2, thus acting as effective flux pinning
centers.

The Tc remains unchanged largely with rare earth oxide doping (Table 3.2). For
example, Tc decreases by about 1 K only for 15 wt% of doping with Y2O3 [54].
This can be understood as the oxides do not dope into the lattice structure of MgB2

as shown by insignificant change of lattice parameters. This shows that the nano-
precipitates are mostly distributed within the matrix without changing much the
crystal structure of MgB2. The formation of some RE-boride phases leads to
paramagnetism in the samples as shown in the temperature-dependent magnetiza-
tion measurement as well as the magnetization hysteresis loops [50, 55, 56].

The improvement in Jc for REO-doped samples is believed to be due to
enhanced pinning properties arising from the nanoprecipitates which act as effective
flux pinners. As shown by the reduced RRR, the improved Hc2 is a result of
enhanced impurity scattering [44] due to the presence of various types of nano-
precipitates in addition to defects. It has been shown that the enhanced Hirr is
correlated to the increased FWHM indicating that lattice distortion may play an
important role in this regards [52]. This is also supported by the increase in strain
because of lattice distortion [52].

Table 3.2 summarizes the dopant size, impurities, lattice parameters, and
superconducting properties of the rare earth oxides-doped MgB2 samples.
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3.1.3.3 Other Oxide Dopants

Al2O3

In nanoAl2O3-doped MgB2 samples [57], the decrease in lattice parameters is due
to substitution of Al for Mg, similar to aluminum doping alone [58]. Such change in
lattice parameters is rather small compared with Al doping alone indicating the
more reactive form of pure Al in substituting Mg during chemical reaction. While
the Tc does not decrease much, Jc at low field (<3.5 T, 10 K) is enhanced compared
with the pure sample. This behavior is quite similar to Al doping [59]. However, Jc
at 20 and 30 K for the Al2O3-doped samples is lower than the pure samples. This
could be attributed to the fact that pinning capability is not great as compared to that
of rare earth oxide doping in which substitution is insignificant and the nanopre-
cipitates are distributed within the matrix of MgB2 acting as magnetic flux pinners.
It was found that Hirr of the Al2O3-doped samples is poorer than the pure sample.
The particle size of the starting nanoalumina powder is 10–20 nm. After reaction,
some fine particles with the size 10–50 nm were found to be dispersed within MgB2

grains. EDS showed the presence of elements Mg, B, Al, and O in the grains.

TiO2

For MgB2 samples doped with TiO2 [60], MgO is the only impurity detected by
XRD. Compared with Ti-doped MgB2 samples [61], Ti, TiB2, and TiB4 were found
in addition to MgO showing the more reactive form of Ti compared with TiO2 in
chemical reaction. As shown by the small change in lattice parameters and Tc, Ti
does not substitute into the MgB2 lattice. Similar finding was reported in Ti-doped
MgB2 [61]. The small change in the lattice parameters is attributed to the presence
of MgO and Mg deficiency [60]. The enhanced Jc and Hirr are believed to be due to
a number of factors such as the presence of nanoprecipitates and Mg deficiency. In
Ti-doped samples [61], formation of thin TiB2 layers at the grain boundaries is
beneficial to connecting MgB2 grains. Thus, the grain connectivity and area for
grain boundary pinning are increased leading to enhancement in Jc.

Zhang et al. reported their study on MgB2 bulks doped with TiO2 particles [62].
The surfaces of the starting TiO2 particles have been modified by 5–10% SiO2.
XRD showed the presence of MgO, MgB4, and Mg2Si indicating the presence of a
significant amount of SiO2 in the dopant. The a-axis does not change much while
the c-axis decreases slightly with the amount of dopant consistent with the fact that
neither Ti [61] nor Si [63] substitutes into the lattice of MgB2. 15 wt% of dopant
addition causes only a reduction of Tc by about 3 K. Jc versus field is enhanced
significantly when the samples were sintered at the optimal temperature. Such
enhancement is probably due to improved flux pinning by nanoprecipitates which
are formed as a result of reaction between TiO2 and SiO2 with Mg and B during the
in situ reaction in addition to Mg deficiency as Mg reacts with Si to form Mg2Si.

3 Chemically and Mechanically Engineered Flux Pinning … 77



SiO2

In nanoSiO2-doped MgB2 samples [64], the c-axis lattice parameter increases
slightly while that of the a-axis remains unchanged. Consequently, Tc drops by
0.8 K only for 15% of dopant additions due to insignificant Si substitution into the
MgB2 lattice similar to Si doping alone [63]. Some fine particles (10–50 nm) which
are identified as Mg2Si using EDS were found to distribute within the MgB2 grains.
However, improvement of Jc is not as great as nanoSi doping [65]. Jc of SiO2-
doped sample shows improvement at low applied magnetic field only. However,
Hirr is not improved much. The reasons for this could be the following: (i) the
presence of significant amount of impurities such as Mg2Si and MgO that degrade
the supercurrent path and (ii) ineffective flux pinning due to the large size of
nanoprecipitates (some as large as 50 nm) compared with the coherent length of
MgB2.

Sb2O3

By doping nanosized Sb2O3 particles into MgB2, both a- and c-axes lattice
parameters decrease slightly suggesting the possibility of oxygen doping [66]. XRD
showed the presence of MgO and Mg3Sb2 phases as the doping level increases. The
decrease in the estimated value AF indicates the increase of insulating phases MgO
and Mg3Sb2 which reduce the supercurrent path. SEM images showed smaller grain
size of the doped samples compared with the pure one. Tc of the samples decreases
by less than 1 K only even for doping up to 15 wt%. Both Hc2 and Hirr are
improved probably because of enhanced impurity scattering and lattice distortion as
indicated by a lower value of RRR and increased FWHM of the (110) and
(002) XRD reflections, respectively. In addition, the increase of Hc2 is also
enhanced by Mg deficiency as indicated by the formation of Mg3Sb2. The great
improvement of Jc versus field especially at high fields is believed to be contributed
by the enhanced Hc2 and grain boundary pinning.

Co3O4

For the samples doped with Co3O4, XRD showed the presence of MgO and
unreacted Co2O3 as the doping level increases [67]. No significant change in the
lattice parameters was found. The crystallinity of the samples is degraded as shown
by the increased FWHM values of the XRD peaks. Tc does not change much (37–
38 K) for up to 6% of Co3O4 additions, suggesting that no Co substitution into
MgB2 lattice has taken place. On the other hand, Co may substitute for Mg in
Co-doped MgB2 as concluded from Mössbauer spectroscopy measurement [68].
This may be ascribed to the more reactive form of pure Co element compared to
Co3O4 during chemical reaction. Field-cooled (FC) and zero-field-cooled
(ZFC) temperature-dependent magnetic susceptibility measurements showed the
presence of paramagnetic Meissner effect (PME). Such phenomenon can be related
to the stacked MgB2/Co3O4/MgB2 layers giving rise to superconductor-
insulator-superconductor (SIS) or superconductor-normal metal-superconductor
(SNS) junctions. However, Kuroda et al. reported that PME was observed in both
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their undoped and Co3O4-doped samples, suggesting that such phenomenon may
not originate from the stacked junctions [69]. It should be noted that the samples
reported in [69] show greater degradation in Tc compared to that in [67]. Jc is
enhanced almost by an order of magnitude compared with the undoped MgB2

samples [67]. Jc and Hirr were found to be influenced greatly by the sintering
temperature indicating that sample preparation procedure is crucial in influencing
the superconducting properties of these samples [69].

MgO

Addition of MgO into MgB2 gives rise to a higher volume fraction of MgO as
shown in the XRD patterns [70]. As expected, the change of lattice parameters is
negligible small and hence Tc does not degrade much either [70]. Tc decreases less
than 1 K for addition of up to 5 wt% MgO. To enhance Jc, optimal amount of MgO
additions is crucial for increasing flux pinning without degrading grain connectivity
due to the presence of excessive insulating MgO, especially when they reside at the
grain boundaries [2, 70].

The dopant size, impurities, lattice parameters, and superconducting properties
of the various oxides-doped MgB2 samples are given in Table 3.2.

3.1.3.4 Samples Prepared Using Spark Plasma Sintering (SPS)

The microstructure and superconducting properties of Ho2O3 [72]- and GeO2 [73]-
doped MgB2 synthesized using ex situ SPS method have been studied. The
advantage of using such material processing route is that samples with high density
(>90% of the theoretical density) can be obtained. In addition, the samples have
nanograin structure and high density of defects.

Ho2O3

The physical properties of the Ho2O3-doped samples prepared using SPS method
[72] are quite similar to those prepared at ambient pressure [56]. XRD data indi-
cated the presence of MgO, HoB4, and MgB4 (Table 3.3). C doping is possible due
to the C containing synthesis environment. No obvious change of lattice constants
is noticeable as also reflected in a small change of Tc. SEM images showed that the
samples are composed of regions with relatively free of Ho which are embedded in
regions containing Ho. It is believed that the starting powder of Ho2O3 is very
crucial in defining the microstructure which will affect Jc. Two different Ho2O3

particles were used as dopant in the study reported in [72]. The first type consists
mainly of bar-shaped particles (0.9–15 μm) while the second type has sphere-like
shape (0.95–48 μm). In the samples prepared using a combination of the two types
of dopants, Jc could be controlled so that enhancement of Jc occurs at all fields.
TEM images showed the presence of nanoinclusions with the size of 8–60 nm at
the grain boundaries. Most of these nanoinclusions are found to have a size of even
less than 20 nm. EDS showed that they are Ho-B-O phases. It is considered that δTc
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pinning is the main pinning mechanism due to defects, grain boundaries, and
nanoscale impurities.

GeO2 doping

XRD patterns of the GeO2-doped samples showed the presence of impurities MgO,
MgB4, and Mg2Ge [73] (Table 3.3). The a-axis lattice parameter decreases slightly
(may be due to accidental C doping) while that of the c-axis remains constant.
Hence, substitution effect is insignificant in agreement with the very little change of
Tc (<1.0 K). Moreover, the residual strain in the samples does not change with
GeO2 additions. SEM showed that the grain size of MgB2 decreases after reaction
with GeO2, thus giving rise to more grain boundary pinning. TEM images showed
25–100-nm C-rich magnesium boride phases. In addition, about 100-nm-sized
Mg-O and Mg-Ge phases were also found. The size of these phases is too big to act
as effective pinning centers. Therefore, the pinning mechanism is attributed to grain
boundaries. GeO2 doping shifts the pinning mechanism from point pinning to grain
boundary pinning. Jc at 20 K, 5.1 T, is about 100 A/cm2 for the sample with
nominal composition MgB2(GeO2)0.005.

3.1.3.5 Samples Prepared Using Mechanical Alloying and Hot
Pressing

Perner et al. [74] reported the preparation MgB2 samples doped with MgO and SiO2

using mechanical alloying method. The starting Mg and B were mixed with either
MgO (45 μm) or SiO2 (45 μm) and mechanical milled using a planetary ball mill.
The mixture was then hot pressed. XRD patterns showed the presence of unreacted
Mg, MgO, and debris from the milling tool (WC) for the MgO-doped samples
while unreacted Mg, SiO2, MgO, Mg2Si, and SiC were found in the SiO2-doped
samples (Table 3.3). It is unclear whether SiC appears as a reaction product during
the mechanical alloying or impurity in the SiO2 nanopowders. No significant
change in the lattice parameters in both samples was found. For the SiO2-doped
samples, the c-axis lattice parameter increases slightly only which is attributed to
the possibility of more effective substitution of Si into MgB2 lattice assisted by
mechanical alloying process. The relatively lower Tc ∼ 34 K for the undoped
MgB2 implies that the samples are much distorted due to high-energy milling. The
change of Tc is only ∼1 and 2 K, for additions up to 10 wt% MgO and 20 wt% of
SiO2, respectively. The Jc, Hc2, and Hirr increase significantly with appropriate
amount of MgO or SiO2 addition. TEM images showed 10–20-nm-sized MgO and
20–40-nm-sized MgB2 grains for the MgO-doped samples. For the SiO2-doped
samples, TEM images showed the presence of 10–30 nm MgO, 20–160 nm Mg2Si
as well as about 20 nm MgB2 grains. These nanoprecipitates should act effectively
as flux pinning centers. It should be noted that the mechanically milled and sub-
sequently hot-pressed samples have much higher density than those prepared in
ambient pressure [75] suggesting better grain connectivity of the former. The
processing method also leads to a high density of defects and grain boundaries (as a
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result of nanosize grains) as well as nanoprecipitates which are crucial for
increasing Jc, Hc2, and Hirr.

3.1.3.6 Co-additions

Studies of superconducting properties of MgB2 with co-additions of different
sources of C and SiO2 as well as rare earth oxides have been reported (Table 3.4).
XRD patterns showed the presence of impurities which are MgO and reaction
products between the dopant with Mg and B. Due to C, doping effect is obvious as
evident in the change of the a-axis lattice parameter while that of c-axis remains
unchanged largely. However, the decrease in both a- and c-axes was also noticed in
graphite and rare earth oxides co-doped samples [76]. Due to C doping and
impurity phases, the sample crystallinity is degraded as shown by the increased
FWHM and strain [76–79]. The grain connectivity is degraded because of the
presence of impurity phases as indicated by the decrease in AF [76]. However, the
graphene oxide- and rare earth oxide co-doped samples showed increased AF

indicating improved grain connectivity [79] probably due to grain alignment
induced by graphene oxide as reported elsewhere [38]. The decrease in Tc is
expected mainly because of C doping. The enhancement in Jc, Hc2, and Hirr is
attributed to the increased pinning and enhancement of impurity scattering because
of the presence of nanoprecipitates and C doping.

3.2 Carbon Impurity Doping

3.2.1 Why Carbon Doping?

Chemical doping by introducing appropriate impurity atoms into materials is a
simple and conventional but effective way of modifying the structures, especially at
the atomic scale and the nanoscale. Such structural modifications have strong
influences on many properties, for example, electrical and magnetic properties, and
it is essential to understand the nature of materials and to enhance the physical
properties for their applications. The approach by chemical doping has been of
course applied for binary MgB2 materials, such as MgB2 superconducting wires,
bulks, and films. Many attempts to dope various impurities and to find active third
and fourth elements for changing nanostructure parameters that characterize the
crystal system, and thus, tuning the superconducting properties has been made since
the discovery of the superconductivity in 2001 [80]. The main objective of these
trials is to specifically improve two superconducting properties, namely the upper
critical field and the in-field critical current density, which are the most important
criterions for technical applications such as the next generation of superconducting
magnets for magnetic resonance imaging (MRI) scanner. The performance of the
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in-field transport current without dissipation is particularly important and it is
mainly determined by several factors, for example, the upper critical field, the
irreversibility field, flux pinning, anisotropy, and the connectivity, which are
depended on nanostructures in the superconducting materials.

Today, carbon is known to be the most appropriate impurity element for
high-field applications using MgB2 materials, especially the wires and films. The
chemical doping reduces the number of holes, introduces scattering centers for the
charge carriers, and thus decreases the critical transition temperature, but reduces the
anisotropy and drastically improves the upper critical field, the irreversibility field,
and the in-field critical current property when an appropriate dopant as a carbon
source is doped by adding an appropriate amount and using an effective method [81–
86]. The pronounced effect was firstly discovered in 2002 by Dou et al. through
silicon carbide (SiC) doping [87], which is being studied even now and considered
as one of the most effective inorganic dopants. Numerous carbon-containing com-
pounds including organic matter as well as inorganic one can be available as
dopants, and thus, the first result has attracted two main questions of what the most
appropriate dopant as a carbon source is and how the superconducting properties
change upon incorporating the dopant. A considerable number of studies have been
done so far and the intense research efforts have elucidated the mechanism of the
improvement in the in-field critical current density, especially for MgB2 wires and
bulks. Many reviews [81–86] published on this subject have already described the
mechanism, and they have led to a better understanding of the effect of carbon
doping. The nanoscopic roles for MgB2 wires and bulks are, however, not shown in
these reviews, and this is because the origin has recently been observed at the
atomic-resolution scale by using advanced microscopic techniques [88]. Different
nanostructures formed by carbon doping have also been observed in MgB2 thin film,
and the unique structures have been investigated to elucidate the origin and the
mechanism [89–91]. The studies of the doping effect besides the investigation of the
nanoscopic origin have been conducted on many carbon dopants for wires and bulks,
and it means that the first question regarding the most appropriate carbon dopant is
still open. Here, we therefore compare various dopants, describe the impact of the
recent doping methods, and discuss the mechanism, especially in terms of the
nanostructural results of thin films, wires, and bulks.

3.2.2 Carbon Doping Effect

Recent progress of nanostructural studies has clearly revealed that the origin of
carbon doping into MgB2 wires and bulks, which is indispensable for under-
standing the mechanism of the improvement in the in-field critical current density.
The nanoscopic origin was investigated on in situ processed MgB2 wires, which are
doped with malic acid (C4H6O5) as a carbon source and sintered at a low tem-
perature of 650 °C [88]. The carbon compound is known to be one of the most
effective organic dopants [92], and the doped wire was thus selected as a research
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target for examining the carbon role on the nanostructure. The wire cores were
treated by a wedge polishing method and then by an ion milling process with a low
acceleration voltage of 100 eV. The ion-milled sample was analyzed using a
300-keV field-emission transmission electron microscope, and a resulting image is
shown in Fig. 3.1a. Many structural defects (marked with red arrows in the figure)
are found to arise in the carbon-doped sample sintered at the low temperature, and
they are identified as stacking fault which is a type of plane defect. The planar
defects are assumed to be formed, for example, by condensation of vacancies or
interstitials introduced in the hexagonal structure consisting of alternatively stacked
magnesium and boron planes in MgB2 crystals, and the structural change can be
caused by substitutional or interstitial effect of the chemical doping. The trans-
mission electron microscope image obtained at the range of a few hundreds of
nanometers (as shown in Fig. 3.1a) is, however, not determined which planes,
atoms, and atomic positions are associated with and responsible for such defects.
The nanoscopic origin to be determined for elucidating the fundamental mechanism
was further investigated by magnifying and analyzing the region where the stacking
faults are present, and it was performed by using a Cs-corrected scanning trans-
mission electron microscope equipped with electron energy loss spectrum analysis
as well as the transmission electron microscope [88]. The resulting images and
analyses can distinguish the two different layers of magnesium and boron and prove
clearly that partial boron planes are missing from the original crystal structure. It is
thus confirmed that carbon doping with the low-temperature sintering introduces
stacking faults on boron planes of the MgB2 crystal structure in the case of the
polycrystalline materials.

The atomic arrangement and structural defects caused by carbon doping with the
low-temperature sintering were also studied by using the scanning transmission
electron microscope [88, 93], and a resulting image is shown in Fig. 3.1b.
A magnesium atom and two boron atoms can be distinguished (and some of them

Fig. 3.1 Nanostructures of the core region of the malic acid-doped MgB2 wires.
a Low-magnification transmission electron microscope image (reproduced from [88]). Red
arrows denote stacking faults. b Annular dark-field scanning transmission electron microscope
image (reproduced from [93]). Yellow and red balls denote a magnesium atom and two boron
atoms, respectively. White ‘T’ marks denote edge dislocations and areas sandwiched between the
marks correspond to boron vacancies
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are marked with yellow and red balls as a guide for eyes in the figure), and they are
confirmed to form a stacking structure of magnesium and boron layers in MgB2

crystals. Such a high-resolution image can also capture atomic-scale behaviors of
planer, line, and point defects such as stacking faults, dislocations, and vacancies.
For example, lattice defects (marked with white ‘T’ marks in the figure) are found
to arise in the layer structure, and they are identified as edge dislocation which
indicates a terminal point of incomplete lattice rows. The dislocations are accom-
panied by local stress fields, and the sandwiched areas on boron layers are found to
be missing. The missing areas correspond to intrinsic stacking faults formed by
condensation of boron vacancies, and the generation mechanism may be explained
by dislocation climb [88] underlying the maintenance of equilibrium between the
stress and the vacancy concentration and the carbon substitutional effect suggested
by first-principle calculations [94, 95, 96]. A study of the vacancy formation
behavior as well as the influence on lattice parameters was performed by the
calculations using the projector-augmented wave method within the generalized
gradient approximation for the exchange-correlation interaction, and the simula-
tions adopted a model, in which supercell geometry in size of 8 formula units was
constructed [96]. The calculation results indicate that a single carbon substitution
into a boron site decreases the a-axis lattice parameter of the basal plane by 0.73%,
while the c-axis parameter remains almost equal to the original value. The calcu-
lated lattice volume is contracted 1.43% by carbon substitution, and as a conse-
quence, the calculated vacancy formation energy is 0.37 eV lower with carbon
substitution than without carbon. This fact makes it clear that more vacancies are
introduced by carbon doping into MgB2, which is in agreement with the experi-
mental observations (as shown in Fig. 3.1). It is thus clear that these structural
defects, especially the boron vacancies, play a central role in the structural change
caused by carbon doping with the low-temperature sintering in the case of MgB2

polycrystalline wires and bulks.
The structural change due to carbon doping may also have a strong influence on

lattice parameters that characterize the MgB2 crystal system reflecting the super-
conductivity. The experimental studies to evaluate changes in the nanostructure
parameters as well as the first-principle calculations to simulate the effect [94–96]
were made, and they were performed, for example, by X-ray powder diffraction
[97–100], four-circle X-ray diffraction [63, 91, 101–103], neutron powder diffrac-
tion [104], and high-energy synchrotron radiation powder diffraction [88, 105–
107]. These structural analyses based on X-ray, neutron, or synchrotron radiation
crystallography revealed that carbon doping into MgB2 single crystals, polycrys-
talline bulks, and wires decreases the a-axis lattice parameter while leaving the c-
axis lattice parameter unaffected or causing a slight change in the lattice spacing.
The change in the nanostructure parameters, especially the shrinkage of the a-axis
lattice parameter, may arise from the formation of boron vacancies and associated
stacking faults (as shown in Fig. 3.1) and that of other substitutional defects in the
case of MgB2 wires and bulks. On the other hand, the doping into MgB2 thin films
leads to a distinctly different behavior compared with those of the single crystals,
bulks, and wires, and in fact, the a- and c-axes lattice parameters increase with
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increasing carbon content except heavily doped films [91, 102]. The lattice
expansion may not be simply explained by an intrinsic model of only the interstitial
(or substitutional) incorporation [95], and extrinsic factors, such as the secondary
phase of MgB2C2 in the grain boundaries and the thick layer, have been suggested
to be mainly responsible for the effect [89, 91, 108]. It is thus obvious that the
changes in lattice parameters are inherently different between the intrinsic and
extrinsic effects of carbon doping.

The lattice changes in both cases of the intrinsic and extrinsic effects may cause
lattice disorder, and an evidence for this is shown in Fig. 3.1b. The atomic-scale
image of the carbon-doped sample proves clearly that the atomic arrangement of
magnesium and boron atoms is not perfectly ordered in crystal layers and the lattice
structure is distorted by the intrinsic effect. This is consistent with the results of
other structural analyses by X-ray powder diffraction [109, 110], high-energy
synchrotron radiation powder diffraction [88, 107], and Raman scattering spectra
[111, 112]. Different nanostructures most likely reflecting the extrinsic effect have
also been studied, and they are found to have extensive lattice disorder [89–91].
The structural disorder induced by the intrinsic or extrinsic effect of carbon doping
increases the scattering rate of charge carriers, shortens the mean free paths,
decreases the superconducting coherence length, and thus improves the irre-
versibility field and the upper critical field. Experimental results showing the drastic
improvement by carbon doping have been reported so far, and for example, the
upper critical field at 4.2 K exceeds 33 T in round wires by the intrinsic effect [113]
and may reach over 60 or 70 T for the parallel field in thin films by the extrinsic
effect [90, 91, 103, 114]. The exceptional high values shown in the thin films
approach or exceed the paramagnet limit of 65 T, which is calculated from the
conventional BCS theory for single-gap superconductors [115]. This is because
MgB2 is theoretically and experimentally identified as the first superconductor
where two superconducting gaps exist, and the two-band and two-gap structure may
be responsible for such anomalous behaviors of the upper critical field. A two-band
dirty-limit theory to explain the nature has been proposed by Gurevich, and the
exceptional upper critical field can be achieved by tuning the scattering within the
two bands [45, 116]. The theory predicts further that the paramagnet limit of MgB2

is estimated to be 130 T, and it means that there is still large room for a further
increase in the upper critical field. The interesting prediction has been controversial,
but in any case, an increase in the upper critical field (and the irreversibility field)
improves the field dependence of superconducting properties including the trans-
port critical current density, as shown in many reviews [81–86]. The anisotropy of
the upper critical field is also known to be crucial for the in-field properties, and the
effect has been studied on MgB2 materials [81, 117–119]. The anisotropic property
confirmed in thin films and single crystals arises from the nature of the supercon-
ducting gap on the two-dimensional σ bands, which is the larger of the two gaps on
the two bands [39, 120, 121]. The anisotropy exerts a strong influence on the
in-field critical current property of untextured polycrystalline materials such as
wires and bulks, and in fact the randomly oriented grains having different properties
in fields cause field-induced inhomogeneity in the materials, leading to rapid
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degradation of the in-field critical current property [81, 118]. A method to reduce
the upper critical field anisotropy is carbon doping [81, 110], which introduces the
lattice disorder including boron vacancies (as shown in Fig. 3.1) and thus may
affect the two-dimensional σ band conduction localized on the boron planes [39]. It
is therefore evident that carbon doping into MgB2 materials introduces structural
disorder and reduces the anisotropy, resulting in the improvement of the upper
critical field and the in-field critical current property.

3.2.3 Carbon Doping Methodology

Carbon doping can improve the in-field superconducting properties of MgB2 wires,
bulks, and films, but it strongly depends on how carbon is doped into the materials.
Numerous carbon-containing compounds as well as the carbon element itself like
pure carbon nanoparticles can be used as carbon sources, and thus, various doping
methods have been proposed to effectively improve the upper critical field and the
in-field transport critical current density. Active carbon sources, for example, bis
(methylcyclopentadienyl)magnesium ((MeCp)2Mg) [103, 114], methane (CH4)
[90, 122], and trimethylborane (TMB) [91], for MgB2 thin films fabricated by
hybrid physical–chemical vapor deposition have been studied, and the
carbon-containing gases seem to be promising sources for realizing the exceptional
high upper critical field over 60 or 70 T. On the other hand, numerous kinds of
carbon dopants have been examined on wires and bulks, and it raises a general
question of which sources are the most effective for the polycrystalline materials.
The answer, of course, depends on how the criteria are chosen in experimental
results obtained so far by various measurement methods and conditions. A criterion
to compare the effects of various carbon dopants is given here by the in-field
transport critical current density, which is mainly determined by several factors
including the flux pinning and universally used as an important criterion for in-field
technical applications. Many studies of the doping through various carbon sources
have reported transport results at 4.2 K and around 10 T, and thus, the best values
achieved by each dopant are compared and listed in Table 3.5. The comparison is
carried out among results reported for round mono-core wires [85, 88, 93, 96, 110,
123–144], which were fabricated by a conventional powder-in-tube method and
prepared from metal sheaths of Fe or Nb/Monel, so that the strong influences of
wire fabrication methods [145, 146] except for carbon doping methods are reduced
on the transport property. The nature of starting boron powder is also known to
have a strong effect on the critical current property [12], and hence, conventional
round wires prepared from high purity of the amorphous powder (at least
over ∼99%) are selected here for the comparison. (The boron powder sizes were not
mentioned in some selected results, but to our knowledge, the kinds of high-purity
powder of amorphous boron are limited and the sizes are known to be submicron
and under ∼1 micron. It is thus thought that the round wires selected here were
prepared from the similar fine powders except for a result [133].) A different way
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for carbon doping without mixing or treating directly with pure boron powder has
recently shown a drastic improvement of the in-field transport critical current
density for round mono-core wires fabricated by a conventional powder-in-tube
method, and thus, the results [138, 140] are also added for the comparison. Carbon
sources finally compared here are TiC [136], B4C [85, 127, 132], silicon oil [142],
pyrene (C16H10) [96, 135], single-walled carbon nanotubes (SWCNTs) [126, 131],
carbon nanoparticles [129], multi-walled carbon nanotubes (MWCNTs) [126, 128,
144], coronene (C24H12) [143], SiC [85, 88, 123–125, 129, 130, 133, 134, 136],
malic acid (C4H6O5) [88, 93, 110, 136, 137, 139, 141], and methane (CH4) [138,
140]. Some of the sources have also been evaluated by magnetization measure-
ments, and the doping effects have been confirmed by the Bean critical-state model
[87, 92, 107, 109, 147–151]. Although the effects of these carbon sources cannot be
compared at entirely the same condition in terms of other factors including sintering
conditions, this comparison of the best values achieved by each dopant would be a
guide for the evaluation. The most effective carbon sources for the high-field
transport property seem to be SiC, malic acid, and methane (as listed in Table 3.5),
and in particular, the latter doping by radio frequency (RF) plasma injecting
methane gas [140] reaches a high value of ∼4.0 × 104 A cm−2 at 4.2 K and 10 T
[138] among the round mono-core wires (as given in Table 3.5). It is thus found
that methane gas is an active carbon source for improving the high-field super-
conducting properties not only of MgB2 thin films but also of polycrystalline wires.

Table 3.5 Comparison of the best values of transport critical current densities (Jc) at 4.2 K and
10 T, which are obtained so far by various carbon sources. Results reported for round mono-core
wires fabricated by an in situ powder-in-tube process [85, 88, 93, 96, 110, 123–144] (without
densification methods to address void formation) are selected and compared, and the best values
achieved by each dopant are extracted and listed here. Metal sheaths of the listed wires are either
Fe or Nb/Monel

Transport Jc (A cm−2) at
4.2 K, 10 T

Carbon source Carbon doping method

∼4.0 × 104 [138] Methane (CH4) RF plasma injecting CH4 gas and solid
mixing

∼2.9 × 104 [136] Malic acid
(C4H6O5)

Liquid mixing and solid mixing

∼2.4 × 104 [129] SiC Solid mixing
∼1.8 × 104 [143] Coronene

(C24H12)
Liquid process and solid mixing

∼1.3 × 104 [144] MWCNTs Solid mixing
∼1.3 × 104 [129] Carbon Solid mixing
∼1.0 × 104 [126] SWCNTs Solid mixing
∼1.0 × 104 [135] Pyrene (C16H10) Solid mixing
∼0.6 × 104 [142] Silicon oil Liquid mixing
∼0.6 × 104 [127] B4C Solid mixing

∼0.2 × 104 [136] TiC Solid mixing
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Similar transport critical current densities at 4.2 K and 10 T to the highest
performance of round wires have been reported on densified MgB2 tapes doped by
different carbon dopants that are C60 [152], carbon nanoparticles [153, 154], hollow
carbon nanoboxes [155], and cumene (C9H12) [156]. Further improvement of the
high-field critical current densities is known to require appropriate combinations of
densification methods and several carbon dopants, and the transport results [143,
157–169] are compared here and listed in Table 3.6. The transport critical current
densities (as listed in Table 3.6) are found to be significantly higher than those of
conventional round wires (as listed in Table 3.5). The high-field transport properties
have been achieved by the carbon sources of malic acid, nanostructured carbon,
coronene, SiC, and methane, and the densification methods of cold high-pressure
densification (CHPD), mechanical allowing (MA), internal magnesium diffusion
(IMD), and advanced internal magnesium infiltration (AIMI) [143, 158, 160, 162,
167]. These densification methods have been proposed to address voids formed
within cores of MgB2 polycrystalline conductors, which are caused by the large
volume reduction of the precursor powders when magnesium fully reacts with
boron to form MgB2 [88]. Hardness of sheath metals besides the densification
methods may also exert a strong influence on the transport property, and it is thus
hard to evaluate the most effective sources from only the comparison (as listed in
Table 3.6). It is, however, interesting to note that the carbon doping by using
methane gas achieves the highest transport critical current density at 4.2 K and 10 T
among all the MgB2 polycrystalline conductors including round wires and tapes.

The doping method by using a carbon-containing gas, for example, methane gas
[138, 140, 167, 170], ethylene (C2H4) gas [171], or pyrene gas [107], has been
studied and proposed on MgB2 bulks and wires. The basic concept is to homoge-
neously incorporate carbon into the polycrystalline materials without any severe
deterioration of grain connectivity, which is caused by agglomeration of unreacted
carbon due to the inhomogeneity [107]. The carbon incorporation methods to
address the agglomeration have been established through chemical vapor deposition

Table 3.6 Comparison of the best values of transport critical current densities (Jc) at 4.2 K and
10 T, which are obtained so far by densification methods and several carbon sources. Results of
mono-core conductors reported for the Jc over ∼5.0 × 104 A cm−2 [143, 157–169] are selected
and compared, and the best values achieved by each dopant are extracted and listed here

Transport Jc (A cm−2) at 4.2 K,
10 T

Carbon source Densification
method

Sheath,
barrier

∼15.0 × 104 [167] Methane (CH4) AIMI Monel, Nb
∼13.0 × 104 [162] SiC IMD Ta
∼10.7 × 104 [143] Coronene (C24H12) IMD Fe
∼6.0 × 104 [158] Nanostructured

carbon
MA Cu70Ni30,

Nb
∼5.0 × 104 [160] Malic acid

(C4H6O5)
CHPD Monel, Nb
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or diffusion [107, 171] and RF plasma synthesis [138, 140, 167, 170], and the latter
is also known to be one of the synthetic methods for pure boron nanopowder [170].
The plasma synthesis can be applied for carbon doping, and in this process,
carbon-treated boron nanopowder, called carbon-doped boron, are made from boron
trichloride (BCl3), hydrogen (H2), and methane as a carbon source. The nature of the
nanopowder has been investigated by using 300-keV field-emission and zero-loss
energy-filtering transmission electron microscopes [140], and resulting images are
shown in Fig. 3.2. A nanoparticle located at the center of Fig. 3.2a is captured, and
from boron K and carbon Kmaps shown in Fig. 3.2b and c, a very thin carbon layer,
about 1–2 nm, is found to almost homogeneously surround the boron nanoparticle.
The carbon-encapsulated boron nanopowder can be used as a stating material for
bulks and wires, and thus, the thin carbon layer can be easily incorporated into MgB2

polycrystalline materials, leading to the introduction of lattice disorder (as shown in
Fig. 3.1) and the drastic improvement of the high-field property (as given in
Tables 3.5 and 3.6) compared with MgB2 wires prepared from pure boron
nanopowder which is synthesized by RF plasm injecting boron trichloride and
hydrogen without using methane gas as a carbon source [138, 140]. Similar
nanostructured particles (as shown in Fig. 3.2) for carbon incorporation into MgB2

materials can be formed even by liquid and chemical solution processes, which are
used with pure boron powder and organic carbon sources, for example, coronene
[172] and malic acid [88, 92], and thus, the doping through the two sources may
result in high values of the high-field transport property (as given in Tables 3.5 and
3.6). These processes besides the doping effects can decrease the void density and
the void size in the polycrystalline materials, and thus, the carbon doping itself is
known to be one of the densification methods [88]. Other liquid and chemical
solution processes have also been studied extensively for homogeneously carbon
incorporation into the polycrystalline materials by using different carbon sources, for
example, benzene (C6H6) [173], thiophene (C4H4S) [173], ethyltoluene (C9H12)

Fig. 3.2 Carbon-treated boron nanopowder made by injecting trichloride (BCl3), hydrogen (H2),
and methane (CH4) into radio frequency (RF) argon plasma. a Zero-loss energy-filtering
transmission electron microscope image, b the corresponding boron K, and c carbon K maps.
White regions shown in boron K and carbon K maps denote boron and carbon, respectively, and it
is clear that a very thin carbon layer surrounds the boron nanoparticle (reproduced from [140])
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[174], benzoic acid (C7H6O2) [175], maleic anhydride (C4H2O3) [176], maleic acid
(C4H4O4) [177], stearic acid (C18H36O2) [178], Mg stearate (C36H70MgO4) [178],
Zn stearate (C36H70ZnO4) [178], sugar (C6H12O6) [179], glycerin (C3H8O3) [180],
acetone (C3H6O) [181], glycolic acid (C2H4O3) [182], mineral oil [183], oleic acid
(C18H34O2) [184], and chitosan [185]. Organic carbon dopants can, of course, be
used for conventional solid mixing with starting powders of magnesium and boron,
and the doping effect has been confirmed on the transport critical current properties,
for example, by using pyrene powder as a carbon source [96, 135] (as given in
Table 3.5). It is thus clear that organic carbon compounds can be applied for various
doping methods to incorporate carbon into MgB2 polycrystalline materials.

Different doping methods by using inorganic carbon sources, for example, nan-
odiamond [186], graphite [187, 188], Al4C3 [189], ZrC [189], NbC [189, 190],
Mo2C [189], HfC [189], WC [189] hollow carbon spheres [191], graphene [46, 155],
and carbon black [183], have also been studied on MgB2 bulks and wires. The most
effective inorganic dopants on the high-field transport properties seem to be
nanostructured carbon [158] made from high-purity graphite [192–194] and SiC
[129, 162] (as given in Tables 3.5 and 3.6), and in particular, the latter doping has
been widely investigated on various MgB2 conductors, for example, round wires
[85, 88, 123–125, 129, 130, 133, 134], square wires [146, 195], tapes [156, 173, 174,
196, 197], and IMD-processed wires [143, 157, 159, 162, 163, 165, 166, 168]. The
nature of the doping effect has been well understood by a dual reaction mechanism
among SiC, magnesium, and boron [129], and thus, co-doping of separate silicon
and carbon may not be optimum for MgB2 polycrystalline materials doped by the
two elements [198]. The SiC-doped MgB2 wires fabricated by the IMD process
show high values of high-field critical current densities at 4.2 K (as given in
Table 3.6), but coarse impurity phases of Mg2Si as well as the nanometer-sized ones
are formed within the wire cores [199, 200]. Such large-sized nonsuperconducting
phases may strongly limit the effective cross-sectional area for supercurrent flow,
and thus, there is still room for improvement on the homogeneity of SiC-doped
MgB2 cores. It is therefore evident that the homogeneity is a key requirement on
carbon doping even by using either of these sources including inorganic and organic
matter, especially for MgB2 polycrystalline materials, and further tailoring approa-
ches for carbon homogenous incorporation could open up the way to enhancing the
in-field critical current density for their technical applications.

3.3 Ball Milling

3.3.1 Introduction

Ball milling process is a widely used technique to grind and produce fine powders.
The scalability of this process makes it a preferable choice when powders should be
uniformly mixed and its grain size be reduced in production of metallic and ceramic
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materials [201]. The attainable particle size reaches as low as ∼10 nm depending on
materials and milling conditions, i.e., milling balls and vial, ball to powder ratio,
rotation speed, and time. Moreover, it is capable of synthesizing both equilibrium
and non-equilibrium alloy phases when two or more elemental powders were
milled.

In the case of MgB2, it is now well established that grain size plays an important
role since grain boundaries act as flux pinning centers [81, 85, 109, 202–206], in
similar manner with Nb3Sn [207, 208]. Hence, reduction of effective grain size Dg

by ball milling contributes to improvement of flux pinning force FP and Jc through
increasing grain boundaries density according to the following equation,

Jc =
FP

B
=

fP
Dgaf

, ð3:1Þ

where B is flux density, fP is the elementary pinning force, and af is the flux line
spacing. Such relationship between grain size and flux pinning strength can be
clearly shown in Fig. 3.3. The reciprocal grain size dependence of Jc shown in (3.1)
drives investigation on ball milling process in synthesis of MgB2 materials which
requires high critical current and irreversibility field, Hirr, such as tapes, wires, and
more recently bulk magnets.

In situ and ex situ are the primarily employed two techniques to fabricate MgB2

materials [209]. Perhaps the most commonly studied is the in situ method, for-
mation of MgB2 from mixed powders of Mg + 2B, since relatively high Jc is easily
attained owing to its reasonably strong intergrain bonding. In the in situ reaction
process, magnesium grains melt and diffuse into boron grains during heat treatment
and transform into voids resulting in a low bulk density (packing factor, P ∼ 50%)
and low connectivity. On the other hand, ex situ method, using prereacted MgB2

Fig. 3.3 Linear relationship
between irreversibility field
(4.2 K) and inverse grain size
(reproduced from [205])
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powder, is favorable in terms of bulk density. Packing factor close to ∼75% (the
close-packing of spheres) can be expected. Even unsintered, as-pressed ex situ
MgB2 tapes show relatively high transport Jc of ∼104 A cm−2 at 20 K [210]. Heat
treatment after cold working is effective to improve Jc through strengthening of
intergrain bonding [211–215]. Ball milling has been used for both techniques.

In this sub-chapter, the influences of ball milling on phase formation, grain
boundaries, Jc, Hc2, Hirr, and anisotropy of MgB2 samples prepared by in situ and
ex situ processes are introduced.

3.3.2 Ex Situ Processed Materials

Suo and Flukiger et al. firstly studied the influence of initial MgB2 powder grain
size on transport Jc in ex situ MgB2 tapes by using ball milling [209, 216, 217]. The
commercial MgB2 powder with medium particle size of ∼60 μm was ball milled
using an agate mortar and agate balls with different milling time and energy. 2, 3,
and 100 h of ball milling yield fine MgB2 powders with particle size distribution
peaks of ∼3/30, ∼1.5/10, and ∼1 μm, respectively. Transport Jc at 4.2 K under
6.5 T for the annealed MgB2 tapes based on the powders milled for 0, 2, 3, and
100 h showed 2.5, 11, 6.7, and 3.5 kA/cm2, respectively. It is clearly seen that fine
grain size contributed to high transport Jc. The decrease of Jc for the latter samples
is attributed to generation of impurity phases at the grain surfaces. Ball milling with
the option of carbon was reported by Kario et al. [218] using high-energy milling.
Long multifilament tapes with 20-h-milled powder with 5 wt% carbon showed high
Jc of 10

4 A/cm2 at 4.2 K under 8.8 T.
Effects of ball milling on the irreversibility field Hirr and anisotropy of ex situ

MgB2 tapes were reported by Malagoli et al. [212]. Significant grain refinement
produced by milling of MgB2 powder enhanced grain boundary pinning resulting in
high Jc of 10

4 A/cm2 at 4.2 K under 10 T and high Hirr of 14 T at 4.2 K. Aniso-
tropy in Hirr versus T diagram is commonly observed in ex situ MgB2 tapes owing
to intrinsic mass anisotropy 4–5 [39] and partial alignment of MgB2 grains during
cold working. Hirr values at 4.2 K obtained by I–V measurement perpendicular and
parallel to tape surface for the unmilled tape were 5.4 and 8.2 T, respectively, while
those for the milled tape were 14.0 and 14.4 T, respectively, showing that
macroscopic anisotropy almost diminished by milling due to fine grain size.

Evolution of MgB2 phase by mechanical milling was studied in detail by Chen
et al. [219]. After 4 h of milling with ZrO2 media, a detectable amount of ZrO2 was
present in MgB2 and its content increased with milling time. Partially amorphous
MgB2 was observed in the 400-h-milled powder together with the formation of a
minority ZrB2 phase. The expansion of lattice parameters in both a- and c-axes was
observed which may be due to possible alloying of zirconium.

Formation of grain boundaries during sintering is an important issue to achieve
high transport current in ex situ MgB2 materials. Tanaka and Mizutani et al. studied
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microstructural characteristics of ex situ MgB2 bulks prepared from
laboratory-made MgB2 powder with different grain size by ball milling [220–222].
Secondary electron images of the polished surfaces of ex situ MgB2 bulks sintered
at 900 °C for 24 h using different starting MgB2 powders ball milled for 0, 2, and
20 h showed that the intergranular coupling was seen to improve with longer ball
milling period (Fig. 3.4). In addition, the shape of the grains became plate-like and
they were connected with many neighboring grains. Compared to the green com-
pacts before sintering and the sintered sample without ball milling, the numbers of
isolated grains in the two-dimensional view were observed to decrease due to mass
transfer and the formation of grain boundaries. Since temperature-dependent part of
resistivity due to electron phonon scattering is not affected by impurity scattering
(the cleanness of a sample), connectivity as a barometer of macroscopic effective
conductivity for transport current can be described as,

K =
ρ ð300KÞ− ρ ð40KÞ

Δρsingle
, ð3:2Þ

where ρ(300 K) and ρ(40 K) are resistivity at 300 and 40 K, respectively, and
Δρsingle is the difference in resistivity between 300 and 40 K for an ideal single
crystals (4.3 μΩ cm [4, 223], 6.32 μΩ cm [206, 220, 221, 224], 7.3 μΩ cm [13],
and 8.1 μΩ cm [205, 225]). Connectivity values calculated from (3.2) using
Δρsingle = 6.32 μΩ cm for the ex situ MgB2 bulks sintered at 900 °C for 24 h using
different starting MgB2 powders ball milled for 0, 2, and 20 h were 25.9, 38.2, and
38.2%, respectively. The network structure with an array of grain boundaries
observed in the ball-milled samples is expected to provide superior electrical cur-
rent paths. Ball milling is considered to contribute to the formation of intergranular
necks and grain boundaries initial point contacts between neighboring MgB2 grains,
and generation of new intergranular point contacts and subsequent formation of a
network structure through shape optimization of the grains through reducing grain
size.

Fig. 3.4 Secondary electron images of the polished surfaces of ex situ MgB2 bulks sintered at
900 °C for 24 h using different starting MgB2 powders ball milled for a 0 h and b 20 h
(reproduced from [220])
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3.3.3 In Situ Processed Materials

Preparation of iron-clad MgB2 tapes using an ultrafine starting precursor (Mg, B)
was reported by Fang et al. [226]. Commercially available magnesium and boron
powder (−325 mesh in size) with stoichiometric ratio was milled by high-energy
ball milling for 2 h using stainless steel balls and vial. After milling, the powder
with reduced particle size (200–300 nm) was filled in 1020 iron tube followed by
groove rolling and flat rolling to a tape with about 2.5 mm by 0.2 mm in cross
section. The tape after annealing at 850 °C for 30 min showed transport Jc of
2.0 × 104 A/cm2 at 30 K under self-field. Matsumoto et al. [227] investigated
transport Jc properties of MgB2 tapes prepared from various ball-milled powders,
such as Mg + B, MgH2 + B, and Mg + B + SiC. The ball milling showed almost
no positive effects on Jc for MgH2 + B; however, significant enhancement of Jc
was observed in tapes prepared from the ball-milled powders of Mg + B and
Mg + B + SiC. Transport Jc of 1.2 × 104 A/cm2 was obtained at 4.2 K under
10 T. The origin of high Jc may be attributed to that fine boron grains abraded
magnesium grains during ball milling, resulting in fresh magnesium and boron
grain surfaces. Jiang et al. [228] reported ball milling effects on the MgB2 samples
prepared with milled original powders of Mg, B, and 3 at.% graphite. It was
revealed that ball milling of original powders promoted substitution of carbon for
boron in MgB2 lattice, resulting in generation of lattice distortion and enhancement
of Jc under high field.

Influence of milling media was extensively studied by Xu et al. [229, 230].
Among acetone, ethanol, and toluene, it was found that using toluene was most
effective to enhance Jc. Jc obtained at 5 K under 8 T reached 5 × 103 A/cm2 owing
to smaller MgB2 grains with carbon substitution.

Influence of particle size refinement on phase crystallinity was studied and
reported by Lee and Jun et al. [231, 232]. With increasing ball milling period,
semicrystalline boron peaks in XRD pattern became broader indicative of loss of
crystalline response of the boron particles. Influence of milling of low-purity boron
powder (β-rhombohedral crystalline phase) on MgB2 bulks and tapes was examined
by Wang et al. [233–235]. It was found that ball milling facilitated MgB2 phase
formation, refinement of grains, and increase in lattice defect density. The
80-h-milled MgB2 bulk sample showed Jc of 2.8 × 104 A/cm2 which was an order
of magnitude higher than that of the unmilled sample.

Ball milling is effective to enhance trapped field properties in bulk magnets.
Sugino et al. [233–236] studied the effects of the grain size, lattice strain, and
microstructure on the trapped field properties of ball-milled MgB2 bulks. A de-
crease in the in-plane lattice parameters and transition temperature and an increase
in the in-plane XRD peak widths occurred with milling as a result of grain
refinement and carbon substitution. Microstructural analysis revealed that
submicron-size fine MgB2 grains were well connected, resulting in increased grain
boundary density. The trapped field of the magnetized bulk samples exhibited a
large improvement with milling and reached 3.72 T at 5 K as shown in Fig. 3.5,
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which is the highest among MgB2 bulks prepared using pressureless synthesis. The
increased grain boundary density and electron scattering are considered to con-
tribute to the high trapped field through quantitatively and qualitatively enhancing
the grain boundary flux pinning.

3.3.4 Mechanical Alloying

The influence of the milling energy of precursor powder (Mg and B) on the
mechanical MgB2 formation (alloying), microstructure, and the superconducting
properties of MgB2 bulk samples and wires were quantitatively elaborated by
Häßler et al. [194, 218, 237–240]. They proposed an explicit approximate formula
for the energy Et transferred to the powder sample with mass m during milling:

Et

m
= cβ

ωprp
� �3

rv
t, ð3:3Þ

where β is the mass ratio of the balls to the sample, ωp is the angular frequency, rp is
the radius of the sun disk, rv is the radius of the vial, t is the milling time, and c is
the coefficient. The range of the milling energies varied from 4 × 104 (mixing) to
1 × 1010 J/kg (high-energy milling). Figure 3.6 shows the phase fraction of MgB2

in the powder in dependence on the normalized milling energy based on Rietveld
analysis of the X-ray diffraction data. It can be seen that a transition from pure
milling to mechanical alloying occurs at a milling energy of about 108 J/kg.
Electron microscopy analysis suggested that crush of Mg particles occurs during the
first stage of milling followed by formation of MgB2 phase. The transport critical
current density of the mono-filamentary tapes systematically increased with an

Fig. 3.5 The trapped
magnetic field as a function of
increasing temperature for the
magnetized, disk-shaped
MgB2 bulks with 30 mm
diameters and 10 mm
thickness synthesized from
powders under different
milling conditions
(reproduced from ref [236]).
The milling energy was
estimated according to
Häßler’s model [237] (3.3)
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increase in milling energy (Fig. 3.6). The Jc values at 4.2 K under 8 T varied over
two orders of magnitude from 4 × 102 to 4 × 104 A/cm2.

3.3.5 Mechanical Alloying with Dopants

High-energy milling of MgB2 prereacted powder renders the material largely
amorphous through extreme mechanical deformation and is suitable for mechanical
alloying with dopants including carbon. Senkowicz et al. reported high-energy ball
milling of the mixtures of Alfa Aesar prereacted MgB2 powder and graphite (0.9
MgB2 + 0.1C) in a Spex 8000 M Mixer/Mill [205, 225, 241, 242]. The milled
powders were hot isostatic pressed at 1000 °C for 200 min under 30 ksi. Then, the
obtained MgB2 pellets were annealed with Mg at 900 °C for 5 h to compensate Mg
deficiency. The a-axis lattice parameter of the sample was shorter than the literature
and estimated carbon content was x = 0.051 in Mg(B1−xCx)2, indicative of suc-
cessful carbon alloying. Upper critical field at 0 K reached 33 T, which is equal to
that of the carbon substituted single crystal [39]. Critical current density had a
maximum approaching 106 A/cm2 at 4 K. Increased lattice disorder induced in the
milling process is indicated by weakened XRD patterns, high normal-state resis-
tivity, and a low-temperature upturn in Hc2(T) and considered to be the origin of
improved Hc2, and Jc. Senkowicz et al. further investigated the influences of the
mechanical alloying by systematically changing milling time up to 3000 min and
found that long milling time can be responsible for very fine <30 nm grains, which
yield high irreversibility field. With increasing milling time, Tc, RRR, a-axis lattice
parameter, and grain size systematically decreased while residual resistivity
increased. Jc and irreversibility field showed a nearly 50% increase at medium

Fig. 3.6 Left The phase fraction of MgB2 in the powder in dependence of the normalized energy
based on Rietveld analysis of the diffraction data. Right The transport critical current density at
4.2 K under 8 T in dependence on the milling energy of the mono-filamentary tapes (reproduced
from [237])
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milling time (600–1200 min). The Jc values at 4.2 K under 12 T varied from
1 × 102 to 2 × 104 A/cm2.

Flux pinning efficiency in ball-milled MgB2 bulks with the addition of ZrB2 and
TaB2 was reported by Rodrigues and Silva et al. [243–245]. MgB2 bulk samples
prepared by milling prereacted MgB2 and ZrB2 or TaB2 powders using a Spex 8000
M Mill with WC jars and balls followed by heating in a hot isostatic press at
1000 °C under a pressure of 30 ksi for 24 h showed improved Jc under high
magnetic fields and flux pinning. The sample added with 5 at.% TaB2 and milled
for 5 h showed high Jc of 7 × 105 A/cm2 and macroscopic flux pinning force of 14
GN/m3 at 4.2 K under 2 T. The effect of the additive, acting as doping or not, is not
still well understood. Since the milled and mixed samples showed higher values of
Birr than the unmilled and unmixed samples, the milling increased electron scat-
tering and resistivity, increasing Hirr of the samples, resulting improvement of Jc
under fields.

3.4 Concluding Remarks

It is clear that formation of nanoprecipitates is an effective way to introduce flux
pinning centers in MgB2 in order to enhance the pinning strength of this material.
This can be done through oxygen doping, chemical dopant addition, and
mechanical ball milling. For undoped MgB2, pinning capability is strengthened as a
result of oxygen doping leading to the formation of oxide phases. By doping MgB2

with oxides, impurities arise from reaction between the dopant with Mg and B are
the sources of pinning centers. For carbon doping, carbon-related nanoprecipitates
can be effective pinning centers in addition to substitution-induced enhanced
impurity scattering which is beneficial to increasing Hc2 and high-field Jc. Flux
pinners in the form of defects and grain boundary (because of grain refinement) can
be introduced via mechanical ball milling. Hence, the electromagnetic properties of
MgB2 can be tailored by using a combinatorial approach to introduce various forms
of flux pinners in the material. In line with this, minimizing the degree of decrease
in Tc and degradation in grain connectivity is equally important.
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Chapter 4
Critical Current Anisotropy in Relation
to the Pinning Landscape

Nick J. Long

4.1 Introduction

Raising the critical currents of high-temperature superconductors has the desirable
outcome of lowering the barrier to widespread application of these materials. With
creative materials engineering, researchers have been successful in improving
critical currents over the field and temperature ranges relevant to applications [1–7].
Intrinsic thermodynamic properties and the interaction between the magnetic vor-
tices and the pinning landscape combine to determine how much current is sup-
ported. Due to both factors, the resultant critical currents generally vary with the
angle of the imposed external field. In this chapter, we will explore what is known
about this anisotropy.

The key to improved critical current performance has been optimizing the
density and morphology of pinning centers both for native crystal defects, such as
ion vacancies, stacking faults, and dislocations, and engineered additions such as
randomly distributed normal phase nanoparticles, columnar and transverse arrays of
nanoparticles. The improvements made in critical currents have been achieved by
trial and error guided by the understanding that it is desirable to have pinning
centers which are of similar dimension to the superconductor coherence length, and
that defects which are correlated in one direction will mostly enhance pinning when
the external magnetic field is also oriented in this direction. To go beyond trial and
error and more rationally improve nanoengineering of the pinning landscape, we
need to better understand the structure-property relationships between the pinning
microstructure and the critical current density.

But analyzing the critical current density to produce structure-property rela-
tionships has not proved straightforward or without controversy for the anisotropic
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superconductors. The difficulty stems partially from having two sources of aniso-
tropy, the anisotropy in the vortex cross section, arising from the intrinsic mass
anisotropy of the carriers of the vortex current, and the anisotropy of the pinning
centers themselves. The effects of these two factors are not easily separated. It is
never possible to have a fully isotropic pinning landscape in an anisotropic
superconductor. By definition, the modulation of the superconductor order
parameter in the c-axis direction gives some directional pinning. In addition, par-
ticularly for thin films, some correlated native defects in the c-axis or a/b axis
directions are inevitable. The other aspect of the difficulty lies in data analysis, as
we will describe in this chapter these two effects can produce similar outcomes.

A better understanding of the structure-property relations has technical value as
the anisotropy in critical currents complicates the use of these superconductors. In
most applications, wires and tapes will experience magnetic fields at many different
angles to the tape. If the critical current (Ic) varies strongly with angle, this presents
challenges for coil designers who must keep the coil within safe operating margins
of I/Ic everywhere within the coil. An unpredictable or only weakly predictable Ic
with field and temperature means exploiting the full capacity of these materials is
compromised.

Scientifically, the anisotropy of Ic(θ) highlights that for anisotropic supercon-
ductors or even superconductors in general, we do not understand well enough the
structure-property relationships between pinning and critical currents. The phe-
nomenon of pinning is not in dispute, but the understanding of how pinning is
aggregated across a complex pinning landscape, and the role played by carrier
anisotropy, is not complete.

Therefore, in this chapter, we will look at the common methods used to extract
information about the pinning landscape and the role of mass anisotropy from
measurements of the critical current density anisotropy Jc(θ). We define Jc = Ic/A as
the critical current density in the plane of the tape or thin film, or ab-plane in the
case of a crystal, and θ is the angle between the applied magnetic field and the
normal to the tape, usually the c-axis direction, with the current always perpen-
dicular to the field. This is often referred to as the maximum Lorentz force con-
figuration and is of most relevance to magnet and coil design.

Experimentally, we define the transport critical current as the current when an
electric field E0 =1 μV/cm is present in the current direction. The E(J) relation for
transport currents is found to be a power law E ̸E0 = J ̸Jcð Þn so strictly we have an
arbitrary engineering criterion rather than a value uniquely determined by experi-
ment. With magnetization measurements of Jc, the electric field criterion is effec-
tively much lower although this does not affect the analyses examined here.

Theoretically, the critical current is defined by J
!

c × Φ!0 + pm⃗ax =0 [8, 9], that is, the
sum of the forces on the vortex arising from the presence of the transport current is
in balance with the restoring force on the vortex due to its spatial position in a
potential minimum. Researchers commonly call the force due to the current the
Lorentz force although there are good reasons not to do this [9, 10]. We shall persist
with the mainstream nomenclature and refer to this as the Lorentz force.
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Common methods to analyze the critical current anisotropy are firstly scaling
methods, such as the Blatter scaling [8, 11] and other scaling approaches which are
a modification of this approach. Secondly, there are more direct methods of cal-
culating the expected response from defects, which examine the pinning forces on
vortices from defects under certain assumptions, and finally, we examine the vortex
path model or maximum entropy method, which is an information theory or sta-
tistical approach for extracting information from Jc(θ).

4.2 Mass Anisotropy Scaling

4.2.1 Theory

For high-temperature superconductors, taking account of the fundamental electronic
anisotropy of the materials is necessary to understand the thermodynamic and
electromagnetic properties. Hao and Clem [12] first discussed how the Gibbs
free-energy difference ΔG between the mixed and normal states can be expressed as
a function of the reduced field hðθÞ= H

Hc2 θð Þ∝HϵðθÞ for H≫Hc1, where

ϵðθÞ= cos2θ+ γ − 2sin2θð Þ1 ̸2 and γ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mc ̸mab

p
is the mass anisotropy parameter.

They hypothesized that physical quantities derived from the Gibbs free energy
should obey the same scaling behavior. Hence, measurements of these properties
should be scalable with the magnetic field in the same way through the reduced
field h. These properties would include resistivity, critical current density, and
flux-line-lattice melting temperature. They thus proposed the scaling
JcðH, θÞ= JcðhðθÞÞ for the critical current.

Blatter et al. [8, 11] expanded on and generalized this idea by noting that the
conventional method for accommodating anisotropy into a phenomenological
model of superconductivity is to introduce an anisotropic effective mass tensor into
the Ginzburg–Landau or London equations and then proceed to repeat calculations
made for the isotropic case. Instead, they proposed to rescale the anisotropic
problem to a corresponding isotropic one at the level of the basic phenomenological
equations. The scaling rules can then be applied to the known results of the iso-
tropic model to obtain the anisotropic results with no great effort. This approach is
schematically represented in Fig. 4.1.

The primary result is then a scaling rule as given in (4.1), where the desired
quantity is Q and the known isotropic result is eQ.

Q θ,H, T , ξ, λ, ε, γBð Þ= sQeQ ϵθH,T ̸ε, ξ, λ, γB ̸εð Þ ð4:1Þ

Blatter et al. use different conventions from those now typical in critical current
research, so in (4.1), ε is the reciprocal of our anisotropy factor, i.e., γ =1 ̸ε=5− 7
for YBCO and γB is not anisotropy but is a measure of the disorder. Blatter et al.
derived these results in the context of weak collective pinning theory, where γB
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describes short-range disorder in Tc. This scaling rule leads Blatter et al. to also
predict for the planar critical currents in an anisotropic superconductor
JcðH, θÞ= JcðhðθÞÞ, for large magnetic fields, consistent with Hao and Clem [12].
At low fields in the single vortex regime, a direct substitution of the scaling rules in
the collective pinning theory gives a different result, JcðθÞ=const, [8].

4.2.2 Jcðh θð ÞÞ Scaling of YBCO

The JcðH, θÞ= JcðϵθHÞ scaling law was first applied to the critical currents in
YBCO films by Xu et al. [13] and Kumar et al. [14]. For Xu et al., the scaling
relationship worked reasonably well over the whole angular range, over a wide field
range at high temperature. They plotted their data in the form of flux pinning force
or ‘Kramer scaling’ with a driving force of Feff

p = JcϵθH =F0h θð Þp 1− hðθÞð Þq and
found a single scaling curve for Feff

p versus h with no further rescaling of Fp. This is
equivalent to finding a single curve for JcðϵθHÞ versus h as in the experiments
described over the next few paragraphs. Xu et al., who referenced Hao and Clem,
did not argue that the scaling implied any particular type of pinning structure, rather
they argued from the exponents of the Kramer scaling that planar pinning mech-
anisms were dominant with some point pinning. Kumar et al. referenced [8] and did
not discuss pinning mechanisms; they found γ = 3.4 gave the best overlap of data.

The technique was not applied more commonly until Civale et al. used it to
identify the effect of particular pinning structures [15, 16]. Civale et al. argued that
the JcðϵθHÞ scaling would apply to random defects (uncorrelated disorder) only,
and hence by identifying the component of critical current which followed the
scaling rule, the components which corresponded to correlated defects could be
separately identified. Figure 4.2 shows the process applied to make this assignment
given a set of Jc(θ) curves at various values of H. Firstly, the Jc(θ) is replotted as
JcðϵθHÞ with γ as the only adjustable parameter. The procedure is repeated with

Fig. 4.1 Scaling procedure to simplify the derivation of anisotropic models as proposed by Blatter
et al. There are two paths to go from the basic equations of superconductivity to a model of the
measured quantity Q, either via a direct calculation or via scaling rules, which transform the basic
equations from anisotropic to isotropic. (Figure reproduced from [11] with permission)
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every dataset for different H. If the correct value of γ is chosen, then the data
collapse onto a single curve, except for the regions where correlated pinning is
contributing to Jc. A single curve can then be fitted to JcðϵθHÞ which covers the
region of overlapping data. This fitting can then be mapped back to any single
dataset JcðθÞ to identify the portion of the curve attributable to random pinning, and
this contribution subtracted to quantitatively identify the correlated pinning. The
result shown in Fig. 4.2 is typical for many YBCO films which have correlated
pinning due to ab-plane pinning centers, either intrinsic pinning from the weakly
superconducting spacing layers or stacking faults, and c-axis pinning due to either
grain boundaries or twin plane boundaries.

This method can then be applied to investigate the temperature and field
dependence of particular pinning contributions. This was done in detail by
Gutierrez et al. [2] for a metal-organic deposited YBCO film with barium zirconate
(BZO) inclusions.

Fig. 4.2 Application of the scaling method to separate isotropic and anisotropic components.
a JcðθÞ for an YBCO film at B = 5 T, the solid line is the identified isotropic contribution to JcðθÞ
from the scaling approach, b A scaled JcðhðθÞÞ dataset, where A, B, C, D are data points for θ = 0,
15, 85, 90°, respectively. c scaled data for the full set of fields, the solid line is a fit to where the
data overlap and is identified as the random isotropic contribution to Jc d anisotropic contributions
to JcðθÞ at 5 T obtained by subtracting the isotropic JcðθÞ. (Figure reproduced from [15] with
permission)
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This paper reported the largest flux pinning forces in an HTS or LTS conductor
to that date, a value of ∼21 GN m−3 at 77 K, and ∼80 GN m−3 at 65 K. This was an
impressive 500% improvement over NbTi at 4 K.

The film incorporated a dense array of mostly randomly oriented BZO nanodots,
i.e., embedded particles of ∼15 − 30 nm diameter at a concentration of 10% mol.
The film was also dense with further defects such as stacking faults (single Y-124
layers) and intergrowths (blocks of YCuOx or BaCuOx). XRD analysis of the films
showed them to have an internal strain of 0.56%, which was twice that of pure
YBCO films prepared with the same technique.

The effect of these different pinning structures was resolved through the technique
of Fig. 4.2, collapsing the JcðH, θÞ curves onto a single-scaled JcðϵθHÞ. To achieve
an overlap of the data required setting γeff ∼ 1.5 compared to the usual γ ∼ 5 − 7 for
YBCO, that is, the effective anisotropy of this material is much lower than pure
YBCO. The authors then went a step further by assuming critical currents due
to weak collective pinning can be described by a temperature dependence
Jwkc Tð Þ= Jwkc 0ð Þexpð−T ̸T0Þ and those due to strong pinning can be described by
Jstrc Tð Þ= Jstrc 0ð Þexp½− 3ðT ̸T*Þ2�. The contributions to Jc can thus be further
decomposed by fitting the isotropic Jisoc ðTÞ or anisotropic Janisc ðTÞ with a mixture of
these expressions. Their results are shown in Fig. 4.3 for a range of temperatures and
fields. Figure 4.3a shows for H//c the isotropic contribution is dominant at all fields.
Figure 4.3b shows the full temperature dependence of the isotropic Jc and that this
can be fitted using the strong pinning model at high fields and a combination of weak
and strong at 1 T. The final plot, Fig. 4.3c, shows how the complete JcðTÞ can be
decomposed into weak and strong pinning components if we ignore the small ani-
sotropic contribution for H//c. This can be generalized to a pinning phase diagram
showing how strong pinning is dominant for higher fields and temperatures, and
weak pinning becomes significant only at temperatures < 15 K.

Following on from this work, the same authors and others have used JcðϵθHÞ
scaling to quantify the effects of nanostructuring on critical currents. Also using
metal-organic deposition (MOD) as the fabrication technique, self-assembled
nanowires of Ce0.9Gd0.1O2-y (CGO) or nanoislands of (La,Sr)Ox can be prepared on
single crystal substrates, [17]. Both surface modifications are shown to induce
extended c-axis defects leading to an increase in critical currents for H//c. Using the
JcðϵθHÞ scaling, the ratio of anisotropic pinning to total current over the (H,
T) region is shown in Fig. 4.4 for the sample with LSO nanodots. Of note is the
weak field dependence of the pinning. It appears the added c-axis pinning is quite
effective to high fields, and is most effective at high temperatures. This is borne out
by a direct comparison of the pinning engineered films with a pure YBCO reference
film [17].

An important follow-up to this work was the investigation on the effects of strain
in the MOD films [18]. It was found that nanocomposites of YBCO-BaZrO3 and
YBCO-Ba2YTaO6 enhanced the generation of strain—correlated with the interfa-
cial area of the nanodots. The strain itself is of such a magnitude as to suppress pair
formation and hence can be a source of vortex pinning. Through comparisons with
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Fig. 4.3 Separation of isotropic/anisotropic and weak/strong components of the critical current.
a Field dependence Jisoc ðBÞ and Janisc ðBÞ at different temperatures, b temperature dependence
Jisoc ðTÞ at two fields. 7 T data are fitted to the strong pinning expression, and 1 T data are fitted to a
mixed weak-strong expression. c Jc measured inductively (effectively the isotropic critical current
only) and a fit of the weak and strong contributions. d Pinning phase diagram showing the
contribution of strong pinning to the total critical current for H//c, as deduced from the fitting of
c. (Reproduced from [2] with permission.)

Fig. 4.4 Vortex pinning
phase diagram showing the
ratio of anisotropic to total
critical current Janisc ̸Jc for
H//c over a range of field and
temperature for a YBCO
sample prepared on a
substrate with a surface
preparation of LSO
nanoislands. (Reprinted from
Gutiérrez et al. [17] with
permission)
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different nanoparticle additions, they identify strain as a source of increased iso-
tropic pinning force. These samples also have high densities of Y124 stacking
faults. The result is samples with a low effective anisotropy of γeff ∼ 1.4, compared
to the confirmed mass anisotropy from Hc2(θ) of γ ∼ 5.9 − 6 [18].

Despite the success of these approaches in assessing the effects of nanostruc-
turing, we may harbor some reservations about the assignment of these components
vis-a-vis weak/strong and isotropic/anisotropic pinning. The weak collective pin-
ning theory on which Blatter et al. derived their formulation has an expression for
critical current of Jc ≈ J0 ξ ̸Lc½ �2 and only applies when the collective pinning
length is much larger than the coherence length, Lc ≫ ξ [8]. For REBCO films
which have critical currents on order of 10% of J0, we would have a collective
pinning length Lc ∼ ξ. This is an inconsistency—high-performance REBCO films
are not in the weak collective pinning limit. The use of anisotropy factors which are
substantially different from the electronic mass anisotropy also invites questions as
to what exactly this parameter represents. As confirmed by the authors themselves,
the intrinsic electronic mass anisotropy has not changed. To explore these issues
further we will take a brief look at similar scaling for other materials.

4.2.3 Jcðh θð ÞÞ Scaling of BSCCO

A scaling description can also be used on BSCCO (Bi, Pb)2Sr2Ca2Cu3O11 wires as
shown in Fig. 4.5 [19]. BSCCO is known to have a very complicated
microstructure, so that a combination of ab-plane defects and point defects will
exist. The material is also poorly textured compared with the YBCO thin films
discussed thus far, and will have a FWHM of the rocking curve of order 12° [20]. In
this plot, data for temperatures from 20–85 K have been combined by scaling the Ic
to the self-field value at each temperature. This data can be fitted with a
(temperature-independent) anisotropy parameter, γ ≈ 8, which is similar to results
from YBCO, although this bears no relation to the real mass anisotropy of the
material, which is conservatively estimated at γ ≈ 50. [8, 21]

This general ability of JcðϵθHÞ to produce a convenient parameterization of large
datasets has been exploited byHilton et al. [22] and Pardo et al. [23]who have used the
mass anisotropy expression to fit datasets of YBCO over wide ranges of temperature
and field, for samples with Ic maxima at perpendicular and/or parallel fields.

It is not clear exactly why this parameterization works so well. One reason is
undoubtedly that JcðϵθHÞ ≈ JcðHcosθÞ over much of the angular range, and this is
insensitive to the γ value. Hence, if critical current is proportional to the flux density
perpendicular to the layers, where the pinning may be less strong, then this fitting
will work reasonably well. It is only close to parallel field that the γ value has a
strong effect, but if the fitting is poor closer to parallel field, it is easy to invoke
correlated pinning as the reason. We should therefore be sensitive to the possibility
of misinterpretation using this technique.
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4.2.4 Fpðh θð ÞÞ Scaling of Ba-122

An interesting experimental exploration of the validity of scaling rules has recently been
published byMishev et al. [24]. They have studied JcðθÞ in BaFe2As2 (Ba-122)-based
superconducting single crystals, with three samples covering weak, intermediate, and
strong pinning regimes. Startingwith aK-dopedBa-122 crystalwith the lowest Jc, this
sample was shown to obey JcðϵθHÞ scaling. For an example of strong pinning, they
prepared a neutron-irradiated Co-doped Ba-122 sample, with isotropic defects which
are larger than the coherence lengths. For this sample, JcðϵθHÞ scaling does not
produce a collapsed curve, instead they found that an additional scaling factor is
required JcðH, θÞ= ϵθJcðϵθHÞwhich then produces a single curve for the data. As this
is equivalent to scaling the flux pinning force, i.e., JcðH, θÞμ0H = μ0ϵθHJcðϵθHÞ or in
the common Kramer form FpðH, θÞ=F0h θð Þm 1− hðθÞð Þn, we will refer to this as
FpðϵθHÞ or FpðhðθÞÞ scaling. Mishev et al. motivate this scaling using an argument
associated with Fig. 4.6 below.

Mishev et al. argue that the elementary pinning force, fp =Ep ̸d, where Ep is the
pinning energy and d is the relevant length scale, is for defects with a radius less
than the coherence length, rd < ξab, fp∝Ecr3d ̸ξabϵðθÞ, with Ec the condensation
energy, which retains an angular dependence. This is illustrated in Fig. 4.6e, f. In
contrast, for a large defect with rd ≥ ξab, fp∝EcrdξabϵðθÞ ̸ϵðθÞ=const. This is

Fig. 4.5 Scaling of BSCCO
wire for temperatures of
20 − 85 K, and fields up to 8
T. The field was scaled using
ϵ θð ÞB ̸Birr with γ = 8. The
Birr values used are shown in
the inset. The critical currents
are normalized to the
self-field value at each
temperature. Reprinted from
[19] with permission
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illustrated in Fig. 4.6b, e. This fundamental difference in the elementary pinning
force produces the difference in scaling of the macroscopic currents, that is,
between JcðϵθHÞ scaling and FpðϵθHÞ scaling.

This argument introduces some additional puzzles, however. If for the case of
rd ≥ ξab, the elementary pinning is angle independent, and these defects are
dominant, then how physically does the angular dependence of the critical currents

arise? From our definition of the critical current, J
!

c × Φ!0 + pm⃗ax =0, the angular
dependence in Jc must arise from pinning interactions of some description.

This FpðϵθHÞ scaling has been proposed previous to the Mishev et al. paper to
describe critical currents in an irradiated YBCO sample. Matsui et al. [25] prepared
YBCO films with an MOD method and then applied low-energy Au irradiation to
produce a large density of point like pins. Matsui et al. noticed that if they transform
their Jc data for the irradiated film into flux pinning force, the result is an interesting
‘capping’ of the magnitude of the flux pinning force, seemingly independent of
field. This is shown in Fig. 4.8d. In an inset of Fig. 4.8c are calculated values of
FpðH, θÞ=F0h θð Þm 1− hðθÞð Þn, with (m, n) = (0.5, 2), and the scaling used is
hðθÞ= ϵðθÞH ̸H0 with μ0H0 = 8.3 T. This function is shown to fit the data in

Fig. 4.6 Figure from Mishev [24] giving a microscopic explanation as to why critical currents
arising from larger defects would produce a different scaling rule from those arising from point
defects a isotropic vortex core b isotropic core pinned by large defect, rd ≥ ξab c core pinning by
small defect, rd < ξab, d the vortex core after a rotation by angle θ e pinning of the anisotropic core
by a large defect, f pinning of the anisotropic core by a small defect. Reprinted from [24] with
permission
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Fig. 4.7d reasonably well for the field range 2–5 T. This includes fitting the unusual
shoulder features which lie at approximately 75°.

Matsui et al. offer the following explanation for their results. The (m, n) = (0.5,
2) values coincide with the predictions of Kramer [26] for point pins, and given the
large increase in critical current with the irradiation and hence introduction of point

Fig. 4.7 a Critical current for as-grown YBCO. b Jc for irradiated YBCO, c flux pinning force for
as-grown YBCO, and inset showing Fp calculation as described in the text, d flux pinning force for
the irradiated sample. Reprinted from [25] with permission

4 Critical Current Anisotropy in Relation to the Pinning Landscape 119



pins, they naturally ascribe the Jc for B ≥ 2 T to strong point pinning. At lower
fields, the fitting does not account for a large angle-independent contribution to Jc,
and Matsui et al. modify the flux pinning expression with an offset and linear
scaling. They justify this with a statistical argument around how pinning may be
modified at lower vortex densities.

The FpðϵθHÞ scaling observed by Mishev et al. and Matsui et al. is indeed quite
striking. We have offered an alternative explanation to the Matsui et al. results in a
comment on their paper [27]. Our explanation centers on identifying the equation
f bð Þ= f0bmð1− bÞn as a beta distribution and an outcome of averaging. In both papers,
attempts are made to connect the scaling analysis to the microscopic physics. How-
ever, in both cases, this raises further questions. For example, in theMatsui et al. data,
we may ask why point pinning should lead to the striking shoulder structures.

To make further progress in the next section, we examine direct models which
connect the anisotropic critical currents to flux pinning.

4.3 Models of Pinning and Field Angle-Dependent
Currents

In view of the open questions about scaling, it is of interest to describe some
microscopic models of the critical current anisotropy. Rather than explaining the
results through scaling of fundamental equations derived from the Ginsburg-Landau
model or the London equations, these are more direct models which seek to link a
particular defect structure with the form of JcðθÞ by considering the forces which
are acting on flux lines. We describe the first model in some detail and the following
two only briefly.

4.3.1 The Tachiki and Takahashi Model

Tachiki and Takahashi [28] primarily focused on the pinning effect of the layer
structure of the superconducting copper oxides. In these materials, the CuO2 planes
are strongly superconductive with a high superfluid density, and the regions between
the CuO2 layers have low superfluid density. The weakly superconducting layers
therefore act as natural pinning centers, and when vortices are directed along these
layers, they will be strongly pinned against perpendicular motion. Figure 4.8 shows
the key idea of their papers. When the magnetic field is at an angle θ, then the vortex
forms a staircase structure in which it periodically lies along the ab-planes where it is
pinned by the intrinsic layers, and intermittently, the vortex is deformed perpen-
dicular to the layers where there is assumed to exist pinning parallel to the c-axis
through twin planes or other correlated pinning. The twin plane spacing is assumed
to be larger than the vortex lattice spacing and the intrinsic layer spacing.
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The authors then resolve the pinning force into Cartesian components, and
derive expressions for Jc when Jc is a result of the Lorentz force exceeding the
strength of the layered pinning and then a different expression for when the Lorentz
force exceeds the strength of the c-axis pinning. Since the flux density from the
parallel vortices is Bx =Bsinθ, the critical current is Jc = Jc∥ðBsinθÞ for the parallel
vortices, that is, their pinning forces will be exceeded at this current, where Jc∥ is
the critical current in the case of perfect alignment with the ab-planes. Tachiki and
Takahashi take the parallel field Jc∥ðBÞ as field independent due to the high
matching field for the intrinsic pinning, that is, Jc∥ðBsinθÞ= Jc∥ð0Þ. The flux density
for the c-axis oriented vortices is Bx =Bcosθ, and the critical current density for
these vortices is Jc = Jc⊥ðBcosθÞ when the force parallel to the c-axis exceeds the
pinning force in this direction. For this direction, they assume a functional
dependence Jc⊥ðBÞ∝B− α. The overall critical current then depends on which
component of pinning force is exceeded, thus

JcðB; θÞ=min Jc∥ð0Þ, Jc⊥ðBcosθÞ
� � ð4:2Þ

Assuming the power law dependence Jc⊥ðBÞ∝B− α, we will have at a fixed field
JcðθÞ∝ðcosθÞ− α for angles not too close to the parallel direction. Tachiki and
Takahashi compared (4.2) with data available at the time, and particularly for angles
away from parallel field, the fit was reasonably good. The main problem with (4.2)
is that it contains an unphysical discontinuity and predicts an angle-independent Jc
at parallel field, depending on the ratio of Jc∥ ̸Jc⊥, which is not consistent with
experiments.

Despite this flaw, this model is instructive and rewards careful consideration.
Firstly, it emphasizes that pinned vortices are immobilized in a plane. When they
move, it may not be because all pinning forces available are exceeded, but only the
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Fig. 4.8 a Vortex at angle θ, being pinned in the ab-plane by the intrinsic insulating planes, and
pinned in the c-axis direction by correlated pinning such as twin planes. (Reproduced by
permission from [28]) b The angular dependence of critical current according to (4.2), for a sample

with Jc∥ ̸Jc⊥
� �2 = 5, and the mass anisotropy expression with γ = 5, and in both cases JcðBÞ∝B− 0.5
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forces necessary to prevent motion in a particular direction. Secondly, (4.2) again
returns us to a scaling relation, even though the intention has been to consider
pinning forces directly. It can be seen that this scaling relation is effectively the
same as the mass anisotropy scaling for field angles near perpendicular. In
Fig. 4.8b, we plot (4.2) and the JcðϵθBÞ expression assuming we have the power
law dependence for the perpendicular field Jc⊥ðBÞ∝B− 0.5 and γ = 5. We therefore
have reached similar outcomes for the angular dependence over much of the range,
although this scaling has been derived solely with reference to correlated pinning.

The assumption that the JcðϵθHÞ scaling can uniquely identify isotropic random
point pinning is therefore open to question. Note that this identification first made
by Civale et al. [15, 16] was never a logical necessity; if random point pins create a
scalable dataset, it does not logically follow that scaled data imply point pins must
be the source.

4.3.2 Models with Anisotropic Vortices

There have been relatively few attempts to construct microscopic models for ani-
sotropic superconductors and point pins. One detailed phenomenological treatment
has been made by van der Beek et al. [29]. In their paper, they focus on the
multiband iron-based superconductors so that the anisotropy of the coherence
length and the penetration depth may be different. They also generalize the isotropic
shape of the pins to include ellipsoidal defects. For the single vortex limit, they
show that either relatively sharp ab-plane peaks or broad c-axis peaks can result
from the interplay of the anisotropy and the defect size and shape.

The difficulty of constructing microscopic models of pinning was highlighted in
a couple of short papers by Mikitik and Brandt [30]. They show how in anisotropic
superconductors the force at which vortices move from a pin is not necessarily the
same as the pinning force. This is an extension of the idea included in the Tachiki
and Takahashi model, where at Jc vortices become unpinned in the direction in the
plane where the pinning force is lowest, not the direction of the Lorentz force.
Mikitik and Brandt extend this analysis to three dimensions and take account of the
fact that anisotropy will create an ellipsoidal pinning force profile in the plane
perpendicular to the vortex. Their idea is illustrated in Fig. 4.9. For any pinned
vortex, we construct a diagram showing the flux pinning force in any direction in
the plane perpendicular to the vortex—fp(Ψ). If the vortex experiences a force in the
direction Ψ, then for a critical force fc < fp(Ψ), the vortex will already move in the
direction Ψ1 as the projection of this force at the angle Ψ1 already exceeds fp(Ψ1).
We then have to define Jc relative to the critical force fc not the pinning force fp.

To construct a microscopic model which can make a credible prediction of the
macroscopic JcðθÞ is hence a daunting task. Reflection on the Tachiki-Takahashi
and Mikitik-Brandt models raises a further confounding factor. If we add a par-
ticular defect to our pinning landscape and see a significant increase in Jc, then it is
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natural to suppose this new defect dominates the pinning. But Tachiki-Takahashi
and Mikitik-Brandt show that this is not necessarily the case. The observed JcðθÞ
can be dominated by ineffective pinning in certain directions. Adding pinning
which prevents vortex motion in particular directions means that already existing
pinning structures may become more effective and relevant in determining JcðθÞ,
not less relevant.

Experimentally, the complexity of pinning at the individual vortex level is now
being explored through the novel use of scanning probe microscopes [31, 32].
These experiments confirm the complexity of vortex dynamics in response to forces
even in quite idealized experimental situations. Another favorable direction for
progress is to build computer models based on the Ginzburg–Landau equations
which can give a detailed picture of vortex dynamics [33, 34]. At present, the
complexity of these models and the computer resources required limit the physical
size of the model system. Hence, questions concerning a complex pinning land-
scape are only just being addressed. A proper summary of these efforts is beyond
the scope of this chapter.

In the next section, we will see how the Tachiki-Takahashi model can be
extended in a direction which leads us into a different mode of thinking about
critical current data, one that has the possibility of making sound inferences for the
structure-property relationships.

4.4 The Vortex Path Model or Maximum Entropy
Modeling

Rather than the vortex shown in Fig. 4.8a, imagine that the pinning landscape is
disordered, and the pinned vortices are more like those of Fig. 4.10. The ‘vortex
path’ through the material as depicted in Fig. 4.10 is a possible state of a pinned
vortex which is compatible with an external field at the macroscopic angle θ of this
path. The volume pinning strength, and hence Jc, is proportional to the density of
such pinning paths through the sample at the angle θ. A function for this density

Fig. 4.9 Diagram showing
how the critical force fc at
which a vortex will move in
the direction Ψ1 is below the
pinning force fp(Ψ) in the
direction of the applied force
for point pins in an
anisotropic superconductor.
Reproduced by permission
[30]
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with angle can then be constructed through probabilistic considerations. This leads
to a model referred to as the ‘vortex path model’ [35].

A probability density for the pinning paths, p(θ), is derived by assuming simple
rules for constructing such paths. Consider the vortex path as a directed random
walk, where y= nλ is the sum of n steps of average length λ in the y-direction. This
will dictate the center of a peak (though not necessarily a maximum density) in the
y-direction. Assuming there is no bias for steps in the z-direction and if the z steps
are chosen from any distribution of finite variance, then for z= ∑n

i=1 zi, the
probability for finding a particular z value is pðzÞ= ð1 ̸2πnσ2Þ1 ̸2 expð− z2 ̸2nσ2Þ,
that is, the distribution converges to a Gaussian according to the central limit
theorem. As z ̸y= tan θ, a transformation of random variables is required to go
from Jcðz ̸yÞ∝p zð Þ to JcðθÞ∝pðθÞ, with the result

JcðθÞ= J0ffiffiffiffiffi
2π

p
Γ sin2 θ

⋅ exp −
1

2Γ2 tan2 θ

� �
ð4:5Þ

where Γ= σ ̸
ffiffiffi
n

p
λ, and J0 is a proportionality constant. This equation is referred to

as an angular Gaussian. If instead of assuming the convergence to a Gaussian for
p(z), a heavy tailed Lorentzian distribution is chosen, pðzÞ= ð1 ̸πÞγ ̸ðγ2 + z2Þ, then
the result is

JcðθÞ= 1
π

J0Γ
cos2 θ+Γ2 sin2 θ

ð4:6Þ

where in this case Γ= γ ̸λ, and this is referred to as an angular Lorentzian.

Fig. 4.10 Representation of a vortex pinned both parallel and perpendicular to the xy plane and
forming a macroscopic angle θ to the z-axis. The dotted lines represent pinning defects in the
material. This vortex path and others existing in the material can be described as a directed random
walk of n steps of length yi in the y-direction and z-i in the z-direction. An alternative description is
to note the defects establish a mean value of z/y at which vortices will be pinned, and an associated
variance to this mean. Reprinted from [35] with permission
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It has been shown [35, 36] that these equations describe JcðθÞ for an incredibly
wide range of samples, for isotropic and anisotropic superconductors. It may
however seem that these equations have been derived using contrived rules. After
all, are the paths formed by pinned vortices really such a random walk? Won’t
pinned vortices at large angles from the center angle of such a Jc peak start to follow
different rules, dictated by vortex tension, vortex-vortex interactions, or geometric
effects of the sample?

Such questions become irrelevant if the distribution in the Cartesian coordinates
is taken directly as pðz ̸yÞ= ð1 ̸2π Γ2Þ1 ̸2 expð− ðz ̸yÞ2 ̸2Γ2Þ, that is, a Gaussian in
z / y. The model is now independent of the random walk description. A Gaussian is
a maximum entropy distribution in which the mean and variance are specified [37].
That is, it is a maximization of the Shannon information entropy with constraints on
the mean and variance of the distribution. This is now a maximum entropy model
which says the pinning landscape is determining a mean value of z / y at which
vortices are pinned in the zy plane (in this case, <z / y> = 0), and a variance to this
orientation < z ̸yð Þ2 > − < z ̸y> 2 =Γ2, but no further information is specified
[38]. The angular Lorentzian can likewise be described as a maximum entropy
distribution, where only the variance is specified. Any further effect of the physics
is ‘averaged out,’ and we are only left with this information in the data. Maximum
entropy can be loosely translated as ‘maximum missing information.’

Philosophically, the shift from the vortex path model as describing actual vortex
positions, to the maximum entropy description, is a shift from attempting to directly
model the microscopic physics, to concentrating on the information content of the
JcðθÞ data. Nonetheless, the vortex configurations described by the vortex path
model are a useful physical picture if not taken too literally. The use of maximum
entropy distributions to find structure-property relations is the methodology gen-
erally employed in spectroscopy, where Gaussian and Lorentzian functions are
used, and many other forms of signal processing. Firstly, if the distributions
describe the data, then the information content of the data is known with a high
degree of confidence. Secondly, the information from the data fitting, in our case
the parameters of the JcðθÞ fitting, can be correlated with information about the
microstructure, and hence the structure-property relations of the system determined.
We now give some examples from previously published work of applying this
process.

Figure 4.11 shows results from Wimbush and Long [36], where a Nb thin film
which has an array of vertical pores etched through the film at a spacing of 140 nm
and a diameter of 75 nm. The addition of the nanopores increases Jc by up to a
factor of 50 over films without nanostructuring. It is known that Nb films will give a
strong peak in JcðθÞ parallel to the plane of the film, so the authors conclude that the
vertical pores are contributing to the overall JcðθÞ but are not creating a peak normal
to the film surface. At the lower field, three maximum entropy components are
present, a high uniform background, a narrow peak and a broader in-plane peak,
both at ±90°. At the higher field, the narrow peak remains similar, but with an even
broader peak at 90°, and a broad angular Gaussian at 0°.
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The structure-property relations for the film are then elaborated as follows: The
origin of the means at ±90° is the strong in-plane pinning. The mean at 0° at 0.2 T
is due to the vertical pores. The origin of the variances is more speculative, but in
this system, there are few sources of pinning. The in-plane peaks may be broadened
slightly by surface roughness; this is posited as the source of the variance of the
narrow peak. Larger broadening of the in-plane peak is achieved by interaction with
the pores, that is, there is mixed pinning of the vortices by the in-plane pinning and
the pores to broaden these peaks. The angular Gaussian at 0°, 0.2 T, is also a result
of mixed pinning, this time with the pores as the dominant contribution and the
in-plane pinning as the source of broadening. The constant background at 0.1 T
must be due to a dominant contribution from the vertical pores in combination with
the in-plane pinning. The field of 0.1 T is approximately the matching field for the
pore density, and therefore, the effect of raising the field is to decrease the Jc at 0°
relative to the 90° value. The large region of constant JcðθÞ is easily accommodated
in the maximum entropy analysis. In the vortex path model picture, we can think of
the pores as fixing the density of possible pinning paths in a way which is angle
independent.

The continual search for strategies to increase the critical current of coated
conductors is leading to more complex pinning landscapes and resultant complex
JcðθÞ data. The data shown in Fig. 4.12 are from a PLD YBCO sample with
Ba2YNbO6 + Gd3TaO7 additions [36]. The resultant microstructure contains c-axis
oriented Ba2Y(Nb,Ta)O6 segmented nanorods, ab-plane oriented Y2O3 platelets,
and nanoparticles of YBa2Cu4O8 superconducting phase.

The maximum entropy fitting in the range of 1–3 T finds there are four com-
ponents with a mean of 0° (parallel to the c-axis). At 4 T, there is a crossover in

Fig. 4.11 JcðθÞ for a Nb thin
film which has been
nanostructured with an array
of vertical columnar pores:
experiment (●), full fit (▬),
fit components
( ). Reprinted by
permission from [36]
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behavior similar to the Nb sample of Fig. 4.11, and there is a ±90° Gaussian peak
replacing one of the 0° components. The narrowest of these peaks remains rela-
tively unchanged in width for all fields, in comparison with the other 0° peaks
which become broader. This behavior indicates it has a very high matching field,
also the unchanged width indicates the width may arise from the intrinsic angular
spread of the defect species itself; hence, this component is identified with the
segmented c-axis oriented nanorods. The next broadest of the components has a
similar magnitude at all fields but becomes much broader. Hence, it is associated
with the same defect species but additionally broadened with interactions with ab-
planar pinning such as the Y2O3 platelets. A description of the origins of other
components is given in [36].

The addition of BZO nanoparticles has been a common strategy to increase
critical currents in YBCO films. As a final example of the use of vortex path model
to find structure-property relations, we show in Fig. 4.13 data from Petrisor et al.
[39] who prepared films of YBCO and YBCO + 10 mol% BZO using
metal-organic deposition. The results from fitting JcðθÞ for the undoped and
BZO-doped films are shown in Fig. 4.13.

In combination with an analysis of the microstructure, for the pure YBCO,
Petrisor et al. assign the narrow ab Lorentzian to the intrinsic pinning broadened by
lattice disorder including CuO precipitates. The ab Gaussian is attributed to the
interaction between the intrinsic pinning and the orthogonal pinning by twin planes.
The twin planes are also the source of the c-axis Gaussian peak. With the addition

Fig. 4.12 JcðθÞ for a YBCO film with Ba2YNbO6 + Gd3TaO7 additions. Reprinted by permission
from [36]
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of the BZO, an additional high-intensity ab Gaussian peak is observed which they
attribute to the additional out of plane straining of the YBCO lattice due to the BZO
inclusions which broadens a peak fixed by the intrinsic pinning. The c-axis peak
under these conditions becomes extremely broadened by interaction with the
intrinsic ab-plane pinning giving rise to the shoulders around ±70°. The additional
strain of the BZO inclusions also gives rise to the very high isotropic component of
the Jc, consistent with the results of Llordés et al. [18].

Other groups who have shown the usefulness of the vortex path model include
the University of Turku group [40–42] who have used it to compare theoretical and
measured values of the peak widths of YBCO films [40]. They also introduced
using the pseudo-Voigt function which is a linear combination of (4.5) and (4.6) to
get a better fit of peak shapes. In [41], they showed how the method can determine
the contribution of c-axis aligned defects, even when a c-axis peak is not visible in

Fig. 4.13 Angle dependence
of critical currents for pure
YBCO and YBCO +10 mol%
BZO at 1 T. Reprinted with
permission from [39]
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the data. This group uses an explicit elliptical term in their fitting to account for the
effect of mass anisotropy on point defect pinning. We do not believe this is nec-
essary and would only consider adding this term if (4.5) and (4.6) could not account
for the data without modification.

Other noteworthy publications showing the ability of the vortex path model to
accurately fit data include Hänisch et al. [43] for iron arsenide superconductor films,
Mikheenko et al. [44] for YBCO with BZO nanocolumns, and Talantsev et al. [45]
used it to show a correlation between stacking fault density and ab-peak height,
showing the dominance of this defect at low fields and high temperatures in MOD
YBCO films.

4.5 Conclusions

Although a large literature exists of experimental data and a smaller literature of
relevant models, a satisfactory consensus does not yet exist on understanding the
structure-property relations of JcðθÞ data, and by extension critical currents gen-
erally. There is a consensus that samples in the regime of weak collective pinning
from point pins should obey JcðϵθHÞ scaling. This behavior has been observed
consistent with the mass anisotropy of the material. A JcðϵθHÞ scaling behavior has
also been shown for BSCCO and YBCO samples, where scaling parameters are not
consistent with the known electronic mass anisotropy. The origins of this scaling
are not clear, but such behavior can arise through pinning from correlated defects,
and it is not unreasonable to believe it can come from some kind of averaging over
both correlated and uncorrelated pinning.

Intriguingly, FpðϵθHÞ scaling has also been observed for samples with added
isotropic pinning centers. It has been proposed that this arises due to pinning from
defects larger than the coherence lengths, although the microscopic explanation of
this is not really convincing. It will be interesting to observe in the near future how
common this form of scaling is for samples with high levels of defect engineering.

There are few microscopic models which aid our understanding of JcðθÞ. This is
perhaps not surprising as there are serious obstacles to constructing such models,
particularly once mixed pinning is introduced. To accurately model pinning, vor-
tices need to be treated as three-dimensional objects moving in three-dimensional
space. We have presented the model of Tachiki and Takahashi and the key ideas of
Mikitik and Brandt as giving worthwhile insight into the difficulties.

The vortex path model or maximum entropy modeling provides an alternative
approach which avoids the difficulties of constructing or relying on the results from
microscopic models. It is a statistical-based approach similar to conventional
spectroscopy analysis which begins with determining the information content of the
data. Combined with microstructural analysis, this approach can be used to build up
knowledge of structure-property relations with a high degree of confidence.
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Chapter 5
Vortex Avalanches in Superconductors
Visualized by Magneto-Optical Imaging

Francesco Laviano

5.1 Introduction

In this chapter, we deal with the general phenomena of the vortex avalanches
(VAs). Soon after the discovery of Type II superconductivity, it was clear that the
competition between the microstructural defects and the Lorentz force due to the
supercurrent, in a superconductor exposed to a uniform magnetostatic field, cor-
responds to a (meta)stable magnetic field pattern, which was called the “critical
state.” In this state, vortices are effectively anchored to the defects until the Lorentz
force surpasses the pinning force, which is coming from the energy gain due to
occupation of the defects by the normal cores of vortices. Fluctuations, mainly due
to thermal energy, contribute to de-pin vortices from defects, and thus the critical
state is metastable. However, several experiments on superconductors demonstrated
that the critical state is sometimes “not reached” or “escaped,” during the mea-
surement of magnetization or critical current, and “catastrophic” phenomena are
observed. These electromagnetic instabilities cause dissipation, transition to the
normal state, and mechanical damage of the specimen, in some cases. This class of
phenomena was initially termed in different ways, such as “erratic magnetization”
or “unpredictable normal state transition” or “flux jump.” In fact, the abrupt
redistribution of vortices is at the origin of the instability of the critical state, and,
hereafter, we will generally refer to as “vortex avalanche.”

It is evident that studying the conditions for generating—or better for avoiding—
VAs is of chief importance for both fundamental understanding of the critical state
and for practical applications of superconductors. Presence of vortex avalanche is
indeed the most limiting factor for achieving the maximum critical current in power
applications, such as wires and magnets.
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Since the bulk measurements of magnetization or critical current can display
only the final and macroscopic effects of the VAs, the study of these phenomena is
preferentially performed by magnetic imaging techniques. In particular, the
magneto-optical imaging (MOI) allows one to visualize the magnetic field pattern,
in real time, with microscopic resolution and on the macroscopic scale of the
sample under investigation, and this technique is the principal tool for studying the
VAs from the beginning to nowadays.

The scope of this chapter is twofold: reviewing the chief observations of flux
instabilities by MOI1 and trying to resume the state-of-the-art understanding of
these phenomena in order to achieve a smart picture of the conditions that generate
the instability and thus to assess the limits and the possible countermeasures for
avoiding their occurrence.

In the first paragraph, I will describe the pioneering works, in which the VAs
were detected for the first time, and I will give a brief description of the MOI
technique. In the second paragraph, I will divide the collection of observations,
made by MOI, mainly according to the experimental differences between unstable
flux structure in bulk (3D) and in films (2D), and among different materials. It turns
out the VAs are ubiquitous and the differences reside only in the conditions for
triggering them depending on the geometry and on the material properties. In the
third paragraph, I will present a qualitative overview of the current modeling of the
instability phenomena, on the basis of theoretical models and of numerical simu-
lations. Finally, a summary will be given in the last paragraph.

5.1.1 Flux Avalanche Phenomena in Superconductors:
Historical Findings

After the formulation of the “critical state model” by C.P. Bean in 1962 [1], the
scientific community started to investigate the limits of Type II superconductors for
what concerns critical currents and critical magnetic fields. From both kinds of
experiments, namely electrical transport and magnetization measurements, unex-
pected features immediately came up. In particular, above a certain threshold when
changing the applied magnetic field, the measured magnetization showed sudden
collapses [2], eventually accompanied by heat release. One of the first magneti-
zation curves, with evidence of flux jumps in a superconducting tube, is presented
in Fig. 5.1 [3].

One striking feature of this finding was the experimental irreproducibility,
namely that temperature, applied field, or current, for reproducing the experimental
results, are different even in the same sample. However, some dominating factors

1This review will not cover the entire work on the study of vortex avalanches, because the number
of published papers on the subject is impressive (more than 3000, in general, and more than 200
dealing with MOI, up to 2016).

134 F. Laviano



were identified, such as the most frequent occurrence of flux instability when the
applied field is reversed and if the negative magnetization slope increases [4].
Another important aspect that was soon recognized is the feedback effect of the
instability: the flux motion generates heat that increases the vortex velocity (a flux
jump is indeed a thermo-magnetic instability). Therefore, the most catastrophic
events correspond to a thermal runaway causing the transition to the normal state,
eventual quenching of the superconductor and possible damage due to local melting
of the specimen.

All these observations led to the formulation of two complementary models, in
dependence on the material properties [5]: the “adiabatic critical state” [6] and the
“isothermal instability” [7]. We will come back to these models and to their evo-
lutions in the third section.

5.1.2 Magneto-Optical Imaging with an “Indicator”

The MOI technique is a powerful tool for the visualization of the magnetic field
distribution, and it is based on either Kerr (in reflection) or Faraday (in trans-
mission) effects. By means of these effects, the local magnetization of the sample
changes the phase of incident photons and, consequently, a linear dichroism comes
out for reflected/refracted polarized light. Therefore, an optical microscope for
polarization analysis, an electromagnet and an optical cryostat (if a low temperature

Fig. 5.1 Magnetization curve of a superconducting tube (Nb3Sn) that displays flux jumps. H’ is
the internal field measured in the tube, H is the applied field (graph taken from [3])
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characterization is necessary), constitute the basic experimental setup for MOI.2

The MOI measurement is essentially a picture whose color/gray level is corre-
sponding to the intensity of the local magnetic field (component perpendicular to
the measurement plane for Faraday effect).

A direct observation of the magnetization of a sample, which can be a ferro-
magnet, a superconductor or a current-carrying conductor, needs that the material
owns an appreciable magneto-optical activity (so called magneto-optical medium)
and that its surface has treated to reach an optical quality. These two requirements are
stringent, and very few materials meet them. In order to overcome this difficulty,
magneto-optical active materials have been optimized for coupling with the sample
magnetic field and, hence, to act as magneto-optical indicators by Faraday effect.

The first MOI experiment with an indicator was performed by Alers [8], which
used a paramagnetic glass to visualize the intermediate state of a superconductor.
Then, ferromagnetic films were deposited directly onto the sample under investi-
gation [9], improving both the resolution due to the smaller thickness of the indicator
and the sensitivity. However, the used ferromagnetic materials (europium chalco-
genides) have a low Curie temperature (below 20 K), hampering the observation of
the magnetic pattern in samples with higher critical temperature, Tc, such as the
superconducting cuprates. A big improvement was achieved by Russians [10], with
the development of optimized garnet films (whose parent compound is the Yttrium
Iron Garnet), grown by liquid phase epitaxy on optical substrates and equipped with
a thin mirror. The garnet materials with in-plane spontaneous magnetization repre-
sent the state of the art for what concerns MOI indicators [11], due to their giant
Faraday rotation in the visible range (several tens of degrees per micron per T),
defect-free lattice, and Curie temperature above 500 K.

The quantitative measurement of the magnetic field is achieved by means of
suitable calibration procedures [12], and the real-time observation of the whole
magnetic field distribution on the superconductor surface allows one to de-convolve
the magnetic field map in order to reconstruct the supercurrent density distribution
[13].

5.1.2.1 “Regular” Critical State Observed by MOI

An example of a “regular” critical state measured by MOI in a superconducting
sample is visible in Fig. 5.2. The sample is a superconducting film, YBa2Cu3O7−x
(YBCO) deposited on YSZ substrate with a CeO2 buffer layer (Tc = 89 K), pat-
terned by a standard optical lithography and wet etching. After zero field cooling,
the magnetic field was applied in the direction perpendicular to the measurement
plane. The superconductor initially expels the applied magnetic field because of the
Meissner effect (dark area inside the sample that corresponds to zero induction
field). When the local magnetic field surpasses the first critical field, the vortices

2It is customary to note that current big improvements in the MOI technique are consequence of
the development and of the evolution of digital cameras and computers.
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enter the superconductor and diffuse under the action of the Lorentz force. The
lattice defects act as pinning centers, and an equilibrium is reached with the for-
mation of a critical gradient in the vortex density (gray levels in the MOI mea-
surements), characterized by a constant current density (critical current density, Jc),
i.e., the critical state.

The critical state profile of the vortex density depends on the actual geometry
and on the Jc, and it is well accounted for by existing models [14].

5.2 Observations of Magnetic Flux Avalanches

In this paragraph, we will concentrate on the experimental findings about VAs that
were obtained by MOI measurements. Historically, VAs have attracted much
attention in two different periods: in the sixties, in view of the application of “hard”
Type II superconductors and in the last decade, after the ubiquitous appearance of
the dendritic pattern in superconducting films.3 We will distinguish experiments in

Fig. 5.2 Quantitative MOI measurement of Bz(x, y) (top row) and of |J(x, y)| (bottom row)
distribution in a superconducting YBCO film (thickness 215 nm), at T = 4.33 K. The applied
magnetic field is specified in between the rows. The characteristic dark lines are called
discontinuity lines. Bright spots and scratches are defects in the MOI indicator film

3It is worthy to report that recent attention to the topic was mainly stimulated by the work done in
the Oslo group led by T.H. Johansen.
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dependence on the dimensionality, namely 3D and 2D systems, and especially on
the material type, because metallic superconductors show the instabilities easily,
with respect to ceramic ones (i.e., cuprates).

5.2.1 Flux Jumps Observed in Bulk Superconductors

The very first visualization of unstable flux structures was obtained by W. De Sorbo
and Healy [15]. In that work, by means of MOI with a paramagnetic indicator, the
authors presented several magnetic patterns of both Type I and Type II super-
conductors, exploring different magnetic histories, sample treatments for changing
the microstructure, and, hence, the pinning strength, and they also checked the
thermal stability of the observed patterns. It turned out that abrupt flux penetration
occurs for “cold worked” samples, especially in lead and niobium.

Following this preliminary observations, Goodman and Wertheimer [16]
developed a high-speed MOI apparatus for a systematic characterization of the
avalanche phenomena. The results were spectacular at that time (clear images and
frame-rate up to 12 kfps), as shown in Fig. 5.3 for a disk-shaped Nb sample [17].

The MOI indicator is a paramagnetic cerium phosphate thin glass, and the
analyzer and the polarizer are near the crossed position, so that dark contrast
corresponds to zero or near zero magnetic induction, while bright contrast inside
the specimen is corresponding to a nonzero vortex density (as in most of the
pictures in this chapter).

This sequence shows two separated flux jumps: in the first event, two avalanches
are formed from the edges and then a third rounded avalanche is induced by further
increasing the applied field. It is evident from these pictures that avalanches are
influencing each other, the latter avoiding the former.

Fig. 5.3 MOI of VAs in a Nb disk-shaped sample (diameter 13 mm, thickness 0.89 mm), at
1.8 K. a 1.5 ms after an applied field of 2130 Oe. b 2.5 ms with constant applied field. c 2 ms after
increasing the field to 2810 Oe (from [17])
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A sequence of dynamic measurements of such flux instability is depicted in
Fig. 5.4. The authors found that the flux front velocity, of the order of several m/s,
is inversely proportional to the thickness of the sample and to Jc.

The authors also noticed that the induction of avalanches was disfavored by
thinning the samples. Moreover, the rounded shape of VAs becomes more and

Fig. 5.4 Contour lines
depicted after MOI
measurements of the flux
front dynamics for two flux
jumps in a Nb specimen
(thickness 1.87 mm),
T = 1.4 K, applied field of
800 Oe. The time interval
between consecutive frames
was 103 μs (the number of the
frames is reported in the
picture, sketch taken from
[16])

Fig. 5.5 MOI of VAs in a Nb disk-shaped sample (diameter 13 mm, thickness 0.1 mm)
a T = 4.2 K b T = 1.8 K (from [15], none information on the applied field is given). The cross is
marked for achieving microscope focus on the indicator
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more elongated with decreasing temperature, as visible in Fig. 5.5, while impurities
in the specimen, i.e., lattice defects, generate branching of the pattern (on the
contrary, in the measurements here reported, the avalanche flux profile is very
smooth). Qualitatively these features depend on the ratio between magnetic and
thermal diffusivity, and they will be clarified in the third section of this chapter.

Recent MOI measurements on Nb bulk samples confirmed all these findings
[18].

5.2.2 Vortex Avalanches in Superconducting Films

5.2.2.1 Vortex Avalanches in Metallic Superconductors

Indeed, in thin metallic superconductors, VAs are straightforwardly arising, below a
certain temperature threshold, Tth. This happens because of the thermo-magnetic
nature of the instability, and even if slow applied field rate is used, the vortex
pattern is becoming unstable for the heat release associated to the vortex diffusion.
Moreover, current cryostats for MOI are working under vacuum, with cooling only
through thermal conduction at the bottom of the sample in contact with the cold
finger. Nevertheless, the magnetic diffusivity in metallic superconducting films is
smaller with respect to cuprate superconductors; hence, the VAs do not generally
cause a permanent damage in these systems. In the followings, I will separate the
review of observations with respect to different superconducting elements and
compounds.

Finger and Dendritic Flux Pattern in Nb Films

Fractal VAs in thin metallic superconductors, such as niobium, were clearly
observed about twenty years ago [19]. The striking feature with respect to previous
findings on bulk samples is indeed the pronounced branching of the avalanches
(dendritic pattern) , with a precise evolution with temperature. This morphological
evolution is reported in Fig. 5.6, from which three phases can be identified: above a
first Tth, the flux penetration is smooth, and a stable critical state is formed; below
this Tth, strongly branched avalanches are chaotically developing from sample
edges; the VAs become less and less branched with further decreasing the tem-
perature. The last flux pattern is quasi-1D, and it is called “finger-like” (Fig. 5.6 c).

The characteristic temperatures for avalanche formation and branching were
mapped for Nb films [20], and the graph in Fig. 5.7 correlates them with the
characteristic applied field for observing the first macroscopic flux jump.

The irreproducible nature of the avalanches is evident from Fig. 5.8, where the
comparison of experimental reproducibility between the unstable flux patterns,
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below Tth, and the critical state, above Tth, is done by superimposing several
measurements that were performed in the same conditions (same applied field and
temperature, always after zero field cooling).

It is worthy to note that starting locations of avalanches seem to be reproducible
and that a small irreproducibility is present also on the boundary between the vortex
penetrated part and the dark region corresponding to a flux-free Meissner state in
Fig. 5.8b (colored parts). A further study accounts for the latter—apparently uni-
versal—behavior of vortex matter [21], because the metastable critical state seems

Fig. 5.6 MOI measurements of magnetic field in a Nb film (thickness 500 nm, dimensions
3 mm × 8 mm, lateral field of view 2 mm). a T = 7.42 K. b T = 5.97 K. c T = 3.3 K (from
[19])

Fig. 5.7 Phase diagram of
VAs in Nb films. The Bfj

value corresponds to the
applied field when the first
flux jump appears. Flux
avalanche morphology is
sketched in correspondence of
the reduced temperature
(actual temperature divided
by Tc). HCA stems for huge
compact avalanche (from
[20])

5 Vortex Avalanches in Superconductors … 141



definitely composed of small size avalanches, whose size distributions follow
power laws that have very similar critical exponents (in all the sample and over two
decades of flux bundle size).

The disorder has also a big impact on the avalanche formation and its mor-
phology as observed in nanostructured Nb films [22], in turns triggering the ava-
lanches in “weak” points and reducing the irreproducibility of the observed
patterns. We will come back on this aspect in the last paragraph.

Dendritic VAs in MgB2

The discovery of superconductivity in MgB2 and the first MOI of magnetic pattern
in good quality films [23] renewed the interest for the study of VAs. Since first
observations [24], the Oslo group have done an impressive experimental and the-
oretical work for understating these phenomena and in this paragraph, I will report
merely on the main achievements. High-quality MgB2 films with same Tc of bulk
samples (about 39 K) display nice dendritic patterns, as shown in Fig. 5.9.

The thermo-magnetic nature of the instability was experimentally demonstrated
in an elegant way, by covering with a metal foil half of the surface of the super-
conducting film [25]. The result is shown in Fig. 5.10, and it is evident that VAs are
hampered by the better thermal stability induced by the superimposed metal foil.

Similarly, to the analysis performed on bulk samples, the quantitative mea-
surements were devoted to find the characteristic “first-jump” applied field [26], the
Tth, and the correlation with the sample geometry. The experimental results are
summarized in Fig. 5.11 and in Fig. 5.12 [27].

Fig. 5.8 Several MOI frames
were overlapped to show the
irreproducibility of the VAs
with respect to the critical
state (applied field of 20 mT).
a T = 4.2 K. b T = 6.7 K
(from [20])
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These results are indeed confirming the importance of two main factors that
trigger VAs: the thermal diffusivity that decreases with temperature and the mag-
netic stray field that increases with lateral size.

Another chief parameter is the value of Jc. An impressive experiment performed
on an MgB2 film deposited on vicinal substrate [28], which induces anisotropy in
the Jc distribution, demonstrated that the Tth is dependent on the Jc strength (see
Fig. 5.13). This achievement is consistent with the absence of thermo-magnetic
instability in ultra-pure MgB2 films, i.e., with low Jc [29].

The distribution of current density in the presence of VAs reveals interesting
features (Fig. 5.14): in the neighborhood of dendrites, the value of Jc is comparable
to the region where the critical state is established, while inside the dendrites, the
value of the current density approaches zero [30]. This finding is suggesting that
different vortex phases are coexisting in the sample, and that during the avalanche
formation, a vortex liquid phase or even a filamentary normal phase could be
generated. This aspect is still under debate.

Fig. 5.9 MOI of an MgB2 film (400 nm thickness), at T = 3 K, after zero field cooling. From
a to f applied fields perpendicular to the film were of 5, 10, 18, 35, 18, and 0 mT (from [23])
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Fig. 5.10 MOI of an MgB2 film (300 nm thickness, size 10 × 3 mm2), partly covered by a
10-μm thick Al foil (on the right part with respect to the dashed line). T = 3.5 K, from a to
d applied fields were 3.4, 5, 8.5, and 12 mT (from [25])

Fig. 5.11 Temperature
dependence of the applied
magnetic field for the first flux
jump. Experimental data are
obtained for a 5-mm wide
MgB2 strip (●) and for a
1.8-mm wide Nb film (▲)
[20]. The full lines are
theoretical fits. The dashed
lines show the Tth for the
onset of VAs (from [27])
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Avalanches Observed in Other Metallic Superconductors

Dendritic VAs were detected in other metallic superconducting films, following the
attention prompted by their discovery in MgB2 films. Noticeably the morphology of
avalanches changes dramatically with engineered pinning centers, like with antidot
arrays in Pb films [31]. These results are summarized in Fig. 5.15.

Metallic compounds such as NbN [32] and Nb3Sn [33] display dendritic patterns
closely resembling those of MgB2 films, as reported in Fig. 5.16. VAs have been
observed also in borocarbide superconductors [34], and recently they have been
visualized also in the MoSix [35] and MoGe [36], low-Tc superconductors.

Fig. 5.12 First-jump
magnetic field in MgB2 strips
of different widths (symbols)
fitted with a theoretical curve
(full line) (from [27])

Fig. 5.13 MOI of dentritic pattern in a MgB2 film on vicinal substrate (thickness 200 nm, lateral
size 5 × 5 mm2), applied field of 16 mT. a T = 8 K. b T = 10 K (from [28])
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The same general features, such as irreproducibility and abrupt dynamics, as
well as the presence of a Tth and of a characteristic Bfj were confirmed in all the
other metallic systems.4

5.2.2.2 Vortex Avalanches in Cuprate Superconductors

Historically, the dendritic VAs in a cuprate superconductor were firstly visualized
in the pioneering experiments of the P. Leiderer group [37]. The unstable vortex
pattern was either spontaneously generated by a small defect on the sample edge or
triggered by a short laser pulse, always at the sample border [38]. The observed
pattern is very similar to that of metallic compounds, as presented in Fig. 5.17. The
speed of propagation is much higher though. Since the authors equipped their MOI
setup with a stroboscopic system with sub-ns resolution [39], the short dynamics of
the VAs was carefully characterized.

Figure 5.18 shows measurements of both the sizes of the avalanche branches in
dependence on time for several sample thicknesses and the speed of propagation in
dependence on the sample thickness.

Fig. 5.14 Quantitative measurement of magnetic field (top row on the left) and of current density
(bottom row on the left) distribution in a part of an MgB2 film (thickness 90 nm). Temperature and
applied fields are indicated in the pictures. The profiles on the right are traced along the line in the
picture on the first quadrant on the left (from [30])

4Noticeably, at the moment of completing this chapter, none observation of vortex avalanches in
iron-based superconductors has been reported.
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In the second graph, a comparison with the data from the study made on Nb bulk
sample [17] reveals that the speed of propagation of vortex instabilities is always
inversely proportional to the sample thickness. It is important to note that vortex
moving at so high speed is accompanied by strong electric field/released heat and in
most of the experiment the YBCO films were permanently damaged by the
occurrence of VAs. The damage could be due to both heat and mechanical shock,
since the measured speed of vortices well surpasses the sound velocity in the
material; this conclusion is supported by the experiment presented in Fig. 5.19.

Fig. 5.15 MOI
measurements of Pb samples
with (from (a) to (d)) and
without antidotes (e), (f).
a T = 4.5 K, applied field of
1.2 mT. b T = 5.5 K, applied
field of 1.2 mT. c T = 6 K,
applied field of 1.5 mT.
d T = 6.5 K, applied field of
1.5 mT. e T = 2.5 K, applied
field of 0.4 mT. f T = 2.5 K,
applied field of 1.2 mT. Scale
bar corresponds to 0.5 mm
(from [31])
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Fig. 5.16 First dendrites formed in a zero-field cooled NbN film (thickness 290 nm), during
increasing applied field. Dendrites formed at higher temperatures are characterized by a stronger
branching (from [32])

Fig. 5.17 Propagation of a dendritic VA in an YBCO film at 10 K and in an external magnetic
field of 20.6 mT. Regions of high magnetic field appear bright. The picture size is 4 × 2.5 mm.
a The superconductor before the perturbation pulse is applied. One can clearly notice the
enhancement of the field at the sample edge (left-hand side of the picture). b Double-exposure
picture. The exposures were taken 37.6 and 43.3 ns after nucleation of the dendrite. c Final state of
the dendrite (picture taken after 30 s) (from [39])

Fig. 5.18 a Length s of the dendrite branches for several sample thicknesses. b Dendrite velocity
as derived from (a) (circles), and data from [16] (squares) (from [39])
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Further studies [40] have shown that a critical parameter for inducing the VA in
cuprate superconductors is the applied field rate. In the graph of Fig. 5.20, a cor-
relation between applied field rate and the temperature is reported [41].

Fig. 5.19 a MOI of remanent state of an YBCO film (thickness 500 nm, lateral size 8 mm), at
T = 4.5 K after the application of a 200-mT applied field. b Crack that was formed on the YBCO
surface after the VA. c Same crack was reproduced in the indicator film, demonstrating that a
thermo-mechanical shock wave accompanied the VA

Fig. 5.20 Measured applied field rate, dBth/dt, versus temperature (circles are experimental data);
each point represents the minimum applied field rate that is required to trigger the instability, at a
specific temperature. The solid line is a fit [41]. The inset images show the evolution of the
dendritic morphology (from [41])
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5.3 Modeling Vortex Avalanches

The theoretical study of VA phenomena started as soon as first observations of flux
jumps were obtained. A relevant analysis was performed by Swartz and Bean [6],
who postulated an adiabatic critical state model for VAs. This is the basis of the
actual understanding of “limited” VAs, where the positive feedback between the
heat induced by vortex motion and the decrease of the critical current density
remains localized. In turns, this picture is valid if the magnetic diffusivity, Dμ, is
smaller than the thermal one, Dθ. The corresponding field profiles inside the
superconductor were calculated for a slab geometry, which resulted in a more
pronounced vortex penetration with respect to the classical “isothermal” critical
state, and an estimation of Bfj was given in a consistent way with the existing
experiments on VAs.

A more dramatic scenario was given by the introduction of the “isothermal”
model [7], where the isothermal runaway of vortices can better explain the tran-
sition to the normal state of the whole superconductor. This is the case when a
thermal wave is propagating faster than the vortices. Anyhow, a stability criterion is
significant for the formation of VAs: Wipf was the first who recognized the
importance of the critical current density dependence on (local) temperature [42]
and he found that the critical state is intrinsically stable only if the pinning force is
increasing with temperature.

5.3.1 Recent Models and Simulations

In recent models, the main efforts were devoted to explain the branching of the
VAs. Since this is a specific characteristic of superconducting films, it was clear that
the nonlocal dynamics of a confined superconductor should play a major role [43].
The main ingredients of these models are the local Dθ, the heat transfer through the
coolant bath or substrate, the Joule heating due to flux motion, and the Maxwell
equations. Neglecting the dependence of Jc on magnetic field and considering an
exponential relation between the local electric field and current density (i.e., non-
linearity of vortex diffusion) , several authors found impressive agreement with the
observed dendritic pattern. An example of this kind of calculation is presented in
Fig. 5.21.

In these calculations, the presence of edge defects that trigger the instabilities
was crucial and this fact implies a nonuniversal behavior, in contradiction with
previous statements [44].

Another model that extends the results of the adiabatic approach for a super-
conducting slab [45] to superconducting films was developed by the Oslo group
[46]. It quantitatively accounts for the observed Bfj in superconducting films, as
reported in the fit of Figs. 5.11 and 5.12. The corresponding formula for Bfj is:
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Bfj =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2μ0CT*

p ffiffiffiffiffiffi
d
ωπ

r
, T* ≡ jc

∂jc
∂T

����
����
− 1

where C is the heat capacity, d is the thickness, and w is the width of the super-
conducting stripe line.

In this framework, the flux penetration is always producing a local thermal jump,
which can be microscopic and, in this sense, it is a dynamic understanding of the
isothermal critical state formation. Moreover, a critical electric field value for the
formation of VAs was found and it turned to be proportional to the sample
thickness.

A further development was obtained by introducing the above exposed ideas
with the equation of motion for the current density, taking into account the thin film
geometry [47]. In this approach [48], the nonlinear diffusion of vortices is modeled
by the standard equation that links the local electric field with the current density:

E=
ρJ
d
, ρ≡ ρ0 J > JcðTÞ,

ρ0ðJ ̸JcÞn− 1 otherwise.

�

where ρ0 is the normal state resistivity and n is the flux creep exponent.

Fig. 5.21 Simulated flux penetration in superconducting films with different widths and Jc. In a,
the Jc is ¼ with respect to b (same number of edge defects). c Larger film width, with higher field
sweep rate with respect to the previous images. The arrow points a defect-free region where a
larger VA developed. In d a larger number of edge defect is present (from [43])
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The current density is dependent on temperature in the following way:

Jc = Jc0ð1− T ̸TcÞ, n= n1ðTc ̸TÞ− n0.

Then, the current density is expressed through a local magnetization function g
(x, y):

∂g ̸∂y= Jx, ∂g ̸∂x= − Jy,

By means of the Biot-Savart law, the time-derivative of g in the Fourier space
can be found in the following way:

∂g
∂t

=F − 1 ð2 ̸kÞF 1
μ0

∂Bz

∂t
−

dHa

dt

� �� �
.

Here, the direct and inverse Fourier transformations are used, k is the in-plane
wave vector module, and Ha is the applied field. This approach well describes the
electrodynamics of superconducting films as demonstrated in several papers.

The unstable vortex patterns come out when coupling the previous equation with
the equation for local heat diffusion:

c
∂T
∂t

=∇ ⋅ ðκ∇TÞ− ðh ̸dÞðT −T0Þ+ J ⋅E ̸d.

where c is the heat capacity, κ the thermal conductivity, and h the heat exchange
with the cooling bath.

The resulting simulations are fully consistent with experiments and shed light on
the flux diffusion in entire superconducting thin samples, with arbitrary geometries
[49]. Figure 5.22 contains an example of the simulated dendritic VA with this
approach.

Fig. 5.22 Simulated
dendritic pattern in a
superconducting rectangular
sample (T = 0.22 Tc, applied
field is 0.14 times Jc) (from
[49])
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5.4 Summary and Perspectives

The most relevant features of VAs are the abrupt magnetic flux penetration and the
consequent local heating of the material. The conditions for observing the VAs are a
temperature below a certain threshold, the application of a magnetic field above a
threshold value or better surpassing a certain field rate, and the sample geometry, for
what concerns external factors. These variables are all dependent on the intrinsic
material parameters, such as the thermal and the magnetic diffusivity, which are
influenced by disorder in addition to the chemical composition of the superconductor.

Anyway, it is clear after this panorama that VAs are ubiquitous in supercon-
ductors. Therefore, much attention has to be paid for controlling and for avoiding
these phenomena, apart studying them for fundamental purposes. A suggestive
interpretation of VAs rises from the analogy of “lighting in superconductors” [48],
because VAs are viewed as the consequence of nonlinear electric field response to
the magnetic field excitation of superconductors. The confirmation of Snell’s laws
for VAs’ propagation across zones with different thermal diffusions (for instance
observed in a NbN film that was partially covered with a Cu layer [50] and
reproduced by simulations [51]) gives a strong support to this picture. So, the VAs
can be thought as electromagnetic shock waves [52] propagating through the
superconducting medium, with a corresponding heat generation that causes dissi-
pation and in dependence on the thermal diffusion can generate permanent damage
to the superconducting device.

Moreover, VAs are surely a complex phenomenon: they are responsible of noisy
magnetization if limited to a part of the sample [53] and the statistics of flux jumps
follow a power–law relation with respect to their size and to the size of the sample
(the SOC scenario seems to be not satisfactory for explaining the vortex diffusion
phenomena though).

The general dependence on sample geometry still deserves further study as
revealed by nonconnected geometries [54]: There, the generation of dendrites with
opposite signs of the magnetic flux and different fractal structures gives clues of a
stronger dependence on the demagnetization properties in dependence on the par-
ticular sample shape (Fig. 5.23).

In fact, VAs are nucleated at particular “hot spots” [55] at sample edges, where
the electric field reaches maximum values and, hence, these locations correspond to
the maxima of thermal heating too.

In addition, these “hot spots” are inducing a screening current bending that in
turns determine a radial distribution of the Lorentz forces and thus the propagating
avalanche is prone to develop 2D structure of flux diffusion [30].

All these observations have triggered complementary studies for finding solu-
tions to avoid VAs.

A decisive result has been achieved by patterning inside the samples holes with
different geometries [56]. It turns out that circular holes are the most efficient way
for stopping the propagation of dendritic VAs in superconducting films [57]. This
finding is clearly demonstrated by the measurements presented in Fig. 5.24.
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Fig. 5.23 MOI of VAs in an MgB2 superconducting ring (thickness 500 nm). a, b larger ring
(outer radius 5 mm, inner radius 3 mm). Applied field of 9.6 mT. c, d smaller ring (outer radius
2 mm, inner radius 1.2 mm). Applied field 16.3 mT (taken from [54])

Fig. 5.24 MOI of magnetic field distribution in a Nb film with holes of different geometries. From
left to right, the applied field is 2.25, 3.15, and 4.20 mT (from [56])
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Further studies on the control of VAs by means of micro- and nano-patterning
are in progress [58].

Another important factor that can be optimized in view of limiting VAs is the
thermal stability of the superconductor. It is clear that improving the thermal
conduction or introducing a thermal diffuser by depositing a metal layer is effective
for reducing the occurrence of VAs. In addition, recent experimental and theoretical
studies demonstrate that the metal layer deposited directly or in proximity with the
superconductor surface is also efficient for braking the electric field shock wave
[59] and protect the superconducting film from eventual damages [60]. A precursor
temperature oscillatory mode [61] was also predicted and this aspect surely
deserves deeper investigation.

In summary, much work has been done for studying VAs, from the under-
standing of their development and propagation, of the causes of nucleation, of the
conditions for favoring their presence, to various recipes for limiting or avoiding
them.

An important outcome is their ubiquitous presence, in all the studied materials,
in dependence on the external conditions, which is an indication that VAs are a
basic ingredient of the vortex matter behavior and thus of both the critical state
formation and its stability. The recent results indeed point to a review of the critical
state picture in which the VAs on a small scale represent the basic element of the
vortex diffusion process [62]. The final pattern depends on the sample properties, in
particular on the balance between disorder and demagnetization.

Anyhow it is already sure that VAs are a key factor for mastering the super-
conducting devices under magnetic field, in any power application and for super-
conducting electronics [63], from dc to high frequencies [64], so that their study is
really of chief importance and, in this respect, the MOI technique constitute an
invaluable experimental tool.
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Chapter 6
Behavior of the Second Magnetization
Peak in Self-nanostructured La2–xSrxCuO4
Single Crystals

Lucica Miu, Alina M. Ionescu, Dana Miu, Ion Ivan and Adrian Crisan

6.1 Introduction

The peak effect on the dc magnetic hysteresis curves of superconducting single
crystals with relevant, randomly distributed quenched disorder (vortex pinning
centers) has attracted a continuous interest. The onset of the spectacular increase of
the effective critical current density Jc with increasing external magnetic field
H associated to this peak can appear just below the upper critical magnetic field Hc2,
as reported early for weakly pinned low-temperature T superconductors [1–4]. This
“anomalous” peak effect (PE) was first attributed to the softening of the vortex
lattice and to the easy compliance of the latter to the pinning structure, enhancing
the pinning force density Fp. According to the collective pinning theory [3],
short-range order in the vortex system persists in a correlation volume Vc, and
Fp∝V − 1 ̸2

c . As H approaches Hc2, the shear modulus and the nonlocal tilt modulus
soften rapidly [4], Vc decreases, and a sudden Fp(H) increase is expected. However,
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the Jc(H) maximum not far from Hc2 was evidenced for superconductors with a low
Ginzburg-Landau parameter, as well, where the decrease in the elastic moduli is not
appreciable [5]. Subsequent observations of vortex arrangements revealed a strong
connection between the PE and the disordering of the vortex system with dynamic
history effects [6–10]. A somehow similar PE occurs in the case of
high-temperature superconductors with weak random pinning, like that in untwined
YBa2Cu3O7 (YBCO) single crystals, for example [11–13], close to the dc irre-
versibility line (IL), in the domain of the first-order vortex-lattice melting transition
which would be expected for “clean” specimens [14, 15]. This was considered to be
a “pre-melting” peak, where a significant contribution to vortex system disordering
comes from thermally induced vortex fluctuations.

The onset field for the Jc(H) increase can be located far below the IL, generating
a fishtail shape of the dc magnetic hysteresis curves [16]. In highly anisotropic
specimens, such as Bi2Sr2CaCu2O8 (Bi-2212) single crystals, the fishtail effect
[17, 18] is influenced by the crossover field toward two-dimensional vortex fluc-
tuations B2D ∼ Φ0ε

2/s2, where Φ0 is the magnetic flux quantum, ε—the anisotropy
parameter (ε2 representing the ration between the effective masses of quasiparticles
moving perpendicular to the c-axis and along it [19]), and s is the distance between
the superconducting CuO2 layers (of the order of 1 nm [20]). Consequently, the
fishtail effect in highly anisotropic superconductors has a small shift with temper-
ature and disappears in the low-T region [21, 22]. For superconductors of moderate
anisotropy, like La2–xSrxCuO4 single crystals (LSCO), the peak field is usually well
below B2D. Here, we discuss the fishtail effect in LSCO, with the corresponding
second peak on the dc magnetization curves (in increasing H) denoted as the second
magnetization peak (SMP).

There is no consensus yet about the origin of the fishtail effect, and the problem
is now revisited, since the SMP is a common feature on the dc magnetization curves
of iron-based superconducting single crystals, as well [23–27]. Many interesting
SMP models and mechanisms have been proposed so far, by considering, for
example, the influence of surface barriers [17, 28], a crossover in the collective
pinning [29], formation of a percolation-like network of reversible regimes [30], the
competition between the field dependences of current density and effective pinning
energy scales [31], vortex entanglement [32], or the occurrence of thermo-magnetic
instabilities [33]. Alternatively, an order-disorder transition in the vortex system
(caused by pinning [34] or by thermal and quenched disorder-induced vortex
fluctuations [35]) was taken into account. Moreover, the rhombic-to-square
vortex-lattice transition [36, 37] has been proposed as the cause of the SMP. It
was also suggested that the emergence of an SMP requires the simultaneous
presence of strong and weak pinning centers [38, 39].

At present, the crossover in the collective pinning regime [29] (where the SMP is
simply due to a faster relaxation at low H) is reconsidered [40, 41]. On the other
hand, the pinning-induced disordering of the quasi-ordered vortex solid at low
H (the Bragg vortex glass, BVG, stable against dislocation formation [42, 43]) as
the source of the SMP is encouraged by the often reported crossover elastic (col-
lective) vortex creep–plastic creep across the SMP [23, 44–51]. However, it has to
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be noted that the change of magnetic relaxation is an effect, not the cause for an
SMP. In the pinning-induced disordering scenario, Jc increases owing to a better
accommodation of vortices to the pinning centers in the disordered vortex phase
(where dislocations proliferate).

In this context, the behavior of the SMP in specimens where some constraints for
the vortex system naturally appear could offer useful information about its actual
nature. For this purpose, the self-nanostructured (striped) superconductors seem to
represent good candidates. As known, charge inhomogeneity at nano- and
mesoscales is a characteristic aspect of superconductors resulting upon doping of an
antiferromagnetic Mott insulator. Besides the inhomogeneity caused by nonuni-
formly distributed heterovalent substituents or extra oxygen atoms, the competition
between magnetism and the kinetic energy of mobile carriers can lead to stripe
formation [52–63]. These stripes are simply viewed as charged rivers (charge
stripes) in the superconducting layers, separating domains of oppositely phased
antiferromagnetism (spin stripes) [57]. The superstructure is most stable for x ∼ 1/8
and manifests itself through an anomalous minimum in the critical temperature
Tc(x), known as the “1/8 anomaly” [58, 59]. The weakening of superconductivity in
LSCO is present for x roughly between 0.095 and 0.135 [60, 61], and the static
stripe order (SSO) is reached due to the existence of some local crystal lattice
distortions [62] and/or to the presence of impurities in the CuO2 layers [63].

Here, we analyze the behavior of the SMP in LSCO single crystals of various
doping, starting with an overdoped specimen (Sect. 6.3), where a pronounced SMP
appears up to close to Tc. The main aspect observed by decreasing x is the complete
disappearance of the fishtail effect when H is parallel to the c-axis upon entering the
doping range of static stripe structures (x ∼ 1/8), while it reappears at x ≤ 0.10
(Sect. 6.4). This corresponds to the BVG instability detected for this field orien-
tation through small-angle neutron scattering (SANS) experiments [64]. The
relaxation results support the scenario in which the SMP is generated by the
pinning-induced disordering of the low-H BVG. The ac magnetic response and the
vortex phase diagram are discussed in Sect. 6.5 and Sect. 6.6, respectively.

6.2 Samples and Experiments

The LSCO specimens considered here (0.076 ≤ x ≤ 0.196) were grown by the
traveling-solvent floating zone method, as reported in [61]. The sample length was
2–3 mm, whereas the width and the thickness were around 1 mm, leading to a
demagnetization factor D ∼ 0.4. A special attention has been paid to the actual Sr
content x, which was determined with an accuracy of ±0.005 by inductively cou-
pled plasma optical emission spectrometry. Tc was taken at the onset of the dia-
magnetic signal in a dc measurement (H = 10 Oe). The sample notation is Sx, with
x in %, and the results discussed below are for an overdoped specimen (S19.6, with
Tc ∼ 30.5 K), two samples close to the borders of the 1/8 anomaly (S13 and S10,
having Tc ∼ 34 K and 28 K, respectively), a specimen inside the doping range of
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the 1/8 anomaly (S12, Tc ∼ 27.5 K), and for two strongly underdoped single
crystals (S8.5, Tc ∼ 23.5 K, and S7.6, Tc ∼ 18 K).

Standard (zero-field cooling, ZFC) dc magnetic hysteresis curves and the
magnetization relaxation were registered with a commercial Quantum Design
Magnetic Property Measurement System (MPMS). Well below Tc and above the
field for the first full vortex penetration (in increasing H), or at any H in decreasing
field, the irreversible magnetic moment was identified with the measured moment
m. Close to the IL, the well-known procedure for the extraction of the irreversible
component was applied. The volume magnetization M was considered for a rough
comparison of the pinning strength. The self-field critical current density deter-
mined with the Bean model [65, 66] at T ∼ 0.4Tc decreases from ∼1.2 × 105

A/cm2 for S19.6 to ∼6.4 × 103 A/cm2 in the case of S7.6. Since the full pene-
tration maximum in ∣m(H)∣ is pronounced at low T, the search for a fishtail effect in
strongly underdoped specimens has been done in decreasing H. The magnetic
relaxation was registered over a time window tw ∼ 1500–2500 s. For samples with
relevant pinning, ln(∣m∣) versus ln(t) is linear for a moderate tw (when T is not too
close to the IL), and one determines a normalized magnetization relaxation rate
S = − Δln(∣m∣)/Δln(t) averaged over tw [67].

The ac magnetic measurements at usual frequencies and amplitudes have been
performed with the ac and dc fields perpendicular to the (a, b) planes. For com-
parison, the ac magnetic response of a pnictide single crystal with D close to unity
was also registered.

6.3 Analysis of the Second Magnetization Peak
in Overdoped La2–xSrxCuO4 Single Crystals

Overdoped LSCO single crystals exhibit a well-developed SMP for both field
orientations (see Figs. 6.1 and 6.2), and the temperature variation of the onset field
Hon and the peak field Hp can be determined in a wide T range. Due to the large Hp

values at low T and the limitation of H accessible in experiments, the Hon(T) de-
pendence is more often discussed.

The SMP can still be observed at high temperatures, as shown in Fig. 6.2. The
relatively strong random pinning up to close to Tc in S19.6 (H parallel to the c-axis)
is mainly due to the random Sr distribution and the charge mean-free path l fluc-
tuations introduced by doping [68]. It is not clear if a microscopic charge separation
occurs in optimally doped and overdoped LSCO (expected to generate pinning
effective, hole-rich “normal” particles [69]).

The first notable aspect in Fig. 6.1 is the increase of Hon with decreasing tem-
perature even in the low-T range. This made questionable the SMP model based on
the pinning-induced disordering of the BVG across the SMP. For static conditions
(no macroscopic currents in the sample), the disordering line in the (H, T) plane was
derived from the equality between the pinning energy Ep and the elastic energy Eel
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in the vortex system, directly related to the superconductor parameters, such as the
(a, b) plane magnetic penetration depth λ, the in-plane correlation length ξ, ε, and
the pinning parameter γ. Following [35], for example, near the order-disorder
transition (for H along the c-axis and T well below the IL)Eel = εε0c2La0 and
Ep =UdpðL0 ̸LcÞ1 ̸5, where ε0 = (Φ0/4πλ)

2 is the vortex line tension, cL = 0.1–0.3
is the Lindemann number, a0 ∼ (Φ0/B)

1/2 is the intervortex spacing (with B—the
magnetic induction), Udp = ðγε2ε0ξ4Þ1 ̸3 is the single-vortex depinning energy, L0 ≈
2εa0 is the characteristic length for the longitudinal fluctuations, and
Lc = ðε4ε20ξ2 ̸γÞ1 ̸3 is the size of the coherently pinned vortex segment. In the case of
δTc pinning (caused by local Tc variations), γ ∝ λ−4, and the equality between Ep

and Eel leads to a transition field HtðTÞ∝½ξð0Þ ̸ξðTÞ�3, independent of λ. For δl
pinning, resulting from local l variations, the transition field (often associated with
Hon) increases with temperature in the high-T domain, but in both cases the
order-disorder line is temperature independent at low T even if the pinning-caused
and thermal vortex fluctuations are considered [70]. This would be at odds with the
increase of Hon and Hp by decreasing temperature (see Fig. 6.1).

Fig. 6.1 dc magnetization
curves M(H) of the overdoped
LSCO sample S19.6 with the
external magnetic field
H parallel to the c-axis.
The SMP onset field Hon and
the peak field Hp (indicated
by arrows for T = 6 K and
22 K, respectively) increase at
low temperatures

Fig. 6.2 In the case of
optimally doped and
overdoped specimens, a
well-developed SMP appears
even at high temperatures, as
shown in the main panel for
S19.6 at T = 24 K and
T = 26 K (H parallel to the c-
axis), and at T = 28 K
(H perpendicular to the c-
axis) in the inset
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Several attempts have been made to explain the upward curvature in Hon(T) at
low temperatures. A strong Hon(T) decrease with increasing T in the entire range
was obtained by postulating that both thermal and disorder-induced vortex fluctu-
ations contribute to the destruction of the BVG [36]. However, compared with the
pinning energy in static conditions (no macroscopic current in the specimen) [36],
the thermal energy becomes negligible when T → 0. The increase of Hp at low
T would be consistent with the mechanism which considers the rhombic-to-square
vortex-lattice transition [71] as the origin of the SMP [37, 38]. In LSCO [37] and
BaFe2–xCoxAs2 single crystals [38] with H along the c-axis, the thermally induced
rhombic-square vortex-lattice transition gives a transition field

Ht∝ðT0 −TÞT − νC1− ν, ð6:1Þ

where T0 = 0.92–0.95Tc, C ∝ λ2, and ν = 0.9–0.95, which make Ht practically
independent of the superfluid density ns ∝ 1/λ2.

Alternatively, it has been proposed [72] that when the density J of the macro-
scopic currents induced in the sample is finite (J ∝ ∣m∣) the pinning energy in the
energy balance relation should be substituted by an effective value, proportional to
the actual vortex-creep activation energy U[J(t), T, H]. According to the general
vortex-creep relation, for a relaxation time t larger than a macroscopic time scale for
creep t0, U = Tln(t/t0) [19]. As known, in the low-T range the pinning potential is
weakly temperature dependent (i.e., the intrinsic variation of U with T can be
neglected), and the main role of the thermal energy is to change the J interval
probed over tw [73]. When T → 0, the probed J(t) shifts toward the ideal (creep
free) critical current density Jc0, reducing the effective pinning. Obviously, this
should cause significant changes in the behavior of the vortex system relative to that
for static conditions (J = 0). In the approximation of a factorized U [74], one can
take U(J) ∝ T and U(H) ∝ Hα, with α > 0 [44], because around Hon the vortex
creep is elastic (collective), where U increases with H. When the activation energy
U for elastically creeping vortex bundles overcomes the energy for the plastic
vortex deformation, which for H parallel to the c-axis is proportional to ελ−2H−1/2

[19] (independent of J), dislocations in the vortex system start to occur (at the
vortex bundle limits), and the BVG disordering sets in. This is supported by the
large vortex bundle creep regime detected at Hon (Sect. 6.4).

The pinning-induced disordering of the BVG appears to be a continuous process
(which extends up to Hp), following a grain boundary scenario [75]. In this dynamic
approach,

Hon Tð Þ∝ðελ− 2 ̸TÞβ∝ðεx ̸TÞβ, ð6:2Þ

where β = 1/(α + 1/2). In the case of FeSe0.4Te0.6 and PrFeAsO0.60F0.12 sam-
ples [50, 51], α ∼ 0.4, which leads to β of the order unity. For strongly underdoped
LSCO, where Hon decreases toward Φ0/λ

2, β → 2 [76].
One notes the relatively strong Hon(ns) dependence in (6.2). The determination

of the exponent α will be addressed later.
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Another aspect in Fig. 6.1 is the agglomeration of the M(H) curves for T be-
tween ∼9 and ∼ 18 K, which is in agreement with the M(T) variation registered in
increasing temperature from the main panel of Fig. 6.3 (H = 10 kOe, applied in
ZFC conditions). This behavior is due to the Hon(T) dependence plotted in the inset
of Fig. 6.3, which exhibits a more rapid decrease with increasing temperature in the
above interval.

As pointed out in [72], (6.2) suggests that the Hon(T) variation from the inset of
Fig. 6.3 may be related to the presence of two-band superconductivity. An
inflection-like point in ns(T) at low fields for this T range has been observed in [77].
The peculiar Hon(T) evolution from the inset of Fig. 6.3 has been detected for other
multiple-band superconductors [50, 51]. It is worthy to note that the temperature
dependence of the induction Bon = Hon + 4πM(Hon)(1 – D) (where D ∼ 0.43 for
S19.6 in H along the c-axis) is similar to Hon(T).

The pinning-induced BVG disordering in the dynamic conditions of standard dc
magnetic measurements can then explain the increase of Hon at low T through
relation (6.2), where the relatively strong variation of Hon with λ is confirmed by the
particular Hon(T) dependence from the inset of Fig. 6.3. The often reported decrease
of Hon and Hp with time becomes straightforward. As illustrated in Fig. 6.4, at high
relaxation levels the SMP shifts to lower magnetic fields. This is because for a
longer relaxation time J is lower, U increases, and it will balance the plastic vortex
deformation energy (independent of J and decreasing with H) at lower fields.

The existence of an ordered (disordered) vortex phase is easily evidenced by
analyzing the magnetization relaxation. Figure 6.5 shows, as an example, ln
(m) versus ln(t) at several temperatures for S19.6 in H = 10 kOe applied along the
c-axis. At a given T, the constant field was reached by decreasing H from the

Fig. 6.3 Main panel: The M(T) variation registered for S19.6 on warming with the field H = 10
kOe applied along the c-axis at low temperatures in ZFC conditions. There is a plateau in M(T) for
T between ∼9 and ∼18 K, where some agglomeration of the M(H) curves in Fig. 6.1 appears.
Inset: Temperature dependence of the onset field Hon(T) plotted in semilogarithmic scales,
exhibiting an inflection-like point in the above temperature interval. The induction at the onset
field Bon included in the inset has a similar temperature variation
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high-field region. The absolute value of the slope of the m(t) curves in the log-log
representation is the averaged normalized relaxation rate S = − Δln(∣m∣)/Δln(t).
For the actual purpose, it is better to consider the normalized vortex-creep activa-
tion energy U*(J) = − Tdln(t)/dln(∣m∣). This can be derived using the general creep
relation and the parameterization of the actual vortex-creep activation energy [78] U
(J) = (Uc/p)[(Jc0/J)

p −1], where Uc is a characteristic pinning energy (independent
of J) and p is the vortex-creep exponent (−1 in the Kim-Anderson model [79]).
With T or J as the explicit variable, for a small relaxation over tw [p(J), t0(J) =
const.] one obtains [80]

U* Jð Þ=Uc Jc0 ̸Jð Þp, ð6:3Þ

or, in the approximation ln(t/t0) = ln(tw/t0) = const. and T significantly below the
IL,

U* Tð Þ ∼ Uc + pT ln tw ̸t0ð Þ. ð6:4Þ

Thus, for an ordered (disordered) vortex phase and a constant tw, U* increases
(decreases) with increasing temperature, since in the ordered phase one has elastic
(collective) vortex creep (positive p [81]), whereas in the disordered vortex phase
one has plastic creep (dislocation mediated, with negative p) [44].

As argued in [82], theU*(T) dependence determined for a moderate, constant tw is
more sensitive to changes in the vortex-creep process than U(J) extracted with the
widely used Maley technique [73]. The U*(T) variation [where U*(T) = T/S(T)]
resulting for S19.6 (H = 10 kOe parallel to the c-axis) is shown in Fig. 6.6 and reveals
the crossover elastic vortex creep–plastic creep at a crossover temperature Tcr =
15.9 K, whereU*(T) is maximum. According to (6.3) and (6.4),U*(Tcr) = Uc, since

Fig. 6.4 Main panel: Evolution of the peak field Hp for S19.6 at T = 27 K with the relaxation
time t, where the magnetic moment m was registered at t = t1 = 28 s and at t2 = 1200 s after
H was applied parallel to the c-axis in zero-field cooling conditions. Hp increases when the induced
current density J ∝ ∣m(t)∣ is larger. The onset field Hon behaves similarly (as illustrated in the inset
for T = 2 K)

166 L. Miu et al.



p vanishes at Tcr. The magnetic hysteresis curve at T = 16 K (Fig. 6.1) indicates that
the field H = 10 kOe from Fig. 6.6 approximately represents the midpoint between
Hon andHp for T = Tcr, suggesting a continuous disordering of the BVG betweenHon

and Hp.
The creep crossover is confirmed by the U*(H) dependence, as illustrated in

Fig. 6.7. The crossover field Hcr ∼ 0.8 kOe (corresponding to the U* maximum)
approximately represents the midpoint between Hon and Hp at T = 26 K (see the
main panel of Fig. 6.2).

Going back to the hysteresis curves from Fig. 6.1, with a well-developed SMP,
one can discuss the temperature dependence of m (at constant H). Figure 6.8 (main
panel) illustrates the m(T) variation registered for S19.6 on warming, after the
external field H = 30 kOe was applied parallel to the c-axis in ZFC conditions at
T = 5 K (ZFCW), or above Tc (FCW). The chosen H value is significantly above
the field range where the M(H) curves overlap (Fig. 6.1). The FCW m for H = 30
kOe is small (around −1.01 × 10−3 emu) and appears practically constant between
5 K and 20 K (with a variation of ∼1%). There is no peak in the ZFCW ∣m(T)∣, but
the decrease of ∣m∣ slows down around T ∼ 13.5 K, where the external field

Fig. 6.5 Magnetic relaxation
curves m(t) in a log-log plot
for S19.6 in H = 10 kOe
(oriented along the c-axis)
reached at various
temperatures by decreasing
H from the high-field region.
The absolute value of the
slope in a linear fit (the
continuous line) is the
normalized magnetization
relaxation rate S averaged
over tw

Fig. 6.6 Resulting
temperature variation of the
normalized vortex-creep
activation energy U* = T/
S (S19.6 in H = 10 kOe along
the c-axis). According to
(6.4), the nonmonotonous U*
(T) reflects the crossover
elastic-plastic creep at the
crossover temperature Tcr
indicated by an arrow
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H = 30 kOe approaches the peak field Hp (see Fig. 6.1). This is because the
increase of the effective pinning accompanying the vortex accommodation on the
pinning structure is smeared out due to relaxation and by the continuous, strong
decrease of ∣m∣ with increasing temperature. From U = (Uc/p)[(Jc0/J(t1))

p

−1] = Tln(t1/t0) and J ∝ ∣m∣, where t1 is the measuring time at a certain T, one
obtains m(t1, T) = m(t0, T)[1 + pTln(t1/t0)/Uc]

−1/p (p ≠ 0). For p = 0, U* = Uc

[see (6.3)], equivalent with U(J) = Uc(Jc0/J). In this situation,
mðt1,TÞ∝Jðt1, TÞ= Jc0ðt1 ̸t0Þ− T ̸Uc , neglecting the intrinsic temperature variation of
Jc0 and Uc, as well as the t0(J, T) dependence. However, for H = 12–15 kOe, where
the Hon(T) anomaly is maximum (Fig. 6.3, inset) and the M(H) curve overlaps
(Fig. 6.1), a nonmonotonous M(t1, T) variation was observed (Fig. 1 of [72]).
Without the anomalous Hon(T) behavior, a peak in the ZFCW ∣m(T)∣ is unlikely to
appear.

Fig. 6.7 Variation of
U* = T/S with the external
magnetic field obtained at
T = 26 K for S19.6 in
decreasing H (parallel to the
c-axis) from the high-field
region. The crossover elastic
creep (at low H)–plastic creep
(at high H) across the SMP
manifests itself through a
maximum in U*(H) at the
crossover field Hcr ∼ 0.8 kOe

Fig. 6.8 Temperature
dependence of the magnetic
moment m of S19.6 registered
on warming after the field
H = 30 kOe oriented along
the c-axis was applied above
Tc (FCW), or in zero-field
cooling conditions at T = 5 K
(ZFCW). The arrow points
the T value around which the
temperature variation of the
ZFCW m slows down
(∼13.5 K)
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6.4 Disappearance of the Second Magnetization Peak
in the Presence of Static Stripe Order

By decreasing x, a pronounced SMP can still be observed at x = 0.147 [69].
However, in the case of S12, in the doping range of static stripe order (SSO), the
SMP disappears at all temperatures if H is parallel to the c-axis [83], as shown in
Fig. 6.9. The specimen with x = 0.125 investigated in [69] behaves similarly. For
S13, just below the upper x border of the 1/8 anomaly, the SMP can clearly be seen
at high temperatures, but not below ∼18 K, as illustrated in the inset of Fig. 6.9.

Keeping H along the c-axis, the SMP reappears (at low H) in strongly under-
doped specimens [76] (x ≤ 0.10, see Fig. 6.10), where the stripe structure is more
diffuse [64]. Just above the lower x border of the 1/8 anomaly, it was found that no
SMP is present below ∼8 K (x = 10) [84]. As discussed in [83], there is a good
correlation between the SMP suppression from Fig. 6.9 and the development of
SSO in LSCO detected in neutron scattering measurements [85]. The SMP is absent
at all temperatures in S12, since at this doping the temperature Tm for the melting of
the static stripe phase into mobile stripes is slightly above Tc. Moreover, in Fig. 4 of
[85] one has Tm(x = 0.13) ∼ 20 K. By taking into account possible, small differ-
ences in the actual doping, this is roughly the temperature value below which the
SMP in S13 smears out and disappears (see the inset of Fig. 6.9).

At the same time, the SANS experiments performed on LSCO single crystals
cooled to ∼3 K in H parallel to the c-axis [64] revealed the instability of the Bragg
vortex glass in the presence of SSO (see Fig. 1 of [64]). For x ∼ 1/8, where the
onset of static incommensurate spin density wave (SDW) order at TSDW (equivalent
to Tm in [85]) is above Tc, the BVG is unstable in the whole (H, T) domain, and the
SMP does not appear for S12 (see the main panel of Fig. 6.9).

By decreasing doping below 1/8, the SANS signal indicates a vortex lattice
(BVG) and the SMP reappears in strongly underdoped LSCO (see Fig. 6.10),
meaning that the static BVG is the necessary ingredient for an SMP. One notes that
while the SMP is present at low doping, the structural vortex-lattice transition is
missing in Fig. 1 of [64].

Fig. 6.9 Main panel: dc M
(H) curves registered for S12
(in the doping range of the 1/8
anomaly) for H oriented along
the c-axis. No SMP was
observed up to Tc ∼ 27.5 K.
The inset shows that for S13
the SMP can be seen
above ∼18 K, but it
disappears at lower
temperatures
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In qualitative agreement with relation (6.2), where ε decreases at low doping
(ε ∼ 1/60 in S7.6 and ∼1/15 for S19.6 [20, 86]) and 1/λ2 ∝ x [87], the SMP in
Fig. 6.10 develops at lower H values, far below the field for complete suppression
of pair tunneling between the CuO2 layers in LSCO [88]. This is confirmed by the
fact that when H is oriented along the (a, b) planes the SMP appears for all
investigated single crystals (including those with static stripes, as illustrated in
Fig. 6.11 for S12).

As shown above, the analysis of magnetization relaxation can signal the exis-
tence of an ordered (disordered) vortex phase. The relaxation curves registered for
S12 in the two H orientations (as exemplified in Fig. 6.12 for T = 8 K and 12 K)
generate the U*(T) variation plotted in Fig. 6.13.

For H parallel to the c-axis of S12 (no SMP, see the main panel of Fig. 6.9), U*
in Fig. 6.13 is around 100 K at H = 10 kOe and decreases with increasing tem-
perature, (6.4) indicating a disordered vortex phase in the investigated T range, in
agreement with the SANS results [64]. When H is along the (a, b) planes of the

Fig. 6.10 While the SMP is
absent in S12, strongly
underdoped LSCO single
crystals (S10, S8.5, S7.6)
exhibit an SMP, with the peak
field Hp detected on the
descending M(H) branch
(H parallel to the c-axis,
T ∼ 0.4Tc)

Fig. 6.11 When H is parallel
to the (a, b) planes, the SMP
is present for all considered
samples. This is shown in the
main panel for S12, with the
onset field Hon (indicated by
an arrow) increasing with
decreasing temperature in the
low-T range, and for S8.5 at
T = 17 K in the inset

170 L. Miu et al.



same specimen (the SMP develops, Fig. 6.11), the crossover elastic creep (ordered
vortex phase) plastic creep (disordered phase) is present at Tcr = 15.5 K (H = 10
kOe). The magnetic hysteresis curve registered at T = 16 K from Fig. 6.11 sup-
ports the above observation that the constant H in the U*(T) determination
approximately represents the midpoint between Hon and Hp at T = Tcr.

The characteristic pinning energy Uc for the elastic creep regime below Tcr is
small. A linear extrapolation in Fig. 6.13 (H = 10 kOe, along the CuO2 planes) for
T ≤ 8 K leads to Uc ∼ 20 K. In this case, according to (6.4), at relatively high
temperatures (below Tcr), U*(H) ∝ U(H) ∝ Hα.

The U*(H) variation at T = 12 K is plotted in the main panel of Fig. 6.14, and
the derived exponent α ∼ 0.2 is in good agreement with the exponent β ∼ 1.4
appearing in the experimentally determined Hon(T) variation at low temperatures
shown in the inset of Fig. 6.14.

The weaker vortex pinning for H perpendicular to the stripe plane [83] (see
Fig. 6.13) is supported by the pinning enhancement through strain-induced desta-
bilization of the static stripe structure reported in [89]. The spatial landscape for

Fig. 6.12 Relaxation of the
irreversible magnetic
moment, ∣m∣ versus t (log-log
scales), for S12 in H = 10
kOe parallel to the c-axis
(open symbol), or along the
(a, b) planes, at T = 8 K and
12 K. The absolute value of
the slope in a linear fit (the
continuous line) is the
normalized relaxation rate
S averaged over tw. One can
see that the relaxation is faster
for H perpendicular to the
stripe structure

Fig. 6.13 Resulting U*
(T) for H = 10 kOe oriented
along the (a, b) planes, and
H = 5 kOe and 10 kOe
applied parallel to the c-axis.
When H is perpendicular to
the static stripe structure, the
vortex system is disordered,
and no SMP is present. With
H along the (a, b) planes, the
SMP develops (see Fig. 6.12),
and the vortex dynamics
changes at the creep crossover
temperature Tcr ∼ 15.5 K
(H = 10 kOe)
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superconductivity in the presence of SDW order is complex [90] and can lead to the
appearance of (coreless) Josephson vortices and/or staggered flux. In such a situ-
ation, the pinning decrease would be associated with a diminished contribution of
core pinning interactions to the pinning force density.

One may think that the absence of SMP in the main panel of Fig. 6.9 (S12 in
H parallel to the c-axis) is due to poor pinning. However, in this case, one should
have an ordered vortex system, exhibiting a first-order melting transition or a PE,
like in clean single crystals, which is not the case. Moreover, compared to that in
S12, pinning is even weaker in strongly underdoped specimens, but the SMP
develops (Fig. 6.10).

The BVG instability in static conditions (J = 0) at the 1/8 anomaly for H parallel
to the c-axis (leading to the complete disappearance of the SMP) was discussed in
[64] as due to the real-space competition between the magnetic correlation length
(of several tens of nanometer around the 1/8 anomaly [85]) and the intervortex
spacing. The essential point is that this is not related to pinning. In general terms,
the existence of the Bragg vortex glass implies the rearrangement of the vortex
system (at scales larger than the in-plane vortex correlation length [19]) to lower its
energy in the vortex pinning potential [91]. The presence of a well-developed static
stripe structure seems to impede the vortex rearrangement when H is perpendicular
to the stripe plane. With no correlation between the static stripes in adjacent CuO2

layers, an impediment would be the vortex location in the weakly superconducting
regions outside the charge stripes, if one considers the results from [92]. Actually,

Fig. 6.14 Main panel: Magnetic field dependence of U* (∝U, see text), as determined for S12 in
H parallel to the CuO2 planes from the magnetic relaxation curves at T = 12 K with H close to Hon

(elastically creeping vortices). The linear fit in the log-log plot leads to U*(H) ∝ H0.2. Inset:
Temperature variation of the onset field Hon (log-log scales) extracted from M(H) curves such as
those plotted in the main panel of Fig. 6.11, taking the form Hon(T) ∝ T−1.4. The magnetic field
exponent α is in agreement with the temperature exponent [β in relation (6.2)]. The continuos
lines represent a linear fit
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the stripe structure in neighboring layers is rotated by π/2, as idealized in Fig. 6.15
[93], and the vortex rearrangement for a stable BVG may be affected by the in-plane
anisotropy of λ induced by the presence of the SSO [94].

The above constraints are less effective for a diffuse SSO, the BVG reappears
with decreasing doping below x = 1/8 [64], and the SMP sets in (Fig. 6.10). On the
other side, when H is parallel to the (a, b) planes, the static stripe order produces
inhomogeneities in the interlayer coupling, the pinning source for Josephson vor-
tices [19]. In this field orientation, vortices can slide along the CuO2 planes, the
rearrangement for a stable three-dimensional BVG becomes possible, and the SMP
is present even for S12 (see Fig. 6.10). Vortex sliding along the static spin stripes is
frustrated for the stripe orientation from Fig. 6.15.

As known, a disordered vortex phase can dynamically order with increasing
J. During standard magnetic measurements at low temperatures, the induced J ap-
proaches Jc0, the effective pinning decreases, the intervortex interactions prevail,
and elastic creep is expected [80]. In specimens with weak bare pinning, this
dynamic ordering appears in the low-T range [95]. Generated by J(T), the
vortex-creep crossover associated to the dynamic ordering of the vortex system is
not accompanied by an SMP. Thus, the necessary condition for the SMP appear-
ance is the existence of BVG (with long-range order or a polycrystalline BVG [8])
in static conditions.

In principle, the existence of the (low-field) BVG does not contradict the SMP
model based on a more rapid relaxation at low H [29, 40, 41], in the single-vortex
collective pinning domain (where the vortex correlation length Lc becomes lower
than the intervortex spacing a0 [29, 96]). Indeed, with (6.4), it results

S Tð Þ =T ̸U* Tð Þ ∼ T ̸ Uc + pT ln tw ̸t0ð Þ½ �, ð6:5Þ

i.e., a larger S at low H, in the single-vortex collective creep regime, where the
creep exponent p = 1/7 [81]. According to this SMP model, a low p should be
present around Hon, and, by increasing H, a creep crossover toward bundle
(three-dimensional) creep should be detected, where p = 1.5 (small vortex bundles)
or 7/9 (a large bundle volume) [81].

In this context, for S12 in H parallel to the static stripe structure, for example,
where the SMP is present, it is instructive to plot U* versus 1/J instead of the U*
(T) variation from Fig. 6.13, to extract p with (6.3). The U*(1/J) dependence (where
J represents an average over tw) is shown in Fig. 6.16, in log-log scales. With the
applied field (H = 10 kOe) around Hon(T) (see Fig. 6.11, main panel), the exponent

Fig. 6.15 Sketch showing
the relative orientation of
static spin stripes (black) and
charge stripes (white regions
in between) for neighboring
CuO2 planes [94]
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(determined for T between 8 K and 12 K) is p = 0.74 ∼ 7/9, meaning a large
vortex bundle creep regime. Moreover, in the case of FeSe0.5Te0.5 single crystals
investigated in [96], the crossover single-vortex collective creep–bundle creep at
4.2 K appears at H ∼ 0.5 kOe, whereas Hon(T = 4.2 K) determined for similar
specimens is above 20 kOe [41]. This casts some doubts on the interpretation of the
SMP in terms of collective pinning only [29, 40, 41].

It is worthy to note that the appropriate choice of the T range and of the
relaxation time interval to diminish the influence of the temperature variation of the
vortex pinning potential and of thermo-magnetic instabilities at low T is essential
for getting the real vortex-creep exponent p, revealing the dynamic state of the
vortex system.

The first condition is roughly fulfilled at T ≤ Tc/2. The decrease of p in the low-
T range (like in Fig. 6.16) has been explained through the influence of microflux
jumps (MFJ) [50]. The change of U* due to the presence of MFJ can be different,
even for the same specimen and measurement system. As discussed in [50], in the
case of moderate pinning (i.e., when T and H are not too low), the MFJ are expected
to occur mainly at early relaxation stages (where the electric field is higher). When
J decreases due to such MFJ at short t, the effect can be assimilated with the
introduction of a “supplemental relaxation time” tj (increasing with decreasing
T and/or H), and over the tw considered above one determines a higher U*. Using
the general vortex-creep relation and the definition formula for U*, one obtains that
the resulting U* will be enhanced by a factor ∼(1 + tj/tw), leading to a smaller
p (Fig. 6.16). On the other hand, in the case of dynamic relaxation measurements
[40, 41], where tw is shifted to shorter t, as well as for the dc relaxation at low T and
H, the microflux jumps will invade the relaxation time window, and a faster
apparent relaxation occurs. This means a smaller apparent U* at low temperatures,
and, consequently, a larger p.

Thus, the disappearance of the fishtail effect at the 1/8 anomaly illustrated in
Fig. 6.9 is directly related to the absence of the low-H Bragg vortex glass, which is
unstable in the presence of static stripes when vortices are perpendicular to the
stripe plane [64]. The change of the sign of the creep exponent between Hon and Hp

Fig. 6.16 U* versus 1/J in
log-log scales for S12 in
H = 10 kOe oriented along
the (a, b) planes. When this
field value is around Hon (see
the main panel of Fig. 6.11),
the creep exponent
determined with (6.4) (as the
slope of thecontinuous line) is
p = 0.74 ∼ 7/9
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shown above supports strongly the pinning-induced BVG disordering as the actual
scenario for the SMP. With the static BVG as the necessary ingredient for an SMP,
one can explain the puzzling behavior of some samples, showing no SMP (while
the vortex pinning strength is in the range). For example, in specimens with
superconducting domains of limited extension there is no BVG [91], and, conse-
quently, no SMP [97]. The multi-domain structure of FeSe crystals [98, 99] may
have a similar effect.

6.5 The Ac Magnetic Response of Specimens Exhibiting
a Second Magnetization Peak

The ac magnetic response at usual frequencies f and amplitudes hac [100] is often
considered for the investigation of the dynamic vortex phase diagram and the
pinning potential of superconductors [12, 13, 101–109]. However, while a strong
influence of the PE (close to the IL) on the ac signal was reported (see [103], for
example), the conditions in which the presence of an SMP modifies significantly the
ac response are not clear. Figure 6.17 shows the ac signal of the striped specimen
(S12) in H parallel the c-axis, when no SMP is present, whereas Fig. 6.18 illustrates
the ac response of S19.6 (in the same field orientation), with a well-developed SMP
(Fig. 6.1). The response signal was registered on warming, with the ac field
(hac = 3.9 Oe) along the c-axis, after cooling the sample from above Tc to
T = 10 K in constant H (FCW). The FCW runs are usually preferred [103], since
on cooling the vortex system nucleates at high temperatures, and may remain
trapped in metastable, strongly pinned configurations.

As known [110, 111], the in-phase component of the ac magnetic moment (m′)
is directly related to the presence of the screening current density J, whereas the
out-of-phase component (m″) is a measure of dissipation. The peak in m″(T) at Tp
(see Figs. 6.17 and 6.18) is interpreted in terms of the critical state model [111,
112], where the maximum dissipation corresponds to the first full penetration of the

Fig. 6.17 Main panel: The
hysteresis m(H) curve at
T = 16 K for the striped
specimen S12withH along the
c-axis (no SMP). Inset: The ac
signal (hac = 3.9 Oe, f = 1 Hz
and 1 kHz) registered on
warming, in H = 5 kOe
applied in field-cooling
conditions (FCW) along the
c-axis. The peak temperature
Tp (indicated by an arrow)
shifts to lower values by
decreasing f
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critical state (generated by the ac field) starting from low temperatures, and a
thermally activated vortex hopping process. For our LSCO specimens with small
demagnetization effects, a relevant critical state related ac magnetic response at the
used hac develops only close to the IL. The undistorted m″(T) maximum means the
absence of a PE, in agreement with the dc magnetic hysteresis curves. In the case of
S19.6, with relatively strong pinning and exhibiting an SMP, the picture does not
modify even at higher hac, as shown in the main panel of Fig. 6.19. The hysteretic
(dissipative) ac regime for H = 30 kOe appears above ∼20 K, i.e., in the vicinity of
the IL, as indicated by the dc m(H) curve at T = 20 K from the inset.

The nonhysteretic, Meissner-like signal present below the IL in Figs. 6.17, 6.18,
and 6.19 indicates no critical state penetration, in qualitative agreement with the
occurrence of a skin effect [113]. In the low-T region, m′ is frequency independent
(see the inset of Fig. 6.17), and the dissipation (m′′) is very small. The real part of
the complex magnetic susceptibility (m′/hac) is practically independent of hac. This
linear ac response (the Campbell regime [114]) is determined by (reversible)
intravalley vortex oscillations, with the ac field penetrating the sample on a distance
λC (the Campbell penetration depth) larger than λ. For S19.6, the crossover from the

Fig. 6.18 FCW ac magnetic
response of S19.6 in H = 5,
10, and 30 kOe parallel to the
c-axis (hac = 3.9 Oe,
f = 500 Hz). While this
sample exhibits a
well-developed SMP
(Fig. 6.1), the ac response is
similar to that from Fig. 6.17,
in the absence of an
SMP. The hysteretic
(dissipative) regime appears
close to the IL

Fig. 6.19 Main panel:
The FCW ac magnetic
response of S19.6 in H = 30
kOe parallel to the c-axis at
several ac field amplitudes hac
and the frequency
f = 1111 Hz. The hysteretic
regime appears only
above ∼20 K, in the vicinity
of the IL, as indicated by the
m(H) curve registered at
T = 20 K, plotted in the inset.
No sign for a significant
influence of the SMP on the
ac signal is present
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linear regime to nonlinearity (when J is below hac/λC) [101] appears in the vicinity
of the IL even at hac = 15 Oe (Fig. 6.19), owing to the relatively large values of the
critical current density (Sect. 6.2).

It is instructive to see the ZFC ac magnetic signal obtained by varying H at
constant T, in the conditions where a pronounced SMP develops (Fig. 6.1).
The ZFC ac response of S19.6 in H parallel to the c-axis at T = 26 K is plotted in
Fig. 6.20. It can be seen that there are no appreciable changes of the magnetic
signal around Hp ∼ 2 kOe (see Fig. 6.2). The response is f independent across the
SMP, with a small m′′, indicating a linear regime. The slight decrease of ∣m′∣ with
increasing H in Fig. 6.20 is due to the increase of λC with B [114]. While the
dependence of λC on the vortex state under strong pinning conditions has been
recently predicted [106], the existence of an SMP on the dc m(H) curves remains
practically irrelevant for the results of noninvasive ac measurements (in the
Campbell regime) from Figs. 6.18, 6.19, and 6.20. We can understand now the ac
results obtained for 2H-NbSe2 single crystals in H parallel to the (a, b) planes
(D ∼ 0) from [115], where it was claimed the identification of a crossover from
weak collective pinning to a strong pinning regime which is not associated with a
peak in the ac signal.

The situation radically changes if the crossover from the linear regime to
nonlinearity is attained well below the IL, toward the domain of Hon(T). At high
enough hac, the displacements of vortices overcome the width of the pinning
potential well, and the intervalley motion can dominate. The hysteretic penetration
of the ac critical state (generating the nonlinear response) is described by the
characteristic Bean length (∼hac/J) [74]. To reach the nonlinear response well below
the IL for S19.6 by increasing hac is difficult. Another way is to use thin specimens
with the large side perpendicular to the external magnetic field. For specimens with
D close to unity, strong demagnetization effects are present, and hac at the sample
edge will be enhanced by a factor ∼1/(1–D).

Figure 6.21 shows the magnetic hysteresis curve m(H) and the field dependence
of the ZFC ac magnetic response components (m′ and m′′) for a thin
BaFe2(As0.68P0.32)2 single crystal (with weaker pinning) at T = 26 K in H oriented

Fig. 6.20 ZFC ac magnetic
response of the overdoped
specimen S19.6 (D = 0.43),
registered as a function of
H (oriented along the c-axis)
at T = 26 K (hac = 3.9 Oe,
f = 1 Hz and 1 kHz). The
presence of the SMP (Hp ∼ 2
kOe, see Fig. 6.2) does not
induce significant changes of
the ac magnetic signal at usual
f and hac
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along the c-axis (i.e., perpendicular to the largest side). This sample is similar to that
investigated in [116], having D above 0.9. The penetration of the ac critical state is
appreciable even far below the IL (m and m′ are within the same order of magni-
tude). The modification of the ac magnetic response induced by the well-developed
SMP with Hon ∼ 1 kOe and Hp ∼ 4 kOe becomes obvious. The critical state
penetration (with m′′ as its measure) has a local maximum at Hon, and a local
minimum at Hp.

The behavior of m′′(H) in Fig. 6.21 is in agreement with the enhancement of the
effective critical current density between Hon and Hp. However, ∣m′∣ does not
exhibit a maximum at Hp, since the increase of the current density induced by the ac
field around the peak field is compensated by a smaller penetration depth of the ac
critical state.

6.6 Vortex Phase Diagram of La2–xSrxCuO4
Single Crystals

It is well established that in superconducting single crystals with weak quenched dis-
order (untwined YBCO, as an example) the SMP line exhibits a nonmonotonous
temperature dependence [117, 118], approaching the vortex-latticemelting line [14, 15]
in the high-T domain, approximately at the so-called upper critical point [119, 120],
where the first-order melting line terminates. When vortex pinning increases, the end
point tends to Tc, while Hp(T) becomes a monotonically decreasing function [44, 45].

A careful investigation of the dc magnetic data of LSCO [83] shows that no
features which could be related to a PE or to a first-order melting are present. In this
situation, in the considered (H, T) domain, the dynamic vortex phase diagram of
LSCO is simple, as illustrated in Fig. 6.22 (S19.6 in H parallel to the c-axis).
For LSCO exhibiting an SMP, the BVG is present in the low-T domain up to
Hon(T). Between Hon(T) and Hp(T) there is a partially disordered vortex solid
(PDVS), whereas above Hp one has a disordered vortex system (DVS), which melts
continuously on crossing the IL.

Fig. 6.21 Magnetic field
H dependence of the ZFC dc
magnetic moment m and of
the ZFC ac magnetic response
components (m′ and m′′) at
T = 26 K for a thin
BaFe2(As0.68P0.32)2 single
crystal with Tc ∼ 27.5 K.
H was oriented along the c-
axis (perpendicular to the
largest side), when D is close
to unity
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In principle, the dynamic vortex phase diagram of the LSCO samples considered
here and in [83] in H oriented along the (a, b) planes should be similar to that from
Fig. 6.22 (since for this H orientation the SMP occurs), but shifted to higher fields,
owing to anisotropy. The LSCO specimens with static stripes (S12, for example) in
H parallel to the c-axis have the simplest diagram, since there is no Bragg vortex
glass, SMP, or PE.

Finally, it is worth mentioning that the experimentally determined vortex phase
diagram is sometimes complicated by the simultaneous presence of an SMP and a
PE, as reported using dc and ac measurements [121–123], which is not the case of
the single crystals with dense, randomly distributed pinning centers investigated
here. The existence of both SMP and PE would be in conflict with the disordering
of the BVG across the SMP. According to this scenario, as presented in Sect. 6.3,
above Hp the pinning structure already accommodated vortices, and the PE should
not appear. This aspect was discussed in [124, 125], and it was argued [125] that in
global magnetic measurements the possible macroscopic inhomogeneities in the
distribution of the pinning centers can lead to multiple peak structures (which may
even be accompanied by a first-order vortex-lattice melting).

6.7 Conclusions

In summary, the investigation of the dc magnetic hysteresis curves of La2–xSrxCuO4

single crystals in a wide doping range reveals the complete disappearance of the
SMP in the domain of well-developed static stripe order (x ∼ 1/8) when the

Fig. 6.22 Vortex phase diagram of S19.6 in H parallel to the c-axis in the dynamic conditions of
dc magnetic measurements. The long-range quasi-ordered vortex solid (BVG) is present in the
low-H domain up to Hon(T). Between Hon and Hp, one has a partially disordered vortex system
(PDVS). Above Hp(T), the completely disordered vortex system (DVS) is expected to melt
continuously across the dc irreversibility line IL extracted from the m(H) curves from Fig. 6.1. The
vortex liquid (VL) extends up to close to the Hc2(T) line (not shown)
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external magnetic field H is perpendicular to the stripe planes. The evolution of the
SMP with decreasing doping follows the instability of the Bragg vortex glass in
static conditions at the 1/8 anomaly (detected using SANS experiments), where the
well-developed static stripe order obstructs the vortex system rearrangement for a
stable, three-dimensional BVG. This is in agreement with the temperature variation
of the normalized vortex-creep activation energy.

The SMP reappears in strongly underdoped LSCO specimens (x ≤ 0.10), where
the static stripe structure is diffuse and the BVG was detected in SANS measure-
ments at low H (with no sign of the square-to-rhombic vortex-lattice transition).
The observed behavior definitely indicates the quasi-ordered vortex solid at low
H as the necessary ingredient for the occurrence of a second magnetization peak.
When the BVG instability is not caused by pinning, the SMP is missing. At the
same time, when H is oriented along the (a, b) planes, the SMP occurs in the whole
considered doping range (0.076 ≤ x ≤ 0.196). The presented analysis supports
the scenario in which the SMP is generated by the pinning-induced disordering of
the low-field Bragg vortex glass, the enhancement of the effective critical current
density resulting from a better accommodation of vortices to the pinning structure
in the disordered vortex phase. This is confirmed by the nonlinear ac magnetic
response registered well below the dc irreversibility line. The increase of the
characteristic fields for the SMP in the low-T domain can be explained by taking
into account the dynamic conditions of dc magnetic measurements.

No features which could be related to a first-order vortex-lattice melting or to a
peak effect close to the irreversibility line have been observed for the investigated
single crystals with dense, randomly distributed pinning centers in both dc and ac
measurements. This leads to a simple dynamic vortex phase diagram of LSCO,
especially for specimens with static stripes in H perpendicular to the stripe plane.
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Chapter 7
Emergence of an Interband Phase
Difference and Its Consequences
in Multiband Superconductors

Yasumoto Tanaka

7.1 Introduction

The phase of a superconducting wave function (an order parameter) is ordinarily
described by a scalar [1, 2]. However, there is not a definite principle preventing the
possibility of using a vector or a matrix for the phase [3–6]. The idea of multiple
phases was initially considered by Leggett, who discussed their tiny fluctuations in
multiband superconductors [3], Then, Leggett applied the idea to superfluid
helium-3 [7–10], and the new topology resulting from the multiple phases in
multiband superconductors has not been considered. The multiple phases in the
superfluid wave function were established as a consequence of spin-triplet p-wave
pairing, and the condensation of these pairs in superfluid helium-3 was studied in
subsequent works by using the Bardeen-Cooper-Schrieffer formalism (BCS theory)
[11–15]. This great success initiated the quest for spin-triplet pairing, p-wave
pairing, other non-spin-singlet non-s-wave pairing, and for condensates composed
of these unconventional pairs in new superconductors [16–22] where the role of
spin fluctuations is spotlighted. Though the multiband approach is not strictly
necessary in these non-spin-singlet non-s-wave superconductors, the consideration
of multiple phases has been reimported from the superfluidity to the supercon-
ductivity. In the case of triplet superconductors, it has been proved that degenerate
wave functions require multiple phases to describe them, as the Bardeen–Cooper–
Schrieffer (BCS) Hamiltonian has degenerate eigenfunctions. When introducing
multiple phases, degeneracy had been always discussed, even for the multiband
superconductors (Multiple phases had not been considered for nondegenerate
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multiband superconductors, but only for multiband superconductors with multiple
degenerate electronic bands until 2001.) [23].

Multiple phases have been also used to explore the mixing of superconducting
order parameters with different symmetries, like, (d+ is)-waves (the mixing of d-
and s-wave pairing). In this case, the superconducting condensate does not have
degenerate wave functions [24–26].

Topology is a key issue of multiple phases both in degenerate systems and when
considering the mixing of wave functions with different symmetries. Our under-
standing of this aspect is based on a topological quantum number (a winding
number), which represents the number of rotations around a (singular) point.
According to this topological quantum number, the magnetic flux is quantized. It
becomes a unit of magnetic flux quantum for a single-component condensate.
However, the quantization condition is different for a condensate with multiple
quantum phases.

When Leggett brought in the idea of the multiple phases of a superconducting
condensate, he concentrated on the small fluctuation of a newly introduced quantum
phase of the condensate. His main conclusion was that direct experimental detection
was beyond the limits of the then available techniques. Instead, he proposed an
indirect method. If we extended the discussion from the small fluctuation to a
“topological object,” a direct detection method might be automatically deduced.
Topological detection is a definite proof of the presence of multiple components. It
also changes our basic understanding of superconducting condensates, bringing
them together with other condensates that have multiple phases of a macroscopic
wave function, such as multicomponent Bose–Einstein condensates [27–37],
superfluid helium-3 [38–42], or other systems appearing in particle physics field
theories [43–51] and cosmology [52–54].

Now, this challenge of detecting a special topology originating from multiple
quantum phases has been elaborated [4, 5, 55] for wave functions that have the
same symmetry and are not degenerate. It was necessary to understand the
abnormal temperature evolution of superconducting gaps for a multilayer cuprate
superconductor, CuxBa2Ca3Cu4Oy [56, 57], which has at least two gaps showing
different temperature dependence [58–61]. Some typical multilayer cuprate super-
conductors, of which CuxBa2Ca3Cu4Oy is just an example, are illustrated in
Fig. 7.1 [62, 63]. The temperature evolution of the superconducting gaps in Cux-
Ba2Ca3Cu4Oy is different from that seen in conventional superconductors. For the
latter, the temperature dependence of the superconducting gap is similar for any
point in the momentum space and any electronic band [64–66]. A consequence of
the challenge of introducing multiple phases is the need to realize a novel internal
coordinate space specifying theses multiple phases at higher temperature, as
compared with triplet superconductors and other superconducting condensates that
have multiple components. It is not necessary to invoke spin-triplet pairing or a rare
wave function like a p-wave as the orbital function of a pair. It is easier to realize
multiple phases by controlling the band structure instead of controlling the pair
function, and we have many candidates for such superconductors.
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Once a multiband superconductor without degenerate components is assigned a
superconducting order parameter with multiple phases, the resulting superconduc-
tivity in this superconductor is denoted as “multicomponent superconductivity
based on a multiband superconductor” [55]. It is considered that each band has each
component, and different components are coupled through an “interband Josephson
coupling.” This superconductivity has salient topological properties that are found
in other quantum condensates with multiple components in particle physics, and in
cosmology, but that single-component superconductivity never exhibits. An inter-
band phase difference soliton was discovered by the author as a first and prominent
topological object [4, 5]. It was accompanied by the fractionalization of the unit
magnetic flux quantum [5], which is achieved through the same mechanism as other
examples of fractional quantization, like the fractional charge of the quark [45, 67–
69]. There have been subsequent works on the topological nature of multicompo-
nent superconductivity based on multiband superconductors [70–79], and the
relationship between such superconductivity and other multicomponent quantum
condensates has been also investigated in depth [6, 80, 81]. The essential com-
monalities between a vortex molecule composed of fractional vortices and phase
difference solitons and a quark confined in a hadron are mentioned, for example, in
[67–69, 82–84]. The quark with a fractional charge corresponds to the fractional
vortex, while gluons correspond to solitons.

Introducing multiple nondegenerate components with the same symmetry also
changes the nature of the superconducting transition [85–91]. Obviously, we can
expect a “second superconducting transition” originating from the internal degrees
of freedom related to the interband phase difference [85, 87, 88, 92, 93]. Moreover,
we have to account for a collective excitation based on the interband phase dif-
ference other than pair breaking [3, 89–91, 94, 95]. The effect of such a collective
excitation dramatically changes the nature of the superconducting phase transition.

Fig. 7.1 Crystal structures of some multilayer cuprate superconductors drawn with VESTA 3
[62]. a (Tl,Cu)(Ba,Sr)2Ca2Cu3Oy, which has three CuO2 planes in a unit cell. b CuxBa2Ca3Cu4Oy,
which has four CuO2 planes in a unit cell. c HgBa2Ca4Cu5Oy, which has five CuO2 planes in a unit
cell. Multilayer cuprate superconductors have multiple electronic bands. (Reprinted from [63].
© Y. Tanaka)
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A superconducting gap does not close at the superconducting transition temperature
(with increasing temperature), when there are significant collective excitations
(interband phase fluctuations) [86, 96, 97].

The interband phase difference of multicomponent superconductivity based on
multiband superconductors is very attractive for practical applications. We can
build up a quantum phase of a wave function that does not interact with the
electromagnetic field, which is reminiscent of the Weinberg-Salam theory (i.e., the
electroweak unification theory) [44]. In the electroweak theory, a field escaped from
the Higgs boson becomes the photon, the neutral weak boson Z0 gets separated
from the electromagnetic field, and, as consequence, the electromagnetic field does
not “see” the neutrinos [44]. Similarly, the electromagnetic field does not see either
the interband phase difference solitons [4, 98]. Hence, an analogy can be drawn
between an interband phase difference mode and the Z0 boson, and between the
interband phase difference soliton and the neutrino. From the point of view of
electronics, we may manipulate the soliton without considering the influence of the
electromagnetic field [99]. Such manipulation of the electromagnetically inactive
interband phase solitons could have the potential to solve problems like the
quantum decoherence of the qubit [100].

In this chapter, we introduce the dramatic phenomena expected in multicom-
ponent superconductivity based on multiband superconductors.

7.2 Quantum Phase of a Superconducting Wave Function
and the Interband Phase Difference Soliton
in Multiband Superconductors

When the intraband pairing interaction is considerably larger than the interband
interaction (which implies that the interband pair interaction contributes very little
—less than a few percent—to the superconducting condensation energy), the pair
density is mainly determined by the former. We can take an approximation in which
the pair density is constant for each band, and the topology of the superconducting
condensate is determined by the phase of the superconducting wave function. (This
can be regarded as an extension of the conventional London approximation for
single-component superconductivity [101].)

The momentum pi of a BCS pair on the i-th band can be written as

pi =2m*
i vi +2e*A, ð7:1Þ

where 2m*
i , vi, and 2e* are, respectively, the mass, velocity, and charge of the pair,

and A is the vector potential of the magnetic field. We may substitute − iℏ ∂

∂xi

� �
for

pi, and then − iℏ ∂Ψ
∂xi

� �
approximates ℏΨ ∂θi

∂xi

� �
, where Ψ is the superconducting

wave function, θi is the phase of the superconducting component on the i-th band,
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and xi gives the position of the i-th band. Then, (7.1) adopts the following form.
(Note that we can drop Ψ because it appears on both sides of (7.1), so we can divide
it by Ψ.)

ℏ grad θi =2m*
i vi +2e*A. ð7:2Þ

The different components are separated within the bands in momentum space,
but superimposed at the same location in real space. Equation (7.2) means that the
gradient of the quantum phase of each component on a different band can be
different, but the vector potential works equally for every band. The phase differ-
ence θi − θj is gauge invariant (with regard to the electromagnetic field), though the
phase θi itself is not [4].

Let us consider the case where there is no electromagnetic field. In this situation,
we can explicitly take a gauge with A=0. Under this gauge, the current density on
the i-th band approximates

Ji =2e*nivi, ð7:3Þ

where ni is the density of the pair of the i-th band. However, there is no magnetic
induction, so the total electromagnetic current must be zero:

∑i Ji =0, ð7:4Þ

which indicates that

∑i
ni
m*

i
grad θi =0. ð7:5Þ

As a result, the first component flows in the direction opposite the direction
along which the second component flows in the two-band case. The cartoons in
Fig. 7.2 show the difference between the real current in single-component super-
conductivity and a “hidden” current in two-component superconductivity. When
there are three or more than three bands, the flow direction is determined by an
energy valley [55, 102]. This current flow is similar to an “axial current” [103, 104].
If there is no Josephson coupling, this current may be conserved. However, when
there is pair hopping between two bands (as discussed later, this causes the soliton
to acquire a mass), this antiparallel current is not conserved like the real current
[103, 104], but rather appears somewhere in the sample and disappears at another
location.

When there is no interband Josephson interaction, the fluctuation of the inter-
band phase difference enters a Nambu–Goldstone mode [105, 106] that spreads
over the whole sample. There is no threshold energy needed to excite the mode.
When there is a finite interband interaction, the fluctuation of the massless mode
becomes a massive mode [107] known as the Leggett mode [3] (When there is a
finite real current, the massless mode is restored, as discussed later.). When there is
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an interband phase difference of 2π rad between two locations, we can find an
interband phase difference soliton [4, 5], a kink in the one-dimensional case, and a
domain wall for two or three dimensions. Such a kink or domain wall separates the
two superconducting domains having different phase (But there is no interband
phase difference within a domain.) [82, 101]. The variation of the interband phase
difference as function of the location in the interband phase difference soliton is
shown schematically in Fig. 7.3, which also shows, for comparison, a massless
mode with a rotation of 2π rad, for which the rate of change of the interband phase
difference with respect to the position constant. This soliton has been extensively
studied by many researchers [95, 98, 108–112].

It is important to note that the tail and head of the kink have different phases, as
seen in Fig. 7.3. This phase shift comes from the mutual cancellation of the
magnetic induction, in other words, from the condition that the total real current
should be zero. The current (the gradient of the quantum phase or “gauge field”) on
one band “bends” the internal phase (coordinate) space of another band. This role
played by the current is analogous to that of an ordinary vector potential for the real
magnetic field, where the vector potential gives the curvature in the “internal phase
space” defined by the quantum phase. For the vector potential, the coupling con-
stant is 2e; in our case, however, the Josephson interaction itself gives the coupling
strength at the kink and the domain wall.

This correspondence originates the fractionalization of the magnetic flux quanta
when we connect the head and the tail of the kink. We have to compensate the
phase shift generated by the kink structure using the ordinary vector potential for
the magnetic field [4, 5]. This compensation can be achieved through an external
field or a self-induced current [113], as seen, e.g., in the appearance of half-flux
quanta in d-wave superconducting films on a tri-crystal substrate [24, 114–116],
where the grain boundary of the superconducting film generated by the grain

Fig. 7.2 Schematic cartoons to compare the currents in a single-component and a two-component
condensate. In the case of two-component superconductivity, there is another current (as seen in
the bottom panel) apart from the ordinary real current (seen in the top panels). This additional
current is electromagnetically inactive because of cancellation. When there is interband pair
hopping, this current needs not be conserved. (© Y. Tanaka)
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boundary of the substrate leads to the phase shift. (The soliton can generate a phase
shift on a perfect film, i.e., without grain boundary. It is very useful to consider a
basic design of the superconducting electronics using the phase difference soliton.)
It should be noted that there are some articles in which these considerations were
not properly taken into account [108].

An intercomponent phase difference soliton in a two-component Bose–Einstein
condensate formed by ultracold atomic gas was also discussed by Son and Ste-
phanov (Son–Stephanov soliton, [33]). Some remarks concerning the relationship
between this phase soliton and the interband phase difference soliton are in order.
An ultracold atom does not have charge, and hence, the Son–Stephanov soliton
does not have the ability to provoke the fractional quantization of the magnetic flux.
This is instructive when we consider the relationship between the quantum number
and the quantized quantity (which are not same). A quantum number gives a
boundary condition (in other words, a quantization condition), and quantized
quantities are a consequence of those boundary conditions. (For example, the reader
may consider whether an “elementary charge” gives a boundary condition or is
determined by a boundary condition.) Consequently, the unit magnetic flux quan-
tum is determined by a boundary condition [1], and hence, we may find some ways
to manipulate fractional flux quanta [117, 118].

For the Son–Stephanov soliton, two components are coupled by the externally
applied photon field. Unlike the two-band superconductor, the strength of the

Fig. 7.3 Interband phase difference soliton (massive mode, bottom panel) and the corresponding
massless mode (top panel). The rate of change of the interband phase difference is confined to the
soliton in the center of the figure. This rate of change is constant for the massless mode.
(© Y. Tanaka)

7 Emergence of an Interband Phase Difference … 191



interaction can be tuned and turned on/off. This property is very attractive, since it
allows us to create various fractional/conventional vortex lattices by modifying the
Josephson interaction [32]. To realize the same in a two-band superconductor, we
may design a special device that controls the strength of the Josephson coupling
through a proximity effect from other superconductor [111]. A mimic multiband
superconductor composed of a superconducting bi-layer sandwiching a magnetic
layer might be one of the feasible systems with which we can tune the strength of
the Josephson interaction [119, 120].

It might be also mentioned that two components rather prefer to have some
spatial separation (they do not tend to overlap) in an ordinary ultracold atomic gas.
There is no backbone to keep the particle density constant, as in the case of
superconductors (where a crystal lattice skeleton helps to keep the total density of
carriers constant). The weak repulsive force between different condensates separates
the different components in the ordinary case (as condensation tends to collapse
under an attractive interaction) [27, 28, 35, 37, 121, 122]. A soliton in this system is
normally considered a “dark soliton” [34, 123], i.e., the soliton of a density gra-
dient. The typical interactions between dark solitons generated in different com-
ponents or in a domain wall between two components are discussed in [124]. The
interband phase difference soliton in a two-band superconductor and the solitons in
a two-component ultracold atomic gas behave differently when charge and density
play crucial roles.

The relationship between the soliton in a spin-triplet condensate [22, 39, 125–128]
and the interband phase difference soliton in a two-band superconductor has also
been discussed. In a spin-triplet condensate, the components degenerate. Izyumov
and Laptex described a soliton for a condensate having multiple degenerate com-
ponents [129]. Rotation of the intercomponent phase difference is observed between
the head and tail of a soliton, but in general it is not of 2π rad. For superconducting
condensates, we could expect to be able to compensate the phase mismatch between
two states by sandwiching a single soliton (in other words, between the head and
tail of a soliton) with the electromagnetic vector potential, that is, by introducing
fractional magnetic quanta. However, we cannot do so. This phase mismatch
accompanied by a non-2π-rad intercomponent rotation is defined by a gauge, that is,
not the electromagnetic gauge. To generate a phase mismatch that can be com-
pensated by the electromagnetic vector potential, we need two or more than two
solitons. The fractional magnetic flux quantum becomes an integer multiple of 1/n
of the unit flux quantum, where n is the number of components [82]. A half-integer
flux quantum in the spin-triplet superconductor is the most popular example. In
multiband superconductors, the components do not degenerate. Consequently, the
phase mismatch accompanied by the interband phase difference soliton can be
compensated by the electromagnetic gauge potential, but fractionalization is not
given by a simple rational number such as 1/2 and 1/3. It is rather determined by the
effective mass and pair density. Babaev applied this fractionalization to a vortex and
discussed the possibility of emergence of fractional vortices in MgB2 [71, 130].
A group from the Uppsala University and a Korean researcher tried to find out their
signature in the flux noise [131], following Babaev’s advice, but they have not
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reached a conclusive result yet. Selection of an adequate material is one of the most
important issues in the quest for fractional vortices because the interband Josephson
interaction always tends to confine a fractional vortex in a normal vortex [67, 132].
Thus, the search for fractional vortices has continued in other candidate materials.
Multilayer cuprates [132–134] have shown some promising hints and an
ultra-underdoped cuprate superconductor [117, 118] provided a direct observation.
These successful experimental results will be addressed later in detail.

A special property of nondegenerate systems can be found in the response of the
interband phase difference to an applied current. An externally applied current
produces a phase difference when the coherence lengths of the two components are
not equal [135, 136]. The ability to generate the soliton is an important property of
systems with nondegenerate components, as this phenomenon does not occur in
multicomponent systems with degenerate components. This will be further dis-
cussed later.

7.3 The Mass of the Soliton and the Interband Interaction

The origin of the mass of the phase difference soliton is the interband Josephson
interaction. The existence of a mass implies that the soliton has a characteristic
length. When there is no interband interaction, the length of the soliton increases up
to the sample size, as can be seen in Fig. 7.3. The situation is analogous to the twist
(torsion) of a string. (Even if we pinch the two ends of the string and twist it, we
cannot produce a local kink. On the contrary, a uniform and continuous helix is
observed.). Imagine a toy model of the sine-Gordon equation consisting of a rubber
hose and paper cards, as shown in Fig. 7.4 [137–139]. The torsion is confined to the
hose, and due to the interband Josephson interaction, solitons cause deformations to
some parts of the hose. We can draw an analogy between this mechanism and the
generation of the quark masses through chiral symmetry breaking [103, 107].
Because of the presence of the interband Josephson interaction, the quantum phases
of two bands cannot rotate freely. One component in the two-band superconductor
plays the role of a right-handed quark field and another component that of a
left-handed quark field. The “mass” of the interband phase difference mode is
caused by pair hopping (much like the π-meson in the Yukawa model [140, 141]),
which implies “substitution” of neighborhoods in an internal (coordinate) space.
The instantaneous and continuous reassemble of the internal space network (one
pair leaves one location specified by an internal gauge and settles at another
location) constitutes the mechanism of generation of the mass of the interband
phase difference soliton. It is equivalent to the conversion of one particle into
another by changing some quantum number.

Interestingly, however, the Josephson interaction does not always inhibit the
emergence of the massless mode. In the next section, we describe this mode and
frustrated superconductivity as the background for a massless mode.
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7.4 Frustrated Superconductivity and the Massless
Leggett Mode

Normally, the sign of the wave function of a pair does not change by pair hopping
between bands. This is the case when an electron–phonon interaction mediates pair
formation. However, the sign of the wave function can be reversed when an elec-
tronic mediator causes the interband pair hopping. This type of interband Josephson
interaction is sometimes called a “repulsive interaction” and was independently
discovered by Kondo and Peretti in 1962 [142, 143]. They introduced the
sign-reversal order parameter, which is now widely known as the s±-wave. In this
kind of superconductivity, the sign of one band is reversed and the interband phase
difference is locked to π rad. When there are three bands and the interband Josephson
interactions are positive (repulsive), we cannot set all the interband phase differences
to π rad. If we allow only two values (0 or π rad), the only possibility is that one
interband phase difference becomes π rad and the other two, 0 rad. However, if we
allow yet another arbitrary interband phase difference, there is a new possible order
parameter. Let us consider that a “superconducting wave function” consisting of
three components, Ψ=φ1 +φ2 +φ3, Ψ= φ1j jeiθ1 + φ2j jeiθ2 + φ3j jeiθ3 could be this
new wave function. Actually, the Ginzburg–Landau formalism suggests that there is
a case with a finite intercomponent phase difference that is neither 0 nor π rad, as can
be seen in Fig. 7.5a-1 and a-2 [102]. These two states are degenerate chiral states. In
a superconductor, one of the two may be selected, and this choice is sometimes
called a “time-reversal symmetry breaking.” In 1999, Agterberg, Barzykin, and
Gor’kov discussed this state for a three-band superconductor with three equivalent
symmetrical bands [23]. At that time, it could be considered that these degenerate
electronic bands were essential, because it was believed that degenerate electronic
bands were necessary to produce the time-reversal symmetry-broken state. Actually,

Fig. 7.4 Toy model of a soliton to show the relationship between the massive (left panel, on
horizontal holding) and massless modes (right panel, on vertical holding). The rotation of a card
corresponds to an interband phase difference [137–139]. (© K. Tanaka)
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Tsuei and Kirtley had raised the alarm in their comprehensive review on the order
parameter realization in cuprate superconductors [24]. (They wrote “they further
proved that time-reversal symmetry can be broken only when the representation is
multidimensional,” referring to the work of Yip and Garg [26].) They also noted that
the time-reversal symmetry breaking can occur through the mixing of order
parameters with different symmetries [25, 144]. (Within the Ginzburg–Landau
formalism, this chiral instability is caused by biquadratic terms η φ1j j2 φ2j j2
cosð2 θ1 − θ2ð ÞÞ, where η is a constant and θ1 − θ2 = π ̸2 and θ1 − θ2 = − π ̸2
sometimes give a minimum value. They correspond to the time-reversal
symmetry-broken state, φ1j j ± i φ2j j. Quadratic terms—the Josephson interaction
terms, γ φ1j j φ2j jcos θ1 − θ2ð Þ, where γ is a constant and θ1 − θ2 = 0 or θ1 − θ2 = π
gives a minimum value—are treated to inhibit the emergence of the time-reversal
symmetry-broken state [145]. It prefers to a time-reversal symmetrical state either
φ1j j+ φ2j j or φ1j j− φ2j j. Hence, the emergence of the time-reversal symmetry
breaking had so far been connected with the presence of either degenerate compo-
nents or mixing of order parameters with different symmetries such as d- and s-
waves [25, 144, 146]. The idea that the mixing of order parameters with different
symmetries could induce a time-reversal symmetry breaking at the interface was
introduced by Kuboki and Sigrist in a preprint [147]. During the refereeing process
(which ended with the rejection of the article) and later, the concept spread and many
researchers developed the physics of time-reversal symmetry breaking around the
interface [147–154]. According to such formalism, a local symmetry breaking
produced a subdominant order parameter (e.g., an s-wave order parameter in the case
of d-wave superconductivity) that triggered the time-symmetry breaking. The roles
of frustration at the interface and mixing of order parameters with different sym-
metries had not been well separated. As a result, we might think that the mixing of
order parameters can solely cause the time-reversal symmetry breaking, without the
need for frustration. On the other hand, it is not clear whether frustration can solely
break the symmetry. In any case, it might have been believed that the mixing of order
parameters and not frustration was the origin of the time-reversal symmetry
breaking. Discussions of the time-reversal symmetry in the bulk are purely theo-
retical ones since there is not any established experimental work on the subject.

Fig. 7.5 Order parameter of frustrated superconductivity. a-1 and a-2 illustrate two degenerate
order parameters which we can call of “Mercedes-Benz-logo” type. When all the interband
interactions are positive, there appears an order parameter of Mercedes-Benz-logo type. When one
of the interband interactions is negative, there appears an order parameter like those illustrated in
(b-1) and (b-2), that we can call of “dinosaur footprint” type [102]. (© Y. Tanaka)
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In 2001, the idea of time-reversal symmetry breaking in multiband supercon-
ductors was discussed in [4]. As there were neither degenerate components nor
mixing of order parameters with different symmetries, it became clear that frus-
tration suffices to produce the time-reversal symmetry breaking. This discussion
referred mainly to the interface, but was later extended to a bulk phase in which
layers with a positive and negative interband are alternately stacked. Ng and
Nagaosa revisited the discussion about the time-reversal symmetry breaking at the
interface of a two-band superconductor in 2009 [155]. Extensive discussion on the
time-reversal symmetry breaking in the bulk state has clearly separated the role of
frustration from that of the mixing of order parameters with different symmetries
[88, 102, 156–159]. Frustration can solely produce the time-reversal symmetry
breaking, and degenerate components and various order parameters with different
symmetries are not necessary. However, Yip and Garg’s principle inhibits the
time-reversal symmetry breaking at the superconducting transition in
single-component superconductivity, and in the context of the mean field theory
described by the Ginzburg–Landau formalism, time-reversal symmetry breaking
below the superconducting transition temperature is not discussed at all. The effects
of the fluctuation are also beyond their principle. Stanev and Tesanovic discussed
the phase transition to the time-reversal symmetry-broken state below the super-
conducting transition temperature [88], and we will later comment on their results.

Frustration in multiband superconductors can be apparent when we explicitly
write the interband Josephson interaction in the Ginsburg–Landau formalism [102,
157].

fGL = α1 φ1j j2 + 1
2
β1 φ1j j4 + α2 φ2j j2 + 1

2
β2 φ2j j4 + α3 φ3j j2 + 1

2
β3 φ3j j4

+ γ12 φ1j j φ2j jcos θ1 − θ2ð Þ+ γ23 φ2j j φ3j jcos θ2 − θ3ð Þ+ γ31 φ3j j φ1j jcos θ3 − θ1ð Þ.
ð7:6Þ

αi, βi, and γij are constants. At a superconducting transition temperature, φij j→ 0
and φij j4 can be eliminated. The free energy, fGL, becomes

fGL = α′1 φ′

1 +φ′

2 +φ′

3

�� ��2. ð7:7Þ

φ′

2 ̸φ′

1 and φ′

3 ̸φ′

1 are determined by the BCS gap equation, and they are real
numbers. α′1 is a constant. The BCS gap equation gives other two solutions (order
parameters) resulting in higher energy. These solutions are dropped from fGL at the
transition temperature. The information on the interband phase difference is elim-
inated, and the chiral state (i.e., the time-reversal symmetry-broken state) is never
observed. The state observed constitutes a generalization of Yip and Garg’s prin-
ciple. We have to reinstate another order parameter with the same symmetry as the
present order parameter (so, after reinstatement, there are two (or three) order
parameters with the same symmetry) to discuss the chiral state when there is a finite

196 Y. Tanaka



φij j and φij j4 cannot be dropped. By leaving the interband Josephson interaction in
the formalism [4, 5], rather than reinstating another order parameter, the effect, role,
and consequences of frustration become clear [84, 96, 160–168].

An explicit description of the interband Josephson interaction shows that such
interaction does not always lock the interband phase difference. The massless mode
can appear even in the presence of an interband interaction. This was initially
discussed for the four-band case in [169] and later generalized to other cases in
[170] by Hase and Yanagisawa. (In the first report, a massive mode for a five-band
superconductor was addressed. According to their study, this case also yields a
massless mode.) The presence of a massless mode (which is illustrated in Fig. 7.6)
suggests the importance of an interband phase difference fluctuation in frustrated

Fig. 7.6 Massless mode is present even when there is a finite Josephson coupling. When the pair
densities of all components are equal and the Josephson coupling constant between any two bands
is the same, all the phase configurations illustrated in the upper panel give the same Josephson
coupling energy. In the upper panel, a vector designates an order parameter for each component
[169]. If we can make a square by connecting these vectors (left end of the lower panel), then the
Josephson energy is minimum. We can deform that square without increasing the Josephson
coupling. This representation is introduced by Yanagisawa and Hase [170]. According to
Yanagisawa and Hase, this principle works for any polygons when we increase number of
components. (© Y. Tanaka)
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Fig. 7.7 Additional
transition around 40 K (below
the “conventional
superconducting transition”
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that it is a first-order phase
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multiband superconductors. The appearance of a massless Leggett mode at the
chiral phase transition (which, in the case of multiband superconductors, may be
connected with the onset of the time-reversal symmetry-broken state) has been also
extensively investigated [89, 90, 94, 95, 171]. As we will discuss in the next
section, the presence of the massless mode may change the picture of the super-
conducting transition [86, 87, 96, 97]. Even though these considerations apply to a
superconducting state without an external current, we mention that a massless mode
tends to be produced by external currents or thermal fluctuations [91, 136]. Finally,
frustration is also attractive due to its potential applications in the fabrication of the
memory of a superconducting computer [172].

7.5 Entropy and Another Superconducting Transition

Pair formation and pair condensation occur simultaneously in single-component
superconductivity. Coherent condensation of pairs causes the superconducting gap
to have a finite magnitude and, in turn, the superconducting gap aligns the quantum
phase of pairs. If no magnetic field is applied, the superconducting phase transition
is second-order. A one-component superconductor is either in a normal or in a
superconducting, and it is the free energy that determines which one is realized.
Hence, the standard lore among the superconducting community is that the
superconducting transition is a second-order phase transition between two states
[2]. A first-order phase transition is rare for a quantum condensate described by the
BCS formalism. Experimentally, there are only two examples without an applied
magnetic field. One is the AB transition between a state having a nodeless gap to
one having a nodal gap of the superfluid helium-3 [38, 173–176], and the other is an
“extra phase transition” experienced by the multilayer cuprate superconductor
HgBa2Ca4Cu5Oy [85].

A theoretical study of multicomponent quantum condensates changes drastically
the conventional picture of the superconducting phase transition. There are many
different candidates for the wave function of the superconducting condensate. When
one wave function (order parameter) is selected among several candidates at the
superconducting transition temperature, the others can be metastable states. If we
decrease the temperature, it may happen that one of those metastable states has lower
free energy than the normal state. Moreover, if we continue decreasing the tem-
perature, its energy may be further suppressed and become lower than the selected
condensate just below the superconducting transition temperature. This means that
such a candidate is waiting for a chance to appear when the temperature is reduced.
The extra superconducting phase transition observed in HgBa2Ca4Cu5Oy that we
mentioned above constitutes a typical example. As seen in Fig. 7.7, this supercon-
ductor has a first-order phase transition around 40 K, while the superconducting
transition temperature is above 100 K. The phase transition that occurs around 40 K
is between two different superconducting states, whereas the phase transition that
takes place above 100 K is between the normal and the superconducting state.
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The extra phase transition can be interpreted as follows. This superconductor has five
CuO2 planes in one unit cell, as seen in the crystal structure depicted in Fig. 7.1c
[177]. There are several possible superconducting wave functions originating from
these multiple CuO2 planes; we may construct them as linear combinations of
the superconducting components on each plane, that is, Ψ+ + + + + =φ1 +
φ2 +φ3 +φ4 +φ5, Ψ+ − + − + =φ1 −φ2 +φ3 −φ4 +φ5, and so on, where
φj = φj

�� ��exp iθj
� �

is the superconducting component on the j-th plane. It can possible
to change between these different order parameters, which are separated by a
potential barrier. Once one state is selected, it can survive after the free energy of
another state becomes lower than its free energy. When some agitation or quantum
effect helps the condensates to go over the potential barrier, there is a change of the
order parameters. The metastable state protected by the potential barrier might be
either a supercooled or superheated state, and the phase transition from it to the
ground state is first order. Such a phase transition is also realized in a Josephson
junction composed of two superconducting layers that sandwich a magnetic layer
[120]. The wave function of this system can be denoted by Ψ=φ1 +φ2, where φ1
and φ2 are the superconducting wave functions on two different superconducting
layers. The phase transition between Ψ+ + = φ1j j+ φ2j j and Ψ+ − = φ1j j− φ2j j was
clearly observed through an experimental measurement of the critical current
through this Josephson junction, where the critical current is suppressed at the
transition temperature.

So far, we have considered that all candidates other than the normal state are
superconducting states. We implicitly assume no other “exotic” state which is
neither a superconducting nor the normal state exists. However, it is not sure that
there are only the normal and superconducting states. We encounter this question in
the context of frustrated multicomponent superconductivity based on multiband
superconductors with nondegenerate components, as discussed in the previous
section. We mentioned that the BCS gap equation at the superconducting transition
temperature requires the intercomponent phase difference to be either 0 or π rad,
which can be symbolically denoted by Ψ= φ1j j± φ2j j± φ3j j when the supercon-
ducting wave function does not have any degenerate component and mean field
theory can be applied. When the chiral state denoted by Ψ= φ1j jeiθ1 +
φ2j jeiθ2 + φ3j jeiθ3 appears at low temperatue, it might suggest there is another phase
transition between Ψ= φ1j j± φ2j j± φ3j j and Ψ= φ1j jeiθ1 + φ2j jeiθ2 + φ3j jeiθ3 at a
lower temperature than the superconducting transition between the normal state and
Ψ= φ1j j± φ2j j± φ3j j state. Even though this is a scenario considered by some
researchers [88–90, 92, 161, 164, 165, 178, 179], such a phase transition suffers
from a serious inconsistency in the entropy counting.

When Ψ= φ1j j+ φ2j jeiθ2 + φ3j jeiθ3 (as illustrated in Fig. 7.5a-1 or b-1, for
example) is selected at the lower transition (chiral transition) temperature,
Ψ= φ1j j+ φ2j je− iθ2 + φ3j je− iθ3 (as illustrated in Fig. 7.5a-2 or b-2) might be also a
candidate. Hence, there are two chiral wave functions and these are degenerate
although originally there was no degenerate superconducting component. This
means that, just above the chiral transition temperature, the system has an entropy if
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there are two states. All the entropy of an unbounded particle is lost through pair
formation within the BCS formalism. (Strictly speaking, the state occupied by the
pair does not have an entropy.) The wave function of the pair is determined at the
higher transition temperature, so it is not possible that the pair retains the corre-
sponding entropy just above the chiral transition temperature. Introducing an ele-
mentary excitation other than pair breaking is inevitable to consider the chiral
transition. The interband phase difference fluctuation (Leggett mode) is this ele-
mentary excitation that provides the extra entropy necessary for the chiral phase
transition [89, 90]. It is natural to consider that this fluctuation is already present at
the higher phase transition temperature (corresponding to the transition between the
normal state and one superconducting state) and continues to be present between
this temperature and the lower transition temperature (corresponding to the tran-
sition between a nonchiral and a chiral superconducting state). This scenario poses
the question if a state between these two phase transitions can be called a “su-
perconducting state.” [86, 87, 96, 97].

Allowing for the interband phase fluctuation implies that the pair retains the
entropy after pair formation. This scenario is not contemplated by the BCS for-
malism. In the BCS scheme, the gain in condensation energy generated by the
opening gap compensates the cost of giving up the entropy necessary to form the
pair. The gap is opened by the pair formation, in turn [180]. However, if the pair
retains the entropy after its formation, the superconducting gap can open without
paying the (partial or full) cost of the missing entropy [86, 87, 96, 97].

The gap still opens above the transition temperature specified by a mean field
BCS theory [86]. The phase of the pair is aligned in a band and helps to open the
gap. However, the interband phase difference is unsettled and this is what causes the
entropy. We can call it a “partial coherent state” or “partially correlated system.”
Understanding this state is beyond the scope of conventional quantum condensation
and, of course, also beyond the scope of Landau’s Fermi liquid theory. Multi-
component superconductivity based on multiband superconductors sheds a light on
the limitations of our conventional understanding of condensed matter.

The BCS formalism implicitly assumes that all the pair phases get aligned at the
end. This is automatically attained when there is only negative (ordinary) pairing
interaction. Then, the interband phase difference fluctuation does not have any room
to grow up. Actually, if we admit pair formation without alignment of the phase of
the pair, the phase is never settled [181]. This situation corresponds to disordered
bosons. (One concrete example is an atomic gas above the Bose–Einstein con-
densate critical temperature.) This completely departs from the concept of a
quantum condensate, which should be characterized by a limited number of char-
acteristic values, such as a superconducting phase, instead of using the degrees of
freedom attributed to each particle (and whose number is of the order of Avo-
gadro’s number). Our discussion on frustrated multicomponent superconductors
tells us how fragile phase alignment becomes when a positive pair hopping inter-
action is introduced. Because d-wave superconductivity has already been presented
[24], we may find some relationship between the abnormal properties in the normal
state of this superconductor and the interband phase difference fluctuation predicted
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in frustrated superconductivity based on multiband superconductors [182]. Of
course, there have been discussion and understanding on the schema under the
crossover between the Bose-Einstein phase transition and BCS phase transition
[183–186]. The pair formation does not require a coherent phase against other
particle and pre-formed pairs, which are created at much higher temperature than
the superconducting phase transition. This is possible when one particle hardly
changes its partner. This situation is fulfilled when the coherence length (a size of
the pair) is much smaller than the distance between the pairs. It is BEC limit in the
conventional BCS-BEC crossover scenario. In case of the multiband supercon-
ductor, the particle frequently changes its partner after pair formation. The dis-
cussion of the unsettled interband phase difference and its curious consequence is
beyond the conventional BCS-BEC crossover schema. It can be called as “mo-
mentum space” BCS-BEC crossover, where a Leggett mode condensed into the
chiral state [87, 91, 187]. It might be stressed again that the contrast in the strength
between interband interaction and intraband interaction is essential. Without this
contrast, the frustration occurred between pairs leads only highly correlated pairs
having random phases. Macroscopic quantum phase never has a chance to appear.

Reducing the degrees of freedom by coherence, but not shirking into one degree
of freedom and keeping few degrees of freedoms, we can apply these few degrees of
freedom to a new superconducting electronics [100, 172, 188]. From this merits for
an industrial application, properties of the superconducting state having large
entropy originating from the interband phase difference mode should be explored.

7.6 Current-Induced Interband Phase Difference

I devote the final section of this chapter to explaining a new direction in the
experimental research of multicomponent superconductivity based on multiband
superconductors.

In 2006, a group from Stanford succeeded in detecting the interband phase
difference soliton experimentally using a mimic multiband superconductor that
consisted of an ultrathin superconducting double layer [108, 113]. They observed
the effect of the interband phase difference soliton in the periodic response of the
current induced in the ring geometry. The same year, an AIST (National Institute of
Advanced Industrial Science and Technology) group also reported an indication of
the formation of an interband phase difference soliton in the multilayer cuprate
superconductor CuBa2Ca2Cu3Oy [189], which is an intrinsic multiband supercon-
ductor [82, 133]. They detected an AC magnetization signal that could be due to the
rotation of the vortex molecule formed by fractional vortices and the interband
phase difference soliton [134].

Later, the Stanford group observed plenty of fractional vortices (which are the
direct consequence of the intercomponent phase difference) in an ultra-underdoped
cuprate superconductor, which can be considered as a mimic multiband super-
conductor [117, 118]. Figure 7.8 shows an instructive diagram that explains their
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situation. According to their interpretation, the column consisting of pancake
vortices induces fractional vortices when it is cut inside the sample. One end of this
cut is connected to the end of another column by a kink parallel to the CuO2 planes.
The kink corresponds to the core of a Josephson vortex. They interpreted that this
Josephson vortex is originating from the pinning of the pancake vortex. From a
multicomponent point of view, this Josephson vortex corresponds to the inter-
component phase difference soliton, and the column corresponds to the fractional
vortices. A Josephson vortex cannot carry a full unit magnetic flux quantum
because the thickness of the sample is comparable to or smaller than the magnetic
penetration depth, and the size of the sample in the direction parallel to the CuO2

planes is comparable to the effective screening length. This fact provides a mech-
anism for the appearance of a fractional vortex since a unit magnetic flux cannot be
supported due to incomplete shielding. In the limit where the thickness of the
sample becomes small and the carried magnetic flux can be neglected, the
Josephson vortex becomes the pure intercomponent phase difference soliton.
The Stanford experiment suggests that this property of the soliton (the fact that it
can produce fractional vortices) can be observed even when it carries some amount
of magnetic flux (the complete abandonment of the magnetic flux is not always
necessary). The same type of fractional vortices was also discussed by De Col,
Geshkenbein, and Blatter from viewpoint of the dislocation of the pancake vortex
lattice (or the loss of a pancake vortex) [77].

Fig. 7.8 Schematic of a plausible scenario for fractional vortex formation in a cuprate
superconductor. When there is a strong and a weak interlayer coupling, multicomponent
superconductivity can emerge. Each single winding vortex carries a fractional flux quantum
denoted by Φa or Φb. The sum of these becomes Φ0 (Reprinted with permission from [55].
Copyright 2015 by IOP publishing)
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In 2015, a collaboration between NIMS (National Institute for Materials Sci-
ence), TUS (Tokyo University of Science), and AIST found an indication of the
interband phase difference soliton in the quantum oscillations of a Little-Parks
circuit using a (Tl,Cu)(Ba,Sr)2Ca2Cu3Oy film. Their observations are similar to
those by the Stanford group mentioned above [190] and will be described below.

The experimental realization of multicomponent superconductivity based on
multiband superconductors is still problematic. In particular, the emergence of the
interband phase difference soliton has not been well controlled yet. There are many
theoretical proposals to detect the soliton experimentally [95, 98, 109–112, 135,
191] that are being implemented gradually. We add some comments about these
experimental procedures.

The interband phase difference soliton can present solely [82, 83, 192] but,
unfortunately, it is electromagnetically inactive. As a result, there has not been any
proposal yet to detect the interband phase difference soliton directly. However, the
soliton produces fractional flux quanta. Moreover, a fractional vortex is always
accompanied by a soliton. Thus, observing fractional magnetic flux quanta con-
stitutes a definite proof of the presence of an interband phase difference soliton.
This approach was proposed by the author along with the prediction of the inter-
band phase difference soliton in [4]. After that work, many modifications have been
suggested [67, 71, 74, 77–79, 130, 193, 194]. Figure 7.9 shows the basic ideas
behind these proposals by means of a cartoon.

Gurevich and Vinokur [98] suggested at a very early stage how to generate
interband phase difference solitons. According to their proposal, an injected
nonequilibrium current should be converted into an interband phase difference

Fig. 7.9 Cartoons illustrating a basic mechanism to create the fractional vortices. We should
divide the conventional vortex having the unit magnetic flux quantum, Φ0 into fractional vortices
having fractional magnetic flux quanta Φa and Φb, where Φ0 = Φa + Φb. (© Y. Tanaka)
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soliton. Later the same authors proposed another method [135] with a very similar
experimental implementation but based on a completely different physical concept.
In their second proposal, they argue that the state having the interband phase
difference appears when the applied current density reaches the “intrinsic critical
value” for a “weaker band,” that is, a band with longer coherence length than the
others. The experimental realization of these two different ideas may actually
induce some confusion because the role of the applied current is substantially
different in each of them. When comparing both methods, Gurevich and Vinokur
did not discuss their merits, demerits, or feasibility; they only said that the new
method was based on the equilibrium current, as opposed to their first proposal,
which made use of the nonequilibrium current. Hence, their motivation to propose a
new method was not clear. From an experimental point of view, there is no dif-
ference, and experimentalists would probably have a hard time distinguishing if the
current is converted into an equilibrium current or works as the equilibrium current.
Moreover, other researchers, Fenchenko and Yerin, presented a newer theoretical
work adopting a similar scheme. Their conclusions seem to be completely different
from those of Gurevich and Vinokur: According to Gurevich and Vinokur, the
interband phase difference should occur under the external applied current. How-
ever, Fenchenko and Yerin used newer and more realistic calculations to conclude
that no interband phase different occurs in that situation [195].

This theoretical confusion is a paradigmatic example and the reason why
experimental work on the interband phase difference dynamics remains stuck.

I revisited the question if the interband phase difference is induced by an external
current in 2015 [136]. When there are two condensates with different coherence
length, the interband phase difference is inevitably induced along a superconducting
line modeled by a one-dimensional line terminated by the natural boundary con-
dition (we admit a finite interband phase difference at an end of the line). The
mechanism is schematically drawn in Fig. 7.10. A larger current can flow if both
components survive as compared with the case where only one component remains.
The pair density decreases with increasing current. (Particles never disappear in the
classical dynamic system; however, the pair is broken and disappears in the
superconductivity.) If two components align the phase (the pairs have equal

Fig. 7.10 Cartoons illustrating the origin of the interband phase difference under an externally
applied current. The current is larger when the second band survives and contributes to the current,
even though there is an interband phase difference. (© Y. Tanaka)
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momentum for all bands), which means there is no interband phase difference, the
pair density in the weaker band decreases much faster than that in the stronger band.
(Here, “stronger band” means that the condensation energy contributed by the
intraband pair interaction from this band is much larger than that from another band.
In other words, the coherence length of the stronger band is shorter than that of the
weaker band.) Then the stronger band solely supports the current. If we admit the
interband phase difference, the weaker band can also contribute to support
the current. Then, we expect larger current density when we admit the interband
phase difference. This is a basic mechanism for the generation of the interband
phase difference. A rigorous analysis of the one-dimensional circuit tells us that the
interband phase difference inevitably appears in two-component superconductivity
based on two-band superconductors. There is no threshold on the external applied
current. The finite current is surely accompanied by a finite interband phase dif-
ference. This result is slightly different from the Gurevich and Vinokur scenario, in
which the interband phase difference appears at some threshold current.

The interband Josephson interaction cannot inhibit the emergence of the inter-
band phase difference in a thin line, though it suppresses the extent of the interband
phase difference. This finding sounds curious since there does not seem to be any
interband phase difference in the conventional superconducting circuits, as shown
by Fenchenko and Yerin’s calculation. However, the superconducting line in the
circuit is usually terminated by a large bank at the current lead; however, the role of
the large banks in the calculation is not well understood in the calculation. This
large bank becomes a boundary condition (Dirichlet boundary condition (fixed
boundary condition)). The interband phase difference is locked by this large bank
and becomes 0 rad. Fenchenko and Yerin might not see any interband phase dif-
ference generation because they attached the large superconducting banks to both
end of the superconducting line. They also assume the superconducting coherence
can be kept above the pair breaking current as seen in the standard textbook
describing the properties of the standard Ginzburg–Laudau theory, which is valid
near superconducting transition temperature [196]. However, Gurevich and Vino-
kur considered the superconducting coherence should be broken above the pair
breaking current as mentioned in the standard textbook, of which conclusion
derived by the BCS formalism and might be valid at lower temperature [197].
Though there is some minor difference on assumptions between these two groups, I
consider the essential origin bearing the different conclusion, which one group
concluded the emergence of the interband phase difference is possible and other
group concluded the interband phase difference does not appear is the difference in
the boundary condition.

The large superconducting bank keeps the state in the connected supercon-
ducting line so as not to invoke a finite interband phase difference under the
externally applied current, though this state is metastable state. This means this
bank can also trap an interband phase difference in the line under no current. The
interband phase difference of the multiples of 2π rad between one end and another
end matches the Dirichlet boundary condition. It can be trapped. The interband
phase difference of the rotation of 2π rad becomes the interband phase difference
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soliton under zero current. Then, we can generate the interband phase difference
soliton controlling the boundary condition. On the contrary, the interband phase
difference texture discussed by Gurevich and Vinokur always requires the contin-
uously applied current in both of method they proposed [135]. This continuous
applied current tends to introduce the difficulty and ambiguity on the experimental
measurement. The applied current induced the extra magnetic induction, and we
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should distinguish this magnetic induction and the magnetic induction due to the
fractional magnetic flux quanta, for example. If the fractional magnetic flux quanta
can be kept under the silent condition without the externally applied current,
measurement, analysis, and interpretation become more definite and certain.

Controlling of the boundary condition becomes a key issue on this measurement.
This technique is schematically described in Fig. 7.11. When we make a weak
location in the line, we can simply switch on the emergence of the superconduc-
tivity by the current (of course, we can design other circuit in which we break the
superconductivity by other method, for example, a local heating, local irradiation,
and so on). The current higher than a critical current at the weak location converts
this location to the normal state. Then, the natural boundary condition is achieved
(the current is conserved through this location, but the interband phase difference is
not locked). When the state having more than 2 π interband phase difference
rotation is more stable than the interband phase difference locked state at this
current density, interband phase difference rotation goes into the line. After feeding
the interband phase difference texture, we decrease the current density and recover
the superconductivity at the weak location. The Dirichlet boundary condition is
achieved. If the state in which an interband phase difference rotation is more than
2π rad is still a ground state with this decreased current, the interband phase texture
is trapped in the line. Finally, it becomes interband phase difference soliton after
switching off the externally applied current.

If we can put the interband phase soliton between sample edge and the rim of the
hole inside the line as shown in Fig. 7.12, we can generate the fractional flux quanta
inside this hole. These are one of the ideal scenarios to trap the fractional flux
quanta.

On the way to realize this scenario, we measured the Little-Parks oscillation on
the multilayer cuprate (Tl,Cu)(Sr,Ba)2Ca2Cu3Oy film [190]. The narrow line having
hole was prepared, and the current-voltage response of this line is measured.
Because we measure the voltage, there are some locations converted into the normal

◀Fig. 7.11 Method for trapping an interband phase difference soliton (i-soliton) in a circuit by
controlling the boundary conditions. a Circuit design. The light-gray shaded area indicates the
superconducting film. The dotted hatch indicates the electrode on the superconducting film.
A superconducting circuit is composed of the wide-line region and narrow-line region. We can
break the superconducting state at the narrow-line region while maintaining superconductivity at
the wide-line region. The end of the wide-line region attached to the normal state becomes the
natural boundary condition where the interband phase difference is not locked. When the current is
high enough to generate a rotation of 2π rotations, this rotation enters into the circuit as shown in
(b). The narrow-line region can return to the superconducting state by decreasing the current.
When the current is still large enough to maintain of 2π rotations at this current, the rotations are
trapped by the two Dirichlet boundary conditions of the two large superconducting banks that
terminate the superconducting line (c). After switching off the external current, the rotation of the
2π radians becomes the i-soliton (d). The i-soliton is trapped inside the superconducting line. In the
figures, Jc denotes the critical current density and J2π denotes the current density by which a
rotation of 2π rotations of the interband phase difference is generated. Jwide and Jnarrow are current
densities at the wide-line region and the narrow-line region, respectively. In (b)–(d), we omit the
external current source. (Reprinted with permission from [136]. Copyright 2015 by Elsevier.)
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state. This location corresponds to the natural condition discussed above. We expect
the DC-SQUID (superconducting quantum interference device) like situation
appears around the hole. If it works, we can measure the oscillation in the voltage

Fig. 7.12 Circuit to detect the i-soliton. We add a hole to the circuit shown in Fig. 7.11. The
upper part above the hole is wider than that of the part below the hole in the wide-line region (a).
There are two bridges at narrow region. The current density in the wide-line region above the hole
is higher than that in the wide-line region below the hole when two bridges at narrow region give
the same electrical resistance. When the current density in the wide-line region below the hole is
large enough to generate a rotation of 2π radians, but that of the wide-line region above the hole is
not sufficient to do so, the rotation of 2π radians only enters into the wide-line region below the
hole (b). After switching off the external current, the i-soliton is trapped only in the wide-line
region below the hole. To compensate for the phase shift that accompanies the i-solitons, the
fractionally quantized magnetic flux appears in the hole (c). Jabove and Jbelow are current densities at
the wide-line region above the hole and the wide-line region below the hole, respectively. Jc and
J2π are the same as the quantities described in Fig. 7.11. We omit the external current source
described in Fig. 7.10a. (Reprinted with permission from [136]. Copyright 2015 by Elsevier.)
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varying the externally applied field. This is a basic/conventional principle of the
Little-Parks experimental technique. We succeeded to measure the quantum
oscillation that may correspond to increment of the flux quanta inside the hole.
After some regular oscillation keeping the equal interval with increasing the
magnetic field, we found a shorten interval. After this shorten interval, the equal
interval is recovered as shown in Fig. 7.13. A similar tendency had been reported as
the generation of the interband phase difference soliton in the mimic multiband
superconductor by Stanford group [108, 113]. We consider the same situation is
also reproduced in Little-Parks circuit consisting of (Tl,Cu)(Sr,Ba)2Ca2Cu3Oy film
where the current induces the interband phase difference. One interpretation is that
the soliton generated at some locations traveled to the ring location and might be
trapped in the SQUID.

7.7 Summary

The method and technique to give a definite proof of multicomponent supercon-
ductivity based on multiband superconductors needs still to be further explored.
I expect we will be able to find out many multiband superconductors in which the
multicomponent superconductivity emerges, after the complete establishment of
methods for the generation and detection of interband phase difference solitons.

Fig. 7.13 Oscillations in the detected signal, extracted by subtracting the base. For the top signal,
the applied field increased from 0 to −400 mT and for the bottom signal, from 0 to 400 mT. The
vertical lines are drawn at intervals of 9.45 mT, a value determined by trial and error to reproduce
as many dip locations as possible. The dips indicated by the unfilled arrows are formed by the
usual Little-Parks oscillations, while the dips indicated by the black (gray) filled arrows shift
the location from the expected positions by the usual Little-Parks oscillations by 0.55 (0.33) of the
period. (Reprinted with permission from [190]. Copyright 2015 by Elsevier.)
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These methods should be based on the current-induced interband phase difference
and the detection of the fractional flux quantization [55].
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Chapter 8
Fluctuation Modes in Multi-gap
Superconductors

Takashi Yanagisawa

8.1 Introduction

The study of multiband superconductors has a long history and is started from works

by Moskalenko [1], Suhl et al. [2], Peretti [3], and Kondo [4], as a generalization of

the Bardeen-Cooper-Schrieffer (BCS) theory [5] to a multi-gap superconductor. The

first observed two-band superconductor is Nb-doped SrTiO3 [6, 7]. The critical field

Hc2(0) and the sizable positive curvature of Hc2(T) in YNi2B2C and LuNi2B2C were

analyzed within an effective two-band model on the basis of multiband Eliashberg

theory [8]. MgB2 [9] and iron-based superconductors [10] were discovered later. It

was pointed out from a theoretical point of view that the sign of gap function depends

on the sign of the pair-transfer interaction between two bands, and the signs of two

gaps are opposite to each other when the pair-transfer interaction is repulsive.

There are many interesting properties in multi-gap superconductors. We show

some of them in the following.

(1) Multiband superconductors have a possibility to exhibit high critical temperature

Tc. Tc is always enhanced in the presence of interband interactions for s-wave super-

conductors. MgB2 [9] and iron-based superconductors [10] are multiband supercon-

ductors with relatively high Tc. We also mention that layered cuprates [11–13] can

be regarded as a multi-gap superconductor. The mechanism of superconductivity in

high-temperature cuprates has been studied intensively since its discovery [14–21].

The ladder model is also related with a two-gap superconductor [22–24].

(2) Unusual isotope effect has been observed in multiband superconductors. This

depends on the nature of the attractive interaction in the pairing mechanism [25–28]

The isotope exponent α of (Ba,K)Fe2As2 takes values even in the range of α < 0
and α > 0.5, depending on the property of glue, especially strength and the range of

attractive interactions [27, 28]. It is sometimes difficult to determine the pair symme-

try of a multiband superconductor. It is still controversial whether the symmetry of

T. Yanagisawa (✉)

Electronics and Photonics Research Institute, National Institute of Advanced

Industrial Science and Technology, 1-1-1 Umezono, Tsukuba,

Ibaraki 305-8568, Japan

e-mail: t-yanagisawa@aist.go.jp

© Springer International Publishing AG 2017

A. Crisan (ed.), Vortices and Nanostructured Superconductors, Springer Series

in Materials Science 261, DOI 10.1007/978-3-319-59355-5_8

219



220 T. Yanagisawa

the electron pair is s± or s++, or there is a line node in the gap function of iron-based

superconductors.

The pairing symmetry of noncentrosymmetric LaNiC2 [29, 30] and LaNiGa2
[31–33] is also not confirmed yet. It has been suggested that the time-reversal sym-

metry is broken in these materials by a muon spin relaxation measurement [29]. The

non-unitary triplet pairing was proposed theoretically [29], whereas there are exper-

imental data suggesting that the superconductivity in LaNiC2 is BCS-like [34–36].

It is indicated that LaNiC2 is highly correlated material with strong electronic inter-

actions [37].

(3) In N-gap superconductors, the gap functions are written as 𝛥j = |𝛥j|eiθj for

j = 1,… ,N. The U(1)N phase invariance at most can be spontaneously broken. The

Coulomb repulsive interaction turns the one-phase mode 𝛷 = c1θ1 +⋯ + cNθN into

a gapped plasma mode. Thus, there are at most N − 1 modes, and they can be low-

energy excitation modes in superconductors. These modes are in general massive

due to Josephson interactions. There is, however, a possibility that some of these

modes become massless Nambu-Goldstone modes when the Josephson couplings

are frustrated.

The Josephson couplings between different bands will bring about attractive phe-

nomena; they are (a) time-reversal symmetry breaking (TRSB) [38–50], (b) the exis-

tence of massless (gapless) modes [51–57] and low-lying excited states, and (c)

the existence of kinks and fractionally quantized flux vortices [58–62]. The phase-

difference mode between two gaps is sometimes called the Leggett mode [63]. This

mode will yield new excitation modes in multi-gap superconductors. The Leggett

mode is realized as a Josephson plasma oscillation in layered superconductors.

(4) The amplitude mode of the gap function is represented by a Higgs boson in

a superconductor. The effective action is given by the time-dependent Ginzburg-

Landau (TDGL) model when the temperature T is near the critical temperature Tc.

The TDGL model includes the dissipation effect on the amplitude, and thus the Higgs

mode may not be defined clearly. In contrast, at low temperature T ≪ Tc, the effec-

tive action is given by the quadratic form of the Higgs boson and the mass of the

Higgs boson are defined definitely.

(5) The existence of fractionally quantized flux vortices is very significant and inter-

esting. The kink (soliton) solution of phase difference leads to a new mode and the

existence of half-quantum flux vortices in two-gap superconductors. A generaliza-

tion to a three-gap superconductor is not trivial and results in very attractive features,

that is, chiral states with time-reversal symmetry breaking and the existence of frac-

tionally quantized vortices [38–40, 42]. Further, in the case with more than four

gaps, a new state is predicted with a gapless excitation mode [64].

(6) A new type of superconductors, called the 1.5 type as an intermediate of types I

and II, was proposed for two-gap superconductors [65, 66]. The 1.5-type state sug-

gests that an attractive interaction works between vortices. This state may be realized

as a result of a multiband effect and does not occur in a single-band superconductor.

(7) There is an interesting and profound analogy between particles physics and super-

conductivity. For example, there is a similarity between the Dirac equation and the
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gap equation of superconductivity [67, 68]. Nambu first noticed this property and

brought the idea of spontaneous symmetry breaking into the particle physics.

The mass of the Higgs particle corresponds to the inverse of the coherence

length, and the masses of gauge bosons W and Z correspond to the inverse of

the penetration depth. When we use mW ∼ 80.41GeV/c2, mZ ∼ 91.19Gev/c2, and

mH ∼ 126GeV/c2, the Ginzburg-Landau parameter κ is roughly

κ = λ

ξ
∼

mW,Z

mH
∼ 1.5. (8.1)

This suggests that the universe corresponds to a type-II superconductor.

In this paper, we discuss several interesting properties of the Nambu-Goldstone

mode, the Leggett mode, and the Higgs mode in multi-gap superconductors. We

focus on superconductors in the clean limit, and impurity effects are left for future

studies. This paper is organized as follows: We show the basic formulation of the

BCS theory and discuss an analogy between the theory of superconductivity and

the mass generation in the particle physics in Sect. 8.2. In Sect. 8.3, we give a sur-

vey on a history of multi-gap superconductivity. We give a formula for the effec-

tive action on the basis of the functional integral method in Sect. 8.4. We discuss

the Nambu-Goldstone and Leggett modes in Sect. 8.5. The dispersion relation of

the Higgs mode is examined in Sect. 8.6. Section 8.7 is devoted to a discussion on

time-reversal symmetry breaking. In Sect. 8.8, we show that the half-quantized flux

vortex can be regarded as a monopole in a multi-gap superconductor. In Sect. 8.9, we

discuss the emergency of massless Nambu-Goldstone mode when there is a frustra-

tion between Josephson couplings. We give a discussion on the sine-Gordon model

in Sect. 8.10. We investigate a chiral symmetry breaking where fluctuations restore

time-reversal symmetry from the ground state with time-reversal symmetry breaking

in the subsequent Sect. 8.11. In Sect. 8.12, we show an SU(N) sine-Gordon model

which is a generalization. This model is a generalization of the conventional sine-

Gordon model to that with multiple variables and is regarded as a model of G-valued

fields for a Lie group G. This model is reduced to a unitary matrix model in some

limit. We give a summary in the last section.

8.2 Gap Equation and an Analogy to the Particle Physics

8.2.1 BCS Theory

Let us consider the BCS Hamiltonian:

H = ∫ d𝐫
∑

σ

ψ†
σ
(𝐫)

(
𝐩2
2m

− μ

)

ψσ(𝐫) − g∫ d𝐫ψ†
↑(𝐫)ψ

†
↓(𝐫)ψ↓(𝐫)ψ↑(𝐫), (8.2)
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where σ is the spin index ↑ and ↓, μ is the chemical potential, and g > 0 is the

coupling constant of the attractive interaction. In the momentum space, this is written

as

H =
∑

kσ
ξkc†kσckσ − g 1

V
∑

kk′q
c†k′↑c†−k′+q↓c−k+q↓ck↑, (8.3)

where ξk = εk − μ for the electron dispersion εk. The corresponding Lagrangian den-

sity is

 =
∑

σ

ψ†
σ(x)

(

iℏ ∂

∂t
+ ℏ

2

2m
∇2 + μ

)

ψσ(x) + gψ†
↑(x)ψ

†
↓(x)ψ↓(x)ψ↑(x). (8.4)

Using the Nambu notation [67],

ψ(x) =
(

ψ↑(x)
ψ†
↓(x)

)

, (8.5)

the Lagrangian density becomes

 = ψ†
(

σ0iℏ ∂

∂t
− σ3ξ(∇)

)

ψ −
g
4
[
(ψ†ψ)2 − (ψ†σ3ψ)2

]
, (8.6)

where σ0 is the unit matrix and ξ(∇) = −ℏ2∇2∕(2m) − μ = 𝐩2∕(2m) − μ. The vac-

uum partition function is represented by a functional integral,

Z = ∫ dψ†dψ exp
(

i
ℏ ∫ ddx

)

. (8.7)

d is the space-time dimension. This can be written in a bilinear form by applying a

Hubbard-Stratonovich transformation,

exp
(

i
ℏ

g∫ ddxψ†
↑ψ

†
↓ψ↓ψ↑

)

=

∫ d𝛥∗d𝛥 exp
[

− i
ℏ ∫ ddx

(

𝛥
∗ψ↓ψ↑ + 𝛥ψ†

↑ψ
†
↓ +

1
g
|𝛥|2

)]

,

(8.8)

where 𝛥
∗

and 𝛥 are auxiliary fields, and an overall normalization factor is excluded.

The partition function has the form

Z = ∫ dψ†dψ ∫ d𝛥∗d𝛥 exp
(

i
ℏ ∫ ddxeff

)

, (8.9)
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where

eff = ψ†
[

σ0iℏ
∂

∂t
− σ3ξ(∇) −

(
0 𝛥

𝛥
∗ 0

)]

ψ − 1
g
|𝛥|2. (8.10)

The field equations obtained by variation of the Lagrangian are

[

iℏ ∂

∂t
− σ3ξ(∇) −

(
0 𝛥

𝛥
∗ 0

)]

ψ = 0, (8.11)

𝛥 = gψ↑ψ↓. (8.12)

The equation for 𝛥 shows that 𝛥 describes a pair of electrons that forms a spin singlet.

It is clear that there is a similarity between this equation and the Dirac equation. If

we approximate 𝛥 by its average 𝛥 = g⟨ψ↑ψ↓⟩, we obtain a self-consistency equation

for 𝛥. By performing the Grassmann integration over the fields ψ†
and ψ, we obtain

the effective action

S(𝛥∗
, 𝛥) = −1

g ∫ ddx|𝛥(x)|2 − iℏTr ln
(

p0 − ξ(𝐩) −𝛥(x)
−𝛥∗(x) p0 + ξ(𝐩)

)

, (8.13)

for which the partition function is

Z = ∫ d𝛥∗d𝛥 exp
( i
ℏ

S(𝛥∗
, 𝛥)

)

. (8.14)

Now, the averaged value 𝛥 of the gap function 𝛥 is determined by adopting the saddle

point approximation. The field equation reads

δS(𝛥∗
, 𝛥)

δ𝛥∗
= 0. (8.15)

We obtain a solution assuming that 𝛥 > 0 is a constant. This yields

1
g
𝛥 = iℏTrG0(p)

(
0 0
1 0

)

, (8.16)

where G0(p) is the Green function including 𝛥,

G0(p) =
(

p0 − ξ(𝐩) −𝛥
−𝛥∗ p0 + ξ(𝐩)

)−1

= 1
p2
0 − E(𝐩)2 + iδ

(
p0 + ξ(𝐩) 𝛥

𝛥
∗ p0 − ξ(𝐩)

)

.

(8.17)
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Here,

E(𝐩) =
√

ξ(𝐩)2 + 𝛥2 (8.18)

is the single-particle excitation energy. Then, we obtain the gap equation

1
g
= 1

2 ∫
d3k
(2π)3

1
E(𝐤)

. (8.19)

The superconducting gap is

𝛥 = 2ℏωD exp
(

− 1
ρg

)

, (8.20)

with the energy cutoff ℏωD and the density of states ρ at the Fermi energy.

8.2.2 Nambu-Jona-Lasinio Model

The Nambu-Jona-Lasinio model is

 = ψ̄iγμ∂μψ + g[(ψ̄ψ)2 − (ψ̄γ5ψ)2], (8.21)

which has the form similar to the BCS model. We set ℏ = 1 in this section. γμ and γ5
are Dirac gamma matrices. This Lagrangian is invariant under the particle number

and chiral transformations,

ψ → exp(iα)ψ, ψ̄ → ψ̄ exp(−iα) (8.22)

ψ → exp(iγ5α)ψ, ψ̄ → ψ̄ exp(iγ5α). (8.23)

In a similar way after the spontaneous symmetry breaking, the fermion (nucleon)

acquires a mass m ∝ 2g⟨ψ̄ψ⟩.
Using an identity

1 = const.∫ dσ′dπ′ exp i∫ d4x
[

− 1
4g

(σ′2 + π′2)
]

, (8.24)

the partition function is written as

Z = ∫ dψ̄dψdσ′dπ′ exp i∫ d4x
[

ψ̄iγμ∂μψ + g((ψ̄ψ)2 − (ψ̄γ5ψ)2) −
1
4g

(σ′2 + π′2)
]

.

(8.25)

We define new σ and π fields by
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σ′ = σ + 2gψ̄ψ, (8.26)

π′ = π + 2giψ̄γ5ψ, (8.27)

then, we have

Z = ∫ ψ̄dψdσdπ exp
(

i∫ d4xeff

)

, (8.28)

where

eff =  − 1
4g

[(σ + 2gψ̄ψ)2 + (π + 2giψ̄γ5ψ)2]

= ψ̄[iγμ∂μ − (σ + iγ5π)]ψ − 1
4g

(σ2 + π2). (8.29)

Then, we obtain the effective action

Seff (σ,π) = −i ln det[iγμ∂μ − (σ + iγ5π)] −
1
4g ∫ d4x(σ2 + π2)

= −iTr ln[iγμ∂μ − (σ + iγ5π)] −
1
4g ∫ d4x(σ2 + π2). (8.30)

The saddle point approximation leads to a solution such that σ = σ0 is a constant

and π = 0. The equation for σ0 is

σ0 = 2igTr 1
iγμ∂μ − σ0

. (8.31)

Because σ0 is the mass m of the fermion ψ, the mass m is determined by

1 = 8gi∫
d4k
(2π)4

1
k2 − m2 = 8g∫

d4kE

(2π)4
1

k2E + m2
, (8.32)

which has a nontrivial solution m ≠ 0 when

0 <
2π2

g𝛬2 < 1. (8.33)

In this case, the mass m is determined by

2π2

g𝛬2 = 1 − m2

𝛬2 ln
(

1 + 𝛬
2

m2

)

. (8.34)

We define the field hσ by

σ = σ0 + hσ , (8.35)
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then hσ is a massive boson whose mass is 2m. The field π represents a massless

boson which is the Nambu-Goldstone boson. The result that the field hσ acquires the

mass 2m is well understood by an analogy to superconductivity, where the excitation

energy is 2𝛥 when a pair of electrons is excited above the Fermi energy. The model

has been generalized to a more realistic two-flavor model:

 = ψ̄iγμ∂μψ + g[(ψ̄ψ)2 −
∑

i
(ψ̄γ5τiψ)(ψ̄γ5τiψ)]. (8.36)

As is obvious from the discussion here, the nucleon mass generation is very analo-

gous to the gap generation in superconductors. We note that the mass is finite only

when 0 < 2π2∕g𝛬2
< 1 holds in the Nambu-Jona-Lasinio model, while the super-

conducting gap always exists as far as g > 0.

8.3 Multi-gap Superconductivity

We give a brief survey on the research of multi-gap superconductivity [69]. Two

years after the BCS theory was proposed [5], an extension to two overlapping bands

was considered by Moskalenko [1] and Suhl, Matthias and Walker [2]. After these

works, Peretti [3], Kondo [4], and Geilikman [70] reconsidered superconductors

with multiple bands. The motivation of Kondo’s work is to understand the small

isotope effect observed for some transition metal superconductors. Kondo investi-

gated the exchange-like integral between different bands, which is a non-phonon

effective attractive interaction, and proposed a possibility of small, being less than

0.5, or vanishing of the isotope effect of the critical temperature Tc using the two-

band model. It was found by early works that the critical temperature is enhanced

higher than both of critical temperatures of uncoupled superconductors due to the

interband coupling. The critical field Hc2(0) and the sizable positive curvature of

Hc2(T) in YNi2B2C and LuNi2B2C were analyzed on the basis of an effective two-

band model. The Ginzburg-Landau model was extended to include two conduction

bands [42, 71–73]. Kondo, at the same time, introduced different phases assigned

to two different gaps with phase difference π. This indicates that we can take the

phase difference ϕ to be 0 or π for the two-band model. A simple generalization to

a three-band model was investigated much later than Kondo’s work. It was shown

independently [38–40] that the phase difference other than 0 or π is possible. It was

indicated that the intermediate value of the phase difference ϕ leads to time reversal

symmetry breaking, which is a new state in three-band superconductors. There have

been many works for a pairing state with time-reversal symmetry breaking [41–48,

51, 52, 57, 74–76] with relation to iron-based superconductors [77], and also from

the viewpoint of holographic superconductors [78–80].

Leggett [63] considered small fluctuation of phase difference, which yields fluctu-

ation in the density of Cooper pairs. This indicates a possibility of a collective exci-

tation of phase difference mode. Leggett examined the Josephson term −J cos(ϕ)
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using the expansion cos(ϕ) = 1 − (1∕2)ϕ2 +⋯. In the presence of large fluctuation

of ϕ, we are not allowed to use this approximation. In this situation, we must employ

a sine-Gordon model. This model has a kink solution [81] with fluctuation from

ϕ = 0 to 2π, which results in a new collective mode [60, 82–86].

An intensive study of multi-gap superconductivity started since the discovery of

MgB2, and especially iron-based superconductors. A new kind of superconductivity,

called the type 1.5, was proposed for MgB2 [65] where it seems that there is an attrac-

tive inter-vortex interaction preventing the formation of Abrikosov vortex lattice. A

theoretical prediction was given based on the model with vanishing Josephson cou-

pling [87]. There are some controversial on this subject [88–90]. We expect that the

Higgs mode plays a role in this issue, because Higgs mode will produce an attrac-

tive force between vortices. A three-band model is now considered as a model for

iron-based superconductors, and the time-reversal symmetry breaking is investigated

intensively.

8.4 Effective Action of Multi-gap Superconductors

Let us consider the Hamiltonian for multi-gap superconductors:

H =
∑

iσ
∫ d𝐫ψ†

iσ(𝐫)Ki(𝐫)ψiσ(𝐫) −
∑

ij
gij ∫ d𝐫ψ†

i↑(𝐫)ψ
†
i↓(𝐫)ψj↓(𝐫)ψj↑(𝐫), (8.37)

where i and j (=1, 2,…) are band indices. Ki(𝐫) stands for the kinetic operator:

Ki(𝐫) = p2∕(2mi) − μ ≡ ξi(𝐩) where μ is the chemical potential. We assume that

gij = g∗ji. The second term indicates the pairing interaction with the coupling con-

stants gij. This model is a simplified version of multiband model where the coupling

constants gij are assumed to be constants.

In the functional-integral formulation, using the Hubbard-Stratonovich transfor-

mation, the partition function is expressed as follows:

Z = ∫ dψ↑dψ↓ ∫ d𝛥∗d𝛥 exp

(

−∫
β

0
dτddx

∑

ij
𝛥
∗
i (G

−1)ij𝛥j

)

× exp

(

−
∑

j
∫ dτddx(ψ∗

j↑ψj↓)
(

∂τ + ξj(𝐩) 𝛥j
𝛥
∗
j ∂τ − ξj(𝐩)

)(
ψj↑
ψ∗

j↓

))

,

(8.38)

where G = (gij) is the matrix of coupling constants. (G−1)ij (i ≠ j) indicates the

Josephson coupling. The condition for the matrix G has been discussed in [91].

In order to obtain the effective action for phase variables θj, we perform the gauge

transformation
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(
ψj↑
ψ∗

j↓

)

→

(
eiθjψj↑
e−iθjψ∗

j↓

)

, (8.39)

so that 𝛥j are real and positive. The effective action is written in the form

S =
∑

ij
∫ dτddx𝛥i(G−1)ij𝛥j cos(2(θi − θj))

−Tr ln
(

∂τ + i∂τθj + ξj(𝐩 + ∇θj) 𝛥j
𝛥j ∂τ + i∂τθj − ξj(𝐩 + ∇θj)

)

. (8.40)

We define the fluctuation mode (Higgs mode) hj of the amplitude of 𝛥j as

𝛥j = �̄�j + hj, (8.41)

where �̄�j is the gap function given by the saddle point approximation. We define

𝐚j = ∇θh, a0j = i∂τθj. (8.42)

Then, the effective action is written in the form:

S =
∑

ij
∫ dτddx𝛥i(G−1)ij𝛥j cos(2(θi − θj))

−
∑

j
Tr ln

(

S−1
Fj +

(
0 hj
hj 0

)

+ Vj

)

, (8.43)

where

Vj =
1
2mj

(𝐩 ⋅ 𝐚j + 𝐚j ⋅ 𝐩) +
(

a0j +
1
2mj

𝐚2j

)

σ3, (8.44)

and SFj is defined by

S−1
Fj (iωn,𝐩) =

(
−iωn + ξj(𝐩) 𝛥j

𝛥j −iωn − ξj(𝐩)

)

, (8.45)

n the momentum space where ωn is the Matsubara frequency. G is the matrix of

coupling constants gij: G = (gij). This action is expanded in the form:

S =
∑

ij
∫ dτddx𝛥i(G−1)ij𝛥j cos(2(θi − θj))

−
∑

j
Tr ln S−1

Fj +
∑

j
Tr

∞∑

𝓁=1

1
𝓁
(−1)𝓁

[

SFj

(
o hj
hj 0

)

+ SFjVj

]𝓁
. (8.46)
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8.5 Nambu-Goldstone and Leggett Modes

8.5.1 Effective Action

The effective action for phase modes θj is given by the usual quadratic form with the

Josephson coupling. The lowest-order contribution is

S(𝓁=1)[θ] =
∑

j
Trnj

(

i∂τθj +
1
2mj

(∇θj)2
)

, (8.47)

where

nj = ∫
ddk
(2π)d

[

1 −
ξj(𝐤)
Ej(𝐤)

(1 − 2f (Ej))
]

, (8.48)

with Ej =
√

ξ2j + 𝛥
2
j . The second term with 𝓁 = 2 is

S(𝓁=2)[θ] = 1
2
∑

j
TrSFjσ3SFjσ3

(

i∂τθj +
1
2mj

(∇θj)2
)2

. (8.49)

Then, the quadratic terms of the Nambu-Goldstone-Leggett modes are given by

S(2)[θ] =
∑

j
∫ dτddx

[

ρj(∂τθj)2 + nj
1
2mj

(∇θj)2
]

+
∑

ij
∫ dτddx�̄�i(G−1)ij�̄�j cos(2(θi − θj)), (8.50)

where ρj is the density of states in the j-th band. The Nambu-Goldstone-Leggett

modes become massive due to the Josephson term. The gap of the Leggett mode

(phase-difference mode) is determined by Josephson couplings. In general, the

dynamics of the Leggett mode are described by the sine-Gordon model [42, 82].

A generalization of the sine-Gordon model has also been discussed recently [92].

8.5.2 Nambu-Goldstone-Leggett Mode for Neutral
Superconductors

Let us consider a two-band neutral superconductor, where the action density reads

E[θ] = ρ1(∂τθ1)2 + ρ2(∂τθ2)2 +
n1

2m1
(∇θ1)2 +

n2

2m2
(∇θ2)2 + 2γ12𝛥1𝛥2 cos(2(θ1 − θ2)).

(8.51)
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Here, γij = (G−1)ij. We assume that γ12 is negative and θi are small, so that we

expand the potential cos(2(θ1 − θ2)) in terms of θ1 − θ2. The dispersion relations

of the Nambu-Goldstone mode and the Leggett mode are determined by [98, 101]:

det

(
ρ1ω

2 − n1
2m1

k2 − 4|γ12|𝛥1𝛥2 4|γ12|𝛥1𝛥2

4|γ12|𝛥1𝛥2 ρ2ω
2 − n2

2m2
k2 − 4|γ12|𝛥1𝛥2

)

= 0, (8.52)

where we performed an analytic continuation iωn → ω. The dispersion relations of

the Nambu-Goldstone and Leggett modes are, respectively, given by

ω2 = 1
ρ1 + ρ2

(
n1
2m1

+
n2
2m2

)

k2 = v2Nk2, (8.53)

ω2 = 4
ρ1 + ρ2
ρ1ρ2

|γ12|𝛥1𝛥2 +
1

ρ1 + ρ2

(
n1ρ2
2m1ρ1

+
n2ρ1
2m2ρ2

)

k2

= ω2
J + v2Lk2, (8.54)

where

v2N = 1
3

ρ1v2F1 + ρ2v2F2
ρ1 + ρ2

, (8.55)

v2L = 1
3

ρ2v2F1 + ρ1v2F2
ρ1 + ρ2

, (8.56)

ω2
J = 4

ρ1 + ρ2
ρ1ρ2

|γ12|𝛥1𝛥2. (8.57)

vFj is the Fermi velocity of the j-th band.

8.5.3 Plasma and Leggett Modes

For charged superconductors, we introduce the scalar potential 𝛷. One mode of the

Nambu-Goldstone modes becomes a massive plasma mode in the presence of the

Coulomb potential 𝛷. Let us consider the action density given as

E[θ] =
∑

j

[

ρj(∂τθj − e𝛷)2 + nj
1
2mj

(∇θj)2
]

+ 1
8π

(∇𝛷)2

+
∑

ij
�̄�i(G−1)ij�̄�j cos(2(θi − θj)), (8.58)

where e is the charge of the electron. We integrate out the field 𝛷 to obtain the

effective action for the fields θj:
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E[θ] =
1

8πe2ρ(0)2
∑

jj′a
ρjρj′∂τ ζja∂τ ζj′a +

∑

ja

nj

2mj
ζ2ja +

∑

j
ρj
(
∂τθj

)2

− 1
ρ(0)

(
∑

j
ρj∂τθj

)2

+
∑

ij
�̄�i(G−1)ij�̄�j cos(2(θi − θj)) +⋯ , (8.59)

where we put ζja = ∇aθj and ρ(0) =
∑

j ρj, and the index a takes x, y, and z. ζja rep-

resents the massive mode called the plasma mode. The Nambu-Goldstone mode was

absorbed by the Coulomb potential to be the massive plasma mode. There are three

plasma modes ζja for a = x, y, and z for each band.

In the single-band case, the plasma frequency is

ω2
pl,a = 4πe2n∕ma, (8.60)

where n is the electron density n = nj=1. In the case with large anisotropy such as

mz ≫ mx,my, the one mode ζz has a small plasma frequency.

In the two-band model with equivalent bands, i.e., ξ1 = ξ2 = p2∕(2m) − μ for sim-

plicity, the Lagrangian reads

E = ρF(∂τθ1 − e𝛷)2 + ρF(∂τθ2 − e𝛷)2 + n
2m

(
(∇θ1)2 + (∇θ2)2

)
+ 1

8π
(∇𝛷)2

+2γ𝛥1𝛥2 cos(2(θ1 − θ2)) +⋯

= 2ρF

(1
2
∂τφ − e𝛷

)2
+ n

4m
(∇φ)2 + 1

8π
(∇𝛷)2

+1
2
ρF(∂τϕ)2 +

n
4m

(∇ϕ)2 + 2γ𝛥1𝛥2 cos(2ϕ) +⋯ , (8.61)

where ⋯ indicates higher order terms including the coupling terms between ampli-

tude modes and phase modes. We introduced the scalar potential 𝛷 which represents

the Coulomb interaction and defined

φ = θ1 + θ2, ϕ = θ1 − θ2. (8.62)

γ denotes the Josephson coupling strength given by γ = γ12 ≡ (G−1)12. ρF is the

density of states at the Fermi level. The derivative of the total phase ∇φ represents

the plasma mode with the plasma frequency ω2
p = 4πne2∕m. This is seen by writing

the terms of φ in the following form by integrating out the scalar potential 𝛷:

1
2
ρF

(
ω2

n

𝐤2 + 16πρFe2
+ n

2mρF

)

𝐤2|φ(iωn,𝐤)|2, (8.63)

after the Fourier transformation. This indicates that the plasma mode is described

by the derivative of the total phase ∇φ. By performing the analytic continuation

iωn → ω + iδ, we obtain the dispersion relation as
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ω2 = ω2
pl + c2s𝐤

2
, (8.64)

where ω2
pl = 8πne2∕m and c2s = n∕(2mρF). ω2

pl for the two-band model is twice that

of the single-band model.

The Lagrangian of the phase-difference mode (Leggett mode) ϕ is given by the

sine-Gordon model. This mode is a massless mode if the Josephson coupling γ van-

ishes. When ϕ is small, the sine-Gordon model describes an oscillation mode, by

using cosϕ = 1 − ϕ2∕2 +⋯. We assume that γ is positive so that ϕ describes a sta-

ble oscillation mode. The frequency of this mode is proportional to the gap ampli-

tude:

ωJ = 2

√

2|γ|
ρF

𝛥. (8.65)

The dispersion relation is given as

ω2 = ω2
J +

1
3

v2F𝐤
2
. (8.66)

In the general case where the two bands are not equivalent, the dispersion of the

Leggett mode is given by

ω2 = ω2
J +

ρ1 + ρ2
ρ1ρ2

1
ns1∕2m1 + ns2∕2m2

ns1

2m1

ns2

2m2
k2

= ω2
J +

1
9
1

v2N
v2F1v2F2k2. (8.67)

This kind of oscillation mode is known as the Josephson plasma mode [93–97]. In

MgB2, the frequency of the oscillation mode (Leggett mode) was estimated to be 1.6

or 2 THz [98]. There are two superconducting gaps in MgB2; their magnitudes are

given by 𝛥1 ≃ 1.2–3.7 meV (π band, smaller gap) and 𝛥2 ≃ 6.4–6.8 meV (σ band,

larger gap) [99]. Thus, the frequency of the Leggett mode is larger than 2𝛥1. The

observation of the Leggett mode in MgB2 was recently reported by Raman scattering

measurements [100].

In an N-gap superconductor, the plasma frequency is given by the formula

ω2
pl,a = 4πe2

n1 … nN

m1a …mNa

ρ(0)2

ρ21
n2…nN

m2a…mNa
+⋯ + ρ2N

n1…nN−1
m1a…mN−1,a

. (8.68)

When N gaps are equivalent, this formula reduces to

ω2
pl,a = 4πe2 n

ma
N. (8.69)



8 Fluctuation Modes in Multi-gap Superconductors 233

When one conduction band has an effective heavy mass compared to other bands,

the plasma frequency is determined by its heavy mass.

In general, in an N-gap superconductor, there are N − 1 Leggett modes because

one mode becomes a massive mode with the plasma frequency by coupling to the

Coulomb potential. When N bands are equivalent, the Josephson term is invariant

under an SN group action. When there is an anisotropy that breaks the equivalence

among several bands, we have lower symmetry than SN .

8.6 Higgs Mode

Let us discuss the fluctuation of the amplitude of gap functions, which is called the

Higgs mode. Recently, there has been an increasing interest in a role of the Higgs

mode in superconductors [102–106]. In the relativistic model considered by Nambu

and Jona-Lasinio, the Higgs mass is just twice the magnitude of superconducting

gap 𝛥 [107, 108]. This results in the mass ratio given as [109]

mNG ∶ 𝛥 ∶ mH = 0 ∶ 1 ∶ 2 (8.70)

where mNG is the mass of the Nambu-Goldstone boson, and mH is that of the Higgs

boson.

The action up to the second order of h is

S(2)[h] = 1
2
∑

j
Tr
[

SFjσ1hjSFjσ1hj

]

+
∑

ij
∫ dτddxhi(G−1)ijhj cos(2(θi − θj)).

(8.71)

8.6.1 Effective Action Near Tc

When the temperature T is near Tc, the effective action is given by the time-

dependent Ginzburg-Landau (TDGL) action. For the single-band case, we have

S(2)[h] = ∫ dτddxρ
[

π

8kBTc
hi∂h

∂τ
+ 1

4εF
ln
(
2eγωc

πkBTc

)

h∂h
∂τ

+
7ζ(3)
48π2

v2F
(kBTc)2

(∇h)2 +
7ζ(3)

4π2(kBTc)2
𝛥
2h2

]

. (8.72)

The time dependence gives the dissipation effect so that the Higgs mode is not

defined in this region.
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8.6.2 Effective Action at Low Temperature

At low temperature, in contrast, the Higgs mode can be defined clearly. We employ

the approximation that the density of states is constant. Then, the action in the single-

band case is

S(2)[h] = ∫ dτddxρ
[ 1
12𝛥2

(
∂h
∂τ

)2
+

v2F
36𝛥2

(∇h)2 + h2
]

. (8.73)

This is obtained by evaluating the Higgs boson one-loop contribution given by

𝛱(𝐪, iε) = 1
β

∑

n

1
V
∑

𝐩
tr
[

SF(𝐩 + 𝐪, iωn + iε)σ1SF(𝐩, iωn)σ1
]
. (8.74)

At absolute zero, 𝛱(𝐪 = 0, q0) (where q0 = iε) is calculated as [110]

𝛱(𝐪 = 0, q0) = −ρ(0)∫ dξ
1

E(ξ)
+ 2ρ(0)

[

1 −
(

q0
2𝛥

)2 ]
F
(

q0
2𝛥

)

, (8.75)

where E(ξ) =
√

ξ2 + 𝛥2. The second term in the action S(2)[h] in (8.71) cancels the

first term of 𝛱(𝐪 = 0, q0) by the gap equation. When q0∕2𝛥 < 1, F(q0∕2𝛥) is given

by

F(x) = 1

x
√
1 − x2

tan−1
(

x
√
1 − x2

)

, (8.76)

for x < 1. When q0∕2𝛥 > 1, we obtain by the analytic continuation

F(x) = 1

2x
√

x2 − 1
log ||

|

x −
√

x2 − 1

x +
√

x2 − 1
|
|
|
+ i π

2x
√

x2 − 1
, (8.77)

for x > 1. The real part of F(x) is shown in Fig. 8.1, and the behavior of 𝛱(𝐪 = 0, q0)
is shown for q0 < 2𝛥 in Fig. 8.2. Then, for small q0∕2𝛥, we have

1
g
+ 1

2
𝛱(𝐪 = 0, q0) = ρ

[

1 − 1
3

(
q0
2𝛥

)2

+⋯
]

, (8.78)

where g = g11. This results in (8.73).
1
g
+ 1

2
𝛱(𝐪 = 0, q0) has a zero at

q0 = 2𝛥 (8.79)

In the relativistic model, the same calculation leads to 1 − (q0∕2𝛥)2, giving the mass

mH = 2𝛥.
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Fig. 8.1 ReF(x) as a

function of x = q0∕2𝛥. F(x)
has a singularity at x = 1

Fig. 8.2 pi(𝐪 = 0, q0) as a

function of x = q0∕2𝛥. The

constant which is canceled

by 1∕g is neglected

In the multiband case, the action is given by the quadratic form,

S(2)[h] = ∫ dτddx
∑

j𝓁
ηjHj𝓁η𝓁 . (8.80)

The excitation spectra is determined from the condition detH = 0. At low temper-

atures, the spectrum has a gap being proportional to the mean-field gap amplitude.



236 T. Yanagisawa

For N = 2 (two-band superconductor), the matrix Hj𝓁 is written as

(
γ11 +

1
2
𝛱1 γ12

γ21 γ22 +
1
2
𝛱2

)

, (8.81)

where 𝛱𝓁 is

𝛱𝓁(𝐪, iε) =
1
β

∑

n

1
V
∑

𝐩
tr
[

SF𝓁(𝐩 + 𝐪, iωn + iε)σ1SF𝓁(𝐩, iωn)σ1
]
. (8.82)

Then, the dispersion relation of the Higgs mode ω = ω(𝐪) is given by a solution of

the equation

1 + 1
2

g11𝛱1(𝐪,ω) +
1
2

g22𝛱2(𝐪,ω) +
1
4
detG ⋅𝛱1(𝐪,ω)𝛱2(𝐪,ω) = 0, (8.83)

where detG = g11g22 − g12g21.

In the multi-gap case, the action becomes

S(2)[h] = ∫ dτddx
∑

j

[

hi(−ρjfj + ρjνj)hj +
1

12�̄�j
2

(
∂hj

∂τ

)2

+
v2Fj

36�̄�j
2

(
∇hj

)2
]

+∫ dτddx
∑

ij
hi(G−1)ijhj, (8.84)

where we defined

ρjfj = ∫
ddk
(2π)d

1
2Ej

(
1 − 2f (Ej)

)
, (8.85)

ρjνj = ∫
ddk
(2π)d

1
β

∑

n

2�̄�j
2

(ω2
n + ξ2j + �̄�j

2)2
. (8.86)

We set the phase variables {θj} to take their equilibrium values that are assumed

to be zero here. The excitation gaps of Higgs modes in the multi-gap model are

obtained by diagonalizing the Higgs kinetic terms. The Higgs masses in multi-gap

superconductors are obtained as a function of Josephson couplings by diagonalizing

the quadratic terms in the action. In general, multiple Higgs masses are different

to each other. Since the constant term in Eq. (8.84) is closely related to the critical

field Hc2, because this term ∝ 1∕ξ2 where ξ is the coherence length, we expect that

the large upper critical field Hc2(0) observed in iron-based superconductors [111] is

understood by means of a multiband model of Higgs fields.



8 Fluctuation Modes in Multi-gap Superconductors 237

8.7 Time-Reversal Symmetry Breaking

The gap function, defined as 𝛥i(𝐫) = −
∑

j gij⟨ψj↓(𝐫)ψj↑(𝐫)⟩, satisfies the gap equa-

tion

𝛥i =
∑

j
gijNj𝛥j ∫ dξj

1
Ej

tanh
( Ej

2kBT

)

, (8.87)

where Nj is the density of states at the Fermi surface in the j-th band and Ej =√
ξ2j + |𝛥j|

2. 𝛥i in this section is the mean-field solution in Sect. 8.3 which is

obtained by a saddle-point approximation. We set

ζj = ∫
ωDj

0
dξj

1
Ej

tanh
( Ej

2kBT

)

, (8.88)

and γij = (G−1)ij where G = (gij). We write the gap equation in the following form,

⎛
⎜
⎜
⎜
⎝

γ11 − N1ζ1 γ12 γ13 …
γ21 γ22 − N2ζ2 γ23 …
γ31 γ32 γ33 − N3ζ3 …
… … … …

⎞
⎟
⎟
⎟
⎠

⎛
⎜
⎜
⎜
⎝

𝛥1
𝛥2
𝛥3
…

⎞
⎟
⎟
⎟
⎠

= 0. (8.89)

γij (i ≠ j) gives the interband Josephson coupling between bands i and j [42].

When the gap functions 𝛥j are complex-valued functions, the time-reversal sym-

metry is broken. The condition for TRSB is that the following equation for the imag-

inary part Im𝛥j has a nontrivial solution:

⎛
⎜
⎜
⎜
⎝

γ12 γ13 …
γ22 − N2ζ2 γ23 …

γ32 γ33 − N3ζ3 …
… … …

⎞
⎟
⎟
⎟
⎠

⎛
⎜
⎜
⎝

Im𝛥2
Im𝛥3
…

⎞
⎟
⎟
⎠

= 0, (8.90)

where we adopt that 𝛥1 is real for simplicity and γij are real. We assume that γij = γji.

In the case of N = 3, the condition for TRSB has been obtained [43, 47]. We have a

necessary condition γ12γ23γ13 > 0 [39, 40]. The determinant of each 2 × 2 matrix in

(8.90) should vanish so that nontrivial solution Im𝛥j (j = 2, 3) exist. Then, we have

γ12γ23 − (γ22 − N2ζ2)γ13 = 0, (8.91)

(γ22 − N2ζ2)(γ33 − N3ζ3) − γ2
23 = 0, (8.92)

γ12(γ33 − N3ζ3) − γ12γ23 = 0. (8.93)

When we assume γ13 ≠ 0, we obtain

γ22 − N2ζ2 = γ12γ23∕γ13. (8.94)



238 T. Yanagisawa

Similarly, we have by assuming γ12 ≠ 0

γ33 − N3ζ3 = γ23γ13∕γ12. (8.95)

From the gap equation γ21𝛥1 + (γ22 − N2ζ2)𝛥2 + γ23𝛥3 = 0, we obtain the relation

𝛥1

γ23
+

𝛥2

γ31
+

𝛥3

γ12
= 0. (8.96)

The complex numbers 𝛥1∕γ23,… form a triangle in the TRSB state. The transition

from TRSB to the state with time-reversal symmetry takes place when the triangle

relation is broken. From (8.94) and (8.95), the critical temperature Tc should satisfy

Nj ln
(2eγEωDj

πkBTc

)

= γjj −
γjnγjm

γnm
, (8.97)

where j, n, and m are different to one another and γE is the Euler constant. The

stability of TRSB state has been examined by evaluating the free energy [38, 47,

91]

In the simplest case where all the bands are equivalent and γij (i ≠ j) are the

same, the chiral state in Fig. 8.3 is realized. We have (θ1, θ2, θ3) = (0, 2π∕3, 4π∕3) for

Fig. 8.1a and (θ1, θ2, θ3) = (0, 4π∕3, 2π∕3) for Fig. 8.1b. The two states are degen-

erate and have chirality κ = 1 and κ = −1, respectively, where the chirality is defined

by κ = (2∕3
√
3)[sin(θ1 − θ2) + sin(θ2 − θ3) + sin(θ3 − θ1)]. In the chiral state

𝛥1∕γ23,… form an equilateral triangle. In this case, the eigenvalues of the gap equa-

tion are degenerate and the chiral TRSB state is realized.

For N > 3, it is not straightforward to derive the condition for TRSB. We consider

here a separable form for the Josephson couplings:

γij = γiγj for i ≠ j, (8.98)

where γj(≠ 0) (j = 1,… ,N) are real constants. The condition γ12γ23γ31 = γ2
1γ

3
2γ

2
3 >

0 is satisfied. For N = 4, we obtain from (8.90)

𝛥1

γ2γ3γ4
+

𝛥2

γ3γ4γ1
+

𝛥3

γ4γ1γ2
+

𝛥4

γ1γ2γ3
= 0. (8.99)

Fig. 8.3 Chiral state with

time-reversal symmetry

breaking. Two states have

the chirality κ = +1 for (a)

and κ = −1 for (b)

(a) (b)
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Then, the triangle condition in (8.96) is generalized to the polygon condition for

general N ≥ 3:

𝛥1

γ2γ3 … γN
+

𝛥2

γ3γ4 … γNγ1
+⋯ +

𝛥N

γ1γ2 … γN−1
= 0. (8.100)

We assume that the polygon is not crushed to a line, which means, in the case N = 3,

the triangle inequality holds. Under these conditions, the solution with time-reversal

symmetry breaking exists and massless excitation modes also exist at the same. The

existence of massless modes will be examined in next section.

8.8 Half-Quantum Flux Vortex and a Monopole

The sine-Gordon model has been studied to investigate a new dynamics of multi-

gap superconductors [60, 61, 112]. When the oscillation of phase difference ϕ is

small, we can expand the potential around a minimum. This results in the Leggett

mode as described in Sect. 8.3. In the presence of large oscillation, we cannot use

a perturbative method and we must consider a non-perturbative kink solution. This

leads to a half-quantum flux vortex.

The sine-Gordon model has a kink solution [81]. If we impose the boundary con-

dition such that ϕ → 0 as x → −∞ and ϕ → 2π as x → ∞, we have a kink solution

like ϕ = π + 2 sin−1(tanh(
√

κx)) for a constant κ. The phase difference ϕ should be

changed from 0 to 2π to across the kink. This means that θ1 changes from 0 to π and

at the same time θ2 changes from 0 to −π. In this case, a half-quantum flux vortex

exists at the edge of the kink. This is shown in Fig. 8.4 where the half-quantum vor-

tex is at the edge of the cut (kink). A net change of θ1 is 2π by a counterclockwise

encirclement of the vortex, and that of θ2 vanishes. Then, we have a half-quantum

flux vortex.

The phase-difference gauge field 𝐁 is defined as [51]

𝐁 = − ℏc
2e∗

∇ϕ. (8.101)

The half-quantum vortex can be interpreted as a monopole [42]. Let us assume that

there is a cut, namely, kink on the real axis for x > 0. The phase θ1 is represented by

Fig. 8.4 Half-quantum flux

vortex with a line singularity

(kink). The phase variables

θ1 changes from 0 to π when

crossing a singularity
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θ1 = −1
2
Im log ζ + π, (8.102)

where ζ = x + iy. The singularity of θj can be transferred to a singularity of the gauge

field by a gauge transformation. We consider the case θ2 = −θ1: ϕ = 2θ1. Then, we

have

𝐁 = − ℏc
2e∗

∇ϕ = −ℏc
e∗

1
2

(
y

x2 + y2
,− x

x2 + y2
, 0
)

. (8.103)

Thus, when the gauge field 𝐁 has a monopole-type singularity, the vortex with half-

quantum flux exists in two-gap superconductors.

Let us consider the fictitious z-axis perpendicular to the x-y plane. The gauge

potential (1-form) is given by

𝛺± = −1
2

1
r(z ± r)

(ydx − xdy) = 1
2
(±1 − cos θ)dφ, (8.104)

where r =
√

x2 + y2 + z2, and θ and φ are Euler angles. 𝛺± correspond to the gauge

potential in the upper and lower hemisphere H±, respectively. 𝛺± are connected by

𝛺+ = 𝛺− + dφ. The components of 𝛺+ are

𝛺μ = 1
2
(1 − cos θ)∂μφ. (8.105)

At z = 0, 𝛺μ coincides with the gauge field for half-quantum vortex. If we identify

ϕ with φ, we obtain

𝐁 = ℏc
e∗

𝛀, (8.106)

at θ = π∕2. {𝛺±} is the U(1) bundle P over the sphere S2
. The Chern class is defined

as

c1(P) = − 1
2π

F = − 1
2π

d𝛺+. (8.107)

The Chern number is given as

C1 = ∫S2
c1 = − 1

2π ∫S2
F = − 1

2π

(

∫H+

d𝛺+ + ∫H−

d𝛺−

)

= 1. (8.108)

In general, the gauge field 𝐁 has the integer Chern number: C1 = n. For n odd, we

have a half-quantum flux vortex.

The half-flux vortex has been investigated in the study of p-wave superconduc-

tivity [59, 113, 114]. In the case of chiral p-wave superconductivity, the singularity

of U(1) phase is, however, canceled by the kink structure of the d-vector. This is the

difference between two-band superconductivity and p-wave superconductivity.
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As we can expect easily, a fractional quantum flux vortex state is not stable

because the singularity (kink, domain wall) costs energy being proportional to the

square root of the Josephson coupling. Thermodynamic stability was discussed in

[62]. Two vortices form a molecule by two kinks. This state may have lower energy

than the vortex state with a single quantum flux φ0 because the magnetic energy

of two fractional vortices is smaller than φ2
0 of the unit quantum flux. The energy

of kinks is proportional to the distance R between two fractional vortices when R
is large. Thus, the attractive interaction works between them when R is sufficiently

large. There is an interesting analogy between quarks and fractional flux vortices

[115].

8.9 Massless Nambu-Goldstone Modes

We examined the phase modes that are Nambu-Goldstone modes by nature emerging

due to a spontaneous symmetry breaking in Sect. 8.3. There, one mode becomes

massive by coupling to the scalar potential, called the plasma mode, and the other

modes become massive due to Josephson couplings, called the Leggett modes. In

this section, we show that massive modes change into massless modes when some

conditions are satisfied.

The Josephson potential is given as

V ≡ ∑

i≠j
γij𝛥i𝛥j cos(θi − θj), (8.109)

where γij = γji are chosen real. Obviously, the phase difference modes θi − θj acquire

masses. This would change qualitatively when N is greater than 3 or equal to 3. We

discuss this in this section.

We show that massless modes exist for an N-equivalent frustrated band supercon-

ductor. Let us consider the potential for N ≥ 4 given by

V = 𝛤 [cos(θ1 − θ2) + cos(θ1 − θ3) +⋯ + cos(θ1 − θN)
+ ⋯ + cos(θN−1 − θN)]. (8.110)

For 𝛤 > 0, there are two massive modes and N − 3 massless modes, near the min-

imum (θ1, θ2, θ3, θ4,…) = (0, 2π∕N, 4π∕N, 6π∕N,…). This can be seen by writing

the potential in the form

V = 𝛤

2

[
( N∑

i=1
𝐒i

)2

− N
]

, (8.111)
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(a) (b)

(c)

Fig. 8.5 Polygon state satisfying
∑

j 𝐒j = 0 for N = 4 in (a) and (b), where time-reversal symmetry

is broken and a massless mode exists. A linear state with
∑

j γj𝛥j = 0 is shown in (c), where a

massless mode exists but the time-reversal symmetry is not broken

where 𝐒i (i = 1,… ,N) are two-component vectors with unit length |𝐒i| = 1. V has a

minimum Vmin = −𝛤N∕2 for
∑

i 𝐒i = 0. Configurations under this condition have

the same energy and can be continuously mapped to each other with no excess

energy. At (θ1, θ2,…) = (0, 2π∕N, 4π∕N,…) with V = −𝛤N∕2, satisfying
∑

i 𝐒i =
0, the vectors 𝐒i form a polygon. The polygon can be deformed with the same energy

(see Fig. 8.5a, b). The existence of massless modes was examined numerically for

the multi-gap BCS model [53]. It has been shown that there is a large region in the

parameter space where massless modes exist.

Let us discuss the Josephson potential in a separable form. This is given by

V =
∑

i≠j
γij𝛥

∗
i 𝛥j =

∑

i≠j
γiγj𝛥

∗
i 𝛥j. (8.112)

This is written as

V = |P|2 −
∑

j
γ2

j |𝛥j|
2
, (8.113)

where P =
∑

j γj𝛥j. V has a minimum when P = 0 is satisfied. P = 0 is equivalent to

the polygon condition in (8.100). Because the polygon for N > 3 can be deformed

continuously without finite excitation energy, a massless mode exists [51] (Fig. 8.5a,

b). We have one massless mode for N = 4 and two massless modes for N = 5. A

spin model, corresponding to the Josephson model considered here, also has gapless

excitation modes.

When the polygon is crushed to a line, the time-reversal symmetry is not broken.

A massless mode, however, exists when P = 0. An example is shown in Fig. 8.5c

called a linear model. In this model, there are two independent modes and the

quadratic term of one mode vanishes as can be shown by explicit calculations. A

mode called the scissor mode becomes massless.

Although we did not consider an effect of the amplitude mode (Higgs mode) ηj,

this mode may be important when discussing the stability of massless modes. This

is a future problem.
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8.10 Sine-Gordon Model

8.10.1 (d+1)D Sine-Gordon Model

The phase-difference mode is described by the sine-Gordon model. For the two-band

model with equivalent bands, the Lagrangian density is

E = 1
2
ρF(∂τϕ)2 +

n
4m

(∇ϕ)2 + 2γ12𝛥1𝛥2 cos(2ϕ), (8.114)

where ϕ is the half of the phase difference of the gap functions. Since ρF ∼ kd−2
F and

n ∼ kd
F for the Fermi wave number kF, where d is the space dimension, we write the

action of this model in the form:

SSG = 𝛬
d−1

g ∫
β

0
dx0 ∫ ddx

[1
2
(∂μϕ)2 − α𝛬2 cosϕ

]

, (8.115)

where we redefined 2ϕ to ϕ. We set x0 = AvFτ for a constant A and β = AvF∕(kBT).
𝛬 is a cutoff and g and α are coupling constants. α is proportional to the strength

of the Josephson coupling |γ12|. We adopt that α is positive; otherwise we consider

|α|. We define the dimensionless inverse temperature u by β = u∕𝛬. The action SSG
has a factor 𝛬

d−1
, so that the coupling constant g is dimensionless. Thus, the phase-

difference mode is modeled by the (d+1)D sine-Gordon model. In the limit of small

β (high-temperature limit), the model is reduced to the d-dimensional sine-Gordon

model:

Sd
SG = 𝛬

d−2

t ∫ ddx
[1
2
(∂μϕ)2 − α𝛬2 cosϕ

]

, (8.116)

where we set t ≡ g∕u.

8.10.2 Renormalization Group Equation

Let us investigate the renormalization group flow of the (d+1)D sine-Gordon model

on the basis of the Wilson renormalization group method [116, 117] at finite tem-

perature [118, 119]. In general, the Josephson coupling is small, and thus, the results

will be relevant in the region where the Josephson coupling is still small and finite.

We neglect the effect of the renormalization on Tc.

The renormalization group equations are

𝛬
∂g
∂𝛬

= (d − 1)g + c(u)α2g coth
(u
2

)

, (8.117)
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𝛬
∂

∂𝛬

α

g
= −

(

d + 1 − g
𝛺d

4(2π)d
coth

(u
2

))
α

g
, (8.118)

𝛬
∂u
∂𝛬

= u. (8.119)

Here, c(u) is a constant for large u and is proportional to u for small u; c(u) = c1u.

𝛺d is the solid angle in d dimensions.

Let us consider fluctuations of the Leggett mode ϕ. A typical fluctuation mode

is the kink (soliton) excitation where ϕ changes from 0 to 2π or 2π to 0 in some

regions in a superconductor. The one-dimensional kink, namely the domain wall, is

expected to appear easily due to quantum fluctuation. The one-dimensional means

that ϕ(τ , x1,…) depends on only one space variable x1. The renormalization group

equations for d = 1 read

𝛬
∂g
∂𝛬

= c(u)α2g coth
(u
2

)

, (8.120)

𝛬
∂

∂𝛬

α

g
= −

(

2 −
g
4π

coth
(u
2

))
α

g
. (8.121)

At low temperature where u = β𝛬 ≫ 1, there is a fixed point at g = 8π and α = 0.

We show the renormalization group flow when the cutoff 𝛬 decreases in Fig. 8.6. As

the cutoff 𝛬 is reduced, g(> 0) also decreases.

At high temperature, the equations reduce to

𝛬
∂𝛬

∂𝛬
= (d − 2)t + 2c1α2t, (8.122)

𝛬
∂α

∂𝛬
= −α

(

2 −
𝛺d

2(2π)d
t
)

. (8.123)

Fig. 8.6 Renormalization

group flow in the plane of g
and α∕g (d=1). Arrows
indicate the direction of flow

when the cutoff decreases
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There is a fixed point at t = 8π and α = 0 for d = 2. If this set of equations can be

applied to a two-gap superconductor, there is a Kosterlitz-Thouless-like transition at

t = kBTg∕𝛬 = 8π.

8.11 Chiral Transition

8.11.1 N-variable Sine-Gordon Model

In this section, we present a field theoretic model that shows a chiral transition. This

model is extracted from a model for multi-gap superconductors. The model should

be regarded as a model in field theory, and we also discuss applicability to real super-

conductors. We adopted the London approximation to derive the model, where the

fluctuation modes (Higgs modes) ηj of the gap functions are neglected. A role of

the fluctuation mode concerning the existence of the phase transition would be a

problem for future discussion.

Let us consider an action for phase variable θj:

S[θ] = 1
kBT ∫ ddx

(
∑

j

nsj

2mj
(∇θj)2 +

∑

i≠j
γij𝛥i𝛥j cos(θi − θj)

)

, (8.124)

where we neglect τ dependence of θj. We simply assume that Kj ≡ nsj∕(2mj) = K,

𝛥j = 𝛥 and γij = γji = γ, namely, all the bands are equivalent. Then, the action for

the phase variables θj is

S[θ] = 𝛬
d−2

t ∫ ddx

(
∑

j
(∇θj)2 + α𝛬2

∑

i<j
cos(θi − θj)

)

, (8.125)

where t∕𝛬d−2 = kBT∕K and λ𝛬2 = 2γ𝛥2
0∕K. We have introduced the cutoff 𝛬 so

that t and α are dimensionless parameters. We assume that α > 0 in this paper. We

consider the case N = 3 and discuss the phase transition in this model. Apparently,

this model has S3 symmetry. If we neglect the kinetic term, the ground states are

twofold degenerate. The two ground states are indexed by the chirality κ.

We perform a unitary transformation: θ1 = −2π∕3 − (1∕
√
2)η1 + (1∕

√
6)η2 +

(1∕
√
3)η3, θ2= − (2∕

√
6)η2 + (1∕

√
3)η3, and θ3=2π∕3 + (1∕

√
2)η1 + (1∕

√
6)η2 +

(2∕
√
3)η3, where ηi (i = 1, 2, 3) indicate fluctuation fields. η3 describes the total

phase mode, η3 = (θ1 + θ2 + θ3)∕
√
3, and is not important because this mode turns

out to be a plasma mode by coupling with the long-range Coulomb potential. The

action S[η] ≡ S[θ] becomes
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Fig. 8.7 Renormalization

group flow for the N = 3
generalized sine-Gordon

model (d = 2). The flow is

indicated as μ is increased

(μ → ∞)

S[η] = 𝛬
d−2

t ∫ ddx
[∑

j
(∇ηj)2 + α𝛬2

(

cos
(√

2η1 +
4π
3

)

+ 2 cos

(

1
√
2
η1 +

2π
3

)

cos

(√
3
2
η2

)
)]

. (8.126)

This model shows the chiral transition [55] as well as the Kosterlitz-Thouless

transition [120]. The renormalization group method [121, 122] is applied to obtain

the beta functions. They are given by

μ
∂t
∂μ

= (d − 2)t + Atα2
(8.127)

μ
∂α

∂μ
= −2α + 1

4π
αt, (8.128)

for the mass parameter μ. Here A is a constant. The equation for α has a fixed point

at t = 8π. In two dimension d = 2, the renormalization group flow is the same as

that for the Kosterlitz-Thouless transition (see Fig. 8.7).

8.11.2 Chirality Transition

There is a chirality transition at a finite temperature where the states with chi-

rality κ = ±1 disappear and simultaneously the chirality vanishes. This is shown

by taking account of the fluctuation around the minimum of the potential. Using

cos(
√
3∕2η2) = 1 − (4∕3)η2

2 +⋯, the action is written as



8 Fluctuation Modes in Multi-gap Superconductors 247

S = 𝛬
d−2

t ∫ ddx
[∑

j
(∇ηj)2 + α𝛬2

(

cos
(√

2η1 +
4π
3

)

− 2||
|
cos

(

1
√
2
η1 +

2π
3

)

|
|
|

)

+ 3α𝛬2

2
|
|
|
cos

(

1
√
2
η1 +

2π
3

)

|
|
|
η2
2

]

. (8.129)

We integrate out the field η2 to obtain the effective action. The effective free-energy

density in two dimensions is obtained as

f [ϕ]
𝛬2 = 1

2
K𝛬

−2(∇ϕ)2 + ε0

(

cosϕ − 2||
|
cos

(ϕ

2

)
|
|
|

)

+ 1
2

kBT c
4π

ln
(

c𝛬d

t
+ 3α𝛬d

2t
|
|
|
cos

(ϕ

2

)
|
|
|

)

+ kBT 3α
16π

|
|
|
cos

(ϕ

2

)
|
|
|
ln
(

1 + 2c
3α

|
|
|
cos

(ϕ

2

)
|
|
|

−1)
, (8.130)

for ϕ ≡ 4π∕3 +
√
2η1 where 𝛬 is a cutoff, c is a constant, and ε0 = kBTα∕t =

2γ𝛥2
0∕𝛬

2
. The critical temperature Tchiral of the chirality transition is determined

by the condition that we have a minimum at ϕ = π (first-order transition). Tchiral is

shown as a function of α in Fig. 8.8. Tchiral = (K∕kB)tc is dependent on α, where α
is proportional to the Josephson coupling, while the temperature of the Kosterlitz-

Thouless transition TKT = (K∕kB)8π is independent of α. Thus, Tchiral and TKT are

different in general.

We have shown a model which shows a transition due to growing fluctuations.

The disappearance of the chirality results in the emergency of a Nambu-Goldstone

boson. This represents the phenomenon that the Nambu-Goldstone boson appears

from a fluctuation effect. Please note that this does not say that a discreet symme-

try can be broken by Nambu-Goldstone boson proliferation. A Nambu-Goldstone

Fig. 8.8 tc ≡ kBTchiral∕K as

a function of α∕c with

c = 4π
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would emerge as a result of a discree symmetry breaking. At T > Tchiral, two spins

in Fig. 8.3 are antiferromagnetically aligned and one spin vanishes. This means that

the one spin is rotating freely accompanied with the existence of a massless boson.

Our model shows that the Z2-symmetry breaking induces a massless boson. If we

neglect the kinetic term in the action, Tchiral is determined uniquely as Tchiral = ε0∕2.

ε0 corresponds to J in the two-dimensional XY model. This suggests that there is

a chirality transition in the 2D XY model on a two-dimensional triangular lattice

at near T = J∕2, which has been confirmed by a numerical simulation [125]. The

existence of the Kosterlitz-Thouless transition has also been shown at near T = J∕2.

We discuss whether our model is applicable to real superconductors. We expect

that our model applies to, for example, layered superconductors like cuprates with

small Josephson couplings. This type of transition has been discussed for three-band

superconductors with frustrated interband Josephson couplings [123]. Recent exper-

iments have indicated that a first-order phase transition below the superconducting

transition temperature occurs in multilayer cuprate superconductor HgBa2Ca4Cu5Oy
[124]. We hope that this phase transition is related to the dynamics of multicompo-

nent order parameters.

8.12 SU(N) Sine-Gordon Model

In this section, let us consider a generalized Josephson interaction where the Joseph-

son term is given by a G-valued sine-Gordon potential for a compact Lie group G.

This model includes multiple excitation modes and is a nonabelian generalization of

the sine-Gordon model. The Lagrangian is written as

 = 1
2t
Tr∂μg∂μg−1 + α

2t
Tr(g + g−1), (8.131)

for g ∈ G. When g = eiϕ ∈ U(1), this Lagrangian is reduced to that of the conven-

tional sine-Gordon model. This model can be regarded as the chiral model with the

mass term. Here, we consider the SU(N) or O(N) model: G = SU(N) or O(N). In

the limit t → ∞ with keeping λ ≡ α∕t constant, the SU(N) sine-Gordon model is

reduced to a unitary matrix model. It has been shown by Gross and Witten that, in

the large N limit with the coupling constant λ = Nβ, for the model NβTr(g + g†),
there is a third-order transition at some critical tc [126]. Brezin and Gross considered

the model to generalize the coupling constant λ to be a matrix and also found that

there is a phase transition [127–129]. Recently, the vortex structure for a nonabelian

sine-Gordon model was investigated numerically [130].

An element g ∈ G is represented in the form:

g = g0 exp

(

iλ
∑

a
Taπa

)

, (8.132)
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where λ is a real number λ ∈ 𝐑 and g0 ∈ G is a some element in G. We put g0 = 1
in this paper. Ta (a = 1, 2,… ,NT ) form a basis of the Lie algebra of G. NT = N2 − 1
for SU(N) and NT = N(N − 1)∕2 for O(N). {Ta} are normalized as

TrTaTb = cδab, (8.133)

with a real constant c. The scalar fields πa indicate fluctuations around the classical

solution, that is, the nonabelian perturbation to the state g0. We expand g by means

of πa as

g = g0
[

1 + iλTaπa −
1
2
λ2(Taπa)2 +⋯

]

, (8.134)

and evaluate the beta functions of renormalization group theory.

The renormalization group equations read [92]

μ
∂t
∂μ

= (d − 2)t −
C2(G)
2

t2 + A0C(N)tα2
, (8.135)

μ
∂α

∂μ
= −α (2 − C(N)t) , (8.136)

where A0 = A0(N) is a constant (depending on N) and the volume element 𝛺d∕(2π)d
is included in the definition of t for simplicity. C(N) is the Casimir invariant in the

fundamental representation given by

C(N) = cN2 − 1
N

for G = SU(N), (8.137)

= cN − 1
2

for G = 0(N). (8.138)

The coefficient of t2 term in μ∂t∕∂μ is the Casimir invariant in the adjoint represen-

tation defined by
∑

ab fabcfabd = C2(G)δcd. C2(G) is given as

C2(G) = 2Nc for G = SU(N), (8.139)

= (N − 2)c for G = O(N), (8.140)

Thus, beta functions are determined by Casimir invariants.

There is a zero of beta functions in two dimensions (d = 2):

tc =
2

C(N)
, αc =

√
C2(G)
A0(N)

1
C(N)

. (8.141)

This is a bifurcation point that divides the parameter space into two regions. One

is the strong coupling region where α → ∞ as μ → ∞, and the other is the weak

coupling region where α → 0 as μ → ∞. In the weak coupling region, we can use
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Fig. 8.9 Renormalization

flow as μ increases. The

cross indicates the

bifurcation point

a perturbation theory by expanding g by means of the fluctuation fields πa. This

results in the existence of multiple frequency modes. We expect that these modes

may be observed. There may be a possibility to classify excitation modes using a

group theory. We show the renormalization flow in Fig. 8.9.

8.13 Summary

The Nambu-Goldstone-Leggett modes and the Higgs mode are typical fluctuation

modes in multi-gap superconductors. We expect that they play an important role.

We derived the effective action and showed the dispersion relations of these modes.

The mass of the Higgs mode is proportional to the gap amplitude. The Nambu sum

rule does not hold in general in a multi-gap superconductor. One mode among the

Nambu-Goldstone modes becomes the massive mode in the presence of the Coulomb

potential (Higgs mechanism). An N-gap superconductor has N − 1 phase-difference

variables, and the U(1)N−1
phase invariance can be partially or totally broken spon-

taneously. The N − 1 phase modes become in general massive due to the symmetry

breaking by the Josephson interaction. When the Josephson couplings are frustrated,

symmetry is partially broken and some of phase modes can be massless modes. A

kink solution exists in the phase space of gap functions.

The kink solution provides a new excitation mode. A fractionally quantized flux

vortex can exist at the edge of the kink in a magnetic field. The half-flux vortex can be

regarded as a monopole with the Chern number in a superconductor. We discussed

several versions of the sine-Gordon model and derived the renormalization group

equations for these models. An effect of fluctuation is investigated, on the basis of a

toy model, where the fluctuation restores the time-reversal symmetry in the ground

state with time-reversal symmetry breaking.



8 Fluctuation Modes in Multi-gap Superconductors 251

Acknowledgements The author expresses his sincere thanks to J. Kondo, K. Yamaji, I. Hase and

Y. Tanaka for helpful discussions.

References

1. V.A. Moskalenko, Fiz. Metal Metallored 8, 2518 (1959)

2. H. Suhl, B.T. Mattis, L.W. Walker, Phys. Rev. Lett. 3, 552 (1959)

3. J. Peretti, Phys. Lett. 2, 275 (1962)

4. J. Kondo, Prog. Theor. Phys. 29, 1 (1963)

5. J. Bardeen, L. Cooper, R. Schrieffer, Phys. Rev. 106, 162 (1957)

6. G. Binning, A. Baratoff, H.E. Hoenig, J.G. Bednorz, Phys. Rev. Lett. 45, 1352 (1980)

7. L. P. Gorkov, arXiv:1508.00529

8. S.V. Shulga et al., Phys. Rev. Lett. 80, 1730 (1998)

9. J. Nagamatsu, N. Nakagawa, T. Muranaka, Y. Zenitani, J. Akimitsu, Nature 410, 63 (2001)

10. Y. Kamihara, T. Watanabe, M. Hirano, H. Hosono, J. Ame. Chem. Soc. 130, 3296 (2008)

11. K.H. Bennemann, J.B. Ketterson (eds.), The Physics of Superconductors (Springer-Verlag,

Berlin, 2004)

12. A. Bianconi, Nat. Phys. 9, 536 (2013)

13. A. Bianconi, A.C. Castellano, M. De, Santis, P. Delogu, A. Garano and R. Giorgi. Solid State

Commun. 63, 1135 (1987)

14. The Physics of superconductors, vols. I and II, ed. by K.H. Bennemann, J.B. Ketterson

(Springer, Berlin, 2003)

15. V.J. Emery, Phys. Rev. Lett. 58, 2794 (1987)

16. J.E. Hirsch, D. Loh, D.J. Scalapino, S. Tang, Phys. Rev. B 39, 243 (1989)

17. K. Yamaji et al., Physica C 304, 225 (1998)

18. T. Yanagisawa, S. Koike, K. Yamaji, Phys. Rev. B 64, 184509 (2001)

19. T. Yanagisawa, S. Koike, K. Yamaji, Phys. Rev. B 67, 132408 (2003)

20. C. Weber, A. Lauchi, G.A. Sawatzky, Phys. Rev. Lett. 102, 017005 (2009)

21. T. Yanagisawa, J. Phys. Soc. Jpn. 85, 114707 (2016)

22. S. Koike et al., J. Phys. Soc. Jpn. 68, 1657 (1999)

23. K. Yamaji et al., Physica C 235, 2221 (1994)

24. T. Yanagisawa, Y. Shimoi, K. Yamaji, Phys. Rev. B 52, R3860 (1995)

25. A. Bussmann-Holder, H. Keller, R. Khasanov, A. Simon, A. Bianconi, A.R. Bishop, New J.

Phys. 13, 093009 (2011)

26. H.Y. Choi et al., Phys. Rev. B 80, 052505 (2009)

27. P.M. Shirage, K. Kihou, K. Miyazawa, C.-H. Lee, H. Kito, H. Eisaki, T. Yanagisawa, Y.

Tanaka, A. Iyo. Phys. Rev. Lett. 103, 257003 (2009)

28. T. Yanagisawa, K. Odagiri, I. Hase, K. Yamaji, P.M. Shirage, Y. Tanaka, A. Iyo, H. Eisaki, J.

Phys. Soc. Jpn. 78, 094718 (2009)

29. A.D. Hillier, J. Quintanilla, R. Cywinskii, Phys. Rev. Lett. 102, 117007 (2009)

30. I. Hase, T. Yanagisawa, J. Phys. Soc. Jpn. 78, 084724 (2009)

31. A.D. Hillier, J. Quintanilla, B. Mazidian, J.F. Annett, R. Cywinskii, Phys. Rev. Lett. 109,

097001 (2012)

32. I. Hase, T. Yanagisawa, J. Phys. Soc. Jpn. 81, 103704 (2012)

33. D.J. Singh, Phys. Rev. B 86, 174507 (2012)

34. V.K. Pecharsky, L.L. Miller, K.A. Gschneider, Phys. Rev. B 58, 497 (1998)

35. Y. Iwamoto, Y. Iwasaki, K. Ueda, T. Kohara, Phys. Lett. A 250, 439 (1998)

36. H.H. Sung, S.Y. Chou, K.J. Syu, W.H. Lee, J. Phys. COndens. Matter 20, 165207 (2008)

37. S. Katano et al., Phys. Rev. B 90, 220508 (2014)

38. V. Stanev, Z. Tesanovic, Phys. Rev. B 81, 134522 (2010)

39. Y. Tanaka, T. Yanagisawa, J. Phys. Soc. Jpn. 79, 114706 (2010)

http://arxiv.org/abs/1508.00529


252 T. Yanagisawa

40. Y. Tanaka, T. Yanagisawa, Solid State Commun. 150, 1980 (2010)

41. R.G. Dias, A.M. Marques, Supercond. Sci. Technol. 24, 085009 (2011)

42. T. Yanagisawa, Y. Tanaka, I. Hase, K. Yamaji, J. Phys. Soc. Jpn. 81, 024712 (2012)

43. X. Hu, Z. Wang, Phys. Rev. B 85, 064516 (2012)

44. V. Stanev, Phys. Rev. B 85, 174520 (2012)

45. C. Platt, R. Thomale, C. Homerkamp, S.C. Zhang, Phys. Rev. B 85, 180502 (2012)

46. S. Maiti, A.V. Chubukov, Phys. Rev. B 87, 144511 (2013)

47. B.J. Wilson, M.P. Das, J. Phys. Condens. Matter 25, 425702 (2013)

48. Y. Takahashi, Z. Huang, X. Hu, J. Phys. Soc. Jpn. 83, 034701 (2014)

49. R. Ganesh, G. Baskaran, J. van den Brink, D.V. Efremov, Phys. Rev. Lett. 113, 177001 (2014)

50. Y. S. Yerin, A. N. Omelyanchouk and E. ll’chev, arXiv:1503.04653 (2015)

51. T. Yanagisawa, I. Hase, J. Phys. Soc. Jpn. 82, 124704 (2013)

52. S.Z. Lin, X. Hu, New J. Phys. 14, 063021 (2012)

53. K. Kobayashi, M. Machida, Y. Ota, F. Nori, Phys. Rev. B 88, 224516 (2013)

54. T. Koyama, J. Phys. Soc. Jpn. 83, 074715 (2014)

55. T. Yanagisawa, Y. Tanaka, New J. Phys. 16, 123014 (2014)

56. Y. Tanaka et al., Physica C 516, 10 (2015)

57. S.-Z. Lin, X. Hu, Phys. Rev. Lett. 108, 177005 (2012)

58. YuA Izyumov, V.M. Laptev, Phase Transitions 20, 95 (1990)

59. G.E. Volovik, The Universe in a Helium Droplet (Oxford University Press, Oxford, 2009)

60. Y. Tanaka, Phys. Rev. Lett. 88, 017002 (2002)

61. E. Babaev, Phys. Rev. Lett. 89, 067001 (2002)

62. S.V. Kuplevakhsky, A.N. Omelyanchouk, Y.S. Yerin, J. Low Temp. Phys. 37, 667 (2011)

63. A.J. Leggett, Prog. Theor. Phys. 36, 901 (1966)

64. Y. Tanaka et al., Physica C 471, 747 (2011)

65. V. Moshchalkov et al., Phys. Rev. Lett. 102, 117001 (2009)

66. M. Silaev, E. Babaev, Phys. Rev. B 84, 094515 (2011)

67. Y. Nambu, Phys. Rev. 117, 648 (1960)

68. Y. Nambu, in Physics in the 21st Century edited by K, ed. by H. Kunitomo, H. Otsubo (World

Scientific, Singapore, Kikkawa, 1997)

69. T. Yanagisawa, Novel Supercon. Materials 1, (2015)

70. B. T. Geilikman, R. O. Zaitsev and V. Z. Kresin, Sov. Phys.: Solid State 9642, (1967)

71. D.R. Tilley, Proc. Phys. Soc. 84, 573 (1964)

72. I.P. Ivanov, Phys. Rev. E 79, 021116 (2009)

73. N.V. Orlova, A.A. Shanenko, M.V. Milosevic, F.M. Peeters, A. V. Vagov ad V. M. Axt. Phys.

Rev. B 87, 134510 (2013)

74. Z. Huang, X. Hu, Appl. Phys. Lett. 104, 162602 (2014)

75. Y.S. Yerin, A.N. Omelyanchouk, Low Temp. Phys. 40, 943 (2014)

76. Y. Tanaka, Super. Sci. Tech. 28, 034002 (2015)

77. J.G. Storey, J.W. Loram, J.R. Cooper, Z. Bukowski, J. Karpinski, Phys. Rev. B 88, 144502

(2013)

78. R.G. Cai, L. Li, L.F. Li, Y.Q. Wang, JHEP 9, 074 (2013)

79. W.-Y. Wen, M.-S. Wu, S.-Y. Wu, Phys. Rev. D 89, 066005 (2014)

80. M. Nishida, JHEP 08, 136 (2015)

81. R. Rajaraman, Solitons and Instantons (North-Holland, Elsevier, Amsterdam, 1987)

82. Y. Tanaka, J. Phys. Soc. Jpn. 70, 2844 (2001)

83. E. Babaev, L.D. Faddeev, A.J. Niemi, Phys. Rev. B 65, 100512 (2002)

84. Y.M. Cho, P. Zhang, Phys. Rev. B 73, 180506 (2006)

85. M. Eto, Y. Hirono, M. Nitta and S. Yasui, Prog. Theor. Exp. Phys. 012D01 (2014)

86. M.C.N. Fiolhais, J.L. Birman, Phys. Lett. A 378, 2632 (2014)

87. E. Babaev, M. Speight, Phys. Rev. B 72, 180502 (2005)

88. V.G. Kogan, J. Schmalian, Phys. Rev. B 83, 054515 (2011)

89. E. Babaev, M. Silaev, Phys. Rev. B 86, 016501 (2012)

90. V.G. Kogan, J. Schmalian, Phys. Rev. B 86, 016502 (2012)

http://arxiv.org/abs/1503.04653


8 Fluctuation Modes in Multi-gap Superconductors 253

91. M. Marciani, L. Fanfarillo, C. Castellani, L. Benfatto, Phys. Rev. B 88, 214508 (2013)

92. T. Yanagisawa, EPL 113, 41001 (2016)

93. R. Kleiner, F. Steinmeyer, G. Kunkel, P. Muller, Phys. Rev. Lett. 68, 2349 (1992)

94. G. Ohya, N. Aoyama, A. Irie, S. Kishida, H. Tokutaka, Jpn. J. Appl. Phys. 31, L829 (1992)

95. K. Tamasaku, Y. Nakamura, S. Uchida, Phys. Rev. Lett. 69, 1455 (1992)

96. Y. Matsuda, M.B. Gaifullin, K. Kumagai, K. Kadowaki, T. Mochiku, Phys. Rev. Lett. 75,

4512 (1995)

97. T. Koyama, M. Tachiki, Phys. Rev. B 54, 16183 (1996)

98. S.G. Sharapov, V.P. Gusynin, H. Beck, Eur. Phys. J. B 39, 062001 (2002)

99. H.J. Choi, D. Roundy, H. Sun, M.L. Cohen, S.G. Louie, Nature 418, 758 (2002)

100. G. Blumberg et al., Phys. Rev. Lett. 99, 014507 (2007)

101. Y. Ota, M. Machida, T. Koyama, H. Aoki, Phys. Rev. B 83, 060507 (2011)

102. R. Matsunaga, Y.I. Hamada, K. Makise, Y. Uzawa, H. Terai, Z. Wang, R. Shimano, Phys.

Rev. Lett. 111, 057002 (2013)

103. M.A. Measson, Y. Gallais, M. Cazayous, B. Clair, P. Rodiere, L. Cario, A. Sacuto, Phys. Rev.

B 89, 060503 (2014)

104. Y. Barlas, C.M. Varma, Phys. Rev. B 87, 054503 (2013)

105. T. Koyama, Phys. Rev. B 90, 064514 (2014)

106. N. Tsuji, H. Aoki, Phys. Rev. B 92, 064508 (2015)

107. Y. Nambu, G. Jona-Lasinio, Phys. Rev. 122, 345 (1961)

108. Y. Nambu, G. Jona-Lasinio, Phys. Rev. 124, 246 (1961)

109. Y. Nambu, Physica D 15, 147 (1985)

110. T. Koyama, J. Phys. Soc. Jpn. 88, 064715 (2016)

111. U. Welp et al., Phys. Rev. B 78, 140510 (R) (2008)

112. A. Gurevich, V. Vinokur, Phys. Rev. Lett. 90, 047004 (2003)

113. H.-Y. Kee, Y.B. Kim, K. Maki, Phys. Rev. B 62, R9275 (2000)

114. J. Jang et al., Science 331, 186 (2011)

115. M. Nitta, M. Eto, T. Fujimori, T. Ohashi, J. Phys. Soc. Jpn. 81, 084711 (2012)

116. K.G. Wilson, J.B. Kogut, Phys. Rep. 12C, 75 (1974)

117. J.B. Kogut, Rev. Mod. Phys. 51, 659 (1979)

118. C. Chakravarty, B.I. Halperin, D.R. Nelson, Phys. Rev. B 39, 2344 (1989)

119. T. Yanagisawa, Phys. Rev. B 46, 13896 (1992)

120. J.M. Kosterlitz, D. Thouless, J. Phys. C 6, 1181 (1973)

121. J. Zinn-Justin, Quantum Field Theory and Critical Phenomena (Oxford University Press,

Oxford, 1989)

122. D.J. Amit, Y.Y. Goldschmidt, S. Grinstein, J. Phys. A: Math. Gen. 13, 585 (1980)

123. T.A. Bojesen, E. Babaev, A. Sudbo, Phys. Rev. B 88, 220511 (2013)

124. Y. Tanaka et al., J. Phys. Soc. Jpn. 83, 074705 (2014)

125. S. Miyashita, H. Shiba, J. Phys. Soc. Jpn. 53, 1145 (1984)

126. D.J. Gross, E. Witten, Phys. Rev. D 21, 446 (1980)

127. E. Brezin, D.J. Gross, Phys. Lett. B 97, 120 (1980)

128. R.C. Brower, M. Nauenberg, Nucl. Phys. B 180, 221 (1981)

129. E. Brezin, S. Hikami, JHEP 7, 67 (2010)

130. M. Nitta, Nucl. Phys. B 895, 288 (1995)



Author Index

A
Adam, Malik I., 15

C
Chen, Soo Kien, 65
Crisan, Adrian, 15, 159

D
Devreese, Jozef T., 1
Dou, Shi Xue, 65

G
Ge, Jun-Yi, 1
Gladilin, Valadimir N., 1
Gutierrez, Joffre, 1

I
Ionescu, Alina M., 159
Ivan, Ion, 159

L
Laviano, Francesco, 133
Long, Nick J., 109

M
Maeda, Minoru, 65
Mele, Paolo, 15
Miu, Dana, 159
Miu, Lucica, 159
Moshchalkov, Victor V., 1

T
Tanaka, Yasumoto, 185
Tempere, Jacques, 1

Y
Yamamoto, Akiyasu, 65
Yanagisawa, Takashi, 219

© Springer International Publishing AG 2017
A. Crisan (ed.), Vortices and Nanostructured Superconductors, Springer Series
in Materials Science 261, DOI 10.1007/978-3-319-59355-5

255



Index

A
Abrikosov vortex lattice, 1
Ac critical state, 177, 178
Ac magnetic response, 159, 162, 175–178
Adiabatic critical-state, 135, 150
APV dimensionality, 15, 22, 54
Artificial Pinning Centers (APC), 15, 19, 54
Au irradiation, 118
Avalanche, 133, 138–143, 145, 146, 153
Axial current, 189

B
BaFe2As2 (Ba-122), 117
BaHfO3 (BHO), 39
Barium Zirconate (BZO), 113
BaSnO3 (BSO), 33
BaZrO3 (BZO), 26, 31, 42, 46, 114
BCS-BEC crossover, 201
BCS theory, 221, 226
BCS-BEC crossover, 201
Blatter scaling, 111
Bragg vortex glass, 159, 169, 172, 179, 180
BSCCO wire, 117

C
Campbell regime, 176, 177
Casimir invariant, 249
Chern number, 240, 250
Chirality transition, 246–248
Chiral superconducting state, 200
Coherence length, 2, 6, 9
Correlated pinning, 113, 116, 120–122
Creep exponent, 173, 174
Critical current, 15, 17, 20, 26, 30, 32, 41, 43,

46, 54
Critical current density (J c), 137, 150
Critical-state instability, 133, 134
CuxBa2Ca3Cu4Oy, 186, 187

D
1D-3D APC, 52
Dc magnetic hysteresis curves, 159, 160, 162,

179
Defects, 66, 73–76, 79, 80, 83, 84, 97
Demagnetization factor, 161
Dendrites, 143, 148, 153
Dendritic pattern, 137, 140, 142, 145, 150, 152
Dislocations, 83
(d+is)-waves, 186
Doping, 65, 71, 73, 75, 81, 83, 86, 87, 89, 90,

97
Dynamic vortex phase diagram, 175, 178–180

E
Effective action, 220, 221, 223, 225, 227–230,

233, 234, 247, 250
Effective cross sectional area for supercurrent

(AF), 90
Elastic (collective) creep, 160, 166
Electronic mass anisotropy, 116, 129

F
First-principle calculations, 84
Flux jumps, 134, 135, 138, 150, 153
Flux pinning, 65, 70, 73, 75–78, 80, 82, 86, 91,

95
Flux quantum, 10
Fractional flux quanta (fractional flux quantum,

fractional flux quantization), 207
Fractional quantum-flux vortex, 241
Frustrated superconductivity, 193, 195, 201
Functional integral, 221, 222

G
Gauge transformation, 227, 240
Giant vortex, 4
Gibbs energy of formation, 70

© Springer International Publishing AG 2017
A. Crisan (ed.), Vortices and Nanostructured Superconductors, Springer Series
in Materials Science 261, DOI 10.1007/978-3-319-59355-5

257



Ginzburg-Landau approach, vi
Grain boundaries, 17, 19, 40, 42, 66, 72, 73,

80, 85, 91–93
Grain connectivity, 72, 74–77, 79–81, 88, 97

H
Half-integerflux quantum, 192
Half quantum-flux vortex, 239, 240
Hall cross, 3, 4
Higgs mode, 220, 221, 227, 228, 233, 234,

236, 242, 245, 250
High Temperature Superconductors (HTS), 15,

109, 111
Hubbard-Stratonovich transformation, 222,

227

I
Impurity scattering, 73, 75, 76, 78, 93
Interband phase difference soliton, 185, 188,

190–192, 201, 203, 206, 207
Interfacial strain, 28
Interstitials, 83
Irreversibility field (H irr), 16, 17, 24, 40, 54,

91, 92
Irreversibility line, 159, 160, 179, 180

J
Josephson coupling, 220, 221, 227, 229, 231,

232, 236–238, 241, 243, 247, 248, 250

K
Kink solution, 227, 239, 250
Kosterlitz-Thouless transition, 246–248

L
La2–x SrxCuO4 single crystals, 159, 160, 179
Lattice disorder, 85
Leggett mode, 189, 198, 200, 220, 221, 229,

230, 232, 233, 239, 241, 244, 250
Little-Parks oscillation, 207
Lorentz force, 110, 121, 122

M
Magnesium diboride (MgB2), 16, 55, 65, 66,

67, 69–97, 142–146, 154, 192
Magnetic dipoles, 10, 11
Magnetic field distribution, 133, 135, 136, 154
Magnetic profiles, 8
Magneto-optical imaging, 133, 134
Magnetization relaxation, 162, 165, 167, 170
Mass anisotropy scaling, 122
Massless mode, 189–191, 193, 197, 198, 232,

239, 241, 242, 250
Maximum entropy method, 111

Mean-free path, 6–9
Mechanical alloying, 65, 74, 80, 96
Meissner state, 8, 9, 141
Metal layer, 155
Meta-stable critical state, 8, 133
Microscopic models, 120, 122, 129
Mixed APC, 22, 33, 36, 51
Monopole, 221, 239, 250
Monopole model, 3–6
Multi-band superconductor, 219
Multi-component Bose–Einstein condensate,

186
Multicomponent superconductivity based on

multiband superconductor, 185, 187,
199, 201, 209

Multilayer cuprate superconductor, 186, 197,
201

Multilayers, 22, 42, 51, 52

N
Nambu–Goldstone mode, 189, 220, 221, 230,

231, 241, 250
Nambu-Jona-Lasinio model, 224, 226
Nanocomposites, 114
Nanodots, 114
Nanoislands, 17, 27
Nanorods, 15, 22, 28–33, 36, 39, 40, 46, 47,

49, 51–54
Normalized vortex-creep activation energy,

159, 167, 180

O
One-dimensional APC (1D-APC), 15, 51

P
Partial coherent state, 200
Partially correlated system, 200
Pb, 2, 9
Penetration depth, 2, 4, 5, 9
Pinning centers, 1–3, 5–11
Pinning force, 16, 18, 20, 24, 27, 35–37, 40,

46, 54, 111, 112, 114, 116–119, 121,
122

Pinning-induced vortex system disordering,
161

Pinning strength, 4
Plasma mode, 220, 230–232, 241, 245
Plastic creep, 159, 160, 166

Q
Quark, 187, 193

R
Random pinning, 113

258 Index



Renormalization group equation, 243, 244,
249, 250

Residual Resistivity Ratio (RRR), 72–74, 78

S
Scaling of critical current, 111, 114, 115, 118
Scanning hall probe microscope, 2, 5
Second magnetization peak, 159, 160, 180
Segmented 1D-APC, 22, 49
Self-nanostructured superconductors, 161
Sine-Gordon model, 221, 227, 229, 232, 239,

243, 245, 246, 248, 250
Stacking faults, 83, 84
Static stripe order, 159, 161, 169, 173, 180
Strain, 73, 74, 80, 81, 114, 128
Strong pinning, 114, 117
Structure-property relations, 110, 125, 126, 129
SU(N) Sine-Gordon model, 221, 248
Superconducting films, 137, 140, 145,

150–153
Superconducting transition temperature (T c),

188, 196, 205
Superfluid helium-3, 185, 198

T
(Tl,Cu)(Ba,Sr)2Ca2Cu3Oy, 187, 203
Thermo-magnetic instability, 135, 143
Thin films, 15, 19–22, 25, 26, 32, 33, 40, 43,

45, 46, 55
Three-dimensional APC (3D-APC), 19, 22
Time-dependentGinzburg-Landau (TDGL)

action, 233
Time-reversal symmetry breaking, 194–196,

220, 221, 237–239, 250

Two-band superconductor, 219, 236
Two-dimensional APC (2D-APC), 17
Type-II superconductor, 1, 10, 133, 134, 137,

138

U
Unstable vortex patterns, 133, 152
Upper critical field (Hc2), 66, 82, 85, 86, 236

V
Vortex, 1–8, 10, 11, 133, 136, 147, 150, 151,

221, 239, 240, 248, 250
Vortex creep, 159, 164, 166, 174
Vortex deformation, 6, 11
Vortex diffusion, 133, 140, 150, 153, 155
Vortex generation, 2
Vortex matter, 133, 141, 155
Vortex path model, 111, 124–129
Vortex pinning, 159, 171, 174, 178

W
Weak collective pinning, 111, 114, 116, 129
Weinberg–Salam theory (Electroweak

unification theory), 188

Y
YBa2Cu3Ox (YBCO), 15
YBCO, 111–116, 118, 119, 127–129, 131
Y2O3, 17, 28, 43, 45, 49, 51, 52

Z
Zero-dimensional APC (0D-APC), 22

Index 259


	Preface
	Contents
	Contributors
	1 Vortex Deformation Close  to a Pinning Center 
	1.1 Introduction
	1.2 Experimental
	1.2.1 Distribution of Pinning Centers

	References

	2 Pinning-Engineered YBa2Cu3Ox Thin Films
	2.1 Introduction
	2.2 Critical Current and Pinning Force in Pure YBa2Cu3Ox Thin Films
	2.3 Critical Current and Pinning Force in YBa2Cu3Ox Thin Films with Artificial Pinning Centers (APCs)
	2.3.1 Zero-Dimensional APCs (0D-APCs) 
	2.3.2 One-Dimensional APCs (1D-APCs)
	2.3.2.1 Columnar Defects by Neutron and Ion Irradiation
	2.3.2.2 Linear APCs in YBCO Films Deposited on Decorated Substrates and on Functional Buffers
	2.3.2.3 Oxide Nanocolumns Embedded in Superconducting Films
	BaZrO3 (BZO) Nanocolumns
	BaSnO3 (BSO) Nanocolumns
	BaHfO3 (BHO) Nanocolumns
	Other Oxide Nanocolumns


	2.3.3 Two-Dimensional APCs (2D-APCs)
	2.3.3.1 Nanolayers as 2D-APCs
	2.3.3.2 Grain Boundaries as 2D-APCs

	2.3.4 Three-Dimensional APCs (3D-APCs)
	2.3.5 Segmented 1D-APCs
	2.3.6 Combined One-Dimensional and Three-Dimensional (1D+3D) APCs
	2.3.6.1 Hybrid YBCO Films with Mixed 1D+3D-APCs
	2.3.6.2 Multilayers with Alternate YBCO+1D-APCs and YBCO+3D-APCs Layers

	2.3.7 Combination of APCs Parallel (Nanorods) and Perpendicular (Nanolayers) to C-axis of YBCO Film

	2.4 Conclusion
	Acknowledgements
	References

	3 Chemically and Mechanically Engineered Flux Pinning for Enhanced Electromagnetic Properties of MgB2
	3.1 Impurities as Flux Pinning Centers
	3.1.1 Introduction
	3.1.2 Oxide Phases in Undoped MgB2 Bulks
	3.1.2.1 Sources of Oxidation
	3.1.2.2 Types of MgB2 Samples

	3.1.3 Oxides Doping
	3.1.3.1 Graphene Oxide
	3.1.3.2 Rare Earth Oxides
	3.1.3.3 Other Oxide Dopants
	3.1.3.4 Samples Prepared Using Spark Plasma Sintering (SPS)
	3.1.3.5 Samples Prepared Using Mechanical Alloying and Hot Pressing
	3.1.3.6 Co-additions


	3.2 Carbon Impurity Doping
	3.2.1 Why Carbon Doping?
	3.2.2 Carbon Doping Effect
	3.2.3 Carbon Doping Methodology

	3.3 Ball Milling
	3.3.1 Introduction
	3.3.2 Ex Situ Processed Materials
	3.3.3 In Situ Processed Materials
	3.3.4 Mechanical Alloying
	3.3.5 Mechanical Alloying with Dopants

	3.4 Concluding Remarks
	Acknowledgements
	References

	4 Critical Current Anisotropy in Relation to the Pinning Landscape
	4.1 Introduction
	4.2 Mass Anisotropy Scaling
	4.2.1 Theory
	4.2.2 {\bi J}_{{\bi c}} ( {{\bi h}\left({\varvec \theta}\right)} ) Scaling of YBCO
	4.2.3 {\bi J}_{{\bi c}} ( {{\bi h}\left({\varvec \theta}\right)} ) Scaling of BSCCO
	4.2.4 {\bi F}_{{\bi p}} ( {{\bi h}\left({\varvec \theta}\right)} ) Scaling of Ba-122

	4.3 Models of Pinning and Field Angle-Dependent Currents
	4.3.1 The Tachiki and Takahashi Model
	4.3.2 Models with Anisotropic Vortices

	4.4 The Vortex Path Model or Maximum Entropy Modeling
	4.5 Conclusions
	References

	5 Vortex Avalanches in Superconductors Visualized by Magneto-Optical Imaging
	5.1 Introduction
	5.1.1 Flux Avalanche Phenomena in Superconductors: Historical Findings
	5.1.2 Magneto-Optical Imaging with an “Indicator”
	5.1.2.1 “Regular” Critical State Observed by MOI


	5.2 Observations of Magnetic Flux Avalanches
	5.2.1 Flux Jumps Observed in Bulk Superconductors
	5.2.2 Vortex Avalanches in Superconducting Films
	5.2.2.1 Vortex Avalanches in Metallic Superconductors
	Finger and Dendritic Flux Pattern in Nb Films
	Dendritic VAs in MgB2
	Avalanches Observed in Other Metallic Superconductors

	5.2.2.2 Vortex Avalanches in Cuprate Superconductors


	5.3 Modeling Vortex Avalanches
	5.3.1 Recent Models and Simulations

	5.4 Summary and Perspectives
	Acknowledgements
	References

	6 Behavior of the Second Magnetization Peak in Self-nanostructured La2–xSrxCuO4 Single Crystals
	6.1 Introduction
	6.2 Samples and Experiments
	6.3 Analysis of the Second Magnetization Peak in Overdoped La2–xSrxCuO4 Single Crystals
	6.4 Disappearance of the Second Magnetization Peak in the Presence of Static Stripe Order
	6.5 The Ac Magnetic Response of Specimens Exhibiting a Second Magnetization Peak
	6.6 Vortex Phase Diagram of La2–xSrxCuO4 Single Crystals
	6.7 Conclusions
	Acknowledgements
	References

	7 Emergence of an Interband Phase Difference and Its Consequences in Multiband Superconductors
	7.1 Introduction
	7.2 Quantum Phase of a Superconducting Wave Function and the Interband Phase Difference Soliton in Multiband Superconductors
	7.3 The Mass of the Soliton and the Interband Interaction
	7.4 Frustrated Superconductivity and the Massless Leggett Mode
	7.5 Entropy and Another Superconducting Transition
	7.6 Current-Induced Interband Phase Difference
	7.7 Summary
	Acknowledgements
	References

	8 Fluctuation Modes in Multi-gap Superconductors 
	8.1 Introduction
	8.2 Gap Equation and an Analogy to the Particle Physics
	8.2.1 BCS Theory
	8.2.2 Nambu-Jona-Lasinio Model

	8.3 Multi-gap Superconductivity
	8.4 Effective Action of Multi-gap Superconductors
	8.5 Nambu-Goldstone and Leggett Modes
	8.5.1 Effective Action
	8.5.2 Nambu-Goldstone-Leggett Mode for Neutral Superconductors
	8.5.3 Plasma and Leggett Modes

	8.6 Higgs Mode
	8.6.1 Effective Action Near Tc
	8.6.2 Effective Action at Low Temperature

	8.7 Time-Reversal Symmetry Breaking
	8.8 Half-Quantum Flux Vortex and a Monopole
	8.9 Massless Nambu-Goldstone Modes
	8.10 Sine-Gordon Model
	8.10.1 (d+1)D Sine-Gordon Model
	8.10.2 Renormalization Group Equation

	8.11 Chiral Transition
	8.11.1 N-variable Sine-Gordon Model
	8.11.2 Chirality Transition

	8.12 SU(N) Sine-Gordon Model
	8.13 Summary
	References

	Author Index
	Index



