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Preface

During the 20 years of the International Conference on Business Information Systems,
it has grown to be a well-renowned event for the scientific community. Every year the
conference gathers international researchers for scientific discussions on the develop-
ment, implementation, and application of business information systems based on
innovative ideas and computational intelligence methods. The 20th edition of the BIS
conference was held in Poznań, Poland.

The BIS conference follows popular research trends, both in academic and business
domains. Therefore, the theme of BIS 2017 was “Big Data Analytics for Business and
Public Administration”. The increasing interest in Big Data has resulted in the trans-
formation of science, medicine, health care, engineering, business, finance, adminis-
tration, and even society. Big Data Analytics helps organizations process their data in
order to identify new opportunities. The results might make the business smarter by
enabling faster and better decision-making, more efficient operations, and higher
profits, and also lead to more satisfied customers by gauging their needs.

Big Data Analytics helps us to understand and enhance enterprises by linking many
fields of information technology and business. Moreover, governments are using Big
Data Analytics to gain new insights to change the accepted notions of public service,
improve quality of life, and set new patient-centric standards for health care. Thus, the
BIS 2017 conference continued the discussion on Big and Smart Data, that started in
the previous editions.

The first part of the BIS 2017 proceedings is dedicated to Big and Smart Data
research. This is followed by other research directions that were discussed during the
conference, including Business and Enterprise Modelling, ICT Project Management
and Process Management. Finally, the proceedings end with Smart Infrastructures as
well as Applications of the newest research trends in various domains.

The Program Committee consisted of 85 members who carefully evaluated all the
submitted papers. Based on their extensive reviews, a set of 24 papers were selected.

We would like to thank everyone who helped build an active community around the
BIS conference. First of all, we want to express our appreciation to the reviewers for
taking the time and effort necessary to provide insightful comments. We wish to thank
all the keynote speakers, who delivered enlightening and interesting speeches. Last but
not least, we would like to thank all authors who submitted their papers, as well as all
the participants of BIS 2017.

June 2017 Witold Abramowicz
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On Enriching User-Centered Data Integration
Schemas in Service Lakes

Hiba Alili1,2(B), Khalid Belhajjame1, Daniela Grigori1, Rim Drira2,
and Henda Hajjami Ben Ghezala2

1 Paris-Dauphine University, PSL Research University, CNRS, [UMR 7243],
LAMSADE, 75016 Paris, France

{hiba.alili,khalid.belhajjame,daniela.grigori}@dauphine.fr
2 National School of Computer Sciences, University of Manouba, RIADI,

2010 Manouba, Tunisia
{hiba.alili,rim.drira,henda.benghezala}@ensi-uma.tn

Abstract. In the Big Data era, companies are moving away from tradi-
tional data-warehouse solutions whereby expensive and time-consuming
ETL (Extract-Transform-Load) processes are used, towards data lakes,
which can be viewed as storage repositories holding a vast amount of
raw data. In this paper, we position ourselves in the recurrent context
where a user has a local dataset that is not sufficient for processing the
queries that are of interest to him. In this context, we show how the
data lake, or more specifically the service lake since we are focusing on
data providing services, can be leveraged to enrich the local dataset with
concepts that cater for the processing of user queries. Furthermore, we
present the algorithms we have developed for this purpose and showcase
the working of our solution using a study case.

Keywords: User-centric data integration · Data provisioning service
lakes · Schema enriching

1 Introduction

Big data platforms and analytic architectures have recently witnessed a wide
adoption by companies and businesses world-wide to transform their increas-
ingly growing data into actionable knowledge. In doing so, we observe a shift
in the way companies are managing their data. In particular, they are moving
away from traditional data-warehouse solutions [1] whereby expensive and time-
consuming ETL processes are used, towards data lakes [10]. A data lake is a
storage repository that holds a vast amount of raw data in its native format
until it is needed. Such data is usually accessed directly through the API of big
data platforms such as Hadoop and Spark, or through wrappers. We introduce
in this paper a new paradigm that we call data provisioning service lake, coined
by analogy to data lake, in which data can be accessed through data providing
(DP) services, also known as Data as a Service (DaaS) [11].

Specifically, we consider the scenario where a user (e.g., a company employee)
wishes to query a local dataset, which can be in any format, (e.g., a CSV file,
c© Springer International Publishing AG 2017
W. Abramowicz (Ed.): BIS 2017, LNBIP 288, pp. 3–15, 2017.
DOI: 10.1007/978-3-319-59336-4 1
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an XML document, a relational database or an RDF graph). These datasets
may contain information about prospective clients of companies. However, such
dataset may not be sufficient by itself to provide answers for all the user queries.
Often, local datasets need to be augmented and enriched with information com-
ing from external data sources. In such context, we propose a new data inte-
gration approach where missing information in user datasets is leveraged by
invoking DP services from the service lake. The retrieved information is inte-
grated seamlessly and transparently in the local dataset. To do so, we identify
in the following three main challenges that need to be addressed in our work:

1. How to enrich the local data source schema with new concepts that are
required to issue user’s data queries.

2. The new concepts that are used to enrich the local schema which we term
‘missing concepts’ need to be populated with data instances. These data
instances are retrieved by invoking data services. However, it raises the ques-
tion as to how the schema mappings specifying the correspondences between
the new concepts in the local schema and the data services can be defined.

3. The last challenge tackles the problem of processing user queries. Indeed,
users may have different needs as to the quality and the cost (both financial
and in terms of time) that they are willing to pay for their queries. Here we
recall that the data services that are provided by the service lake are hosted
by cloud providers. Such providers do not supply their services for free, and
provide data services with varying data qualities. This raises the question as
to how user queries can be processed taking into account their requirements
of the user in terms of quality and cost.

In this paper, we focus on the first of these challenges. Specifically, we show
how the schema of a local dataset can be enriched with new concepts given a
workload specifying the user queries.

The remainder of this paper is organized as follows. We introduce the overall
architecture of our solution in Sect. 2. Section 3 introduces a motivating scenario
and describes the data model that we adopt. We present in detail the two algo-
rithms that we have developed for the enrichment of local datasets in Sects. 4
and 5, and showcase how those algorithms operate using the motivating exam-
ple in Sect. 6. Finally, we analyze and compare related works, and conclude the
paper in Sect. 7.

2 User-Centric Data Integration in Service Lakes: Overall
Architecture

Motivated by the above challenges, our goal is to propose a complete solution to
leverage the missing information in user datasets in order to be able to answer
the queries s/he is interested in. To do so, we explore the possibility of acquiring
the missing information by invoking DP web services on the fly. In this section,
we present more details about our data integration approach, giving the main
steps required for answering a user’ data query.
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2.1 Data Provisioning Service Lakes

A data provisioning service lake is a storage repository of heterogeneous DP
web services providing access to timely and high-quality information. The data
returned by such services is retrieved from disparate web sources in its native
format and stored in the raw data, as-is. The main idea behind service lakes
is to take advantage of DP service capabilities in the lake while these services
make data from web sources available through encapsulated APIs and to give
minimal attention to creating schemas that define integration points between
disparate provided datasets. Accordingly, instead of placing the retrieved data
from different and heterogeneous web sources in a purpose-built data store, we
move it into the lake, so that it may be later analyzed and mapped to the user
data source schema. This facilitates and makes it possible to dynamically enrich
user data sources for full query-answering purposes while eliminating the upfront
costs and data ingestion.

2.2 Query-Answering Process

Figure 1 illustrates the overall process of our data integration approach.
Given a set of queries that are of interest to the user, and given a local dataset

that is provided by the user, our solution proceeds as follows:

– Step1 determines the missing information that is required to process user
queries but is not provided by the local dataset. This consists mainly on
browsing the schema of the local dataset and deduce the missing concepts
and/or relations.

Fig. 1. An overview of the integration process
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– Step 2 enriches the schema of the local dataset by defining missing elements
(concepts and/or attributes) determined in the previous step.

– Step 3 identifies the set of candidate data services in the lake that can be
used to populate the missing information.

– Step 4 reformulates the user’s query over the relevant services’ views and
selects the executable query plans satisfying user’s requirements in terms of
data quality and cost.

– Step 5 evaluates executable query plans, which involve the call of DP services
in the lake.

– Step 6 integrates the data obtained from web services into the local data
source.

In the following, we focus mainly on describing the two first steps of our inte-
gration approach.

3 Data Model

In this section, we provide an illustrating example to motivate the need for an
integration system where supplementary external data sources other than the
ones introduced by users may be dynamically and automatically leveraged and
the obtained data is seamlessly integrated with the introduced data sets. Let us
consider a data set containing the following relational tables, where underlined
attributes represent primary keys.

Relation schema
Person(personID, first name, last name, date of birth, country)
Author(authorID, name, university, email, domain)
Book(iD, title, author, topic)
Foreign Keys
Table Author: authorID references personID of Person
Table Book: author references authorID of Author

Consider now a user, who is familiar with the dataset introduced above, and
is interested in issuing a set of queries, introduced below, against such a schema.
Users pose their data queries using an SQL-like query language syntax where the
elements that are required by the queries but missing in the underlying dataset
schema are prefixed with a question mark ′?′.

Q1 : SELECT title, topic FROM Book.
Q2 : SELECT ?iSBN, title FROM Book WHERE topic = ′Webservices′.
Q3 : SELECT title, author, ?publisher FROM ?Publisher, Book WHERE

?Publisher .?name = Book.?publisher.



On Enriching User-Centered Data Integration Schemas in Service Lakes 7

While the execution of Q1 does not pose any problem, queries Q2 and Q3 can
not be entirely evaluated using the introduced database. The reason being that
this dataset does not provide all the necessary elements (i.e.,iSBN and publisher
do not exist in any of the user tables. Also the table Publisher is not represented
in the schema graph) for the evaluation of these queries, the missing information
can be retrieved from external data sources. This task involves the determination
of missing elements (i.e., concepts, attributes or relations) that needs to be used
to enrich the local schema of the user data source to enable the evaluation of
his/her queries.

Before proceeding to show how we do so, we start by introducing the data
model we adopt. We represent local data sources using a graph where concepts
are represented by nodes and relationships between different nodes are repre-
sented by directed edges. We adopt a graph-based model that can be used for
representing data sources that are stored using different data models, including
relational models, RDF, or even CSV. In this work, we distinguish between the
schema level and the data level.

Schema graph is a labeled directed graph GS= (V, E), depicting the schema of
the dataset, where V represents the different concepts, each one is characterized
by a name and a set of attributes, and E is a set of labeled edges representing rela-
tionships between the nodes in V. We use v.name and v.attributes to denote the
name and the attributes characterizing a node v ∈ V, respectively. Similarly, we
use e.label to denote the label of an edge e ∈ E. If we consider a relational data-
base, a node v ∈ V would represent a relational table and v.attributes refers
to the attributes of the relational table, while E represent referential integrity
constraints between different tables in the database.

Once enriched, some of the nodes in the schema would refer to miss-
ing concepts that are populated using data services. Similarly, attributes in
v.attributes represent the attributes that are associated with the concept.

Data graph is a directed graph GD= (V’, E’, fins) where V ′ is a set of vertices
representing the content (e.g., tuples in local data sources or the records retrieved
by data services) of the dataset having the schema described in GS and E′

represents the relationships between the vertices in V ′.

– Each node v′ ∈ V′ represents an instance of a node v ∈ V from GS. v′ is char-
acterized by a set of attribute-value pairs of the form <name, value>. The
names that appear in those attribute-value pairs refers to v.attributes.

– The edges E′ in the data graph GD are used to enforce the constraints defined
within the schema graph GS.

– fins(v′) is a function that given a node v′ from the data graph, returns the
node in the schema graph that represents the type of v′.

Continuing with the example dataset introduced above, Fig. 2 illustrates how
the relational schema can be represented using our data model, whereas, Fig. 3
depicts a fragment of the data graph obtained by instantiating the schema graph
in Fig. 2. Nodes B1 and B2 represent two different books: the first written by
both authors A1 and A2, and the second is written only by A3.
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Fig. 2. Example of a schema graph

Fig. 3. A fragment of the data graph associated to schema graph introduced in Fig. 2
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4 Identifying Missing Information

In our model, the user can query for data that is not yet in his local data source
and that will be later leveraged from web sources on the fly. The objective of
this step is to identify the missing data, more specifically the missing concepts
and associated attributes that are required by the user’s queries but that are
not provided by his data source.

Given a set of user queries QD = {Q1, ..., Qn} and the graph GS represent-
ing the schema of the user data source, the Algorithm 1 processes queries
one by one with respect to the order specified in the workload. We consider
in this work SPJ (select-project-join) queries, which we represent using the
triple (attributes, concepts, conditions) in order to improve readability. Such
triples specify respectively the set of attributes in the select clause of the query,
the set of concepts involved, and the set of conditions that appear in the where
clause of the query. The algorithm parses the queries and outputs the missing
concepts, MissConcepts, as well as the missing attributes, MissAttributes, char-
acterizing existing or new concepts. A missing concept is identified with a name:
MissConcepts = {c1, c2, ..., cn}. As we will discuss later on, it is not always
possible to identify with certainty which concept(s) a given attribute character-
ize. Because of this, we define a missing attribute by the triple (name, concepts,
certitude), where name is the name of the attribute, concepts represents the set
of concepts to which the attribute belongs, and certitude is a variable that takes
the value ‘Certain’ or ‘Uncertain’.

If a concept in the query is not represented by a node in the schema graph, the
algorithm checks if this latter was already defined as a missing concept previously
(line 7, Algorithm 1). If not, it defines it as a missing concept. If the concept
is represented in the schema graph, the algorithm proceeds by verifying the
existence of attributes related to it (lines 4–6, Algorithm1). A missing attribute
is an attribute that does not figure in the list of attributes defined within that
concept in the schema graph GS .

As mentioned earlier, it is not always possible to identify which concepts
a given attribute belongs to. This is particularly the case for join queries. For
this kind of queries, an attribute may characterize a subset of concepts that are
involved in the query. In order to determine the appropriate subset, we evaluate
the semantic relatedness score between a given attribute and each concept from
the entire set of concepts stated in the query, based on information retrieved from
external sources of knowledge. In our case, we make use of the lexical database
WordNet [4] and the commonsense knowledge base ConceptNet [8].

The relatedness score estimates the degree by which two words are seman-
tically related, which is a number between 0 and 1. We select those concepts
having a relatedness score with the attribute in question higher than 0.5. Note
that this reduces but does not eliminate the uncertainty about the selected con-
cepts. Because of this, our algorithm tags the missing attribute with an ‘uncer-
tain’ certitude label. Thus, our method has the merit of reducing the number of
concepts that needs to be examined by the user.
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Algorithm 1. Searching for missing information
Require: QD= Q1, Q2, ..., Qn is a data request, GS= (V,E) is a schema

graph
Ensure : MissElts= MissConcepts, MissAttributes, MissRelations

1 MissConcepts ← ∅, MissAttributes ← ∅, MissRelations ← ∅
2 foreach Qi in QD do
3 if Qi.concepts involves only one concept c then
4 if there is a node v ∈ V that corresponds to c then
5 foreach attribute att ∈ Qi.attributes that does not belong to

v.attributes do
6 add (att, c, ‘certain’) to MissAttributes

7 else if c was already defined in MissConcepts then
8 foreach attribute att ∈ Qi.attributes do
9 if (att, concepts, certitude) was defined in MissAttributes

such as c ∈ concepts and certitude=‘uncertain’ then
10 replace (att, concepts, uncertain) by (att, c, ‘certain’)
11 else if att was not defined in MissAttributes then
12 add (att, c, ‘certain’) to MissAttributes

13 else add c to MissConcepts and all attributes in Qi.attributes to
MissAttributes;

14 else foreach concept c ∈ Qi.concepts that does not have any
representative node v ∈ V do

15 add c to MissConcepts
16 foreach condition cond ∈ Qi.conditions do
17 get related attribute-concept pairs < att, c > in cond
18 foreach < att, c > such as (c is not missing from GS and att is

missing) or (c was defined as a missing concept however att was
not defined as a missing attribute related to c) do

19 add (att,c,‘certain’) to MissAttributes
20 foreach linked concepts c1 and c2 in cond that are not related in

GS by an edge e ∈ E do
21 define a new edge e= (c1, c2, att1) in MissRelations where c1

represents the outgoing node, c2 is the incoming node and
att1 is the label of this edge

22 foreach a in Qi.attributes that does not belong to any c. attributes
and was not defined as a missing attribute related to c such as c ∈
Qi.concepts do

23 concepts ← ∅
24 foreach c in Qi.concepts do
25 compute the relatedness score(“a”, “c”)
26 if c has a relatedness score higher than 0.5 then
27 add c to concepts

28 add(a, concepts, ‘uncertain’) to MissAttributes
29 ;
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Furthermore, the fact that we process a workload of queries may help reduce
the uncertainty. Though after a given query there may be uncertainty about the
membership of a given attribute to a given concept, another query may confirm
it. In such a case, we update the certainty tag of the attribute in question
from ‘uncertain’ to ‘certain’ (lines 8–9, Algorithm 1). Nevertheless, our system
always requires final confirmation from the user before proceeding to apply these
modifications on the data source schema. At this step, the user can make changes
if he is not entirely satisfied by the system’s proposition.

5 Enriching User-Specific Data Source

If the execution of Algorithm 1 leads to a non-empty set of missing elements,
the system must update the user data source at the schema level as well as at
the data instances level, as described in the following paragraphs.

Schema Level: Enriching the schema graph consists in adding new concepts and
attributes to those already defined in the source schema. Algorithm 2 creates
for each missing concept in MissConcepts a new node in GS and adds missing
attributes to the corresponding concepts listed in attribute.concepts (lines 1–5,
Algorithm 2). In the following, we differentiate missing elements in the graph by
the label ‘Missing’. The algorithm also defines new integrity constraints/semantic
relations between different nodes of the graph (lines 6–7, Algorithm 2).

Algorithm 2. Enriching Schema Graph
Require: GS = (V,E), MissElts= MissConcepts, MissAttributes,

MissRelations
Ensure : GS (the enriched Schema Graph)

1 foreach c ∈ MissConcepts do
2 add a new node named c with the label ‘M’ to V
3 foreach att ∈ MissAttributes do
4 foreach c ∈ attribute.concepts do
5 define a new attribute att additionally to initial attributes defined

within the concept c, having ‘String’ as a type and ‘Missing’ as a
state

6 foreach rel ∈ MissRelations do
7 add a new edge e to E outgoing from rel.OutNode, incoming to

rel.InNode and labeled with rel.label

Data Instances Level: Unlike schema enrichment which comes immediately after
the identification of missing concepts and attributes, data graph enrichment
can only be performed once data services are invoked and the missing data is
retrieved by them. That is why mapping generation between web service call
results and the concepts in the schema graph is addressed in later steps outside
the scope of this paper. In fact, the results returned by a data service call are
used to populate the concepts and associated attributes in the data graph of the
local data source.
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Once the system has finished the evaluation of all the queries in the workload
and enriched the local data source, it removes all ‘missing’ tags from the schema
graph, thereby preparing the environment for future user interrogations.

6 Case Study

Continuing with the relational database (cf. Figure 2) introduced in the moti-
vating scenario, we illustrate in this section how Algorithms 1 and 2 respectively
operate on a sequence of three queries: Q2, then Q3, and finally Q4. Q2 and Q3

are defined above in Sect. 3 and we will define Q4 below.
Q2 involves only the relational table ‘Book’, that we consider as a concept

in our model, in order to get titles and iSBNs of all books stored in the table.
Algorithm 1 first searches for iSBN in the list of attributes of ‘Book’. It does
not find it, therefore it defines it as a missing attribute (iSBN, Book, certain)
in MissAttributes. Then, it proceeds by processing the next query in the work-
load, Q3. Algorithm 1 first verifies the existence of all the concepts involved
in Q3 in the schema graph GS , concluding that Publisher is not represented
in GS . It also examines Q3.conditions to identify that an integrity constraint
between the relational tables ‘Book’ and ‘Publisher’ was not be represented in
the initial schema, and that the missing attribute ‘name’ must be added within
the concept ‘Publisher’, whereas ‘publisher’ should be defined additionally to
Book.attributes.

Now we apply Algorithm 1 to Q4:

Q4 : SELECT ?director, ?writers, ?starsFROM ?Movies

All requested information in Q4 is not represented in the database, be they
relational tables (‘Movies’) or attributes. As a consequence, Algorithm 1 defines
Movies as a missing concept, director, writers and stars as missing attributes.

In the second step, Algorithm 2 updates the schema graph by representing
missing elements defined earlier by Algorithm 1 in MissElts. As explained in
Sect. 5, the representation of missing concepts is done before the definition of
missing attributes. Therefore, two new nodes representing respectively the rela-
tional tables ‘Movies’ and ‘Publisher’ are added to the schema graph, labeled
with the character ‘M’ to denote that they basically represent missing concepts.
Then, iSBN and publisher are added to the set of attributes Table.attributes
and finally all of the attributes director, writers and stars are defined as miss-
ing attributes characterizing the concept ‘Movies’. Furthermore, the algorithm
creates a new integrity constraint ‘publisher’ between the relations ‘Book’ and
‘Publisher’.

All of these modifications are depicted in Fig. 4: nodes and relations in gray
represent respectively missing concepts and missing relations, and the attributes
with a gray background represent the missing attributes.

Consider a schema graph of n nodes, and a data query requesting m attributes
related to at most l concepts and under q conditions. Algorithm 1 runs in
O(m.l.n) time, while Algorithm 2 clearly runs in O(m.l) time.
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Fig. 4. An enrichment example of the schema graph introduced in Fig. 2

7 Related Works and Concluding Remarks

Our work has taken shape in the context of a rich and interesting literature
focused on data integration. Over the past decades, considerable academic and
commercial efforts have been made to deal with data integration, most of which
are being surveyed in [6,13] such as KARMA [12], TSIMMIS [5], MOMIS [3]
and SIMS [2]. Several integration systems are built on the notion of mediators,
instructing the system exactly how to retrieve elements from the source data
sources. This requires constructing a global schema on which global queries are
posed by users, however, if any new sources join the system, considerable effort
may be necessary to update the mediator. Other efforts as [2,7] construct a
general domain model (under an information manifold) that encompasses the
relevant parts of the data sources scheme where the description of different data
sources is done independently from the queries that are subsequently asked on
them. Then, the integration problem is shifted from how to build a single inte-
grated schema to map between the domain and the data source descriptions.

While these approaches reduce the user’s effort to perform data integration
tasks, users queries must be formulated over the mediated schema (either the
integrated schema or the domain model), therefore, users are required to pick up
complementary data sources to interrogate in order to get sufficient answers to
their queries. However, the interaction is not guaranteed to yield a non-empty
result set.

Our work differs from past integration systems in that we propose an active
data integration approach where queries are posed over the user data source
schema s/he is interested in. Furthermore, users can query information that
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does not exist in their datasets and it is apt to our system to enrich the initial
schema and leverage the missing information from External data sources.

ANGIE [9] is perhaps the closest work to ours in that it attempts to enrich
knowledge databases by leveraging the missing information from web sources. In
ANGIE, the enrichment of the knowledge base is done only at data instance level,
whereas, in our approach, it is also possible to enrich the schema of the data
source by defining new concepts and relations additionally to data instances.
The enrichment of the schema is applied automatically by the system without
user demand or human intervention.

The work presented in this paper tackles the enrichment of local data sources
with new concepts and attributes. In our ongoing work, we are devising new
techniques for mapping the (missing) elements in the schema of the local data
source with data services that are able to populate such concepts. We are also
examining new means for processing users queries taking into consideration the
quality of the data provided by the data services, and the cost (in terms of time
and financial cost) incurred by data service calls.
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Abstract. Advancements in low-cost and unobtrusive wearable computing
devices have prompted employers to begin providing their employees with
wearable technology as a part of corporate wellness programs. While the
adoption of wearable health-tracking systems might improve employees’ well-
being, the introduction of such systems in organizational settings might also
instigate certain tensions, in particular those between privacy and wellbeing, and
work and private life. This study was based on an analysis of these tensions;
following the design science research paradigm, design principles were derived
to minimize such strain.
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1 Introduction

The miniaturization of sensors and electronic circuits has played a key role in
advancing low-cost and unobtrusive personal health monitoring systems (PHMS).
These systems now feature a wide range of health-related services outside of a clinical
setting [1]. Such services emphasize the provision of self-care features to individuals at
any stage of the care cycle, enabling the prevention of sickness, early diagnosis of a
variety of ailments, and better management of chronic disease [2]. Most of the world’s
population spends at least one-third of their adult life at work [3]; thus, PHMS have the
potential to offer applications that are particularly useful in work environments. To help
improve employees’ overall health and control the cost of medical care, a growing
number of companies have committed to providing wearable devices that offer
employees various forms of psychosocial support [4–6]. In this study, the term digital
occupational health system (DOHS) is used to refer to digitized health monitoring
systems designed for use in work environments and distributed as a means of pro-
moting the health and wellbeing of the greater workforce. The technologies required to
enable DOHS goals can be grouped into three main categories: wearable and ambient
sensors for collecting physiological, movement, and environmental data; communi-
cations hardware and software for relaying data to a remote center; and data analysis
techniques for extracting relevant information [7, 8].

DOHS shows considerable promise for extracting meaningful information, pro-
viding managers with group performance metrics and employees with self-performance
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evaluations, offering health and wellbeing enhancement recommendations, and
implementing a greater level of security at work. Yet these systems also raise new
challenges. Trust could be the main obstacle for adopting such systems in the work-
place. Being monitored by wearable and ambient sensors may result in employees
fearing for their privacy. Employers’ inability to gain their employees’ trust regarding
their use intentions could hamper the overall level of acceptance [9, 10]. Thus, systems
such as these should provide technical and social means of ensuring that employees’
data are safe, and that there is no means of abusing the data produced by the system.
Another challenge in introducing and adopting such systems in daily work environ-
ments is a possible blurring of the boundary between work and private life, thereby
causing social tension. Even though the goal of these systems is to manage and reduce
psychosocial risk factors, related social strain could actually provoke stress in the work
environment. Work stress can cause employee burnout [11] and diminished organi-
zational commitment and performance [12], so this is a major risk that must be care-
fully considered.

In response to this novel context, this study argues that researchers should recon-
sider the social aspects of the design and implementation of these types of systems.
This research contributes to the literature on this topic by deriving design principles
that will help DOHS gain wider acceptance and lead to a greater level of added value
for employees. This work is organized as follows: Sect. 2 presents the methodology,
which includes the identification and evaluation of design principles from an infor-
mation systems design science research perspective. In Sect. 3, the construction of
DOHS design principles is presented. In Sect. 4, this study is concluded by outlining
the research and practice implications.

2 Methodology

In this study, following the design science research (DSR) approach [13–16] a set of
design principles are constructed. The DSR approach is based on a problem-solving
paradigm and aims to design purposeful artefacts (i.e., “design principles,” “techno-
logical rules,” and “patterns” “constructs,” “methods,” “models,” “instantiation,” and
“design theory”) [14, 17, 18]. Design principles have been defined as “design decisions
and design knowledge that are intended to be manifested or encapsulated in an artefact,
method, process or system” [19]. The validation and justification of principles, should
be grounded theoretically, internally, and empirically [20]. Theoretical grounding
involves the use of external theories and knowledge. Internal grounding is control of
internal cohesion and consistency of the design principles. Empirical grounding con-
sists of observations of its utilization and effects.

This study will follow the reference process proposed by Carlsson, Henningsson,
Hrastinski and Keller [21] for constructing DOHS design principles:

Identifying scope, problem situations and the desired outcomes. The first step,
within the process of deriving the design principles, is structuring the problem at
hand to identify a class of goals, which directs the process [22, 23].
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Reviewing extant theories and knowledge. Corresponding with the goal of the
principles, this activity is concerned with the identification of and refinement of
justificatory knowledge. This knowledge can be constitute the kernel theories
(theories from natural or social sciences) [24] or practitioner-in-use theories [25].
Proposing/refining design principles. During the process of deriving the design
principles, a transition from the kernel theories to the context of information sys-
tems (IS) design results in an increase in specialization (or concretization) of the
theories’ constructs [26]. Design principles provide a rationale by relating the
specialized independent variables (cause) to IS design requirements or goals
(effect).
Testing design principles. To test the effects of the proposed principles, an IS
artefact can be instantiated following the design principles, and then tested if the
instantiated IS artefact satisfies the requirements. To instantiate the design princi-
ples, design items need to be defined as the IS features, that are, a particular
instantiation of the specialized independent variable [27]. Design items are chosen
from a set of alternatives and are thus subject to reasoned preferences [27].

DSR evaluation can be performed either ex ante (before) or ex post (after) the
design of the IS artefact, as well as artificially or naturalistically [28]. Artificial eval-
uation is not limited to a specific technology solution in experimental settings, but
instead can include simulated settings where the technology solution (or its represen-
tation) can be studied under substantially artificial conditions. Naturalistic evaluation
explores the performance of a constructed solution technology in a real environment
(i.e., within the organization) [28]. In this study, an ex ante artificial evaluation is
conducted to test the effectiveness of design principles by potential end users. This
evaluation will potentially reduce cost by repairing technical issues before any actual
implementation of the design principles in DOHS.

3 DOHS Principles

3.1 Perception of Privacy Risk

Much of the value of the services offered by DOHS rests in the confidential and
personal data about the health, identity, and practices of employees. Therefore, the
possibility that this personal data might be used by the employer or a third party for
discriminatory purposes is a threat to employees’ privacy. Employees’ perceptions
regarding this risk could lessen their willingness to accept the technology [9, 10]. In
addition, organizations need to consider employee privacy when incorporating these
systems into the workplace because such integration could lead to legal issues.
Therefore, the concept of information privacy must be cautiously addressed when
specifying DOHS’s technical and organizational requirements. On the technical side,
designers should base their considerations on privacy-aware monitoring architecture
and the adaptation of established authentication techniques. On the organizational side,
decision makers must understand that a radical shift in the way employees think about
these systems is needed.
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The adoption of these systems is an incremental process of influencing individuals’
perceptions of risks to their privacy. Throughout this process, employees need to be
properly educated on what is and is not being monitored, what data are collected, and
how those data are secured. Correspondingly, beyond the technical requirements, this
research seeks to understand the effects of different functionalities and features that may
influence employees’ perceptions of privacy risk. Individuals’ decisions regarding their
privacy involve complex psychological processes wherein they engage with multiple
considerations [29]. Consequently, a variety of theories have been employed in the
effort to gain a deeper understanding of the factors that influence their perceptions [29].
Procedural fairness [30], social presence [31], and social response [32] theories are all
models that have been adopted to illustrate the impact of institutional factors on privacy
concerns. This study is grounded in these theories, and the design principles are for-
mulated to positively influence employees’ risk perception.

Procedural fairness, also known as procedural justice, refers to an individual’s
perception that a particular activity in which they are participating is conducted fairly
[30]. It has been argued that the following constructs facilitate fairness: informing the
individual about different activities of the interaction; seeking his or her consent to get
involved in the activity; and providing s/he the power [33]. In the context of DOHS
design the specialization (or concretization) of the procedural fairness theory results in
the following design principles and corresponding design items to apply the principle:

Design Principle: DOHS should feature social fairness (notice, consent, and control-
lability of the employees’ personal information) to reduce employees’ privacy-based
risk perception.

Design Item: Noticing the employee regarding their personal data collection, use,
dissemination, and maintenance.

Design Item: Seeking employees consent for the collection, use, dissemination, and
maintenance of employees’ data.

Design Item: Providing mechanisms which employees can control the access, cor-
rection, and redress regarding DOHS’s use of data.

Social presence theory proposes that the elevated level of social presence through
richer media increases trust and approval of the content communicated [34]. For the
case of privacy risk perception, people generally feel a stronger level of trust when they
engage in face-to-face or video-supported communication because it allows them to use
signs such as eye contact, body gestures, and facial expressions. Adapting this theory to
the context of DOHS, the relevant design principle and the applicable design items
would be the following:

Design Principle: Richer media should be used instead of text-based privacy state-
ments to reduce employees’ privacy-based risk perception.

Design Item: Using human embodiment (e.g., the supervisor) to announce the
privacy statement.

Design Item: Using a rich media (e.g., videos) to announce privacy policies in
addition to the text version of privacy statements.
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Finally, social response as another institutional factors adopted in information
privacy literature is about the tendency to disclose in response to a prior disclosure
which is known as the principle of reciprocity [35]. In order to achieve this reciprocity
for the case of DOHS, it is important for employers to openly communicate and share
how they are going to use the data for the benefit of employees – and not against them –

and regularly communicate the outcome of their DOHS use. The design principle and
the design items based on this theory would be the following:

Design Principle: DOHS should feature a medium that facilitates an open sharing and
communication of an organization’s approach to their use of DOHS, to reduce
employees’ privacy-based risk perception.

Design Item: Giving access to employees a demo of employers interface (dash-
board) to follow which aspect of employee’s health and his environment have been
monitored and how it has been used.

Design Item: Providing a list of actions that have been considered to be taken to
improve the employees’ wellbeing in the organization based on the data gathered by
DOHS.

3.2 Work/Life Integration

The integration of work and personal life through the use of DOHS could result in
conflict [37]. Electronic integration of the professional and personal is in contrast with
many individuals’ preference of keeping their public and private lives separate [38].
Findings of previous studies on employees’ concerns related to this issue indicate that
the use of these types of devices may also cause role conflict and work interruptions [39].

Role Conflict: By altering the scope of the activities undertaken in the work envi-
ronment, DOHS could make it difficult for employees to balance their public and
private roles; the result would be role stress, triggered by role overload and conflict
[36]. Role conflict has been defined as incompatibilities among the demands of the
employee’s work environment, such as contradictory expectations and inadequate
resources for performing tasks [37]. Adoption of DOHS could result in role conflict, in
which an employee must find a balance between conflicting work and leisure demands.
Using DOHS at work means that an employee would have to use worktime to take care
of their personal wellbeing, which is not usually defined as a work task. To prevent or
at least manage this conflict, DOHS would need to create a border between the
employee’s private (their responsibility for their own health and wellbeing) and pro-
fessional roles while at work [38]. Following the model of coping with role conflict
[39], this border could be created in two steps: structural and personal role redefinition.

Structural role redefinition can be accomplished through “communication with [the]
role sender and [by] negotiating a new set of expectations, which will be mutually agreed
upon” [39]. Within this step, organizations must define an acceptable time limit for
interactions with the system, which will serve as a temporal border [38] for DOHS use in
the work environment. Personal role redefinition can be achieved by changing one’s
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attitude towards role expectations, avoiding overlapping roles, or setting priorities
among and within those roles. It can also be achieved by blocking DOHS influences that
fall outside of an accepted temporal border and, at the same time, allowing a controlled
amount of flow for necessary interactions [38].

Design Principle: Organizations should define the temporal border for the use of
DOHS and limit the interaction to necessary interactions during work time.

Design Item: Noticing the employee about the limited time of interaction with system
(e.g. checking the dashboard and other dedicated wellbeing features on the system).

Design Item: Limiting the DOHS interaction with employees to necessary alerts out
of the accepted time span.

Work Interruption: While employees’ interactions with DOHS resulting from
intentional acquisition (for instance, by checking their performance on their personal
dashboard) will be limited, they can still receive information without actively looking
for it. Such passive interactions (alerts, recommendations, reminders, etc.) might
demand non-work activities (e.g., taking a break, drinking water, competing with
col-leagues, etc.), and thus could interrupt work-related tasks. Repeated interruptions
can be distracting, adding to the required level of related cognitive effort; this, in turn,
could lead to an almost automatic dismissal of most alerts, including those that are
safety-critical [40].

This study proposes certain DOHS design principle geared towards managing work
interruptions, following the “Interruption Evaluation Paradigm” applied in human/
computer interaction (HCI) [41]. The Interruption Evaluation Paradigm is an attempt at
managing interruptions based on the social or cognitive context of the person being
interrupted, as well as factors related to the content of the interruption. Only the most
severe warnings are allowed to be sent and, thus, interrupt work [42]. The cognitive
context includes all aspects of the receiver’s mental level of involvement in a task [42].
The social context includes all aspects of the receiver’s immediate environment, as
understood in a social sense; this would include the place the individual is in, the people
present within that place, and the social nature of the activity occurring [42]. The fol-
lowing design principle and design items are based on adapting this paradigm to DOHS
applications.

Design Principle: DOHS should support the prioritization and filtering of interactions
based on different levels of severity of the content (the relational context) and the
employee’s social and cognitive context, in order to reduce unnecessary interruptions.

Design Item: Filtering the low-severity alerts when employee is cognitively or
socially overloaded.

Design Item: Putting the user in control of managing interruptions (e.g. the format,
block the interaction in specific time, etc.).
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3.3 Validation: Testing the Design Principles’ Effectiveness

Data Collection
An ex ante artificial evaluation of principles can be performed by means of one par-
ticular instantiation. There are several prototyping techniques for instantiating a design
architecture. Prototypes are defined as the means of examining design problems and
evaluating solutions [43]. The right prototyping technique depends on what that
technique is meant to emphasize; they vary from high fidelity, “a finished looking (or
behaving) prototype,” to low fidelity, “such as storyboarding and paper-based proto-
typing.” Low fidelity prototyping techniques are considered to be most effective when
the goal is to describe what an artefact could do for a user, rather that how it would look
[43]. Therefore, a low fidelity prototype was most effective for this study, since the goal
was to assess how potential DOHS end users would examine the proposed design
items, rather than testing the technical features of the system.

In this study, storyboarding was adopted as a low fidelity prototyping technique, in
order to instantiate the design architecture proposed by the design items. Storyboarding
helped to direct the focus of the audience to the scenarios communicated, and kept
them from being distracted by technical and logistical details. In addition, the stories
stimulated their imagination and helped them to fill in missing details the designers did
not include. The focus of each story was the user, what they did and perceived, and
what the experience meant to them [44]. The storyboards provided a design space for
the narrative visualization of users’ interactions with this type of system, as well as the
critical contextual aspects over time [45]. Key elements of any storyboard are the
inclusion of people, their actions, and emotions, the depiction of time, inclusion of text,
and a level of detail [46].

In order to verify the effectiveness of the proposed principles, a survey study was
conducted using these storyboards. Each relevant design item from the principles was
presented as a scenario (see Fig. 1). The privacy risk perception storyboards were
administered first. Next, respondents were asked about the effectiveness of the story-
boards in presenting role conflict coping strategies. Finally, the work interruption
management storyboards were administered. For each, respondents were asked to rate
the effectiveness of the scenarios on a 1 to 5 scale (1 being the least effective, and 5
being the most).

Fig. 1. Social presence storyboard.
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Respondents were recruited through the researchers’ website and by e-mail,
resulting in a sample of 78 responses. The sample characteristics are summarized in
Table 1. Out of the total sample, 44.78% were female and 50% were male; 5.20% did
not indicate a gender. Half of the respondents ranged between 35 and 55 years of age.
The respondents were mainly employed in engineering (24.35%) or IT-related
(33.33%) positions. Most were regular office workers (44.78%) or low-level managers
(20.51%).

Results
In general, all of the storyboards were perceived as effective for intervening in privacy
risk, role conflict, and task interruption issues. On average, the respondents assessed the
effectiveness of all of the storyboards as moderately high (all were ranked above 3.40).
Among the three scenarios proposed to reduce employees’ apprehension of privacy
risk, procedural fairness (PF) received the highest ranking (with a mean of 3.98). Social
presence (SP) and social response (SR) were also perceived to be effective, and their
means were 3.42 and 3.55, respectively. The two proposed coping strategies for
managing role conflict received similar rankings to one another. On average, structural
redefinition (SR) was rated 3.37, and personal redefinition (PD) was ranked 3.40. With
regards to interruption management principles, automated interruption management
(AI) was rated lower (with a mean of 3.51) than manual interruption management (with
a mean of 3.89).

One way to assess the comparability of a multi-item survey is to assess whether
items that are supposed to measure the same construct correlate with one another. It
should be noted that correlations among principles designed to reduce employees’
apprehension associated with privacy risk were relatively high (all above 0.43). The

Table 1. Sample characteristics (n = 78)

Characteristics N % Characteristics N %

Gender Age
Under 25 4 5.12

Female 35 44.78 26 to 35 32 41
Male 39 50 36 to 45 29 37.17
NA 4 5.20 46 to 55 9 11.53
Job level Over 55 1 1.20

NA 3 3.84
Executive 3 2.84 Job function
Vice president 2 2.56 IT 26 33.33
Manager 11 14.10 Support services 6 7.69
Associate 2 2.56 Marketing/Sales 7 8.97
Team leader 16 20.51 Engineering 19 24.35
Team member 35 44.78 Finance 2 2.56
Intern 2 2.56 Administration 5 6.41
Other 5 6.41 Other 12 15.38
NA 2 2.56 NA 1 1.20
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correlation between SD and PD was also high (0.61). However, the correlation between
AI and MI was relatively low (0.31), due to somewhat different ways of approaching
interruption prevention. In an automated interruption management scenario, employees
are passively involved, while in manual interruption management, empowering
employees to control interruptions forces them to be actively involved. The mean
scores, standard deviations, extracted variances, and inter-item correlation estimates are
all summarized in Table 2.

4 Discussion and Conclusions

This study proposed a set of principles for the design of DOHS, following a DSR
paradigm. These design principles are expected to reduce privacy concerns and the
additional mental pressure caused by such systems that – if left unchecked – would
significantly diminish an employee’s willingness to use such devices while at work.
The effectiveness of these principles was tested by querying potential end users.

Grounded in kernel theory from social science, this study attempted to reduce
apprehension related to perceived risks to employees’ privacy, by using technical and
organizational features to embed more social responses, presence and fairness inter-
ventions in DOHS. To avoid role conflict, employers should commit not only to
providing the devices, but also to allocating an acceptable amount of time for
employees to interact with those devices. Systems designers should provide features for
limiting access to the devices outside the acceptable time window. However, even
though active interaction (e.g., checking the dashboard, playing games, and other
dedicated wellbeing features) can be limited, passive interaction (e.g., receiving alerts
and recommendations) should not. Such passive interactions, however, should not
interrupt employees’ work activities. Therefore, as evidenced by the Interruption
Evaluation Paradigm of HCI, there is a need for two different levels of interruption
management. One should feature an automated reduction of excessive alerts, based on
an analysis of the user’s context and the importance of the interruption. The other
should give the employee full power to manage and control interruptions, when
needed.

Table 2. Inter-item correlations, means, standard deviations and variances

SP SR PF SD PD AI MI Mean SD Variance

SP 1.00 3.42 1.01 1.03
SR 0.43 1.00 3.55 1.08 1.17
PF 0.53 0.47 1.00 3.98 1.01 1.03
SD 0.28 0.35 0.17 1.00 3.37 1.15 1.34
PD 0.29 0.42 0.30 0.61 1.00 3.40 1.12 1.26
AI 0.22 0.40 0.25 0.31 0.46 1.00 3.51 1.14 1.30
MI 0.22 0.30 0.34 0.33 0.49 0.31 1.00 3.89 0.98 0.96
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Being limited to a primarily conceptual level, the focus of this study is on the
theoretical underpinings of the design principles. Therefore, further research instanti-
ating these principles to actual DOHS implementations will need to be undertaken.
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Abstract. We present the method of estimating the quality of articles
in Russian Wikipedia that is based on counting the number of facts
in the article. For calculating the number of facts we use our logical-
linguistic model of fact extraction. Basic mathematical means of the
model are logical-algebraic equations of the finite predicates algebra. The
model allows extracting of simple and complex types of facts in Russian
sentences. We experimentally compare the effect of the density of these
types of facts on the quality of articles in Russian Wikipedia. Better
articles tend to have a higher density of facts.

Keywords: Russian Wikipedia · Article quality · Fact extraction · Log-
ical equations

1 Introduction

Nowadays, in order to make correct financially significant economic decisions, a
large amount of information and knowledge should be analyzed. Useful informa-
tion can be found both in specialized economic sources and in Web-resources of
general nature. In recent years Wikipedia has become one of the most important
sources of knowledge throughout the world. In the ranking of the most popular
websites this online encyclopedia with more than 44 million articles in almost
300 languages1 occupies the 5th place in the world. Many articles of this mul-
tilingual encyclopedia contain information about the various types of products,
e.g. cars, movies, video games, cell phones. Information in Wikipedia is also used
to automatically enrich various public databases (such as DBpedia).

Russian-language edition of Wikipedia is one of the major language versions
of the online encyclopedia. For instance, the largest language version, which

1 https://meta.wikimedia.org/wiki/List of Wikipedias.
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is English Wikipedia, contains five million articles, while Russian Wikipedia
contains one million articles.

The number of articles is continually rising, and authors of the articles may
not have an official confirmation of their expertise in a given domain. Sometimes
the authors are anonymous. Additionally, there is no process of obligatory expert
reviewing of the Wikipedia articles does not exist. All changes to the article
immediately are visible on the site. Therefore, in order to provide the computer
encyclopedia with qualitative information, which is reliable for making business
decisions, its articles’ quality must be evaluated.

Generally, the quality of the Wikipedia article is estimated manually in accor-
dance with the Wikipedia policies, guidelines and community rules in a particular
language version. Today, there exist techniques of automatic evaluation of the
quality of articles that are mostly based on using different quantitative charac-
teristics (article length, number of images, number of links and others). However,
qualitative characteristics are rarely used to evaluate the quality of the Wikipedia
articles. There are at least two reasons for that. First, text has relatively rich
semantics [1]. Second, qualitative grammatical and stylistic characteristics of the
text of the article depends on an article’s language [2,3].

We suggest to use qualitative characteristics of the density of simple and com-
plex facts to automatically estimate the quality of articles in Russian Wikipedia.
In order to identify a fact in a text, we developed the logical-linguistic model of
fact extraction from Russian sentences.

2 Related Work

Nowadays, there exist quite a lot of the approaches to measuring the quality of
textual information [4–6]. Among other things in scientific works, various meth-
ods for automatic distinguishing of high-quality Wikipedia articles are written.
Most of them use various quantitative features of the article as independent
variables and the article quality class as a dependent one. Usually, the quality
of Web content is assessed with such metrics as objectivity [7], content matu-
rity and readability [8]. At the same time, current approaches to the automatic
assessment of documentation quality are mostly based on statistical models or
on some formalisation of grammar. For instance, Blumenstock [9] proposes to
use word count as a simple metric for capturing quality indicator of Wikipedia
articles, Lipka and Stein [2] exploit an article’s character trigram distribution for
the automatic assessment of information quality. Online service WikiRank2 used
different quantitative parameters of articles (text length, the number of images,
references etc.) to calculate the so-called relative quality of the same article in
various language versions of Wikipedia.

However, it is obvious that quality of texts may depend not only on gram-
matical features of a document but also on its semantic characteristics [10]. The
reason is that text informativeness mostly depends directly on semantics. Most

2 http://wikirank.net.

http://wikirank.net
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applications that use semantic characteristics to assess the quality of textual
documents are based on knowledge from ontologies such as WordNet [11]. In
this approach, it is necessary to have explicitly expressed relationships such as
meronymy and hypernymy between entities in the text. In [12,13], it is proposed
to use the number of facts and the factual density as features to identify high
quality articles in English Wikipedia. Lex et al. consider the fact in the form
of a triplet with two entities and a relationship between them. Authors used
the ReVerb Open Information Extraction framework to extract facts from the
articles in English Wikipedia [14].

Today there exist a lot of different techniques for information extraction
and, in particular, for facts extraction. The most of them are domain-specific or
focus on a small number of relations in specific preselected domains [14]. More
advanced Information Extraction systems use a domain-independent architec-
ture and sentence analyzer. Nevertheless these systems demand either a large
hand-tagged corpus to create a training set or knowledge from ontologies such
as WordNet [15]. Anyway, every modern facts extraction system depends on the
language of texts which are analyzed and the vast majority of these systems is
focused on English, Spanish and German [3,16].

In our study we consider densities of simple and complex facts as features to
measure the quality of articles in Russian Wikipedia. In order to extract facts
from Russian texts we propose to use the built logical-linguistic model.

3 Formal Model of Fact Extraction

In order to build a model we use logical-algebraic equations of the finite predi-
cates algebra (FPA) [17], which can describe any finite and determined relations.
These mathematical tools of the FPA have been successfully used for building
different Artificial Intelligence and natural language models [18]. Basic predicates
of the FPA are the predicates of recognition of the element a by the variable xi:

xi
a =

{
1, if xi = a

0, if xi �= a
(1 ≤ i ≤ n), (1)

where a is any of the elements of universe U . In our model, the universe U con-
tains various elements of the language system: lexemes, morphemes, sentences,
grammatical and semantic features of Russian words etc. We then introduce
to the universe the subsets of grammatical and semantic features of words in
Russian sentences M = {X,Y,Z}, where X is the finite subset of the charac-
teristic of animacy, Y is the finite subset of semantic features of nouns and Z is
the finite subset of morphological features that describe the grammatical cases
of Russian nouns.

Let us write the grammatical cases of Russian nouns per the predicates of
recognition of the element (1)

P (z) = znom ∨ zgen ∨ zdat ∨ zacc ∨ zinc ∨ zloc, (2)
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where nom, gen, dat, acc, ins, loc are nominative, genitive, dative, accusative,
instrumental and prepositional cases of Russian nouns respectively. Similarly, we
can write semantic features of the nouns that represent the participants of the
sentences:

P (x) = zanim ∨ zinan, (3)

P (y) = ydevice ∨yhum ∨ytool ∨ypc:hue ∨yspacee ∨ytime:moment ∨ytime:period ∨ys:loc ∨yothers,
(4)

where P (x) is predicate that describes the feature of animacy of the noun (index
anim means animate, index inan means inanimate); P (y) is predicate that
describes others particular semantic feature of the noun (device, tool, space,
time : moment, time : period, index hum means belonging to the semantic class
“person”, index pc : hum means belonging to the semantic class “part of the
body” and index s : loc means belonging to the semantic class “destination”).
Such choice of semantic categories is motivated by the necessity of the correct
and complete description of the seven considered semantic roles. The labelling
corresponds to semantic labelling in Russian National corpus.

Let us introduce the system of the predicates Pk(x, y, z) over Cartesian prod-
ucts P (x) × P (y) × P (z):

Pk(x, y, z) = γk(x, y, z) ∧ P (x) ∧ P (y) ∧ P (z), (5)

where the predicates γk(x, y, z), k ∈ [1, h] represent a complete set of semantic
roles of the sentence participants of the facts that we consider, where h is the
number of semantic roles of the facts in our model. We base on the assumption
of Fillmore [19] that there is an action and participants of the action at the
semantic level of a sentence. These are represented by a verb and nouns at the
grammar level respectively. Every participant plays certain semantic role (a.k.a.
deep case) in the action.

The predicate γk(x, y, z) holds if the specific grammatical and semantic fea-
tures of the noun in a Russian sentence define the specific semantic role of the
sentence participant and the predicate is false otherwise. Therefore, the predicate
excludes morphological and semantic features of the noun that are not inherent
in the specific semantic role.

In our study, we consider the simple and the complex types of facts. The
simple fact consists of the Subject and the Predicate3. In grammar, the simple
fact is represented by the smallest grammatical clause. A typical clause is a
group of words that includes a verb (or a verb phrase) and a noun (or a noun
phrase) [20]. The complex fact apart from the Subject and the Predicate consists
of the Object or others participants of an action. In grammar, the complex fact
is represented by a sentence with a verb (or a verb phrase) and a few nouns or
noun phrases.
3 We use ‘Subject’, ‘Object’ and ‘Predicate’ with the first upper-case letters to denote

the element of a fact triplet Subject -> Predicate -> Object.
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We define the semantic role of the Subject of a fact via the predicate γ1:

γ1(x, y, z) = xanimznom ∨ xinanznom(ydevice ∨ ytool ∨ ypc:hue). (6)

The predicate γ1(x, y, z) shows grammatical and semantic features of a noun
in Russian sentence that denotes the Subject of a fact. We also explicitly distin-
guish the semantic role of Object of a fact via the predicate γ2:

γ2(x, y, z) = zacc(xinan ∨ xanim) (7)

We also explicitly distinguish the semantic roles of other parts related to the
fact via a set of the predicates {γ3, ..., γ7}. Grammatical and semantic charac-
teristics of the beneficiary of an action is defined by the following predicate:

γ3(x, y, z) = zdatyhumxanim (8)

The predicate γ4 denotes semantic and grammatical features of the action
tool or the action reason:

γ4(x, y, z) = zinsxinan(ytool ∨ ypc:hum ∨ ydevice) (9)

We distinguish the attributes of location, time and destination of the action
via the predicates γ5, γ6,γ7 respectively:

γ5(x, y, z) = zlocxinan(yspace ∨ ys:loc) (10)

γ6(x, y, z) = xinan(zaccytime:moment ∨ zlocytime:period) (11)

γ7(x, y, z) = zaccxinanyspace (12)

Based on the above predicates, we can define the simple fact and the complex
fact as follows.

Definition 1. The simple fact in a Russian sentence is the smallest grammatical
clause that includes a verb and a noun, where the semantic and grammatical
features of the noun have to denote the Subject of the fact according to the
Eq. (6).

Definition 2. The complex fact in Russian texts is a grammatical sentence that
includes a verb and a few nouns. Among these nouns, one has to play the seman-
tic role of the Subject (6), semantic and grammatical characteristics of the other
nouns have to satisfy one or more Eqs. (7–12).

Using some definitions from the recent works on measuring the quality of
Web content [12,13] we can also denote density of simple and complex facts in
the Russian Wikipedia article.

Definition 3. The density of simple facts in the Russian Wikipedia article is
defined as the number of simple facts divided by the number of words in the
article.
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Definition 4. The density of complex facts in the Russian Wikipedia article is
defined as the number of complex facts divided by the number of words in the
article.

4 Experiments and Results

Our dataset includes about 31,000 present articles (December 2016) from the
most popular domains from Russian Wikipedia. Table 1 shows the distributions
of the analyzed articles according to domains of Russian Wikipedia. There is
no generally accepted standard classification of articles quality in Wikipedia
community. The classification schemes vary in language versions. For instance,
Belarus version uses three quality classes, whereas German one uses only two
classes. In Russian Wikipedia, there are seven quality classes that can show the
“maturity” of an article. They are (in decreasing order): Featured, Good, Solid,
Full, Developed, Developing and Stub.

Table 1. The distributions of the analyzed articles according to domains of Russian
Wikipedia.

Domain All articles NeedsWork articles GoodEnough articles

Stub Developing Developed Full Solid Good Featured

Adm. division 28691 811 289 40 9 10 6 1

Album 14039 5153 760 212 46 75 109 35

Company 9343 318 385 100 18 15 14 3

Film 25148 92 157 53 8 73 46 27

Filmmaker 23155 468 251 66 11 42 34 4

Football player 28905 330 486 36 9 37 58 12

Human settlement 183411 1407 2153 135 24 22 22 7

Military person 32728 564 1237 298 48 412 55 6

Musician 19313 381 416 82 16 32 34 14

Officeholder 35969 1650 844 283 101 416 159 44

Person 40829 874 898 310 60 230 81 27

River 31008 166 103 22 6 19 7 2

Scientist 32327 1363 3337 421 46 176 74 40

Writer 16158 281 494 196 32 31 31 23

According to previous studies [12,21,22], we distinguish two groups to eval-
uate the quality of the Russian Wikipedia articles. The first group includes
Featured, Good, Solid classes and it is called GoodEnough group articles.
The second group includes Full, Developed, Developing and Stub classes and is
referred to as NeedsWork group. We consider that the articles in the first group
are of higher quality than the articles in the other group. The main reason for
such conclusion is the following. To receive any estimates from the first group
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of estimates, the article must be subjected to a complex procedure involving
discussion and voting of the users of Wikipedia.

Using the capabilities of API Wikipedia we have created two corpora of plain
articles texts of selected domains. The first corpus contains articles from Russian
Wikipedia that are assigned to Featured, Good, Solid categories. The second cor-
pus contains articles from Russian Wikipedia that are assigned to Full, Devel-
oped, Developing and Stub categories.

Before the application of our model of fact extraction, we apply the pymor-
phy24, the library for morphological analysis of the Russian language. Our algo-
rithm uses the OpenCorpora dictionary5.

In order to estimate the quality of articles in Russian Wikipedia based on
our logical-linguistic model of fact extraction, we focus on two approaches. In
the first approach, we determine the average densities of simple and complex
facts in each category of each domain of our corpora.

The second approach is based on the hypothesis that subjectivity in an article
has a large impact on the quality of Wikipedia text. For instance, according to
a widely accepted standard that all editors English Wikipedia should normally
follow, all content on Wikipedia must be written from a neutral point of view.

In the second approach, before we determine the average densities we
excluded facts that may comprise some subjective assessment of the authors.
In order to solve this problem, we have created the set of Russian verbs V that
have certain semantic component of subjectivity. The set includes 120 speech
verbs (such as tell, recall, dictate and others), 154 feelings verbs and 103 emo-
tions verbs (such as wish, rejoice, worry and others). We designate these verbs
as the mental verbs. If a simple or a complex fact includes Predicate that is
represented by a verb from the set V , we exclude the fact from the number of
facts in a calculation of density of facts. As a result of this procedure the number
of simple facts was decreased by 7.37% and the number of complex facts was
decreased by 6.86% in GoodEnough articles group. The number of simple facts
was decreased by 10.5%, the number of complex facts was decreased by 9.46% in
NeedsWork articles group. This supports our hypothesis that the higher quality
Wikipedia articles the less subjective they are. The results of these studies are
shown in the Table 2.

Table 2 shows the dependence of the simple facts density and complex facts
density from quality categories and domains of the articles. The table compares
the results of the first and the second approaches. The table compares the results
of two approaches. In the first approach, we calculate the average of densities
of simple and complex facts in each category of each domain of our corpora. In
the second approach, we carry out similar calculations, excluding facts with the
so-called mental verbs.

Table 3 shows mean, standard deviation and median of simple and complex
facts density in the articles of two corpora. Figure 1 shows four curves for the
densities of simple and complex facts in different domains of two our corpora. The

4 https://pymorphy2.readthedocs.io.
5 http://opencorpora.org.

https://pymorphy2.readthedocs.io
http://opencorpora.org
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Table 2. Simple and complex facts density in Russian articles Wikipedia corpora
(DSF - density of simple facts, DCF - density of complex facts)

Domain With mental verbs Without mental verbs

GoodEnough NeedsWork GoodEnough NeedsWork

DSF DCF DSF DCF DSF DCF DSF DCF

Administrative division 0.043 0.041 0.040 0.034 0.041 0.039 0.040 0.033

Album 0.046 0.041 0.021 0.019 0.040 0.036 0.019 0.018

Company 0.040 0.038 0.033 0.031 0.038 0.036 0.032 0.030

Film 0.051 0.045 0.039 0.036 0.044 0.040 0.035 0.032

Filmmaker 0.046 0.043 0.022 0.021 0.042 0.040 0.021 0.020

Football player 0.051 0.048 0.038 0.036 0.048 0.045 0.037 0.035

Human settlement 0.043 0.040 0.033 0.031 0.041 0.038 0.031 0.029

Military person 0.033 0.031 0.028 0.027 0.032 0.030 0.027 0.026

Musician 0.043 0.039 0.028 0.026 0.038 0.035 0.026 0.025

Officeholder 0.043 0.040 0.031 0.029 0.039 0.036 0.029 0.028

Person 0.043 0.040 0.031 0.029 0.039 0.036 0.029 0.027

River 0.044 0.041 0.038 0.035 0.041 0.039 0.036 0.033

Scientist 0.030 0.028 0.024 0.023 0.027 0.026 0.022 0.021

Writer 0.039 0.036 0.029 0.027 0.035 0.032 0.027 0.025

Table 3. Mean, standard deviation and median (DSF - density of simple facts, DCF -
density of complex facts)

Parameter With mental verbs Without mental verbs

GoodEnough NeedsWork GoodEnough NeedsWork

DSF DCF DSF DCF DSF DCF DSF DCF

Mean 0.041 0.037 0.028 0.026 0.037 0.034 0.026 0.025

Median 0.042 0.038 0.027 0.026 0.038 0.035 0.025 0.024

Std. deviation 0.012 0.010 0.016 0.015 0.010 0.009 0.016 0.014

plain lines represent the densities of simple and complex facts in the GoodEnough
group for higher quality articles. The dotted lines represent the densities of
simple and complex facts in the NeedsWork group of articles.

We found that the densities of simple and complex facts in higher quality
articles corpus are higher than the similar densities in the lower quality articles
corpus for all domains. From this observation, we conclude that the densities
of simple and complex facts, along with the article length, can be a good fea-
ture to separate higher quality articles of Russian Wikipedia from lower quality
ones. Besides, data in Table 3 shows that standard deviations of complex facts
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Fig. 1. Densities of simple and complex facts in different domains of the GoodEnough
and NeedsWork groups of articles.

distributions are less than standard deviations of simple facts distributions for
all groups of articles. It means that values of densities for complex facts are
closer to means than for simple facts. It should be noted also that the densities
of simple and complex facts depend on a particular domain, though the ratio of
the densities of simple and complex facts in the two corpora is retained.

Additionally, we can see that the density of complex facts is a more discrim-
inative feature than the density of simple facts for distinction of higher quality
articles of Russian Wikipedia.

Figures 2, 3, 4 and 5 show the distributions of the articles of both corpora
according to the densities of simple and complex facts. Figure 2 represents the
distribution of the articles of two groups according to the density of simple facts
including mental verbs. Figure 3 represents the similar distribution according to
the density of complex facts including mental verbs. Analogously, Figs. 4 and 5
show the distributions of the articles of both corpora according to the densities
of simple and and complex facts respectively, excluding the mental verbs. The
separation of distributions calculated with the so-called mental verbs and the
one without mental verbs helps in understanding the impact of neutral point of
view on quality of the article.

Since the numbers of articles in GoodEnough and NeedsWork groups are
different, we normalise them by representing the article rate in the respective
corpus. We can see that the articles from GoodEnough corpus have relatively
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Fig. 2. Distributions articles of GoodEnough and NeedsWork groups according to the
density of simple facts including mental verbs.

Fig. 3. Distributions articles of GoodEnough and NeedsWork groups according to the
density of complex facts including mental verbs.

Fig. 4. Distributions of articles of GoodEnough and NeedsWork groups according to
the density of simple facts excluding the mental verbs.
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Fig. 5. Distributions of articles of GoodEnough and NeedsWork groups according to
the density of complex facts excluding the mental verbs.

higher densities of simple and complex facts than the articles from NeeedWork
corpus. Additionally, we found that the distribution of the articles according
to the density of complex facts (Figs. 3 and 5) is more demonstrative than the
distribution of the articles according to the density of simple facts (Figs. 2 and 4).

5 Conclusions and Directions for Future Work

In this paper we leveraged the semantic categories of the densities of simple
and complex facts to determine the quality of Wikipedia articles. In order to
calculate number of simple and complex facts we proposed to use our logical-
linguistic model of fact extraction from Russian texts.

The performed experiment showed that density of simple facts and density of
complex facts, which were selected as a result of the model application, indeed
characterise the quality level of articles in Russian Wikipedia. Additionally, elim-
ination of facts with the so-called mental verbs allowed us to better distinguish
the quality of articles, as the reduction rate of density of facts was higher in arti-
cles of lower quality. However, the influence of the facts whose Predicates have a
flavour of subjectivity on the quality of Wikipedia articles requires further study.

The results of the paper can increase precision of the quality classification
of articles in Russian Wikipedia. The obtained features, along with others, can
be used in supervised learning algorithms that have shown their effectiveness
in other studies related to the automatic evaluation of the Wikipedia articles
quality. One should note that regarding distinction of higher quality articles of
Russian Wikipedia, the density of complex facts is a more discriminative feature
than the density of simple facts. Furthermore, the density of facts (complex or
simple) excluding the mental verbs is a more discriminative feature than the
density of facts (complex or simple) including the mental verbs.

We suggest that trends and dependencies between qualitative characteristics
of the density of simple and complex facts and the quality of Wikipedia arti-



Estimating the Quality of Articles in Russian Wikipedia 39

cles also cover other languages. However, we should develop the specific logical-
linguistic model of fact extraction for every language [3].

Additionally, in our logical-linguistic model, we consider grammatical and
semantic features of words in Russian sentences. However, consideration of the
semantic characteristics in the conducted experimental research is limited. This
is due to using the pymorphy2 library, which uses a limited number of tags.
In the future, we aim to consider influence of all semantic features of Russian
words on the result of the implementation of the logical-linguistic model of fact
extraction in more details.
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Abstract. Process discovery techniques have successfully been applied
in a range of domains to automatically discover process models from
event data. Unfortunately existing discovery techniques only discover a
behavioral perspective of processes, where the data perspective is often
as a second-class citizen. Besides, these discovery techniques fail to deal
with object-centric data with many-to-many relationships. Therefore, in
this paper, we aim to discover a novel modeling language which combines
data models with declarative models, and the resulting object-centric
behavioral constraint model is able to describe processes involving inter-
acting instances and complex data dependencies. Moreover we propose
an algorithm to discover such models.

Keywords: Process mining · Object-centric modeling · Process discov-
ery · Cardinality constraints

1 Introduction

Process discovery is one of the most challenging process mining tasks. However,
state of the art techniques can already deal with situations where each process
instance is recorded as a case with ordered events and each event is related
to exactly one case by a case identifier [1]. Examples of algorithms that con-
sider process instances to derive models include the Inductive Miner, ILP Miner,
Heuristic Miner and Declare Miner, distributed as ProM plugins.1 All examples
extract models from behavior-centric logs (e.g., XES logs). Moreover, there are
already over 20 commercial software products supporting process mining (e.g.,
Disco, Celonis, ProcessGold, QPR, etc.).

However, when it comes to data-centric/object-centric processes supported
by CRM and ERP systems, most of the existing discovery techniques fail. Such
systems have one-to-many and many-to-many relationships between data objects
that makes it impossible to identify a unique process instance notion to group
traces. If we enforce such a grouping anyway, it leads to convergence and diver-
gence problems. Besides, the discovered models using existing approaches are

1 http://www.processmining.org/prom/start.
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often based on business process modeling languages such as Petri nets, BPMN
diagrams, Workflow nets, EPCs, and UML activity diagrams. They typically
consider process instances in isolation, ignoring interactions in between. More-
over, they cannot model the data perspective in a precise manner. Data objects
can be modeled, but the more powerful constructs (e.g., cardinality constraints)
used in Entity-Relationship (ER) models [5], UML class models [9] and Object-
Role Models (ORM) [10] cannot be reflected at all in today’s process models.
As a result, data and control-flow need to be described in separate diagrams.

Numerous approaches in literature tried to solve the problems mentioned
above. Various techniques of colored Petri nets, i.e., Petri nets where tokens
have a value, are employed to add data to process models [7,8,13,14,23]. These
approaches do not support explicit data modeling, i.e., there is no data model
to relate entities and activities. The earliest approaches that explicitly related
process models and data models were proposed in the 1990s [11,22]. One example
is the approach by Kees van Hee [11] who combined Petri nets, a specification,
and a binary data model. Other approaches such as data-aware process min-
ing discovery techniques [17,21] extend the control-flow perspective with the
data perspective. They discover the control-flow perspective of processes, using
one of the process discovery techniques available today (e.g., inductive min-
ing techniques), and then the data perspective (e.g., read and write operations,
decision points and transition guards) using standard data mining techniques.
These techniques mainly focus on control-flow perspective, considering the data
perspective as a second-class citizen. Artifact-centric approaches [6,12,15,18]
(including the work on proclets [2]) attempt to describe business processes in
terms of so-called business artifacts. Artifacts have data and lifecycles attached
to them, thus relating both perspectives. There are a few approaches to discover
artifact-centric models from data-centric processes [16,19,20]. However, these
force users to specify artifacts as well as a single instance notion within each
artifact, and tend to result in complex specifications that are not fully graphical
and distribute the different instance types over multiple diagrams.

This paper uses a novel modeling language, named Object-Centric Behav-
ioral Constraint (OCBC), that combines declarative language (Declare [4]), and
data/object modeling techniques (ER, UML, or ORM) [3]. Cardinality con-
strains are used as a unifying mechanism to tackle data and behavioral depen-
dencies, as well as their interplay. Besides motivating that the novel language is
useful for modeling data-centric processes, we also propose an algorithm for dis-
covering OCBC models from event data lacking a clear process instance notion.
By doing this, we demonstrate that this novel modeling language has potential
to be used as an alternative to mainstream languages for all kinds of process
mining applications.

The remainder is organized as follows. Section 2 presents a process to intro-
duce OCBC models. Section 3 illustrates the ingredients of OCBC models. Our
discovery algorithm is proposed in Sect. 4. Section 5 shows some experimental
results showing the validity of our approach and implementation and Sect. 6
concludes the paper.
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2 Motivation Example

In this section, the Order To Cash (OTC) process, which is the most typical
business process supported by an ERP system, is employed to illustrate OCBC
models. The OTC process has many variants and our example is based on the
scenario in Dolibarr.2

Figure 1 shows an OCBC model which describes the OTC process in Dolibarr.
The top part shows behavioral constraints. These describe the ordering of activ-
ities (create order, create invoice, create payment, and create shipment). The
bottom part describes the structuring of objects relevant for the process, which
can be read as if it was a UML class diagram (with six object classes order, order
line, invoice, payment, shipment, and customer). Note that an order has at least
one order line, each order line corresponds to precisely one shipment, each order
refers to one or more invoices, each invoice refers to one or more payments, each
order, shipment or invoice refers to one customer, etc. The middle part relates
activities, constraints, and classes.

The notation will be explained in more detail later. However, to introduce the
main concepts, we first informally describe the 9 constructs highlighted in Fig. 1.
Construct 3 indicates a one-to-one correspondence between order objects and
create order events. If an object is added to the class order, the correspond-
ing activity needs to be executed and vice versa. 1 , 2 and 5 also represent
the one-to-one correspondence. 4 shows a one-to-many relation between create
order events and order line objects. 6 expresses that each create invoice event
is followed by one or more corresponding create payment events and each cre-
ate payment activity is preceded by one or more corresponding create invoice
events. A similar constraint is expressed by 7 . 8 demands that each create
order event is followed by at least one corresponding create shipment event.

create 
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order lineorder

1

create 
order

create 
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customer

1

1
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6 77
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Fig. 1. A small Object-Centric Behavioral Constraint (OCBC) model.

2 Dolibarr ERP/CRM is an open source (webpage-based) software package for small
and medium companies (www.dolibarr.org). It supports sales, orders, procurement,
shipping, payments, contracts, project management, etc.

www.dolibarr.org
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9 denotes that each create shipment event is preceded by precisely one corre-
sponding create order event. Note that one payment can cover multiple invoices
and multiple payments can be executed for a particular invoice (i.e., one pay-
ment only covers a part of the invoice). Obviously, this process has one-to-many
and many-to-many relations, and it is impossible to identify a single case notion.

The process described in Fig. 1 cannot be modeled using conventional nota-
tions (e.g., BPMN) because (a) four different types of instances are intertwined
and (b) constraints in the class model influence the allowed behavior. Moreover,
the OCBC model provides a full specification of the allowed behavior in a single
diagram, so that no further coding or annotation is needed.

3 Object-Centric Behavioral Constraint (OCBC)
Modeling Language

After introducing OCBC models based on a typical real-life process, we describe
the data perspective and the behavioral perspective, and show how OCBC mod-
els relate both perspectives. See [3] for the formal definition of the OCBC lan-
guage.

3.1 Modeling Data Cardinality Constraints

In this paper, the term “object” is different from it used in other fields, such as
software engineering. In general, objects are data elements generated and used
by information systems. These are grouped in classes and have some attributes.
For example, a record in the “order” table can be considered as an object of
class “order”. Each value (e.g., a customer name “Mary”) in the record can be
considered as an attribute of the object.

Cardinalities indicates non-empty sets of integers, i.e., “1..∗” denotes the
set of positive integers {1, 2, ...}. Objects may be related and cardinality con-
straints help to structure dependencies. As shown in Fig. 2(a), we use a subset of
mainstream notations to specify a class model with temporal annotations such as
“eventually” cardinalities (indicated by ♦) and “always” cardinalities (indicated
by �).3

A class model contains a set of object classes (OC ) and a set of relationship
types (RT ). Relationship types are directed (starting from source classes and
pointing to target classes) and each one defines two cardinality constraints: one
on its source side (close to the source class) and one on its target side (close to
the target class).4

The class model depicted in Fig. 2(a) has three object classes, i.e., OC =
{a, b, c} and two relationship types, i.e., RT = {r1 , r2}. r1 points to b from

3 � indicates the constraint should hold at any point in time and ♦ indicates the
constraint should hold from some point onwards.

4 For the sake of brevity, we omit redundant cardinalities in the graph. For instance,
“�1” implies “♦1” and therefore “♦1” can be removed in this case.
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Fig. 2. Example of a class model and corresponding object model.

a, which indicates a is the source class, b is the target class, and a and b are
related through r1. The annotation “�1..∗” on the target side of r1 indicates
that for each object in a, there is always at least one corresponding object
in b. “♦1” on the source side of r2 indicates that for each object in b, there
is eventually precisely one corresponding object in c. A class model defines a
“space” of possible object models, i.e., concrete collections of objects and relations
instantiating the class model.

An object model includes a set of objects (Obj ) and a set of object relations
(Rel). More precisely, an object relation can be viewed as a tuple consisting
of a class relationship type, a source object and a target object. For instance,
(r1, a1, b1) is an object relation, with r1 as its name, a1 as the source object, b1
as the target object, and a1 and b1 are related through r1. Note that each object
has a corresponding object class, e.g., a1 corresponds to the object class a.

Figure 2(b) shows an object model. The objects are depicted as grey dots:
Obj = {a1 , a2 , b1 , b2 , b3 , c1 , c2}. Among them, a1 and a2 belong to object class
a; b1, b2 and b3 belong to object class b; c1 and c2 belong to object class c. There
are three relations corresponding to relationship r1 (e.g., (r1 , a1 , b1 )), and three
relations corresponding to relationship r2 (e.g., (r2 , c1 , b1 )).

3.2 Modeling Behavioral Cardinality Constraints

A process model can be viewed as a set of constraints. For example, in a proce-
dural language like Petri nets, places correspond to constraints: removing a place
may allow for more behavior and adding a place can only restrict behavior. In
this paper, we will employ a graphical notation inspired by Declare, a declarative
workflow language [4].

A B C
con1 con2

Fig. 3. An example behavioral model with two behavioral cardinality constraints.
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Figure 3 shows two example behavioral constraints: con1 and con2. Each
constraint corresponds to one constraint type. Table 1 shows eight examples of
constraint types. Constraint con1 is a response constraint and constraint con2 is
a unary-response constraint. The graphical representations of the eight example
constraint types are shown in Fig. 4. Besides the example constraint types, we
allow for any constraint type that can be specified in terms of the cardinality of
preceding and succeeding target events relative to a collection of reference events.
As a shorthand, one arrow may combine two constraints as shown in Fig. 5. For
example, constraint con56 states that after creating an order there is precisely
one validation and before a validation there is precisely one order creation.

Table 1. Examples of constraint types, inspired by Declare. Note that a constraint is
defined with respect of a reference event.

Constraint Formalization

response {(before, after) ∈ IN × IN | after ≥ 1}
unary-response {(before, after) ∈ IN × IN | after = 1}
non-response {(before, after) ∈ IN × IN | after = 0}
precedence {(before, after) ∈ IN × IN | before ≥ 1}
unary-precedence {(before, after) ∈ IN × IN | before = 1}
non-precedence {(before, after) ∈ IN × IN | before = 0}
co-existence {(before, after) ∈ IN × IN | before + after ≥ 1}
non-co-existence {(before, after) ∈ IN × IN | before + after = 0}

Given some reference event e we can reason about the events before e and the
events after e. One constraint type may require that the number of corresponding
events of one particular reference event before or after the event lies within a
particular range (e.g., before � 0 and after � 1 for response). For instance,

before ≥ 0 and a er ≥ 1

before ≥ 0 and a er = 1

before ≥ 0 and a er = 0

before ≥ 1 and a er ≥ 0

before = 1 and a er ≥ 0

before = 0 and a er ≥ 0

before + a er ≥ 1

before = 0 and a er = 0

(response)

(unary-response)

(non-response)

(precedence)

(unary-precedence)

(non-precedence)

(co-existence)

(non-coexistence)

Fig. 4. Graphical notation for the example constraint types defined in Table 1. The dot
on the left-hand side of each constraint refers to the reference events. Target events are
on the other side that has no dot. The notation is inspired by Declare, but formalized
in terms of cardinality constraints rather than LTL.
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con34

con56

Fig. 5. An arrow with two reference events (•) can be used as a shorthand. Constraint
con34 (con56) corresponds to the conjunction of constraints con3 and con4 (resp. con5

and con6).

constraint con1 specifies that each A event should be succeeded by at least one
corresponding B event and constraint con2 specifies that each B event should
be succeeded by precisely one C event.

A behavioral constraint model is a collection of activities and constraints.
More precisely, a constraint corresponds to a constraint type, a reference activity
and a target activity. Figure 3 displays a behavioral model consisting of two
constraints (con1 and con2) and three activities (A, B and C). Each constraint
has a dot referring to the reference activity. The corresponding target activity
can be found on the other side. For example, the reference activity of con2 is B
(see dot) and the target activity of con2 is C. The shape (e.g., a double-headed
arrow) of each constraint indicates the constraint type. For instance, con1 has a
dot on the left side and a double-headed arrow on the right side, which means
the corresponding constraint type is response, the reference activity is A and the
target activity is B.

3.3 Object-Centric Behavioral Constraints

Section 3.1 focused on structuring objects and formalizing cardinality constraints
on object models (i.e., classical data modeling) while Sect. 3.2 focused on
control-flow modeling and formalizing behavioral constraints without consider-
ing the structure of objects. This subsection relates both perspectives by com-
bining control-flow modeling and data modeling to fully address the challenges
described in the introduction.

We use so-called AOC relationships (denoted by a dotted line between activ-
ities and classes) and constraint relations (denoted by a dashed line between
behavioral constraints and classes or class relationships) to combine the behav-
ioral constraint model in Fig. 3 with the class model in Fig. 2, resulting in the
complete example OCBC model in Fig. 6. For better understanding, we attach
a scenario on the model. For example, activity A corresponds to create order
activity while class a corresponds to class order.

The example model has four AOC relationships, i.e., AOC = {(A, a),
(A, b), (B , b), (C , c)}.5 Note that A refers to object classes a and b while b refers

5 In this paper, we use the upper-case (lower-case) letters to express activities (classes),
and use the upper-case (lower-case) letters with a footnote to express events
(objects).
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Fig. 6. An example model illustrating the main ingredients of OCBC models.

to activities A and B. This shows that OCBC models are capable of modeling
one-to-many and many-to-many relationships between events and objects. AOC
relationships also have cardinalities. The � (♦) cardinalities on the activity side
define how many events there always (eventually) need to be for each object.
The cardinalities on the class side (without � or ♦ symbols) define how many
objects there need to be for each event when the event occurs.

Constraint relations define the scope of each constraint thereby relating refer-
ence events to selected target events. If a constraint relation connects a constraint
to a class, events are correlated through objects of this class. Consider the con-
straint relation cr1 between con1 and b. Let A1 be one reference event for con1

(i.e., one create order event) and A1 refers to a set of b objects (i.e., order line
objects). Each B event (i.e., wrap item event) that refers to at least one object
in the set is the target event of A1 for cr1. If a constraint relation connects a
constraint to a relationship, the target events are related to the reference event
through object relations (of this relationship) in the object model. Consider the
constraint relation cr2 between con2 and r2. Let B1 be one reference event for
con2 (i.e., one wrap item event) and B1 refers to b objects (i.e., order line objects)
which are related to c object (i.e., delivery objects) through r2 relations. Each C
event (i.e., deliver items event) that refers to at least one one of these c objects
(i.e., delivery objects) is the target event of B1 for cr2. Note that, indicated by
the example model, B1 refers to precisely one b object that is related to one c
object, which means B1 has precisely one target event.
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4 Discovery of Object-Centric Behavioral Models

In this section, we specify a new format of logs that are object-centric, and
propose a novel algorithm to discover OCBC models based on such logs.

4.1 Object-Centric Event Logs

A process is merely a collection of events without assuming some case or process
instance notion, and the corresponding event log provides a snapshot of the
object model after each event, where the object model represents the state of
the process. Such a log can be extracted from real-life IT systems. For instance,
the Oracle database provides change tables to record any modification in the
database. With these tables, it is possible to reconstruct any previous state of
the database. Besides, without the change tables, it is still possible to produce
such a log by exploiting explicit change logs in systems like SAP.

In a log, each event corresponds to an object model (in the “Object Model”
column) which represents the state of the process just after the execution of the
event. Besides, each event corresponds to an activity and may have additional
attributes, e.g., the time at which the event took place. Moreover, events are
atomic and ordered (indicated by the “Index” column). In order to relate the
behavioral perspective and the data perspective (i.e., events and objects), each
event also refers to at least one object (in the “Reference” column). Logs of this
format are called object-centric event logs (denoted as XOC logs in remainder).

Table 2 gives an example XOC log containing 7 events. Event A1 corresponds
to the first occurrence of activity A, has one attribute att1 whose value is v1 and
refers to three objects: a1, b1, and b2. The corresponding object model of A1

consists of three objects and two object relations. Table 2 also illustrates the
evolution of the object model. After the occurrence of some event, objects may
have been added, and relations may have been added or removed.6 Note that
the example log has the same scenario as indicated by the model in Fig. 6, e.g.,
activity A means activity create order and object a1 means an order object.

4.2 Discovery Algorithm

The algorithm takes an XOC log as well as a set of possible behavioral constraint
types as input, which means users can specify the constraint type set based on
their needs. In Fig. 3 the response and unary-response types were used, but the
user can select from a range of possible types that can be discovered. Next, we
explain the discovery process based on the example log.

6 We assume that objects cannot change class or be removed at a later stage to avoid
referencing non-existent objects. Objects can be marked as deleted but cannot be
removed (e.g., by using an attribute or relation).
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Table 2. An example XOC log

Index Event Activity Attributes References Object model

Objects Relations

1 A1 A {att1 = v1} {a1, b1, b2} {a1, b1, b2} {(r1, a1, b1), (r1, a1, b2)}
2 B1 B {att2 = v2} {b1} {a1, b1, b2} {(r1, a1, b1), (r1, a1, b2)}
3 B2 B {att2 = v3} {b2} {a1, b1, b2} {(r1, a1, b1), (r1, a1, b2)}
4 A2 A {att1 = v4} {a2, b3} {a1, a2, b1,

b2, b3}
{(r1, a1, b1), (r1, a1, b2),
(r1, a2, b3)}

5 B3 B {att2 = v5} {b3} {a1, a2, b1,
b2, b3}

{(r1, a1, b1), (r1, a1, b2),
(r1, a2, b3)}

6 C1 C {att3 = v6,
att4 = v7}

{c1} {a1, a2, b1,
b2, b3, c1}

{(r1, a1, b1), (r1, a1, b2),
(r1, a2, b3), (r2, c1, b1)}

7 C2 C {att3 = v8,
att4 = v9}

{c2} {a1, a2, b1,
b2, b3, c1,
c2}

{(r1, a1, b1), (r1, a1, b2),
(r1, a2, b3), (r2, c1, b1),
(r2, c2, b2), (r2, c2, b3)}

4.2.1 Discovery of Class Models
In general, the class model is discovered based on the object models in the input
log. Figure 2(a) shows the discovered class model from the example log, where
OC = {a, b, c} and RT = {r1, r2}.

OC can be learned by incorporating all classes of all objects in the object
models of all events. For instance, a is a discovered class since object models
contain objects of class a, e.g., a1. RT can be learned through observing object
relations in object models of each event. r1 (having a as the source class and b
as the target class) is discovered since there exist object relations involving r1,
e.g., (r1 , a1 , b1 ), and each of them has a object as the source object and b object
as the target object.

For each relationship, its “always” (“eventually”) cardinalities can be derived
through integrating the number of related objects of each reference object in the
object model of each (the last) event.7 For instance, the discovered “always”
cardinality on the source side of r1 is “1” since in the object model of each
event, each b object has precisely one related a object, e.g., b1 and b2 have one
related a object a1. The discovered “eventually” cardinality on the source side of
r1 is also “1” since in the object model of the last event (i.e., C2), b1 and b2 have
one related a object a1 while b3 has one related a object a2 (the “eventually”
cardinality is omitted on the graph for simplicity).

Note that the directly discovered “always” and “eventually” cardinalities on
the target side of r1 should be {1, 2}, since a1 has two related b objects (b1 and
b2) while a2 has one related b object (b3). We use a strategy to extend {1, 2} to
{1, 2, ...}, which will be explained later.

7 In terms of cardinalities on the source (target) side of a relationship, the objects in
the target (source) class are reference objects.
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4.2.2 Discovery of AOC Relationships
After the class model is discovered, we can mine AOC relationships based on
the objects referred to by each event.8 The idea is that if an event refers to an
object, the activity of the event refers to the class of the object. For instance,
since event A1 refers to three objects a1, b1, and b2, activity A refers to class a
and b, which means two AOC relationship (A, a) and (A, b) can be discovered as
shown in Fig. 6.

For each AOC relationship, its cardinalities on the class side can be achieved
by incorporating numbers of referred objects by each event. Consider the car-
dinality on the class side of (A, b). Since A1 has two referred b objects (b1 and
b2) while A2 has one referred b object (b3), the directly discovered cardinality
is {1, 2} and it is extended to {1, 2, ...}. Similarly, the “always” (“eventually”)
cardinalities on the activity side can be achieved by incorporating numbers of
events referring each reference object just after every (the last) event happens.
Consider the cardinality on the activity side of (B, b). Since b1 and b2 are not
referred by any B event after the first event A1 just happens, 0 is an element of
the “always” cardinality. After the second event B1 just happens, b1 is referred
by B1, which adds a new element “1” into the “always” cardinality. After we
check all events, the discovered “always” cardinality is {0, 1}. In terms of the
“eventually” cardinality on the activity side of (B, b), we just check the moment
when the last event just happens. Since each b object is referred by precisely one
B event (i.e., b1 is referred by B1, b2 is referred by B2 and b3 is referred by B3),
the discovered “eventually” cardinality is {1}.

4.2.3 Discovery of Behavioral Models
Based on the discovered class model and AOC relationships, we can relate events
by objects and discover the constraints between activities. More precisely, each
pair of activities referring to the same class or two related classes may have
potential constraints in between. The class or the relationship between the two
related classes serves as the intermediary to relate events. Note that each poten-
tial constraint, e.g., con, between an activity pair, e.g., (A,B), takes A as the
reference activity and B as the target activity, and corresponds to a constraint
relation which connects the constraint and its intermediary. The constraint rela-
tion can identify the target events of each reference event for con (cf. Section 3.3).
If the relation between each reference event and its target events satisfies the
restriction indicated by a constraint type, e.g., response (cf. Section 3.2), the
potential constraint con becomes a discovered constraint which takes response
as the constraint type. Consider the activities A and B in Fig. 6 (assuming the
model does not have behavioral constraints) and the example log. Since both A
and B refer to b, they have potential constraints in-between. If we assume A is

8 There is a reference relation between an event (e.g., A1) and an object (e.g., a1) if
and only if the event refers to the object, denoted as (A1, a1). The reference relations
accumulate along with the occurrence of events. For instance, after A1 happens, the
set of reference relations is {(A1, a1), (A1, b1), (A1, b2)}; after B1 happens, the set of
reference relations is {(A1, a1), (A1, b1), (A1, b2), (B1, b1)}.
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the reference activity, then there are two reference events A1 and A2, where A1

is followed by two target events B1 and B2, and A2 is followed by one target
event B3. This relation satisfies the requirement indicated by constraint type
response, resulting in a discovered constraint con1.

4.3 Discussion of Model Metrics

Based on the above three steps, we can discover a model similar to the one
shown in Fig. 6 from the example log. The fitness of the discovered model is 1.
As we mentioned, we need heuristics to extend the directly discovered cardi-
nalities, e.g., when to replace {1, 2, 5, 8} by 1..∗ ? Since the directly discovered
cardinalities only contain the actual numbers observed in the log, their quality
depends on the size of the log, i.e., if the log is not large enough to contain com-
plete cardinalities in the process, the discovered model is overfitting. In order to
improve generalization, we can extend cardinalities to allow more possibilities.
An extreme example is to extend all directly discovered cardinalities to “∗”,
which allows all possibilities and makes the model to be underfitting.

The difference between the discovered model and the one shown in Fig. 6
is that the former one has more behavioral constraints (e.g., a constraint with
B as its reference activity and A as its target activity). In this sense, discov-
ered models tend to have too many behavioral constraints, since our algorithm
discovers all allowed constraints between each activity pair. This often makes
discovered models spaghetti-like. In order to get more understandable models,
we can remove less important constraints based on the specific situation. For
instance, implied constraints can be removed without losing fitness and preci-
sion.9 Note that, in general, filtering a model tends to improve (at least remain)
fitness (i.e., more behavior fits the model), decrease complexity (i.e., the model
has fewer edges), improve generalization (i.e., more behavior is allowed) and
degrades precision (i.e., unobserved behaviors in the log may become allowed).
Based on the specific need, one needs to balance between such concerns. Our
plugin introduced in next section allows for seamless navigation possibilities to
balance fitness, precision and simplicity.

5 Experiments

The discovery algorithm was validated based on logs extracted from data gen-
erated by the Dolibarr ERP/CRM system when executing the OTC (Order to
Cash) process. More precisely, the data was extracted from 6 tables in the data-
base of Dolibarr. For instance, “llx commande” table records customer orders
while “llx facture” table consists of invoices. Based on the tables, we derived 4
activities (create order, create invoice, create shipment and create payment) and
6 object classes (i.e., one table corresponds to one object class) to be included
9 The implied constraint by one constraint has the same reference activity, the same

target activity and refers to the same class or relationship as the constraint as well
as allowing more behavior than the constraint.
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Fig. 7. The interface of the “OCBC Model Discovery” Plugin. (Color figure online)

in the XOC logs.10 We instrumented the ERP/CRM system in such a way that
we could extract data executed by real and simulated users of the system.

Our algorithm has been implemented in the “OCBC Model Discovery” Plu-
gin in ProM.11 Fig. 7 shows the interface of the plugin and a discovered model
(in panel 4 ) from an XOC log. Panel 1 presents the distribution of cardinal-
ities and the instances related to one selected constraint (highlighted in red in
panel 4 ). Panel 2 shows the metrics of constraints such as confidence and sup-
port (this discussion is beyond the paper). It is possible to zoom in/out models
through operating panel 3 .

As discussed in last section, we can filter the discovered models to get a
better understanding. Using the filter panels, it is possible to filter behavioral
constraints based on constraint types (the plugin discovers all constraints of 9
common types by default) and activity names through panel 5 , or based on
the regulation of fitness and precision (the method for computing fitness and
precision is not covered by this paper) through panel 6 . For instance, if the
desired action is to inspect the unary-response, response, unary-precedence and
precedence constraints between create order and create shipment activities, one
can uncheck the other boxes (all boxes are checked by default). The filtered
model for the example log is shown in Fig. 8.

In the filtered model, there exist a response and a unary-precedence con-
straints between create order and create shipment activities. The constraints

10 These tables and logs can be found at https://svn.win.tue.nl/repos/prom/Packages/
OCBC/Trunk/tests/testfiles/logs&models/OCBCModelDiscovery.

11 Download ProM 6 Nightly builds from http://www.promtools.org/prom6/nightly/
and update the OCBC package.

https://svn.win.tue.nl/repos/prom/Packages/OCBC/Trunk/tests/testfiles/logs&models/OCBCModelDiscovery
https://svn.win.tue.nl/repos/prom/Packages/OCBC/Trunk/tests/testfiles/logs&models/OCBCModelDiscovery
http://www.promtools.org/prom6/nightly/
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Fig. 8. The model discovered from the OTC process after filtering.

indicate one create order event is followed by one or more corresponding create
shipment events while one create shipment event is always preceded by precisely
one corresponding create order event. Investigating the Dolibarr system and its
tables, it is possible to affirm that the process behavior of the system is accord-
ing to these statements. The system allows creating multiple shipments for one
order, but does not allow a shipment to contain products from multiple orders
(as shown in Fig. 8). Although the discovered model in Fig. 7 is more complex
than the real model (designed based on the real process) in Fig. 1, we can easily
get the same insights after filtering appropriately.

6 Conclusion

In this paper we introduced Object-Centric Behavioral Constraint (OCBC) mod-
eling language to graphically model control-flow and data/objects in a truly inte-
grated manner. This novel language uses cardinality constraints to describe data
and behavioral perspectives in a single diagram which overcomes the problems
of existing data-aware approaches that separate the data (e.g., a class model)
and behavioral (e.g., BPMN, EPCs, or Petri nets) perspectives. In OCBC mod-
els, different types of instances can interact in a fine-grained manner and the
constraints in the class model guide behavior.

In this paper, we proposed an algorithm to discover OCBC models from
object-centric event logs. Currently, the discovered models perfectly fit the source
logs (i.e., there is no noise in logs or we do not distinguish noise). In future,
we will extend the algorithm to better deal with infrequent and incomplete
behavior. Besides, some metrics such as fitness, precision and generalization will
be proposed to evaluate discovered models. Also, we will improve our approach to
deal with larger scale logs in more complex scenarios, i.e., enabling the approach
to discover compact models in a scalable manner (e.g., remove redundancies).
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Moreover, this paper serves as a starting point for a new line of research. Next
to model discovery and its support tools (OCBC Model Editor and OCBC Model
Discovery Plugin) in ProM, we also support conformance checking. Based on
OCBC models, many deviations which cannot be detected by existing approaches
can be revealed.
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Abstract. As part of Enterprise Architecture projects, models are built
using different languages and tools to document and analyze the state
of business and IT. However, models are just intermediate assets: deliv-
erables are the actual outputs, but they are typically hand built using
information from the models, and following the structures specified in
EA methods. This requires manual effort, is error-prone, and results in
artifacts that might be out-of-date very quickly. This paper addresses
this by making a proposal to support the semi-automated generation
of EA deliverables using a scripting Domain Specific Language for the
creation of deliverable templates.

Keywords: Enterprise Architecture · Enterprise Modeling · Domain
specific modeling languages · Architecture deliverable

1 Introduction

A fundamental element to Enterprise Architecture (EA) are Enterprise
Models: they provide a method to structure, abstract, and analyze the com-
plexity inherent to each organization. Besides, they largely satisfy visualization
and communication needs and contribute to the effective understanding of the
organization in terms of its domains (typically they are categorized as business,
application, technology and information [1]). By means of Enterprise Models,
the enterprise as a whole is represented through various models [2], each one
structured according to some meta-model. Additionally, each model intends to
describe, as accurately and completely as possible, some particular aspect of the
organization that is of concern to some stakeholder.

Enterprise Modeling refers to the use of amodeling language to coherently spec-
ify and describe components of an organization along with their relationships [3].
Each Enterprise Model has its own audience, purpose, scope and level of detail.
Also, there may be various modeling tools available to build them, ranging from
mere drawings to sophisticated web-based Enterprise Modeling tools [4].
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However, these models are not completely disjoint. There are always
common concepts shared between them, and having integrated or global Enter-
prise Models would represent a definitive advantage by means of offering a uni-
fying perspective. This would lead to improved cross-cutting analysis offering
more valuable findings. Unfortunately, in today’s state of the art, this is not
typically possible because the different notations, meta-models, and tools used
to create the models keep them from being integrated.

In fact, models are just an intermediate asset in Enterprise Architecture
projects: deliverables are the actual outputs containing architects’ findings,
observations, and analyses, and typically serve to present the current, inter-
mediate, or desired state of the enterprise as a whole or in part. Deliverables
are thus supposed to be concrete but partial views of the models, containing
the same information but presented in more manageable ways that may vary
according to their purpose, scope, and their level of granularity. However, the
construction of deliverables normally requires extensive human intervention to
extract the necessary information from the models and to build the correspond-
ing artifacts. On top of that, the fact that models are fragmented make this work
even harder and limits the possibility of doing cross-cutting analyses.

This situation motivated the development of the proposal described in this
paper, in which the information of several Enterprise Models (built across different
modeling tools) is gathered, integrated and analyzed, in a cross-cutting manner, to
automatically generate EA deliverables. To face the problem of tool heterogeneity,
in this proposal the holistic view of the Enterprise Models is achieved through
meta-model mapping instead of using a deep weaving. To face the problem of the
lack of automation, we propose a set of functions to describe deliverable templates,
and a set of functions for using analysis methods whose results are embedded in
the deliverables. All those functions are invoked by means of a DSL.

The rest of the paper is structured as follows. Section 2 discusses Enterprise
Architecture deliverables. Section 3 describes the strategy employed in our pro-
posal, including the template language and the analysis language. This section
also presents the mapping between the three meta-models that we used for our
experiments. Then Sect. 4 presents a case study to demonstrate the applicability
of the proposal, Sect. 5 describes the related works, and Sect. 6 concludes the
paper.

2 Enterprise Architecture Deliverables

The creation of Enterprise Architecture deliverables relies on Enterprise Mod-
els and typically spans infrastructure components, business applications, busi-
ness processes, information models, and the many relationships among them [5].
Enterprise Models’ purpose is to accurately capture and represent the current,
intermediate, or desired state of the Enterprise, in order to support analysis and
decision-making processes. However, building these models is not a trivial task.
On the contrary, it faces major challenges due to the high complexity of the
today’s organizations.



Semi-automated Generation of EA Deliverables 61

Figure 1 illustrates the typical process for creating Enterprise Architecture
deliverables. It stems from the selection of specific perspectives of the enter-
prise that are of interest and should be included in the deliverables. For each
one, some meta-models are selected (e.g., BPMN, ArchiMate, SysML) and it
is possible for these to share concepts and relationships. Then, some tools that
support the selected meta-models are used to build the corresponding models.
Once these are built, they are expressed in the form of artifacts (catalogs, dia-
grams, text or matrices), that are finally integrated into Enterprise Architecture
deliverables. The format and structure of said deliverables depend on the needs
of stakeholders, the specific concerns of the enterprise, and the specifics of the
Enterprise Architecture Framework in use.

Fig. 1. Enterprise Architecture documentation process

Existing Enterprise Architecture documentation approaches struggle with the
information volume and rapidly changing requirements within organizations [6].
Moreover, they rely on a high degree of manual work with very little automa-
tion during the documentation and maintenance of Enterprise Models [7]. As a
result, Enterprise Architecture documentation endeavors are regarded as time-
consuming, cost intensive, and error-prone [8]. For example, analysts may make
mistakes when copying information from the models to the deliverables, may omit
information, or may not update the deliverables as fast as models are updated.

The context outlined above has motivated various research efforts oriented to
automation mechanisms that would improve Enterprise Architecture documen-
tation process [9]. In [10], based on the application of a practitioner survey and a
literature review, challenges regarding EA documentation automation were iden-
tified and grouped into four high-level categories: data challenges, transformation
challenges, business and organizational challenges, and tooling challenges.

The transformation challenges that they identified are the following: the need
to consolidate ambiguous concepts imported from the productive systems in the
organization; the need to ensure actuality and consistency of collected data from
the productive systems; and the need to avoid duplication of EA elements imported
from different productive systems of the organization. Meanwhile, tooling
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challenges are mainly related to the fact that available tools do not support import-
ing, editing, and validating model data for automated EA documentation.

Moreover, attention should be drawn to the fact that Enterprise Architecture
documentation occurs within an EA framework. On these frameworks, a set of
deliverables (the contractual or formal work products of an architecture project)
is specified, in accordance with the methodology proposed.

The TOGAF Architecture Development Method (ADM) [11] for instance, is
a generic method that can be used by enterprises in a wide variety of industry
types for developing and managing the life-cycle of an EA. When following the
ADM, the first step is to modify or extend the proposed generic methodology
in order to suit the specific needs of each organization, considering its architec-
ture discipline maturity, its architecture principles, and the previously adopted
enterprise-frameworks, among other factors.

The ADM establishes a Preliminary Phase whose purposes include doing
any necessary work to initiate and adapt the generic method by defining an
organization-specific framework that could be using either the TOGAF deliv-
erables or the deliverables of another framework, depending on the needs of
a specific Enterprise. In other words, the Preliminary Phase is about defining
“where, what, why, who, and how we do architecture” of the enterprise con-
cerned. Moreover, the level of granularity addressed in this phase depends on
the scope and goals of each organization.

Among the deliverables produced at the Preliminary Phase, there is the
Tailored Architecture Framework, whose purpose, as its name suggests, is to
derive a tailored architecture method, together with a set of expected deliver-
ables and artifacts, as well as its deployed tools, and interfaces with governance
models and other frameworks. This is why each EA project follows their cus-
tomized methodology with its own set of deliverables and artifacts; each one
of which is built through the meta-models, the models, the viewpoints and the
tools that better satisfy the stakeholder’s visualization and analysis needs.

Adherence to an EA framework adds complexity to the whole EA documen-
tation process. It implies that the set of deliverables and their content varies
among enterprises, architecture projects, and methodologies. Which also means
that the set of Enterprise Models is variable too, and the artifacts to be included
in the deliverables are not predefined.

3 Automated Generation of Enterprise Architecture
Deliverables

Taking into account the challenges mentioned in the previous section, the pro-
posal presented in this paper aims to automate the generation of EA deliver-
ables from diverse and complementing Enterprise Models. The core of the pro-
posal are the methods to gather information from said models, map common
entities and relationships, perform cross-cutting queries and analyses, construct
artifacts, and finally output all of these results in deliverables that follow pre-
cise structures. For experimentation purposes, we selected three modeling tools
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with their corresponding meta-models: Bizagi Business Process modeler, which is
based on BPMN and XML Process Definition Language (XPDL); the Iteraplan
Enterprise Architecture Management tool, which has its own meta-model; and
Archi, an open source ArchiMate modeling tool. These tools were chosen because
they target aspects of the organization which are present in typical Enterprise
Architecture projects, and because they share some common concepts that make
cross-cutting analysis useful and interesting.

Our approach for generating EA deliverables is illustrated in Fig. 2 and com-
prises the following steps: (a) The meta-modeler composes a set of functions
intended to perform queries and analysis over the Enterprise Models, and to
create artifacts based on these analyses. These functions are invoked through
a DSL that we developed and named Pollux. (b) Then, the enterprise archi-
tect defines a deliverable template in terms of chapters, sections, and artifacts.
This is done through a different DSL that we named Castor. The architect also
embeds query and analysis functions invocations into the deliverable template.
(c) The resulting deliverable template, along with its embedded functions, is
then inputted into the Enterprise Architecture Deliverables Generator (EADG)
engine which executes the corresponding queries and analysis over the models.
(d) Subsequently, the EADG builds the artifacts (catalogs, matrices, and dia-
grams) that are represented as texts, tables and images. Finally, (e) based on
the deliverable template and the artifacts produced by the engine, the document
generator composes the deliverable and exports it in several formats, depending
on the stakeholder’s visualization requirements.

We now describe the four main components of our approach: the template
language (Castor), the query language (Pollux), the mapping procedure between
meta-models, and the EADG.

Fig. 2. EA deliverable generation process
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3.1 Castor: The Template Language

Castor is a set of functions along with a Domain Specific Language intended to
define the structure of deliverables based on information extracted from Enter-
prise Models. The actual content for the deliverable is also extracted from the
models through the usage of query and analysis functions (Pollux set of functions).

The main function of Castor is to specify deliverables’ structures in terms of
chapters and sections. Castor also has a set of directives for: importing external
files, such as text and images; invoking the query and analysis functions; building
concrete EA artifacts with the data brought from the EA models; including
template fragments to favor reuse; and embedding control flow directives. Table 1
presents the whole set of instructions available in the Castor DSL, along with
their description.

Table 1. Castor DSL instructions

General functions

importFunction Imports the functions of a given library, which is
associated to a certain Enterprise Modeling tool

importSource Defines the set of Enterprise Models to be included into
the Enterprise Architecture Deliverables generation

template Defines the name of the resulting output file, which
corresponds to the generated deliverable

Text functions

chapter - section -

text

Inserts a new chapter (into the deliverable), section
(into the chapter) or text fragment, into the deliverable

Artifact functions

catalog - matrix -

image

Displays the corresponding artifact with data gathered
from one or several models. Images typically correspond
to Enterprise Modeling diagrams

Flow control functions

forEach Allows the execution of a set of instructions in an
iterative way

if - else - else if Allows the execution of a set of instructions according
to conditional statements

Listing 1 presents an example of the usage of Castor. First of all, it is neces-
sary to load a set of models that will provide the information for the deliverable
(line 1), as well as the set of query and analysis functions to pull content from the
previously models (line 2). In the example, a library of functions to communicate
with Archi Modeler is imported along with a model called archisurance (corre-
sponding the ArchiSurance case study from Archi). Line 1 also defines an alias
for the model: $mArchi. Finally, in line 4 some basic features for the template
are defined (title and output directory).
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In the ensuing lines, the structure of the deliverable is specified by means of
containers which can be primary, for chapters and sections, or secondary for the
case of tables and lists. In Listing 1, line 5 defines a new Chapter in the template
by providing its name, and line 6 defines a Section within that chapter also with
a given title.

Within the containers, artifacts of different kinds can be included by means of
specific directives. These serve to include text, images, and template fragments,
or to embed artifacts (matrix, catalogs, and diagrams). In the listing, lines 7 and
8 demonstrate the inclusion of text content by means of the invocation of the
function getInformationView() and getDocumentation() on the Archi model.

1 importModel"archisurance" as $mArchi
2 importFunction "./archi.jar" as $fArchi
3

4 template {name:"Archisurance deliverable", output_dir: "./ deliverable"}
5 chapter {title:"Target Business Architecture"}
6 section {title:"Business goals and objectives"}
7 text {contents:
8 $fArchi.getInformationView($mArchi ,"Goal and Principle View").

getDocumentation ()}
9

10 forEach $fArchi.GetProcess () as $process:
11 text {contents: $process.name}
12 if($fBpm.ProcessExists($process.name) == true)
13 catalog {function: $fBpm.GetActivities($process.name)}
14 else:
15 text {contents: "The process does not contains activities"}
16 end
17 /forEach
18

19 catalog {function: $fArchi.getViewElements($mArchi , "Goal and Principle
View")}

Listing 1. Castor sample code

On top of the above, there is an additional kind of directives intended to pro-
vide a more dynamic control over the elements in the deliverable, based on the
contents of the EA models. These directives are expressed through conditionals
and cycles. Cycles allow the composition of instructions such as “create a section
in the document for each business process brought from Bizagi BPM Modeler,
including its name and description” (Listing 1, lines 10 to 17). Using condition-
als, it becomes possible to express statements such as “embed into the document
the name of a business process and, in case it has activities, their names and
descriptions. Otherwise, if the process does not have activities associated, display
a message informing the situation” (Listing 1, lines 12–16).

3.2 Pollux: The Query Language

Pollux is both a language and a set of functions to communicate with EA mod-
eling tools to perform queries and analysis over the models, and to generate
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artifacts using their results. These functions are classified into query and analy-
sis functions, and artifact generation functions. The first ones are responsible
for extracting information from the models and applying filters based on any
criteria specified by the user; the second group of functions is responsible for
building artifacts. This means generating matrices, catalogs or diagrams based
on the information extracted by the query and analysis functions. Lines 20
and 21 of Listing 1 illustrate this by invoking the function to create a cata-
log and giving this information the result of querying the Archi model using the
getViewElements() function.

Through the use of these functions, it is possible to build artifacts by gather-
ing and integrating information from different models that might be built across
different tools. This feature enables the recognition of relationships between the
elements of several models, that otherwise would go unnoticed. For instance, to
determine which server supports a given business process. Therefore, this feature
significantly supports and enhances the analysis tasks of the enterprise architect.

Analysis functions are generally related to quantitative analysis over the
elements of a model when there is enough information into it to perform the
function [12]. For instance, the response times of the business processes and
applications.

Table 2. Pollux DSL instructions for Archi

Views

getViewInformation Gets the information (properties) of a certain view

getViews Gets a list of all the views into the Archi Enterprise
Model

getViewImage Gets the graphical representation (diagram)
associated to a certain view

getViewElements Gets the elements present in a certain view

Layers

getElement Gets an element along with its attributes, properties,
and relationships

getElementsByType Gets the set of elements of a certain type

getElementsByLayer Gets the elements belonging to a certain layer. For
instance, Business layer, Application layer,
Technology layer

getProcess Gets the elements whose type is process

Canvas

getContainersFromView Delivers a list of the containers present in a certain
Enterprise model

getViewElementsByContainer Delivers a list of elements or notes that are placed
inside a certain container
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It is important to mention that all the functions were developed as imple-
mentations of a common interface. This means that the current libraries can be
extended to incorporate new functions or to support communication with new
tools that may be incorporated in the future. These functions are packaged into
a JAR (Java ARchive) that later will be imported into the deliverable template.
Table 2 exemplifies the basic set of functions available to gather and deal with
Archi Enterprise Models.

3.3 Mapping Between Meta-models

In order to be able to perform queries and analysis in a cross-cutting man-
ner and generate meaningful artifacts, it is necessary to be able to find rela-
tionships between models built with different tools. To support this, it was
necessary to identify common concepts between the meta-models by means of
establishing a mapping between equivalent elements. In the case of the sample
tools that we selected, this included a mapping between ArchiMate and BPMN,
one between BPMN and Iteraplan, and one between Iteraplan and ArchiMate.
Table 3 describes, at first, the mapping that was made between entities in Archi-
Mate and entities in BPMN. It is important to highlight that beyond those
entities that are specific to the meta-models, other entities belonging to the
tool, were included. That is the case of the Bizagi element called Entity, which
does not belong to BPMN.

Further on, the mapping between the entities from ArchiMate and Iteraplan
is presented. In this regard, it is noticeable that the mapping between the entities
does not always comply a one-to-one correspondence. In fact, several Iteraplan
business concepts do not have any associated entity in the ArchiMate business
layer meta-model.

Finally, the last section of the table presents the mapping between Iteraplan
and Bizagi meta-models. There are few mappings as the Iteraplan meta-model
is more focused on project management at a lower level of detail while Bizagi
offers a high level of detail over the business process. In the Case Study section,
an example of a cross-cutting query and analysis function that depends on this
mapping proposal is presented.

3.4 Generation of the Enterprise Architecture Deliverables

Once the deliverable template is defined along with the Pollux functions and
the external files, the EADG engine generates the document which is consistent
with a meta-model, proposed by us, to represent the different kind of compo-
nents that might be present in a text processing tool. Entities such as document,
document body, container element, content element, table, list, image, text, table
row, table cell and list item are included into this meta-model. Lastly, the doc-
ument generator composes the deliverable, and according to the stakeholder’s
visualization preferences, exports it in Microsoft Word, PDF or HTML format.
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Table 3. Mapping between modeling tools meta-models

ArchiMate business layer Bizagi element

Business process Business process diagram, pools, lanes

Function Task, sub-process

Business event Event

Business object Entity

Business role Lane, organizational role

ArchiMate application layer

Application function Service, task, script task

Data object Entity

ArchiMate technology layer

Device

Artifact

ArchiMate business layer Iteraplan (business)

Business domain

Information system domains

Architectural domains

Business process Business process

Business role Business unit

Product, business service Product

Business mapping

Business function Business function

Business object Business object

ArchiMate application layer Iteraplan (application)

Relation, application interface Interface

Application component,
application collaboration

Information system

Application service, application
function

IT service

ArchiMate technology layer Iteraplan (technology)

Technical component System software, artifact

Infrastructure element Node, device, network

ArchiMate (implementation/migration)

Gap Project

Iteraplan (business) Bizagi element

Business process Business process diagram, pools, lanes

Business function Task, sub-process

Business object Entity

Iteraplan (application)

Business object Entity
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4 Case Study

To illustrate the proposal presented in this paper, a case study was developed on
the basis of three inputs: an EA academic project; an EA framework specifically
tailored for this project; and the set of three different Enterprise Modeling tools,
mentioned in the previous section (Bizagi BPM Modeler, Iteraplan EAM, and
Archi ArchiMate modeling).

The experimentation consisted in generating Enterprise Architecture deliv-
erables for Editorial de los Alpes (EDLA), an academical exercise to simulate
a publishing house that is responsible for carrying out the complete textbook
production process, from the selection of the author to the distribution to the
points of sale. The main organizational goals of the publishing house are to break
into the digital market, lower the operational costs and increase the annual sales.

The meta-model of EDLA is composed of 13 domains: applications, busi-
ness motivation model, business process architecture, business partners, financial
structure, human resources, information, infrastructure, business assets, organi-
zational structure, products, services, and technology. There are 109 entities
modeled into these domains and the model built upon this meta-model, has
about 1000 elements and more than 1500 relationships.

A deliverable of 48 pages was produced and EADG was able to generate
and insert 26 customized artifacts (catalogs, matrices, diagrams, and texts), by
executing query and analysis functions, some of them in a cross-cutting manner,
over several models built on Bizagi BPM Modeler, Iteraplan EAM, and Archi
ArchiMate modeling, as shown in Figs. 3 and 4.

Fig. 3. Project information from Iteraplan and Business Process diagram from Bizagi

Fig. 4. Catalog with tasks from Bizagi and Application services from Archi
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The Enterprise Models built on each tool were the following. In Archi, our
Enterprise Architecture research group developed all the models regarding busi-
ness motivators, business canvas, business capabilities, competitors, infrastruc-
ture, value chain, and stakeholders. In Bizagi all the business process were mod-
eled. And in Iteraplan, the landscape diagram, cluster diagram, nesting cluster,
information flow, and portfolio flow were generated based on the information
corresponding to the 14 building blocks.

The sample code in Listing 2 illustrates the capability of our tool to perform
cross-cutting queries and analysis by extracting certain information from several
models built across different tools. In this example, at first, a query is performed
over the projects registered in Iteraplan and their information is embedded as text
into thedeliverable (Listing 2, lines 15–21).Then, their business processes are taken
from Bizagi, embedding the corresponding diagram and catalog of tasks (Listing 2,
lines 24–32). Finally, the application services that support each task are gathered
from Archi and embedded into the deliverable as a catalog (Listing 2, line 35).

1 importFunction"./archi.jar" as $fArchi
2 importModel "archisurance" as $mArchi
3

4 importFunction "./ process.jar" as $fBizagi
5 importModel "process" as $mBizagi
6

7 importFunction "./ iteraplan.jar" as $ fIteraplan
8 importModel "http :// eadg.edu.net/iteraplan/" as $mIteraplan
9

10 template { name :"EDLA deliverable", output_dir : "./ deliverable"}
11 chapter { title :"Project Management"}
12 section { title :"Key projects"}
13

14 /* Iterate over the projects in Iteraplan */
15 <forEach $mIteraplan.getElementsByType($mIteraplan ,"project" as $project:$>
16

17 Project name: $<text{contents:$project.name}$>
18 Description: $<text{contents:$project.description}$>
19 Strategic drivers: $<text{contents:$project.strategicDrivers}$>
20 Total cost: $<text{contents:$project.costs}$>
21 Accountability: $<text{contents:$project.accountability}$>
22

23 /* Iterate over the business process of the current project in Bizagi */
24 <forEach $project.businessProcess as $bp:$>
25

26 Process name: $<text{contents:$bp.name}$>
27

28 /* Display the diagram of the current business process */
29 <image{id:"bpImg", uri:$bp.getDiagram($mBizagi , $bp.name)}$>
30

31 /* Embed a catalog with the tasks of the current business process */
32 <catalog{function:$bp.getTasks(mBizagi)}$>
33

34 /* Embed a catalog with the Application services (modeled in Archi)
that supports the business process */

35 <catalog{function:$mArchi.getRelatedElements("businessProcess", bp.name
,"applicationService")}$>

36

37 </forEach$ >
38 </forEach$ >

Listing 2. Cross-cutting function over the three tools code sample
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The cross-cutting query involves elements that belong to different models and
were built in different tools. By means of the meta-model mapping presented
above, it is possible to move across the elements and their relationships.

5 Related Work

Jackson et al. [13] state that a review document or any other paper artifact
can be interpreted as a view of the system or engineering model. Based on this
premise, they document the development of a tool and a method to produce
sophisticated artifacts as views and by-products of integrated models. In their
proposal, any paper artifact is assumed as a serialized model that describes and
narrates a set of views of the main engineering model. The document structure
is completely designed and modeled as in UML, using a custom profile, while
the content is provided through query and analysis functions whose inputs are
pointers to the main engineering model. Then, the software produces a DocBook
XML file, which may be used to generate the final document in PDF or HTML
format.

A methodology for automatic software documentation generation is proposed
in [14]. In this, the automatic generation is achieved through the design of a
documentation model and the definition of mapping relationships between its
elements and the system model. Based on this artifacts, the mapping process
is able to extract graphical and textual information from UML and SmartC
models, organizes them according to the documentation model and generates
the software documentation into a Microsoft Word document.

Buschle et al. [15] focused in automating the collection of the data used to
build the organization-wide models. The paper illustrates how a vulnerability
scanner can be utilized for data collection aimed to automatically create Enter-
prise Architecture models, mainly covering infrastructure aspects (Application
and Technology layer of the organization). Moreover, the outcomes from the
vulnerability scanner are taken by an EA analysis tool, responsible for asserting
certain system quality attributes. Scanners do not deliver complete EA models
(especially those regarding Business Layer).

A particular Enterprise Service Bus (ESB) implementation can be used to
extract EA relevant information according to [16,17]. This statement is moti-
vated by the idea that an ESB can be considered “the nervous system of an
enterprise interconnecting business applications and processes as an information
source”. Moreover, based on the application of a survey, the paper concludes
that the SAP PI ESB seems to be suitable and a reasonable start point for an
automated EA documentation endeavor.

All the proposals outlined above share concerns regarding the time consum-
ing, cost intensive and error prone nature of EA documentation and maintenance.
Their solution approaches mainly focus on the automatic generation of Enter-
prise Models based on the execution of scanning tools over IT systems that are
already deployed. Likewise, in [10] transformation challenges and tooling chal-
lenges are related to the need to ensure actuality and consistency of collected
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data from the productive systems, as well as the inability of the available tools
to support importing, editing and validating model data for automated EA doc-
umentation.

On the contrary, our proposal focuses on automating EA deliverables gener-
ation based on a set of Enterprise Models that are already built using different
tools and according to several meta-models. Moreover, in addition to the possibil-
ity to automatically gather information from these models in order to compose
the deliverables, our proposal allows the integration between them through a
meta-model mapping, which enables, as well, cross-cutting analysis over differ-
ent kinds of Enterprise Models. These Enterprise Models are not restricted to
Application and Technology layers, they also represent business logic that may
not be gathered from the productive systems of the organization.

6 Conclusions

This paper presents an approach for automatically generating Enterprise Archi-
tecture deliverables by integrating multiple Enterprise Models built across dif-
ferent tools. A Domain Specific Language was developed to invoke the query and
analysis functions that are embedded into a deliverable template. Likewise, a set
of query and analysis functions were developed in order to communicate and
gather information from the Enterprise Models. The information extracted from
these models is embedded into the deliverables in the form of artifacts, such as
catalogs, matrices, and diagrams. Nevertheless, the value-added of this proposal
does not completely lie on the capability to automatically generate the Enterprise
Architecture deliverables by embedding information extracted from many Enter-
prise Models. Besides that, there is the opportunity to perform cross-cutting
queries and analysis by means of a mapping proposal between common entities
and relationships from several meta-models. To illustrate our approach, Bizagi
Business Process modeler, Iteraplan Enterprise Architecture Management tool,
and Archi ArchiMate modeler meta-models were mapped, and an Enterprise
Architecture deliverable was generated. We think that the Enterprise Architec-
ture documentation may substantially benefit from our proposal, given the fact
that currently this process relies on a high degree of manual work, and is regarded
as time-consuming, cost intensive, and error-prone. Moreover, the cross-cutting
queries and analysis enable the recognition of relationships between the elements
of several models, that otherwise would go unnoticed.
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Abstract. In business process modeling, semi-formal models typically rely on
natural language to express the labels of model elements. This can easily lead to
ambiguities and misinterpretations. To mitigate this issue, the combination of
process models with formal ontologies or predefined vocabularies has often
been suggested. A cornerstone of such suggestions is to annotate elements from
process models with ontologies or predefined vocabularies. Although annotation
is suggested in such works, past and current approaches still lack strategies for
automating the annotation task which is otherwise labor intensive and prone to
errors. In this paper, first an example for use cases is given and then a com-
prehensive overview of the state of the art of annotation approaches is presented.
The paper at hand thus may provide a starting point and basis for researchers
engaged in (semi-)automatically linking semi-formal process models with more
formal knowledge representations.

Keywords: Business process � Semantic annotation � Automatic matching

1 Introduction

In business process modeling, semi-formal modeling languages such as BPMN are
used to specify which activities occur in which order within business processes.
Whereas the order of the activities is specified using constructs of the respective
modeling language, the individual semantics of a model element such as “Check order”
is bound to natural language. As long as models are created and read by humans only
and a commonly agreed (potentially restricted) language is used, the usage of the
natural language is no serious limitation. However, if models have to be interpreted by
machines, e.g. for offering modeling support, search on a semantic level, content
analysis in merger and acquisition scenarios and for re-using implementation artifacts
linked to process elements (e.g. web services), a machine processable semantics of
modeling elements is required [1]. In the past, several approaches tried to formalize the
semantics of individual model elements by annotating elements of ontologies or other
predefined vocabularies that to some degree formally specify the semantics of a model
element. However, such approaches up to date suffer from a major limitation: Anno-
tation is a highly manual and tedious task. The user has to select suitable elements of an
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ontology by browsing the ontology or doing a keyword-based search in the labels of
the ontology. Even if the system is capable of presenting some annotation suggestions,
e.g. based on lexical similarity of labels, the user has to make sure that annotations
match the appropriate context in the process model by inspecting the structure of the
ontology that typically is organized in a hierarchy. For example, if the ontology con-
tains two activities labelled with “Accept invitation”, it is important whether this
activity is part of the hiring process (where the applicant accepts e.g. a job interview) or
the planning process for business trips (where the employee accepts an invitation of a
business partner). In other words, the semantic context of an element that is to be
annotated must be considered. Since no highly automated context-sensitive approach
for process model annotation is available so far, this contribution is meant to facilitate
developing, comparing and optimizing such approaches. To bootstrap systematic
research in this direction, use cases for automated annotation approaches are described
and existing annotation approaches are reviewed. With this, interest in a very promising
research topic should be raised; both in regard to scientific outcome as well as practical
usefulness.

The remainder is structured as follows. Section 2 provides use cases for automatic
process model annotation. In Sect. 3, existing annotation approaches are reviewed. In
Sect. 4, a conclusion and short outlook on research opportunities is provided.

2 Use Cases for Automated Annotation

In the following, application scenarios leveraging an automated process model anno-
tation are presented.

Modeling Support. If process elements are automatically annotated with elements of
an ontology or taxonomy containing a set of predefined activities, this knowledge can
be exploited to help the modeler completing his or her modeling task. This is illustrated
by Fig. 1 showing a process fragment (bottom) being automatically annotated with a
task ontology (top). This knowledge can then be exploited to provide modeling sug-
gestions (right). The advantage of using this knowledge is that the suggestions for the
following model element are not only derived on basis of one (or more) previous model
element(s). Rather, they can be based on the knowledge representation that is linked to
the model element via annotation. For example, in the knowledge representation it may
be specified that after offering the job, potential candidates should be selected. The key
difference to approaches based on e.g. suggesting activities retrieved from similar
models such as the work by Koschmider [2] is that in this way normative knowledge is
used, i.e., how an enterprise should act. Besides modeling support, automated anno-
tation also provides the basis for leveraging information from knowledge representa-
tions that may provide additional value. For example, the PCF taxonomy [3] contains
key performance indicators for all of the activities it contains (in the industry inde-
pendent version approx. 1000 activities). Also, information to enact a process in the
workflow environment may be linked to the set of specified reusable activities. All in
all, new ways of modeling support and of providing additional assistance in the
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model-based design of process supporting information systems are possible due to an
automatic process model annotation.

Process Retrieval. Current repositories are equipped mainly with keyword-based
search mechanisms or rely on process query languages such as BPMN-Q [4]. These
instruments allow searching the process space using natural language as well as
structural and behavioral information. However, they lack to restrict search to broader
content or topics of a process corresponding with the distinct functional areas in an
enterprise, in short with the business topic. Although it may be possible to manually
assign descriptors to models and in fact manual annotation approaches have been
discussed recently [5], this imposes an extra effort on modelers having to focus on
delivering high-quality models in a timely manner. Moreover, descriptors must be kept
up to date if the model is adapted. Hence computing the business subject of a process
model automatically based on activities that are annotated automatically creates an
additional value. It can be re-computed from time to time to keep the information up to
date.

How the automatic annotation of processes may improve the retrieval of processes
from a repository is shown in Fig. 2. The user types in the keyword “review” in the
search form (top). Since reviewing activities can occur in many contexts of the
enterprise activities, the user specifies the category “Human resource management”
which automatically shows up by typing in the special keyword “category” (much like
keyword-search functionality in file explorers of common operating systems). Based on
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the automated annotation of processes, the activity “Review applications” is found that
belongs to a process in the HR realm. Hence with automated annotation, the retrieval
of process knowledge on a semantic level can be improved.

Process Analysis. Similar to process retrieval, current approaches for analyzing the
contents of process models rely on keyword search or specialized query languages.
Another way that is also common to analyze process models is to find similar process
models, commonly referred to as process model matching. However, all these mech-
anisms have in common that an analysis is done in relation to what the user wants to
know (which requires the user to know common terms in the business context) or what
is available (when models are compared). However, in some situations of process
analysis it may be favorable to introduce normative knowledge about which tasks
typically occur in enterprises. With this, questions regarding the coverage of a process
can be answered such as “Do we have a process for managing product quality?” which
may be important for e.g. certain certification activities. Another example would be “In
which area, we do not have yet specified processes?” or “Which of our processes are
highly cross-cutting?” Fig. 3 illustrates how automated process model annotation may
serve process analysis and comparison using normative knowledge.

At first, the user selects process models using a keyword search and adds models to
the comparison (top). He or she subsequently inspects and compares the contents of the
process model using a taxonomy of pre-defined business functions to guide this
inspection (center). In more detail, the result of automatic annotation is displayed for
each process model in a separate column. Each matching activity is displayed as a
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square that is saturated according to the matching score. Multiple squares are composed
to a visualization that slightly resembles to well-known equalizer visualizations of
audio-equipment. When the mouse is hovering over a square, matching score and other
information can be shown such as a link to open the process model or other
meta-information about the process. In order to zoom-in and -out, the user may also
expand or reduce taxonomy levels (left).

Other visualizations that would be possible are histogram-like diagrams. In this
way, automated process model analysis that is enabled by exploiting annotation
information is the basis for advanced analysis and visualization capabilities.

3 State of the Art

Annotation in general has been discussed in the early stages of the Semantic Web
movement [6]. In the following, annotation has also been explored in relation to
enterprise modeling. For example, Boudjlida and Panetto describe annotation types in
enterprise modeling [7]. The authors identify various semantic relations between an
enterprise model and an element of an ontology and provide a schema for describing
annotations. However, the authors also acknowledge that automation in annotation is
largely missing: “However, an important feature is missing: it is the one that permits
the automatic or the semi-automatic provision of the annotations.” [7] Since no com-
prehensive overview of existing, manual annotation approaches for enterprise model is
available so far, a structured literature analysis is conducted. With this, developers of
automated annotation tools should be served with an overview that should inform and
inspire the development of automated annotation procedures.
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3.1 Selection and Analysis of Relevant Literature

For analyzing the literature, the literature data bases EBSCO, Springer, ScienceDirect
and Google Scholar were examined. Different queries such as “process model”
AND annotation or “model annotation” or “semantic annotation” AND
annotation and variants of these queries were executed leading to 83 hits. The
following inclusion and exclusion criteria were applied: Articles were excluded that use
the term “annotation” to simply express that some additional information is written in
the process model that has been generated automatically (i.e. to find semantic defi-
ciencies). Further, works were excluded aiming at the semantic annotation of web
services (e.g. by standards such as SAWSDL) or described by [8–12] or paper-based
forms [13] since this is only slightly related to model annotation. Moreover, articles
were excluded that describe high-level, general purpose annotation frameworks e.g. in
the field of Semantic Web (annotation of web pages). Articles were included that
sufficiently deal with business process modeling and that discuss annotation in suffi-
cient detail. Regarding the latter aspect, this means not merely using/exploiting
annotated process models that have been annotated somehow somewhere, but that are
concerned with annotation itself.

In terms of completeness of the literature search, it can be assumed that most
relevant papers have been identified since a high overlap between hits from databases
and Google Scholar was found. Moreover, also all works in the area of process model
annotation contained in the recent survey from [14] were retrieved. Hence it is likely
that all important works were identified. For this reason, a forward- and backward
search as requested e.g. from Webster and Watson [47] was not performed. Especially
a backward search did not prove to be fruitful, since with this predominantly annotation
tools of the semantic web community (such as OntoMat Annotizer etc., see [15, 16])
have been found that are not specific to process model annotation. If such approaches
would be included, all the annotation work of the semantic web community (as an
example list, see http://semanticweb.org/wiki/Tools) would be relevant. However, in
the BPM community more focused approaches exist that leverage the process structure
such as the works form Born et al. [17]. Hence it is more useful to more strictly look at
the works from the BPM community that developed annotation techniques, which is
done in the paper at hand.

3.2 General Overview on the State of the Art

In the following, the results of the literature analysis are presented (cf. Table 1).
Relevant works are compared and reviewed by first giving a Description of the overall
approach. Besides, a precise account on the notion of Annotation concept is given, that
is, the specific approach the authors described, developed or implemented. In addition,
approaches are compared in regard to whether they provide a (formal) definition of
annotation (column Def) and the Used technologies such as e.g. lexical databases,
string similarities etc. Moreover, approaches are compared in regard to two key
characteristics. The first is their implemented or envisioned degree of automation
(column AU). Symbol ☐ is used to indicate manual, ▣ for semi-automated and ◼ for
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Table 1. Results of literature analysis

Paper Description of the
overall approach

Annotation
concept

Def. Used technology AU CO

[18] The authors suggest a
mapping strategy and
present a tool
developed to map
BPEL4WS to
OWL-S. With the
help of the strategy
and tool,
BPEL4WS-processes
can be translated to
OWL-S process
descriptions

The mapping
relation of a
BPEL4WS
process to an
OWL-S ontology.
In addition, the
relation between
concepts from the
OWL-S profile
ontology to
domain ontologies

– No information ☐ no

[19] Common modelling
patterns are detected
via an automatic
semantic annotation
of EPC process
models. To
automatically
annotate the model
elements, labels are
decomposed using a
lexical analysis and a
pattern matching
approach. If a suitable
instance for
annotation is missing
in the ontology, then
it will be created

Establishment of a
semantic linkage
from EPC
functions and
events to ontology
instances

– Lexicon
(WordNet), term
extraction,
stemming

◼ no

[17, 20, 21] Execution-level
business process
modeling is supported
that leverages a
semantic annotation
for process modeling
and to automate
process execution.
Tool support aims at
supporting the
annotation by
presenting the user
only relevant
annotation options.
To do so, process

Establishment of a
relation between
model contents
(e.g. actions,
objects, states) and
appropriate
domain concepts
or instances
specified in an
ontology

– Term similarity
and synonyms (no
details provided).
Analysis of the
process context
and structure

▣ yes

(continued)
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Table 1. (continued)

Paper Description of the
overall approach

Annotation
concept

Def. Used technology AU CO

structure and lifecycle
information of the
involved objects are
considered

[22] The approach
proposes to add
security information
to process models via
annotation. The user
is supported by
suggestions provided
by a “knowledge
annotator”

A text attached to
a BPMN element
conforming to a
specific syntax
(annotation term,
followed by a list
of parameters)

– Lexicon for
synonym
similarity
(WordNet), path
recognition

▣ no

[23–25] Conceptual models
are annotated to
support e.g.
benchmarking.
Annotation support is
based on the
meta-modeling
platform ADOxx and
the integration of
social network
information to
facilitate annotation is
discussed

Adding properties
of model elements
or establishing
relations to
separate
annotation models

– No detailed
information is
provided

☐ no

[26, 27] The approach aims at
an easy creation of
domain specific
ontology and
semantic annotations.
The latter are
supported via
automated
suggestions. The
computation of the
suggestions is based
on the semantic
similarity between
BPMN element labels
and ontology
concepts

Establishment of a
relation between
an activity of a
BPMN model and
an ontology
concept

– Lexicon for word
sense hierarchies
(WordNet),
various lexical
analysis
techniques

▣ no

[28] With Process SEER, a
tool for semantic

Tasks in process
models are

– Using ontologies
and Natural

☐ no

(continued)
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Table 1. (continued)

Paper Description of the
overall approach

Annotation
concept

Def. Used technology AU CO

effect annotation of
business process
models has been
developed. The tool
requires analysts to
describe the
immediate effects of
each task in natural
language. These are
then accumulated in
an automated fashion

enriched by a
structured
description of their
cumulative effects

Language
Processing
(NLP) is discussed
to improve the
approach

[29–31] Semantic annotations
are discussed and an
annotation framework
for a range of
applications is
proposed such as
systems
Interoperability in a
PLM environment

A semantic
annotation relates
an element of
knowledge to one
more ontology
instances. It also
captures an
annotation relation
type (e.g.
subsumption) and
the meta model
element
corresponding to
the annotated
element

✓ No information ☐ no

[32] Organizational
models are enriched
through semantic
annotation.
A procedure to derive
annotation
suggestions is briefly
sketched

A subject of
annotation is
related to an object
by a predicate.
Ontological
annotation
moreover means
that the predicate
and context are
ontological terms
and the object
conforms to the
ontological
definition of the
predicate

✓ Custom approach
for ontology-based
similarity
calculation

☐ no

[33] An ontological
approach is developed
to semantically

Linkage of the
elements of a
process model or

– WordNet in
conjunction with
various syntactic,

▣ no

(continued)
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Table 1. (continued)

Paper Description of the
overall approach

Annotation
concept

Def. Used technology AU CO

annotate supply chain
process models with a
BPMN and SCOR
ontology. The
approach computes
annotation
suggestions that a
user can select from a
list

meta model with
concepts from an
ontology

linguistic and
structural sim.
measures

[34–38] A semantic
annotation framework
is proposed and
applied in various
settings such as for
goal annotation or to
increase the
interoperability of
process models.
Automation is
discussed
predominantly in
terms of translating a
model to a
pre-defined ontology
based on the model
constructs and
meta-model
information

Annotations of
concrete process
model elements
are part of the
more
comprehensive
PSAM (process
semantic
annotation model).
Model annotation
means to relate
ontology concepts
to model elements
via pre-defined
semantic
relationships

✓ No detailed
information is
provided

☐ no

[16] As part of the
Pro-SEAT tool,
semi-automatic
annotation of goals
for process models is
implemented.
Possible goal
annotations can be
deduced
automatically based
on the model
annotation
information

Relation between
ontology concepts
and model
elements via
pre-defined
semantic
relationships

✓ No detailed
information is
provided, apart
from String match

▣ no

[5] A model for
semantically
annotating business

CPSAM is a
context-based
process semantic

– No information ☐ no

(continued)
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Table 1. (continued)

Paper Description of the
overall approach

Annotation
concept

Def. Used technology AU CO

process models is
devised. The purpose
of the model is to
facilitate search,
navigation and
understandability of
process models stored
in repositories

annotation model
for annotating
business processes
in a process model
repository

[39] A framework and
Wiki-based tool for
the collaborative
specification and
annotation of business
processes is provided.
The tool provides a
list of admissible
annotations to the
user

A relation between
elements of a
BPMN model and
instances of a
formal ontology

– No information ▣ no

[40] An approach for the
automatic generation
and annotation of
capabilities based on
the extraction of
textual descriptions is
developed

A semantic
frame-based
capability model
for describing
what an action
(e.g. a task, or a
service) achieves

– Various NLP
techniques from
the CoreNLP
library, WordNet

◼ no

[41] The sEPC ontology
for EPC model
serialization is
presented and
modelled in the
WSML language.
Competency
questions serve to
validate ontology
development

Linking the
sEPC-based
process
representation
with elements
from other
ontologies

– No automated
approach

☐ no

[42] An approach for the
annotation of the
artefacts including
process models is
developed

Annotation is
understood as the
specification of
concrete values for
a set of common
properties, given
by the metadata
defined in the
ontology

– No automated
approach

☐ no

(continued)

84 M. Fellmann



Table 1. (continued)

Paper Description of the
overall approach

Annotation
concept

Def. Used technology AU CO

[43] Process models are
annotated with their
effects in order to
apply a revision
strategy that helps to
obtain compliant
process models from
models that might be
initially
non-compliant

Descriptions of
immediate effects
of BPMN tasks
provided in a
formal form or
derived from
natural language
(e.g. via
Controlled Natural
Languages - CNL)

– No automated
approach

☐ no

[44] Artefacts such as
process models are
annotated to foster
their reuse. The
semantic annotation
of processes is
implemented using
relations and concepts
from a Business
Ontology to describe
processes or process
fragments

The pairwise
grouping of
processes (or
process fragments)
with the elements
“Business Goal”,
“Business
Function”,
“Business
Domain”,
“Business Role”
and “Process
Resource” via
respective
relations

– No automated
approach

☐ no

[45] The semantic
annotation of process
models is introduced
in order to provide for
advanced querying of
business process
repositories

A correspondence
between elements
of a business
process schema
and concepts of a
Business
Reference
Ontology. The
relation is
established in
order to describe
the meaning of
process elements
in terms of related
actors, objects,
and processes

– No automated
approach

☐ no

[46] Annotations are
introduced as a link
between process

Annotations
provide either
formal definitions

(✓) No automated
approach

☐ no

(continued)
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automated approaches. The second key criteria is whether the approach accounts for
the semantic context of a process model element (column CO), i.e. what previous
activities lead to the activity or which activity are triggered by the activity. This criteria
is important for the annotation of process models, since processes are essentially about
the order of tasks executed in a business process. Consequently, the flow of activities is
important for annotation. If for example an order is captured, checked and finally
executed, it is highly unlikely that after order execution an activity such as “Confirm
order” is relevant for annotation, even if it lexically matches an activity label such as
“Confirm order fulfilment”. So in essence, the criteria is about “knowing” the semantic
context in which a process element occurs and considering this during automated
annotation.

4 Conclusion and Outlook

In this study, general use cases that require an automated annotation approach have
been presented. This underpins the relevance of such a research endeavor. Then a
comprehensive overview on the state of the art in the literature was presented. A major

Table 1. (continued)

Paper Description of the
overall approach

Annotation
concept

Def. Used technology AU CO

models and a
reference ontology

of the entities
involved in a
process such as
activities, actors,
items
(terminological
annotations) or
specify
preconditions and
effects for the
activation of flow
elements
(functional
annotations)

[1] An Ontology-based
process representation
is developed that is
used to enrich model
elements with
machine processable
semantics

Properties of
ontology instances
representing
process elements
that link to
instances of
classes from a
domain ontology
via defined
properties

– No automated
approach

☐ no

86 M. Fellmann



result of this overview is that annotation is rarely automated. Even if it is suggested in
the research works, no automation seems to be implemented. Also, rarely prototypes
are shown. Regarding the semantics of annotation, context information is (apart from
one work) almost never used. This is a surprising research gap that exists even today –

after almost one decade of research on semantic technologies applied to BPM that
started with simple process model annotation proposals. Therefore, a research oppor-
tunity lies in developing (semi-)automated annotation approaches in order to first
leverage existing standards such as PCF (cf. the use cases in Sect. 2) and second to
make use of the wealth of semantic technologies (e.g. for search and matching of
models on the semantic level) when process models have automatically been annotated.
All in all, this contribution may be a starting point for developing more sophisticated
(semi-)automatic approaches capable of linking semi-formal process models with more
formal knowledge representations. With this, new use cases are possible shifting the
automated interpretation of process models to a new and more semantic level. This
contribution should encourage research towards this goal.
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Abstract. Business process design and governance are two important
phases of Business Process Management (BPM). They are however usu-
ally performed using tools that tend to be too generic and technical
for most business analysts. For instance, they promote Business Intelli-
gence (BI) mechanisms to extract reports for the analysis of the executed
processes, but they typically focus on one process definition at a time.
This approach has shortcomings in organisations where there are large
collections of processes that need to be managed consistently. In previous
work, we proposed the generation of domain-specific studios, in order to
enable analysts to design their processes in a much more intuitive way
than with generic languages. This work is a logical continuation through
the addition of domain-specific multi-process reporting and analysis. By
defining analytics metrics in a domain-specific space, analysts are able
to make business performance reviews and manage change in ways that
apply directly and quickly to entire collections of process. The appropri-
ateness and the feasibility of the approach are shown through a detailed
use-case and a complete prototype implementation.

Keywords: Reporting · BPM · Change management · DSL · BI

1 Introduction

Business process design and governance are two critical components for Busi-
ness Process Management (BPM) [19]. Both design and governance are tightly
related: metrics defined in a design phase are then analysed using governance
tools in order to improve the organization’s processes. Today’s BPM approaches
are too generic and technical for fitting well with the business experts, lim-
iting the involvement of business matter experts, in particular for design and
governance activities [12]. In addition, current approaches focus on the manage-
ment of one process and its corresponding instances at a time, not taking into
account organization’s process collections that may share a number of activities.
Dijkman et al. [3] highlight the difficulties that face organizations to deal
with large process collections. In these collections (or repositories), similarities
between processes are detected. In particular, activities that meant to do the
c© Springer International Publishing AG 2017
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same thing. In a recent BPM survey, van der Aalst [2] reported that “Business
Intelligence (BI) tools focus on simple dashboards and reporting rather than
clear-cut business process insights”. The author also argued that BI tools rely
on “to-be” processes and do not help the stakeholders to understand the “as-is”
processes. Indeed, business analysts require dedicated means (i.e., specific type of
task with implicit domain knowledge) to effectively model their business domain
such as logistics, healthcare, transportation, etc. [17]. In such aforementioned
domains, many processes could be defined, having a number of shared activities.
Therefore, an intuitive, centralized and efficient way of designing and govern a
collection of processes for a domain is necessary.

Domain-Specific Languages (DSLs) are an effective means to cope with appli-
cation domains providing improvements in expressiveness and ease of use [10].
More specifically, Domain Specific Process Modeling Languages (DSPMLs) [8]
can be used by business stakeholders to design their processes in a much more
intuitive way than actual standards such as the Business Process Model and
Notation [16] (BPMN 2.0). In previous work, a model-driven and generative
approach is proposed to build domain-specific studios in order to adapt process
design and monitoring to business matter experts [12,14]. In this paper, we
extend the previous work adding and analysing metrics in the domain specific
perspective. The provided extension enables an understandable, centralized and
efficient way to deal with multi-process analysis and reporting. The latter are crit-
ical for change management and business performance reviews. Change manage-
ment is a difficult problem when dealing with existing processes in an organiza-
tion. Analysts would typically design the current processes in what is commonly
called the “as-is” version. They would then propose various improvements, as a
business proposition. The outcomes of these projected improvements are known
as the “to-be” versions [18]. The business case is based on the perceived value
of the migration between “as-is” process to the “to-be” process. Therefore, the
tools that allow this analysis are crucial in securing such business deals. By inte-
grating reporting tools in the domain-specific approach we obtain an important
advantage over current tools because the business performance reviews can be
applied to all the processes in a collection, and not just to one. Analysts will
be able to define their metrics such as cost or duration for the different activity
types. When these activity types are used in different processes, the metric’s
information will be centralized in the domain specification. This implies that
the aforementioned analyst could easily simulate the impact of a change of a
concrete metric for a collection of processes. For example, she/he could easily
see the implications of automating a very time-consuming manual task in terms
of overall cost over time in the process collection.

The appropriateness and the feasibility of our approach is shown through a
use case and the integration of the reporting solution in a complete prototype
implementation. The rest of the document is structured as follows. Section 2
describes a general overview of the approach. Section 3 presents an example
that illustrates the solution. Section 4 details the different elements and their
integration with the previous work. Section 5 presents more details about the
prototype implementation. Section 6 focuses on related work and finally, Sect. 7
summarizes and put forwards future perspectives.
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2 Overview of the Approach

This section gives an overview of the approach, which enables the possibility
of dealing with metrics for activity types that can be reused in a collection
of processes. As such, the solution can provide an overview of the impact of
changes considering one or several metrics for an entire collection of processes.
For instance, an analyst can investigate the change in process cost when certain
types of manual tasks (such as entering data) are automated. The automated
alternative of the task is proposed in a central domain definition and the impact
is seen across all the processes that are affected. This contrasts with the current
approaches of modifying the metrics in each individual process. For instance,
by manually identifying the task and changing the type and characteristics to
indicate automation [2]. As Fig. 1 shows, in our approach, similar activities can
refer to a domain activity type. This means that they have equivalent behaviour.
Therefore, when building up a report, the information from the aforementioned
activity types can be extracted. This solution provides a wider view of the pos-
sible improvements concerning the organization’s processes, as it considers the
entire bunch of processes.

Fig. 1. The approach overview

Figure 2 gives an overview of the integration of the solution in the current
framework. Each number in the figure corresponds to one key component of
the domain-specific design method [13]. In the first step, the Corporate Strategy
Expert defines the domain analytics metrics. By default, two metrics (dura-
tion and cost) are proposed, but new ones could be easily added, extending the
domain description. In the second step, a Technical Expert creates a graphical
template of the added metric. The latter, also creates a report template tak-
ing into account the new defined metrics. In our solution, a generic template is
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proposed, relying on the cost and duration of the activity types. Finally, the Ana-
lyst will eventually relate the process steps to the selected metrics and he/she
will assign them a value. From the process studio, the analyst would be able
to open a Reporting View that will present the report results. This report will
automatically take into account the updates in the current process model.

Fig. 2. Multi-process analysis and reporting integration overview

The next section presents a use-case that demonstrates the interest of the
approach. It shows how this multi-process reports can drive the process improve-
ments in the design phase.

3 Use-Case: Using Multi-process Reporting and Analysis

This section provides a step-by-step use-case showing the interest of the app-
roach. Considering several processes, various reports are derived, which can drive
the decisions for improvement based for instance on Return On Investment
(ROI). The use-case starts with the analysis of the current process collection
(AS-IS). The use-case also shows how the approach helps deciding where and
when processes should be changed and optimized (the TO-BE process collec-
tion). Reporting relies on process models, which helps visualizing the immediate
impact of reducing the duration and cost of an activity type in the entire process
collection (e.g., automating a concrete step).

3.1 AS-IS Process Collection Analysis

Figure 3 shows a simple example of a process collection that contains three dif-
ferent processes. For a matter or visual fitting, the processes have no more than
eight steps. All of them concerns the human resources domain (for instance, the
submission of the new employee information or the set-up of a welcome meeting).
Note that the first process is considered to be executed ten (10) times per day
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Fig. 3. Process collection (AS-IS)

(i.e., ten instances), while the others just one time. The number of instances is
important to be considered in order to calculate the cost per period of time of a
process. In the use-case, we focus on the squared steps, which are both linked to
the same activity type holding the same name: “Review New Employee Infor-
mation”.

Fig. 4. Process collection report (AS-IS) - Activity types summary

Starting from a process collection as the one illustrated in Fig. 3, an analyst
launches the reporting tool, which is integrated in the studio as an independent
view. Three main reporting results are then generated:

– A process collection overview as the one illustrated in Fig. 4. This part
provides an overall perspective of the different processes in the collection and
a summary of the activity types’ usage. The table sorts them by the effective
cost, which is calculated multiplying the number of instances by the cost per
hour and the duration (in minutes) (i.e., nb.instances ∗ duration ∗ cost/60).

– A number of graphs that highlight the most costly activity types (see
Fig. 5). These graphs points out the most expensive activity types in terms
of cost and duration in a visual way.
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Fig. 5. Process collection report (AS-IS) - Highest effective costs’ graphs

– A daily, monthly and yearly report for each process of the collection.
Figure 6 shows an example of a monthly report of the process called “My
process”.

Looking at the report artefacts of Figs. 4, 5 and 6, an analyst could easily
conclude that one of the easiest and more effective ways to improve the over-
all process collection is to reduce the cost and duration of the “Review New
Employee Information” activity type. Figure 7a shows its definition in the cur-
rent domain, which indicates that there are no services linked to it. The next
section presents the case where the analyst simulates the automation of the
aforementioned activity type.

Fig. 6. Process report (AS-IS) - Per month
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3.2 The TO-BE Process Collection

This section presents the TO-BE Process Collection. The use-case shows the
possible automation of the “Review New Employee Information” activity type
(this could involve for instance an automatic service that analyses all the data
about the employee; it could also be a mix between a reduced human involve-
ment and an additional service). Figure 7b illustrates how the activity type is
linked to a service. The time of the proper activity type is negligible but the cost
and duration of the corresponding service is 6 s (0.1 min) and 1$ per hour respec-
tively. This information is shown as an aggregated value in the corresponding
activity type.

(a) Activity Type Definition AS-IS
with no Associated Service (Manual)

(b) Activity Type Definition TO-BE
with Associated Service (Automated)

Fig. 7. Activity types definition

The change in the domain will impact all the steps in the process collection
pointing to the updated activity type. Note that the modification impacts two
processes in our use-case as Fig. 3 showed. However, we could imagine dozens of
processes updated with this punctual and centralized change.

After the update of the process collection, the analyst could re-run the report
tool. Figures 8 and 9 illustrate the impact of the change in the process collection.
The analyst will conclude that the automation of the “Review New Employee
Information” activity type will dramatically improve the performance of the
entire organization. The comparison between the Figs. 6 and 8 indicates that
this change could save up to 1,566.31$ per month (1573 – 6.69) in the example
when only 10 instances of the main process are executed per day. Of course
in large organizations with many processes (such as banks) the changes could
amount to millions in difference, and these reports can provide easy ways of
calculating the various scenarios to justify investments in automation or other
improvements.

Note that in the case when the reporting shows that the ROI is below the
acceptable limit for the change, other alternatives could be explored, including
automating other activity types, which for the same development cost have a
better ROI. This may be because these activity types are used in processes that



98 M. Cortes-Cornax and A. Mos

Fig. 8. Process collection report (TO-BE) - Activity types summary

Fig. 9. Process report (TO-BE) - Per month

are more frequent. In our use-case, we choose one of the most frequent in terms of
number of instances (see Fig. 5). Therefore, the impact of its automation appears
to be of major interest.

This example shows how the reporting capability can help driving the strate-
gic decisions from a high level of governance without getting into the details of
individual process designs. Compared to related tools, the changes are explored
and investigated in the domain, not for every single process definition.

4 Integrating the Analytics Metrics in the Domain

Our aim is to provide the analysts the means to be able to consistently and repet-
itively reuse metrics across business processes with all the advantages enjoyed by
the domain-specific approach (such as sweeping changes, consistent connections
between activities, reusable reports, etc.). The approach presented here proposes
to extend the previously documented domain meta-model [14] to include specific
design analytic metrics. This implies considering the latter as a first class citi-
zen component to complete the definition the domain. As shown in the previous
section, these metrics will support the creation of business performance reviews
through reporting.
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4.1 Terminology

The approach introduces the notions of AnalyticsMetricType and AnalyticsMet-
ricUsage. This separation is necessary to distinguish between the static parts of
the metric (the type) such as the units or symbol and the dynamic part (the
usage), which corresponds to the actual value of the metric linked to an domain-
specific activity type. In this section we briefly explain the two new concepts, in
which we rely to provide the reporting functionalities:

Analytics Metric Type: refers to any type of measurement used to evaluate
some quantifiable component of an activity or service performance such as dura-
tion or cost. It is defined as a governed object (has an id, a label, a description,
an icon and a version).

Analytics Metric Usage: refers to the actual value of a metric in relation
with a domain activity type or a domain service. Therefore, it relates a domain
activity type or domain service with an Analytic Metric Type with a value.

The formal relation between these terms and the domain concepts are
detailed via the (simplified) Domain meta-model (DomainMM) presented in the
next section.

4.2 Domain Specification Extension

The DomainMM represents the business domain information for an enterprise,
with regard to the specification of the activity types that are going to be
reused in the business processes. Figure 10 illustrates a simplified version of the
DomainMM where the new concepts are highlighted in grey. Note that terms
such as the Service Level Agreements (SLA) and the Data Objects are not rep-
resented here as the focus is put on the meta-model-extension and the related
constructs.

The meta-model contains the overall DomainLibrary, which has the indi-
vidual business domains. Each Domain contains a ActivityTypeLibrary, a Ser-
viceLibrary. The ActivityTypeLibrary holds the series of domain-specific activity
types (DSActivityType). The ServiceLibrary contains DSService elements that
refer to the actual SOA services required in the domain. The services can be
abstract entities that are bounded later in the deployment process, as described
in previous work on deployment [15]. The DSActivityType and the DSService
are considered to be governed objects (GovernedObject). This abstraction has
been added to the previous meta-model, which results from the work concerning
domain-specific monitoring [12]. The monitoring infrastructure are out of the
scope of the paper. Also note that with respect to the previous meta-model, the
term DSConcept has evolved in DSActivityType. This evolution is the result of
several exchanges with the BPM community as well as the aim of separating the
behavioural term with the data-related term (i.e., domain specific activity type
vs data objects).
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Fig. 10. DomainMM extended to incorporate the analytics metrics definition

As specified in a previous work [14], this meta-model is useful for several
proposes: (1) to store the domain information in a central repository on the col-
laboration and distribution server; (2) to generate a domain editor (textual) that
can be used stand-alone or embedded in a graphical editor as part of a diagram
designer; (3) to make the connection with the behavioural view specifying how
process steps are going to be represented; (4) to inform and update Service-Level
Agreements (SLAs) for business concepts. This new solution allows the analysts
to define the Analytics Metrics corresponding to each domain-specific activ-
ity type or domain service. This brings important advantages when considering
changes in order to improve processes in a collection.

The mapping between activity-types with the process steps relies on a generic
process meta-model and unique ID (UID) attributes as Fig. 11 shows. In our
solution, the Mangrove meta-model [7] is used (here, we just focus on a sub-
set). This meta-model constitutes a simplified representation of the main generic
process concepts. It is significantly simpler than fully-fledged BPMN because
its objective is simply to extract the essence of the structure of various busi-
ness processes. Our hypothesis is that a descriptive level [20] (reduced amount
of symbols but semantically enriched) is enough to define high-level domain-
specific process models. The aim is to bring the DSPMLs to a common BPMN
denominator, which can take advantage of the BPM suites (BPMS) investments
while preserving its specificity and expressiveness. Figure 11 explicitly shows the
distinction between de domain specification and the process specification. This
separation is the key point to enable multi-process analysis and reporting. In
addition, this decoupling permits to define particular metrics for a step, even if
it refers to an activity type with its “default” metrics.
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Fig. 11. Domain and process instantiations in the prototype

On the bottom of Fig. 11 two models instantiating the aforementioned meta-
models are shown. The left-bottom one represents an activity-type in which the
cost and the duration have been define. Thanks to the ID match between process
steps and activity-types, the metrics can be graphically visualized for each step
(model in the right-bottom). Note that as we said previously, these metrics are
shared between all the steps that refer to the same activity-type.

5 Prototype Implementation

The prototype implementation relies on the Business Intelligence and Reporting
Tools (BIRT) Project [4] for integrating the approach into the process studio.
BIRT is “an open source technology platform used to create data visualizations
and reports that can be embedded into rich client and web applications”. In our
case, BIRT is embedded in the generated domain-specific process studio, which
is an Eclipse-based rich client.

Figure 12 shows the reporting synchronization mechanism between the
domain-specific process models and the reporting tool. The report template
(report design) contains the definition (logic and style) of the tables and charts
presented in the report. Also, it contains the scripting code (JavaScript in our
case) that fills the data sets from the process models via a ReportingService.
The BIRT repport’s code loads the ReportingService, calling the implemented
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reporting methods to access the data corresponding to the current process col-
lection semantic model. Indeed, this component is used as interface between the
report and the process collection semantic model (instantiation of the linked
DomainMM and MangroveMM containing the activity metrics). The data-sets
correspond to data-tables, which are the entry point of the report’s charts.

Fig. 12. Report template

Our entire prototype, comprising this new reporting feature, relies on a set of
mature and open-source Eclipse technologies. We believe they are highly relevant
for any BPM suite many of which are actually built using Eclipse. The screen-
shots shown in the previous sections give an overview of the prototyping work.
We use the Eclipse Modelling Framework (EMF) [21] for the definition of the
meta-models (to define the new elements AnalyticsMetric and AnalyticsMetric-
sUsage). The Eclipse Xtext framework [5] is used to generate tool support with a
fully featured textual editor for domain descriptions relying on the DomainMM.
The Ecore meta-models are the inputs for the Sirius domain-specific editor [6].
This tool allows an easy creation of the configurable graphical modeling stu-
dios (definition of the templates and the interpreted user interface). Mangrove
Core [7] is used as process meta-model. The synchronization illustrated in Fig. 12
enables the data visualization when the report is executed, by simply clicking a
button.

Some limitations are still observed in the prototype. Currently, the report
template is highly dependant on the metric definition. A future extension of
the work considers an automatic generation of the report. BIRT provides a rich
API that enables a programmatic construction of the report template. Another
limitation is that only two metrics are defined that are Cost and Duration. This
separation enables an easier visual distinction in the studio palette. However,
in order to define new metrics in the studio, the Analyst could instantiate the
generic class AnalyticMetricType. Also, the framework permits an easy extension
of the meta-model and the subsequent visual representation, that could be per-
formed by the Technical Expert. Note that the visual definition of the graphical
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elements can also be easily changed with a one-click manipulation. Note also
that today, we focus on the analysis of the steps referring to activity-types in
a generic way. Even if the approach supports particular metrics for each step,
this functionality has not been yet implemented in order to incorporate them
to the rapport. Finally, richer reporting charts and information extraction has
been considered. Indeed, we did not pushed the limits of BIRT, which is a very
powerful tool. Nevertheless, we focused on showing the feasibility and interest
of the approach.

6 Related Work

Dijman et al. [3] summarize and highlight the challenges of different academia
researches around process collection’s management. Most of these works focus
on looking for similarities between processes in terms of labelling or structure
but none of them in reporting mechanisms for collections. For instance, Leopold
et al. [9] take similarities into account before adding a new process to a collection.
Van der Aa et al. [1] deal with behavioural ambiguity in textual and label process
descriptions proposing the so-called behavioural spaces, which support definition
variability. In a similar direction, Weber et al. [22] propose a solution to identify
refactoring opportunities in process repositories. Considering our domain-specific
approach, this “ambiguity” problem is minimized, as the behavioural similarities
are kept in a centralized, domain-specific activity type repository. However, the
aforementioned works are complementary to our approach as they can be used
as starting point to refactor (i.e., migrate it to a domain-specific approach) an
already existing process collection. Then, we could apply our proposed process
collection reporting technique. In this direction, families of process variants [11]
could also be an entry-point of our approach.

If we look at the industry, some BPMN vendors such as Bizagy1, PMSoft2 or
Bonita3, offer sophisticated graphical tooling to create reports. Principally, they
focus on execution metrics, which are stocked in a database. However, as we
discussed before, as they do not consider the domain specific layer, they are not
able to deal with a collection of processes. Their reports are therefore focused
on single process definition and their corresponding instances.

Another differentiation between the previous tools is that our reports rely
for the moment in the design phase and not in the execution phase. Focusing on
the design phase facilitates the analyst to simulate possible changes and build
reports without the need of the BPM infrastructure (that implies configuration
and monitoring). In the future, we consider capturing the execution information
plugging the report infrastructure to our monitoring infrastructure [12]. This
will be useful to update different parameters that were designed in the initial
phases with real data (for example, the number of executed instances of a process
or the duration). These measures may be critical to properly define Service
1 http://www.bizagi.com/.
2 http://pmsoft.com/.
3 http://www.bonitasoft.com/.

http://www.bizagi.com/
http://pmsoft.com/
http://www.bonitasoft.com/
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Level Agreements (SLAs). Tibco Nimbus4 propose reporting features for design
analysis as we do. As Nimbus does not have the concept of DSActivityType the
reporting tool is limited to a single process again.

7 Conclusion

Existing reporting definition approaches are typically technology-specific and
generic with respect to the business domain. They also focus on a single process
definition at a time. This limits the ability of business matter experts to express
their design intent and enact wide-ranging changes in multiple processes. The
solution presented in this article provides the business stakeholders with means
to analyse possible process problems and asses the improvement scenarios. It also
allows to maintain the process metrics (such as cost and duration) at a high-
level, with impact to the entire collection of business processes in a domain, if
required.

The solution provides the means to decide how and when processes should be
changed and optimized. For instance, this can help with an immediate impact
assessment of automation of certain activity types. Therefore, the reporting capa-
bility presented here can help to drive the strategic decisions from a high level
of governance without getting into the details of individual process designs. The
changes that are explored are investigated in the domain definition and not
for each individual process. Indeed, capturing domain-specific metrics provides
three main advantages: (1) a centralized management of the analytics metrics
that can be reused for different process definitions; (2) a better understand-
ing of the process by business analysts since they can add precise information
about expected cost and duration; and (3) the possibility to simulate outcome
of scenarios and therefore help to take decisions about the necessary changes.

The solution is supported by tools that automate the creation of the reports
based on the metrics defined in the domain. Today, our solution is focused on the
BPM’s design phase. For instance, we suppose that the number of instances is
known at design time. In the future we could benefit from monitoring integration.
This could help extracting insights by merging real measured data in analysis as
well as to enhance business process analysis in real time as information becomes
available. Also, we could extend the approach to relate the metrics definition to
the actual performer’s evaluation.

References

1. van der Aa, H., Leopold, H., Reijers, H.A.: Dealing with behavioral ambigu-
ity in textual process descriptions. In: La Rosa, M., Loos, P., Pastor, O. (eds.)
BPM 2016. LNCS, vol. 9850, pp. 271–288. Springer, Cham (2016). doi:10.1007/
978-3-319-45348-4 16

4 http://www.tibco.com/products/automation/business-process-management/
nimbus.

http://dx.doi.org/10.1007/978-3-319-45348-4_16
http://dx.doi.org/10.1007/978-3-319-45348-4_16
http://www.tibco.com/products/automation/business-process-management/nimbus
http://www.tibco.com/products/automation/business-process-management/nimbus


Multi-process Analysis and Reporting 105

2. van der Aalst, W.M.: Business process management: a comprehen-
sive survey. ISRN Softw. Eng. 2013, 37 (2013). Article ID 507984.
http://dx.doi.org/10.1155/2013/507984

3. Dijkman, R.M., La Rosa, M., Reijers, H.A.: Managing large collections of busi-
ness process models-current techniques and challenges. Comput. Ind. 63(2), 91–97
(2012)

4. Eclipse-Fundation: Business Intelligence and Reporting Tools (BIRT) Project
(2004). http://www.eclipse.org/birt/

5. Eclipse-Fundation: Xtext (2006). http://www.eclipse.org/Xtext/
6. Eclipse-Fundation: Sirius (2007). http://www.eclipse.org/sirius/
7. Eclipse-Fundation: Mangrove (2009). https://www.eclipse.org/mangrove/
8. Jablonski, S., Volz, B., Dornstauder, S.: Evolution of business process models and

languages. In: 2nd International Conference on Business Process and Services Com-
puting (BPSC), pp. 46–59. Citeseer (2009)

9. Leopold, H., Smirnov, S., Mendling, J.: On the refactoring of activity labels in
business process models. Inf. Syst. 37(5), 443–459 (2012)

10. Mernik, M., Heering, J., Sloane, A.M.: When and how to develop domain-specific
languages. ACM Comput. Surv. (CSUR) 37(4), 316–344 (2005)

11. Milani, F., Dumas, M., Ahmed, N., Matulevičius, R.: Modelling families of business
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Abstract. BPMN has acquired a clear predominance in the modeling
of organization processes. Since it is a fairly complex modeling language,
in some cases it is important to clarify the behavior of a modeled process,
especially when concurrency comes into play. We consider unsafe process
models with arbitrary topology, and we focus on the effects of concurrent
control flows activated within single process instances. We use text anno-
tations to clarify the concurrent behavior, and tokens with identity to
regulate the synchronizations. We illustrate the benefits of our approach
by a simple, yet realistic, scenario about paper reviewing.

Keywords: Modeling · Concurrency · BPMN · Erroneous
synchronization.

1 Introduction

Concurrent issues in modeling and programming has been discussed for years [1].
With the growing number of distributed applications run by complex organiza-
tions, a proper management of concurrency became more and more important.
Focusing on enterprise architecture Zachman identified the different dimensions
to consider in order to reason on, and understand, the dynamics of a complex
organization [2]. Among the others process modeling describes how an organiza-
tion structures its activities in order to achieve its goals [3]. Concurrency results
to be an issue with regards to the arrangement of these activities. Indeed, some of
them “can be performed simultaneously by several autonomous workers that may
coordinate their work by means of communication” [4]. Resolving concurrency
issues positively impacts on the organization performance.

To describe a process, de facto standard is BPMN 2.0 [5] provided by OMG.
It adopts a semi-formal approach combining a precisely specified syntax with
a token-based semantics given in natural language. A semi-formal description
is useful to allow different stakeholders to easily communicate and share ideas
so that BPMN can play the role of a bridge between business analysts and IT
developers [6].

c© Springer International Publishing AG 2017
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Concerning the management of concurrency in BPMN, it is worth noticing
that multiple process instances is explicitly addressed in the specification, while
the effects of concurrent control flows within a single instance is underspecified.
This can easily occur due to concurrent control flows initiated through the use of
AND-split and OR-split gateways. The relevance of such an issue is pointed out
also by studies stating that an increase in the level of concurrency for BPMN
models implies an increase in modeling error probability [7,8]. Here, we focus on
the management of concurrent behavior in a single process instance.

Imposing well-structured rules contributes to control and minimize the level
of this form of concurrency by guaranteeing some correctness properties [9,10].
However, such restrictions are not easily applicable by all model designers.
Indeed, on the one hand, designers with limited modeling experiences are prone
to model spaghetti processes. On the other hand, more expert designers should
be free to express their creativity in modeling the process according to the reality
they feel [4]. In addition, not all process models with an arbitrary topology can
be transformed into equivalent well-structured one [11,12]. Summing up, advan-
tages of the structured process modeling style over the unstructured one (and
vice versa) have been a topic of active debates for decades [4]. Hence, processes
with arbitrary topology are still very common in practice.

In this work we do not impose any restriction on the usage of the modeling
notation. We refer here to process models with an arbitrary topology including
concurrent behavior, which may lead to the occurrence of erroneous synchro-
nizations. Such a kind of processes generally include sequence flows that can be
activated more than once at the same time, referred as unsafe processes. These
processes are typically discarded by the modeling approaches proposed in the lit-
erature, as they are over suspected of carrying bugs. Unfortunately, this attitude
significantly limits the use of concurrency in business process modeling, which is
an important feature in modern systems and organizations. Instead, we believe
that in these cases the designer could keep the ‘offending’ model and solve the
issue by better clarifying the intended behavior. In fact, the problem typically
is not in the model itself but it is due to the underspecification of the BPMN
standard in dealing with concurrency issues within a single process instance.

Our work is thus mainly motivated by the need of achieving synchronization
correctness in unstructured processes, which is still an open challenge. More
specifically, the contribution of the paper is an advanced use of BPMN text
annotations to enrich the model with information suitable to deal with con-
current execution of control flows. We also contribute by refining the process
execution semantics by taking into account token identities to avoid erroneous
synchronizations. The major benefit of our contribution is having the possibil-
ity to fully explore the modeling potentialities of BPMN notation in case of
processes with arbitrary topology and concurrent behavior.

The rest of the paper is organized as follows. Section 2 introduces a motivating
scenario, while Sect. 3 discusses on unsafe processes. Section 4 provides details on
our methodology, and Sect. 5 reports the works found in literature that inspired
our work. Finally, Sect. 6 closes the paper with some conclusions and future work.
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2 A Motivating Scenario

To better clarify the issues we want to address, we introduce a scenario concern-
ing the management of the paper reviewing process of a scientific conference. We
use this scenario to motivate our approach, and throughout the paper to illus-
trate its technicalities. We rely therefore on a simplified version of the scenario,
as in [3, Sect. 4.7.2].

Fig. 1. Paper review process collaboration.

This is modeled in BPMN as the collaboration in Fig. 1. The participants are:
Program Committee (PC) Chair, the organizer of the reviewing activities.
For the sake of presentation, we assume that the considered conference has only
one chair, whose behavior is represented by the process within the PC Chair pool;
Reviewer, a person with knowledge in some of the conference topics. This role
is modeled as a multi-instance pool. Each process instance describes the tasks
that a reviewer has to accomplish to complete her/his assignment. For the sake
of simplicity, we choose to assign only one paper to each reviewer; Author, who
submitted a paper to the conference and acts on behalf of the other authors
(contact author). This role is modeled as a multi-instance blackbox pool since
details on the author behavior are not relevant to our purposes.

The reviewing process is started by the chair, who assigns (via a parallel
multi-instance activity) each submitted paper to a reviewer. Then, the chair
receives the reviews and evaluates them. In particular, as soon as a review is
received, the chair starts its evaluation and is immediately ready to receive
and process another review. This behavior is rendered in BPMN by means of
a loop, realized via an OR split gateway and a XOR join gateway, whose sin-
gle iteration consists of receiving a paper review and starting its evaluation.
The evaluation of each review is modeled by the process fragment enclosed by
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the AND split gateway and the AND join one. Indeed, the evaluation proceeds
along two concurrent control flows: (bottom branch) the chair checks the qual-
ity of the received review and, if necessary, he/she revises it to improve and
(top branch), according to the reviewer decision, the chair prepares the accep-
tance/rejection letter or, if the paper requires further discussion, the decision
is postponed. In the last part of the process (after the AND join gateway), the
chair attaches the review to the notification letter, and sends it to the contact
author.

The model described so far represents in an intuitive and compact way the
paper reviewing scenario. However, despite its simplicity, it hides some subtleties
that may affect its correct enactment. For instance, it may happen that an author
of a paper will receive a notification with attached the review of another paper.
We describe below how this kind of situations may occur, by making use of the
concept of token, thought of as a means to indicate the process elements that
are active during the execution.

Let us consider the reception of the review for a paper, say paper1. This
event produces a token that activates the OR split; assuming that other reviews
are waited, the OR gateway produces in its own turn two tokens: one is used to
reactivate the receiving message intermediate event, while the other to activate
the evaluation of paper1’s review. This latter token is split into two tokens
for activating the two evaluation branches described above. Then, a review for
another paper, say paper2, is received and dealt with in a similar way. The
evaluations of the two reviews proceed, hence, along two concurrent control
flows. After some steps, we may have the current situation: (i) paper1’s review
has been revised by the chair and a corresponding token reached the AND join
gateway from the bottom incoming flow, while the other paper1 token is still
marking the Discuss task, as the paper received a borderline score; (ii) paper2
received a reject score, thus, while the chair is still checking the review quality,
a paper2 token reached the AND join gateway from the top incoming flow.

In this situation, the two incoming flows of the AND join carry a token.
Thus, according to the standard semantics of BPMN, the AND gateway triggers
the flow through its outgoing sequence flow. In fact, the semantics does not
distinguish tokens related to the evaluation of the paper1’s review from those
related to the paper2’s one. This erroneous synchronization of tokens allows
the process execution to continue with the notification task, using the revised
review of paper1 and the rejection letter of paper2.

To address this problem, we advocate the use of tokens with identity. This
enables the AND join gateway to distinguish the two incoming flows, hence
avoiding the erroneous synchronization. In fact, only tokens with the same iden-
tity, i.e. referring to the same paper review, synchronize. When synchronization
cannot take place, the incoming tokens just wait for the arrival of ‘brother’
tokens.

Notably, in order to have the situation described above, during the execution
of the considered process more than one token must concurrently transit along
the same sequence flow. In the reviewing scenario this happens each time a
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review is assigned as result of the OR Join behavior specification. Moreover, the
other condition leading to situations of erroneous synchronization is the presence
of concurrent control flows, where the generated multiple tokens are split and
then have to be synchronized. In our scenario, we have that the concurrent
control flows correspond to the two evaluation activities performed by the chair.
We present in Sect. 4 our approach to avoid erroneous synchronizations to take
place when the above conditions are met.

Other possible solutions have been proposed in order to overcome the con-
currency issues addressed by our approach. With reference to the introduced
reviewing scenario, a first solution proposes to model the PC Chair by means of
two processes: one that assigns papers, collects reviews and instantiates the other
(multi-instance) process, whose instances separately deal with the evaluation of
paper reviews. As no interaction can take place among these instances, erroneous
synchronizations cannot emerge. A second solution suggests to put in sequence
the various evaluation activities performed by the chair. This avoids concurrent
flows and, hence, the possibility of erroneous synchronizations. Compared with
our solution, where the chair behavior is modeled as a single process instance,
the first alternative does not fit well with the reality, as the behavior of a single
human person is split into two separate processes, one of which is multi-instance.
Missing to represent concurrency aspects can be dangerous when the model is
intended to model activities to be automated by information systems. The sec-
ond one, instead, imposes to put in sequence a set of activities that originally
were parallel. Most of all, the two alternative solutions require an alteration of
the original structure, as well as of the semantics, of the designed process. This
requires the designer to be expert enough to identify the concurrency issue in
his model and, then, to solve it by properly restructuring the model. Moreover,
these are ad-hoc application-specific solutions. Instead, our approach provides a
general solution to the problem, without altering the structure of the process. In
fact, we acts on the level of abstraction, which is lowered in order to distinguish
token identities.

3 On Unsafe Processes

Unsafe processes emerge only when the control flow is organized in such a way
that tokens can be dynamically generated during the process instance execu-
tion. In this section, we clarify how multiple tokens are generated, and how to
recognize processes that do that and hence may be subject to erroneous syn-
chronization problems.

First, we set the scene by introducing the necessary background notions. The
first key concept is that of token. The BPMN specification states that “a token
is a theoretical concept that is used as an aid to define the behavior of a process
that is being performed” [5, Sect. 7.1.1]. A token is commonly generated by a
start event, traverses the sequence flows of the process and passes through its
elements (enabling in this way their execution), and is consumed by an end event
when the execution terminates. Besides, tokens can be generated and consumed
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by gateways. The distribution of tokens in the process elements, called mark-
ing, defines a state of the process, as it indicates which activities are enabled
and which sequence flows have been selected. The process execution is therefore
defined in terms of marking evolution (i.e., changes of state).

Now, by relying on the above notions, we define when a process is unsafe.

Definition 1 (Unsafeness). A process is unsafe if and only if during its execu-
tion it can reach a marking where more than one token marks the same sequence
flow.

. . . . . . . . .

. . .

. . . . . . . . .

. . .

Fig. 2. Token generator structures (bounded number of tokens).

Fig. 3. Token generator structures (unbounded number of tokens).

Intuitively, a process is unsafe if it contains either a process fragment capable
of generating a bounded number of tokens (Fig. 2), or an unbounded number of
tokens, by resorting to a loop (Fig. 3). Notably, it is evident that well-structured
processes do not contain token generator fragments [10]. Looking at the structure
of the process in Fig. 1 referring our running example, we can identify a pair of
gateways, namely the first XOR and the OR, that form a fragment corresponding
to the structure in Fig. 3. To establish if a process is unsafe, we can translate the
BPMN model into a Petri Net [10] and resort to techniques for verifying safeness
properties of Petri Nets. For an account of these techniques we refer to [13,14].

4 An Approach to Erroneous Synchronizations Avoidance

To manage unsafe BPMN models, we need a fine-grained view on the tokens
flow within process instances. This allows us to distinguish tokens referring to
different concurrent control flows; e.g., in our motivating scenario we want to
distinguish the tokens referring to concurrent evaluations of different papers.
We achieve this by relying on the use of tokens with identity. Such identity can
evolve during the process execution, as the token can have different meanings
in different parts of a process. Thus, the token can be identified by means of
different (unique) identifiers, whose scope can be limited to the part of interest
in the process. Such scope is application specific, hence it must be the designer
in charge of explicitly specifying this information on the process model.

The proposed approach includes ingredients allowing to: (i) enrich BPMN
models with additional information, via specific text annotations on sequence
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flows, called check-in and check-out, that enclose the part of process defining the
scope of a token identifier; and (ii) refine the BPMN semantics by taking into
account token identities to control synchronizations. In particular, such ingre-
dients extend the modeling phase of a BPMN process with the following steps:
Step 1 - The designer controls if the designed process is unsafe (see Sect. 3). If
the process is unsafe, the designer goes to step 2, otherwise the model can be
safely implemented; Step 2 - The designer introduces check-in and check-out
annotations in the process; Step 3 - The designer analyzes the process execu-
tion by means of a refined semantics that takes into account token identities,
thus avoiding erroneous synchronizations between distinguished tokens. If the
desired behavior is achieved, the model can be safely implemented; otherwise
the designer either goes back to step 2 to revise the positions of check-in and
check-out annotations, or redesigns the process model and reapplies the approach
from step 1.

Our choice of using text annotations for defining the scopes of token identi-
fiers, rather than introducing new modeling elements, is due to the intention of
avoiding a syntactic extension of the BPMN notation. This allows us to easily
apply our approach to existing BPMN models and, most of all, to use the whole
plethora of tools already available for BPMN. These are indeed the usual ben-
efits of approaches based on annotations, which nowadays are very common in
the field of programming languages.

In the following, we describe the proposed use of annotations and how they
permit refining the BPMN semantics. Then, we show how the approach works
into practice.

4.1 Check-in and Check-out

Check-in and check-out annotations are used to explicitly specify the scope of
token identifiers. In particular, Check-in represents a point of the process from
where the identity of the traversing tokens is enriched with a fresh identifier;
Check-out represents a point of the process where the identifiers created by
the corresponding check-in are no longer needed and, hence, are removed from
the identity of the traversing tokens.

Check-ins and check-outs are identified by their names, ranged over by n.
Each check-out must be correlated with one check-in, i.e. there is a check-in
in the process model with the same name; on the other hand, each check-in is
correlated with zero or more check-outs. Graphically, see Fig. 4, a check-in (resp.
check-out) is a standard BPMN text annotation with the peculiarity of being
attached to a sequence flow and of enclosing a text of the form Check-in (n)
(resp. Check-out (n)).

Check-in (n) Check-out (n)

Fig. 4. Graphical notation of check-in and check-out annotations.
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As already mentioned, a token can have different meanings in the process.
This can be achieved by means of more check-ins. Notably, a check-in can occur
inside a check-in/check-out block. Therefore, the identity of a token is defined as
a set T of pairs of the form (n, id), where n is the name of a check-in traversed
by the token and id is an identifier freshly1 generated by the check-in n. When
a token is generated by the activation of a start event, it is initialized with a
default identity represented by the set {(init, 0)}, where init is a reserved check-
in name and 0 is an identifier. The identity of a token changes only when it
traverses check-in or check-out points, while its flow during the process execution
is regulated by the standard BPMN execution semantics unless when it meets a
synchronization point (i.e., an AND or an OR join gateway). We explain below
the resulting refined BPMN semantics.

When a token traverses a check-in point n, its identity is not altered if it
already contains an identifier generated by n, otherwise the token identity is
enriched with a new identifier pair. Formally, the token identity evolution deter-
mined by a check-in is defined by function TraverseCheckIn that, given as input
a check-in name and the identity set of an incoming token, it returns as output
the identity of the outgoing token

TraverseCheckIn(n, T ) =

{
T if (n, id) ∈ T

T ∪ {(n, fresh(n))} otherwise

where fresh(n) is a function that returns a fresh identifier for the check-in n
(notably, this function can be straightforwardly implemented by relying on a
counter local to each check-in). As an example, consider that during the exe-
cution of a process a token with identity T0 = {(init, 0)} passes through the
check-in named first . The token identity set evolves to T1 = {(init, 0), (first , 3)},
assuming that at the time of the check-in crossing fresh(first) returns 3. Then,
the token identity does not change until another check-in is reached. In par-
ticular, if the token then passes through the check-in second, the identity set
becomes T2 = {(init, 0), (first , 3), (second, 7)}, as fresh(second) returns 7. If the
token passes through the same check-in more than once, nothing happens if the
identifier produced by such check-in is still considered in the identity set. In
the example, if the token passes again through check-in first , its identity set
remains T2.

Dually, when a token traverses a check-out point n, its identity is not altered
if it does not contain an identifier generated by n, otherwise the corresponding
identifier pair is removed from the identity set of the token. Formally, the token
identity evolution determined by a check-out is defined by the following function.

TraverseCheckOut(n, T ) =

{
T\(n, id) if (n, id) ∈ T

T otherwise

1 An identifier, generated by a check-in n, is called fresh if it is different from all other
identifiers previously generated by the check-in n.
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Let us consider again the example previously discussed, where the token cur-
rently has identity T2. Now, if during the execution of the process the check-
out second is reached, then the identity set T2 changes into T1. Instead, if
the token reaches a check-out named first, then the identity set T2 becomes
T3 = {(init, 0), (second, 7)}, while nothing happens if the token reaches a check-
out named third.

Finally, as already said, when a token with identity traverses any element
of the process model different from a check-in, a check-out or a synchroniza-
tion point, the effect on the token and on the process execution is the one
prescribed by the standard semantics of BPMN. For example, if a token with
identity set T1 traverses an AND split gateway, a token with the same identity
T1 is produced for each outgoing sequence flow. Instead, when a token with iden-
tity traverses a synchronization point, the BPMN semantics synchronizes tokens
with the same identity, i.e., tokens whose identity sets coincide. In this way,
erroneous synchronizations, which mix up different concurrent control flows, are
avoided. Notably, the synchronization requires a complete match of identities
among tokens, which means that the identity sets must have the same pairs;
thus, for example, {(init, 0), (third , 3)} and {(init, 0), (first , 5)} do not match
with T1. It is also worth noticing that, in case of synchronization of tokens
whose identity is given by the default value {(init, 0)}, our refined semantics
coincides with the one prescribed by the BPMN standard. In other words, our
semantics is conservative with respect to the standard one, i.e., if no check-in
and check-out annotations are introduced in the model then the two semantics
coincide.

To sum up, once the BPMN model under design is enriched with check-ins
and check-outs, during its execution we can observe the evolution of token iden-
tities. In this way we are able to track the behavior of the process considering the
paths traversed by the tokens and, most of all, their synchronizations (ensured
to be non-erroneous).

4.2 The Approach at Work

In this section we illustrate how our approach can be applied in practice. Figure 5
shows how check-ins and check-outs are used to specify in which part of the
process, within the PC Chair pool, tokens represent the control flows of the
paper evaluation. For the sake of presentation, we identified three relevant parts
of the process named A, B and C. Moreover, to show the flow of each token, we
mark the corresponding path in the process with token identities (curly brackets
and the default identifier are omitted).

At the beginning of the execution, the token placed on the start event has the
default identity, represented by the set {(init, 0)}. Then, the token enters into,
and hence activates, Part A of the process, which is a token generator. Thus, for
each received review, a new token identity has to be generated. To this aim, the
designer introduced a check-in named n so that, as soon as a token traverses the
check-in, its identity is enriched with the new identifier (n, 1), denoting that the
token is related to review of paper1. The OR split gateway then splits the token
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Fig. 5. Paper reviewing process collaboration simulation with tokens id.

into two tokens with the same identity {(init, 0), (n, 1)}. One of the generated
tokens will go back into the loop, traversing the check-out point n and hence
loosing its paper1 identity. This shows the usefulness of the check-out annotation
in our approach: sometimes it is necessary that a token looses its identity as, e.g.,
it enters in a path where it is merely used as a control flow signal. In our case, the
only purpose of the considered token is to activate a new iteration of the loop; in
fact, without loosing its identity the token would fail in doing this. Instead, the
other paper1 token will go into Part B of the process. This token will cross the
AND split gateway and the evaluation of the paper1’s review will start. From
this point, the execution proceeds as described in Sect. 2, thus a new token with
identity {(init, 0), (n, 2)} enters in the game, and the marking represented by
the tokens whose identity is written in bold in Fig. 5 is reached. Now, the AND
join gateway has two incoming tokens, one per each incoming edge, and thus
evaluates their synchronization. Anyway, according to the refined semantics, the
synchronization does not take place, as the two incoming tokens have different
identities. Therefore, they remain in the edges waiting for their brothers. In this
way, the appropriate synchronization will take place, the tokens will go through
Part C of the process, and a notification to the author with attached the review
of the corresponding paper will be sent.

Fig. 6. Process structure combining check-ins and check-outs.
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Now, in order to explain the use of more than one check-in and check-out in
a process, we show also how the approach applies to another example. For the
sake of readability, we show just the structure of the process, i.e. we omit its
task elements. The process structure in Fig. 6 is divided in three parts: A is a
token generator that produces a token for each of the outgoing edges of the AND
split; B corresponds to a token identity scope2; and C is a sub-part of B where
tokens identity must be further specialized. The figure shows the flow of tokens
in the structure, and in particular how token identities evolve in case of nested
scopes. Let us consider now a variant of this process, shown in Fig. 7. In this
case the structure of the process is enriched with a path from the inner scope
to an element of the enclosing one. In particular, this path is then merged with
a path of the enclosing scope (AND join gateway in Part A). In order to allow
the synchronization of tokens coming from these two paths it is necessary to
remove the identifiers created by check-in n2. This is properly done via a second
check-out n2. This example thus shows why we may need to associate two or
more check-outs to a single check-in.

Fig. 7. A variant of the process structure in Fig. 6.

5 Related Works

Several techniques have been developed and applied to specify and reason on
issues introduced by concurrency in software systems [15,16]. Concurrency is
recognized as an important aspect of processes [4], in particular when processes
have to be simulated and/or executed [17]. With reference to processes, three
different kinds of concurrency have been highlighted [18]: concurrent processes,
concurrent control flows inside a single process, and concurrent events/tasks.

The issues observed in managing concurrent control flows and related syn-
chronizations have been already considered by some workflow patterns [19].
Among the others, the “And-join generalization” pattern corresponds to the
general notion of AND-join where several execution paths are synchronized and
merged together. The pattern supports situations, such as those non-safe, where
one or more incoming branches may receive multiple tokens for the same process
instance. The intended semantics for the pattern tends to be unclear in situ-
ations involving non-safe behavior. Our paper aims to contribute to close this
2 Notably, no check-out is defined for n1, meaning that identifiers of the form (n1, id)

must be keep on token identities until the end of the execution.
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gap. In the BPMN specification we can observe a similar issue. The BPMN
standard uses the concept of token to facilitate the discussion about a process
execution flow, however it does not impose conditions on how to keep track of
tokens propagation.

Tokens with identity have been used in other research works. Nevertheless,
they are mainly used to manage concurrent processes rather than, as we propose,
to manage concurrent control flows. For instance Börger et al. discuss about the
use of tokens identity represented as hierarchy sets for tracing the sequence flow
of a process instance [20]. The notion of token identity has been also discussed
with reference to the characterization of the OR-join behavior [21]. Also Colored
Petri Nets, where tokens have identity (colors), have been used to represent
concurrent processes [22]. Finally, token identifiers have been also used to control
process execution in the interaction with database transactions enabled by the
represented process [23].

Multiple instance management raises problems when passing from design
time to run-time [24]. The problem of the run-time synchronization evaluation
is also introduced with regard to the OR-join by Dumas et al. [25]. In this regard
we believe that postponing the issues from the design to the implementation is
not a general solution. On one side because it is well known the importance of
early defect detection to avoid loss of time and money. On the other side because
the implementation of BPMN processes needs a transformation to executable
languages that can introduce further issues (i.e. those introduced by BPEL
[26–28]).

6 Conclusions and Future Work

In this paper we presented an approach to solve issues caused by the inherent
underspecification of synchronizations statements in BPMN models, and that
can emerge when unsafe processes with an arbitrary topology and concurrent
control flows are considered. To solve the issue we rely on the introduction of text
annotations, which allows the model designer to clarify the intended behavior in
terms of tokens with identity.

As a future work, we plan to investigate on possible strategies to automatize
the placement of check-in and check-out annotations, which would help us to
resolve issues regarding practical usage and scalability. Currently, this step is
completely manual and requires some efforts from the model designer, who has
to carefully arrange the annotations in the BPMN model. This could also help
to evaluate our approach and make the proposed BPMN extension easy-to-use,
useful and less prone to errors. Moreover, we plan to extend our BPMN for-
malisation in [29] with the check-in and check-out notion. Finally, we plan to
develop a software tool exploiting the potentialities of the approach to automat-
ically generate code that is free from synchronization issues from (annotated)
BPMN models. This will also enable a systematic validation of the proposal.
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Abstract. As modern enterprises use a number of different information systems,
the problem of integrating them becomes crucial. One of the most-used patterns
for integration is through application interfaces. However, information systems
change constantly in order to respond to the new informational needs of enter‐
prises. The regression testing goal is to assure that systems work correctly after
each introduced change. Because the regression testing process is both time and
resource consuming, support tools are needed. Since the nature of the changes in
a system might vary, the testing techniques and supporting tools must be specific
to the system and testing scope. The paper describes the IFTT tool developed
specifically for regression testing of software application interfaces.

Keywords: Regression testing · Integration testing · Application interfaces

1 Introduction

Modern enterprises use many different information systems that are deployed internally
or run by their co-operators. The number of different systems used by a single company
goes from a few to several dozen, thus making the integration process crucial for all the
software components and testing. According to studies, up to 50% of software mainte‐
nance costs are related to testing [1]. Moreover, up to 80% of those costs are caused by
regression testing activities.

Although there is a lot of research on testing software in general and specifically on
regression testing, Engstrom and Runeson [1] identify a gap between the research on
the subject and the way such tests are conducted in practice. While the research focuses
mainly on selection and prioritisation of test cases, the general industry approach is to
re-test all use cases that are available and consider the selection of test cases as not
critical [19].

By using proper regression testing support tools, enterprises claim to reduce efforts
and costs related to this activity. For example, reduction of costs related to the regression
testing after introducing automated testing software was up to 80%, reduction of time –
up from 70% [2]. The same survey shows that with the support of testing tools, more
critical functionalities have been tested (80–90% instead of 10% before) and even 80%
of non-critical functionality.
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Engstrom and Runeson [1] conducted a survey to identify real-life problems with
regression testing. The results showed that test case selection is one of the biggest issues
in regression testing. Respondents stated that test case prioritisation and selection are
very difficult to conduct. They also wished for clear regression testing guidelines. About
25% of respondents were dissatisfied with the test coverage while 40% assessed it as
“neutral”. This shows that dealing with test coverage is quite a challenge in organisa‐
tions. Another important weakness of regression testing is test case design and mainte‐
nance. One third of the respondents claimed lack of resources for this task and were
dissatisfied with this part of the testing process. Respondents wished for the possibility
to reuse test cases from the development process during the regression testing. Authors
identified problems with both automated and manual testing approaches. The first results
in errors and causes problems, while the latter is time and resource consuming. It is
worth highlighting that about 30% of respondents perform regression testing manually.

Improvements in regression testing processes are possible only if the support tool is
well-fitted to the enterprise infrastructure, type of changes in the software, particular
system component, and information needs. The IFTT tool was developed specifically
for regression testing of software application interfaces between SAP systems and other
software (third-party solutions or other SAP systems) but the IFTT’s approach for
performing regression testing is generic and it is planned to support non SAP systems
in the future as well.

Software application interface is a set of rules and methods description that defines
the way computer programs can communicate with each other.

Software application interfaces regression testing purpose is to check whether the
communication works properly after any changes in the source or target system. It is
conducted by using a set of test cases, i.e., executable steps validating the expected
result.

Regression testing for software application interfaces differs from testing of other
software components due to the following aspects. Firstly, interface serves as a
connecting point for two or more independent systems but at the same time, it is not an
integral part of any of it. Thus, it is very rare to run a regression test of an interface while
testing the systems. Instead, a dedicated testing run is required. Secondly, interfaces
should not depend on any of the connected systems. Thus, a separate set of test cases
must be developed for regression testing. Finally, while systems connected by the inter‐
face focus on data processing and creation, an interface itself focuses solely on
exchanging data. Therefore, even though the same application data is being tested, there
might be need to check different aspects and utilise other regression testing techniques
for software application interfaces.

The structure of the paper is as follows: Sect. 2 discusses related work, focused on
both integration of software applications in the enterprises and regression testing.
Section 3 describes the IFTT approach to testing of software application integration.
Section 4 presents case studies and evaluation results. The paper is summarised with
conclusions and future work.
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2 Related Work

Software application interfaces are widely used in the area of Enterprise Application
Integration as they allow different modules and systems to exchange data and commu‐
nicate with each other. Thus, in the following section authors discuss different aspects
of integration through interfaces in this area. In the Sect. 2.2, a short discussion on
regression testing is provided.

2.1 Enterprise Application Integration

The goal of Enterprise Application Integration (EAI) is to create computer systems’
architecture that supports integrating a number of applications and systems used in the
enterprise. The EAI framework allows different applications to share data and commu‐
nicate with each other. Those applications may be installed on different operating
systems, use different database technologies, or involve different data semantics.
Systems might be integrated via a database (with direct access to a database for all
systems, or indirectly using the duplication technique) or via Web services (directly or
indirectly) [3]. Each integration method has advantages and disadvantages and requires
a different approach for testing (in particular, for regression testing).

Although EAI is a fairly well-researched topic, there are not many publications
focused on the problem of application interfaces integration regression testing. This
issue is vital for the software developers who work on EAI in practice. The relevant
literature is also difficult to find due to the incoherence in the definition of “interface”.
This term relates to both the graphical user interface (GUI) and application program
interface (API). GUI testing is out of the scope of the paper because most third-party
integration issues are not reflected in a GUI. The data between systems is exchanged
through application interfaces and IFTT focuses on assuring that the exchange process
is free of errors after any corrections to the existing code.

Another problem with the literature on the subject is that authors frequently do not
indicate if they investigated integration between systems as a whole, or if they focused
only on integration through application interfaces. The difference is quite important
because while integrating third-party systems through interfaces, an enterprise is not
allowed to make any changes in external systems, does not have access to their source
code, and works only in the interface layer. Thus, the scope of regression tests, available
data, and testing scenarios are different.

Although there are some industry publications on the topic, e.g., [17], they are
published for a specific programming environment and are not always transferable to
third-party systems. There are a lot of very specific solutions for testing integration
between system modules that are well-encapsulated and communicate through inter‐
faces [4] or integration between VoiP systems [7]. Unfortunately, such solutions usually
focus on a specific stage of regression testing (in the exemplary cases: on the test cases
generation, which is just one of the aspects of the regression testing).

Hura and Dimmich [5] present another approach to automatic EAI testing. Test cases
are defined in the unified modelling language (UML) and the proposed solution auto‐
matically compares system logs with the UML definitions. This approach requires the
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UML model for the software application interfaces. Most of the companies never create
them during the initial implementation and later on the effort is too big to justify this
approach, therefore, even though using UML diagrams for software interface testing
could help from pragmatical standpoint, it’s too difficult and time-consuming to have
them done. Moreover, initial research results suggested that UML models for software
application interfaces were fairly simple and in most cases did not cover all aspects
required to be checked during the regression tests.

2.2 Regression Testing

The main purpose of regression testing is to assure that previously developed and tested
software (denote computer program as P and its set of specification as S) performs
correctly after being changed or integrated with another application (P′ – modified
program with modified set of specification S′). Regression testing checks if P’ meets the
specification S′ in the same way P met S. The testing process is performed using the test
suite (T or modified set T′), which is a set of individual test cases (t). Regression testing
covers functional and non-functional system requirements. Continuous integration of
IT systems in organisations makes regression testing especially important [8]. The most
common scenario for regression testing is to re-run previously developed test cases (T)
and check to see if the results are the same as they were before the system changed.
However, this approach is not always possible because changes made to the system
might change its behaviour. Moreover, it is time and cost consuming. Thus, the following
regression testing techniques have been developed [8]:

• Test case prioritisation (TCP) – order the test cases so specific testing criteria can be
met faster (e.g., rate of fault detection). This technique seeks the optimal test case
permutation. The test suite is not reduced, but the assumption is that testing might
be terminated before all cases are checked. Thus, in this case T is equal to T′.

• Regression test selection (RTS) – a subset of test cases T′ is selected from T in order
to decrease costs (i.e., only those cases that are important or related to the certain
requirement are selected to re-run). This technique is also referred to as Test Case
Selection [9]. The downside of this technique is it might omit some cases which could
have revealed faults in P′.

• Test suite reduction (TSR) or test suit minimisation (TSM) – reduces T into subset
T′ (also denoted as Tmin), which achieves the same objectives as T (test cases are
technically excluded from further runs). Yoo and Hartman [9] distinguish minimi‐
sation (permanent changes to the test set) and reduction (temporary changes).

The above-mentioned testing techniques focus only on existing test suites. However,
Orso [8] points out that this is usually not enough because changes made to the system
alter its functionality. In such situation, new test cases must be created. A technique
called test suite augmentation (TSA) focuses on identifying areas where new test cases
are needed, and on supporting users to generate them.
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A regression testing purpose can be progressive (used when changes in P′ are made
due to the changes in specification S′) or corrective (used when P′ should be tested
against S because specifications did not change).

Test cases are also classified into several categories, based on their usage [9]. Three
types of test cases that already exist in T are: reusable (covers only unchanged parts of the
program, i.e., the parts that have not changed between P and P′); retestable (covers parts of
the program that have been changed); and obsolete (no longer valid for the testing
purposes). There are also two classes of newly-developed test cases: new-structural (covers
structural changes of P′) and new-specification (covers changes caused by S′).

Most of the available regression testing tools are focused on a specific regression
testing technique, e.g., ORTS [6] specifically uses RTS for testing java-based applica‐
tions. Some tools support test case creation rather than the testing process itself, e.g.,
eXpress [10] generates regression test cases based on the path-exploration-base test
generation (PBTG) technique. BERT [11] uses the concept of behavioural regression
testing, i.e., compares two versions of the same program and looks for a difference in
its behaviour. Finally, TOSCA Test Suite [18] supports both test case development and
regression testing automation and is designed for SAP systems testing. An interesting
approach is discussed by Elbaum et al. [15] – the authors present a solution used in
Google for regression testing in continuous integration development environments.

However, the authors of the paper were not able to find any solution designed particu‐
larly for regression testing of software application interfaces where, as noted in Sect. 1, other
testing techniques may be more relevant as this kind of appliance differs significantly from
other testing scenarios because it is focused on integration aspects between different solu‐
tions. There are, however, some tools for supporting the quality assurance of APIs (e.g.,
REMI [12]) or its compliance with specifications (e.g., ACART [13]).

3 Approach for Software Integration Regression Testing

The IFTT (Interfaces Testing Tool), developed by Int4, is a regression testing software
currently dedicated for SAP software application interfaces. It fully covers software
application interfaces testing across the complete SAP landscape: middleware platforms
(SAP PI/PO) and backend system software application interface logic (custom code and
enhancements) together with system customising. The motivation for developing the
IFTT was twofold. Mainly, there was a lack of a tool specifically designed for software
interfaces regression testing on the market. And a number of problems related to regres‐
sion testing, described in Sect. 2, occurred in the area of software application interfaces
testing. Thus, the main goals formulated for the IFTT were: to allow automation of
regression test processes by speeding up the creation of new test cases, and to provide
a comprehensive and fully automatic assertion results. This section presents the solution
that allows to achieve the defined goals.

124 M. Kowalczewski et al.



3.1 IFTT Architecture and Data Flow

Fig. 1. IFTT architecture and data flow diagram

The IFTT is an ABAP add-on deployed on the SAP application server of a business
system. It comes together with its own database tables. The tables are used to store
interface definitions (i.e., IFTT configuration) and the test cases themselves (i.e., IFTT
test case repository). The IFTT can be connected to many middleware platforms with
the use of adapters. In most cases, the IFTT is used with the SAP Process Orchestration
(SAP PO, former SAP PI) middleware.

Typical EAI communication follows these steps:

1. Sender business system creates the outbound messages.
2. Middleware platform routes the messages between sender and receiver, applying

conversions and mappings (step 1 and 2 on the Fig. 1).
3. Receiver business system (in this case SAP Business System) runs the integration

logic to process business documents on the basis of the inbound message.

The data flow to enable testing of such interface in the IFTT is following:

1. In order to perform regression tests, the adapter gets the original inbound messages
from the middleware platform from IFTT add-on on the backend system (step 3 on
Fig. 1).

2. Consequently, at the next step when the test case is being executed by the IFTT, the
adapter will resend the same messages (changing only the message identifier) back
to the middleware platform (step 4 on Fig. 1). In the last step, the regular interface
processing is triggered and the message is processes in the backend system (step 5
on Fig. 1) again.

3. Finally, the IFTT creates a comparison showing in detail how the documents have
been processed originally and during the test run.

The whole process from the user’s perspective is described in detail in the following
sections.
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3.2 Interfaces Regression Testing Process

The IFTT application interfaces testing is intended for message-driven data exchange.
It operates on the final business document (a set of consistent database table entries
within the system’s database). It provides testing of all underlying layers like routing,
mappings and system configuration.

The regression testing process flow using the IFTT consists of the following phases:
test planning, test data provisioning, test execution, and results comparison.

3.2.1 Test Data Planning and Provisioning
Usually, due to the time and cost restrictions, one of the regression test techniques
(described in Sect. 2) is used to reduce the number of available test cases. At the same
time, development of new test cases is usually resource consuming, thus new cases are
created only to cover crucial functionalities. With the IFTT the authors took a different
approach – “intelligent” brute force method – which allows creating many test cases
with a minimal time consumption. The process is semi-automatic and the tester needs
only to select a range of validated business documents created by interface during the
previous runs. Later on, the IFTT will reprocess the old business documents and expect
the same result after posting them so there’s no need to create additional test cases
manually.

During day-to-day work with customers, authors discovered that testers spend most
of their time trying to find and replicate the steps made by business users to re-create
the stories and business documents created by them (similar conclusions are described
in [1]). Thus, one of the goals for the IFTT development was to enable easy and quick
single-test creation with the use of existing business documents instead of creating them.
Using the existing business document for testing follows the waterfall SAP implemen‐
tation methodology. The implementation of an application interface requires phases that
include: blueprinting, developing, and unit testing. After that, official user acceptance
tests (UATs) are performed where the business users approve the implementation of the
interface and sign off on it. This is generally how interface development moves from
the development environment to the production environment.

Changes are allowed in every stage of this process, creating a need for regression
testing. Usually, regression testing starts with the UAT. In case of a change request
implementation or bug resolution, even if the interface is still not moved to production,
there is a need to prove that the remaining functionality behaves in exactly the same way
as it did when it was previously approved by business users.

Hence, there is a need to build a test case repository for software application inter‐
faces. The IFTT allows existing business documents created in external systems by users
during the UAT phase to be used as a test cases, so test case provisioning does not require
any additional help or time of sender applications or business experts. As the IFTT is
tailored for software application integration only, there is no need to create step-by-step
recordings in sender and receiver systems to mirror all the steps normally performed by
the users to create the business documents.

All test cases (i.e., business documents) are stored in a central repository and are
grouped by various criteria. The IFTT test case is based on an action that triggers an
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inbound message for a particular business document. Typical actions include creating
or updating the business document.

Second unique approach of the IFTT for test provisioning is related to creating
assertions and validation rules for each test case. Other regression testing tools required
validation rules to be specified during each test case creation as a part of the data provi‐
sioning step. The IFTT operates in a completely different way: the test results are based
on a full comparison of the final business documents on the database layer (the original
reference document and the one created during test execution). Thus, there is no need
to define validation rules during the test provisioning phase, which drastically simplifies
the test case creation process. The only thing which needs to be set up once, are the
database table names where the business documents are stored.

A typical process run for test case provisioning includes:

Step 1. To create a test case from a reference document, the tester identifies a middle‐
ware message GUID (Globally Unique Identifier) that created the business
document. Together with the message GUID, the tester must specify the IFTT
business object, i.e., a single business document (for example a sales invoice,
purchase invoice, purchase order etc.).

Step 2. The IFTT calls the middleware platform (for example SAP PO) and retrieves
the original input message received by the platform from the sender application.

Step 3. The original message is written to the IFTT database and associated with the
final business document number and the business object type.

This simple procedure for creating test cases allows the test creator to avoid going
into any sender system to record each test case and eliminates the need to create any
assertions in the receiver system, but most importantly allows creating hundreds of test
cases in a matter of hours which was not possible previously (by manual work or with
the support of other tools without any heavy development inside them, known to
authors).

3.2.2 Automated Test Execution
Another crucial aspect of regression testing is test execution time. In cases when screen
recording and scripting tools are being used in order to replicate the interface run,
increased execution time requires additional hardware and makes the process relatively
slow. With the IFTT, the sender’s initial message is being used and sent directly to the
middleware platform when it’s being reprocessed and then is delivered to the backend
application system. All messages sent from the IFTT use the same unified approach and
according to the first referential customer the execution time was improved 5 times
compared to the previous regression testing solution, based on screen recording and
scripting tools.

A typical technical process of a test run is described below.

Step 1. The IFTT reads the original message from the test case repository.
Step 2. Based on the configuration of the business object associated to the test case,

the original business document identifier is replaced in the message with a
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random value that will be later tracked. The system assures the integrity by
generating a unique number from a special number range that is not used by
original sender system.

Step 3. The new message is sent by the IFTT adapter to the middleware platform.
Step 4. The middleware platform processes the new message exactly as it would be

received from the sender system. The platform recognises that the message
comes from the sender system. The middleware applies the same routing and
transformation rules as the real flow and passes the message created in step 3
to the SAP business system.

Step 5. The SAP business system processes the message as it would come from the
sender system and posts a new business document with the identifier generated
in step 2. Despite the fact that steps 4 and 5 are triggered by the IFTT, the
execution is completely autonomic and not affected by the IFTT. The regular
flow is executed to process the interface message and post the final business
document.

Step 6. The final automated comparison report is created (see Sect. 3.3).

3.3 Reporting Functions

Typically, there are two approaches to validate the results of an interface test case run.
In the first approach, the message status can be checked as successful or not successful
processing. This approach, however, does not validate any potential changes in the
business document itself, which would result in the same message status. In the second
approach, the scripting techniques open the business document generated from the test
run and compare it with predefined values. The main issue with this approach, apart
from the long execution time of this process, is that test creators need to specify all fields
which need to be verified. The IFTT works a bit differently. Each new business object
generated from the incoming message reads the IFTT configuration of a business object
type which also contains the validation rules.

Validation rules are used to compare the referenced documents to the one created
during each test execution. The rules are used to confirm the business documents are
created as expected. They reflect the way the business documents are written in the
application system database. Technically speaking, the IFTT stores the names of data‐
base tables and the relationships between them. For instance, the configuration of
ECC1 financial document will be represented as set of BKPF, BSEG, and BSET
tables2. After specifying the tables, it is possible to configure the database fields to be
included in the regression test report, but by default the IFTT expects that all fields from
all business-object-related tables will be validated. Therefore, during the test case
execution, the IFTT extracts the database entries from all linked tables and compares
the defined fields for referenced and newly created documents. This approach allows
testing in shorter execution time.

1 ECC stands for SAP ERP Central Component.
2 SAP ECC database tables: BKPF - FI(nance) document headers, BSEG - FI document items

and BSET - taxes.
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As the business object validation rules must be setup only once during the IFTT
implementation, they can be prepared very comprehensively and accurately. Moreover,
they contain all possible assertions and the IFTT can find errors in fields never meant to
be checked by the test case creator, which provides an additional level of confidence in
the regression test results and increase regression test coverage.

The advantage of using validation rules defined on the basis of database tables struc‐
ture can be explained by the following example: a tester wants to add two test cases for
verifying the booking of the incoming sales invoices. The target of the first test case is
the validation of tax data and the second is to check the general ledger account deter‐
mination for a particular business scenario. With the IFTT’s business objects approach,
both targets will be validated for these two documents automatically by using the vali‐
dation rule defined for the invoice document. Such a rule covers all fields from database
related to the document. Thus, there is no need to take this into consideration during test
case provisioning.

4 IFTT Case Studies and Evaluation

The conceptual work on the IFTT started in 2011. To date, the tool has been successfully
implemented at three global customers where it has significantly reduced the testing
time as well as improved the production system quality and reliability.

The first use case of the IFTT is a global SAP ECC implementation for an interna‐
tional group that operates over 100 assets around the world and supports more than 60
offices. The use of the IFTT started after implementing and deploying the global template
in the first location. During rollouts to other countries, a lot of changes were required to
the existing application interfaces in order to support local systems and legal require‐
ments. Each location (country) for which the system was implemented, has built its own
test case repository and is continuously validating if the introduced changes cause any
negative impact on live interfaces.

With the use of the IFTT, the customer is able to perform a run of 4000 test cases in
two-and-a-half hours which is significantly shorter than when using their previous
support tool (depending on the scenario, the test cases execution time is up to 5 times
shorter than with other solutions used by the customer).

Two other IFTT implementations were utilised in a different scenario. The two
existing SAP implementations relied heavily on data provided by the interfaces. The
interfaces were implemented incorrectly, which resulted in low data quality and high
maintenance costs after a few years of operating. Both clients decided to perform the
improvement projects and to re-implement the interfaces.

The business involvement in those projects was low because none of the existing
business requirements changed and were already specified. However, there was still a
strong need to perform highly efficient regression testing to prove that the new interfaces
implementation produces correct results. The project sponsors could not expect a strong
business involvement (as there were no new business requirements) and the IFTT was
a great tool to prove that the system behaves correctly after the re-work. Both clients
decided to enable parallel runs for the time being. The parallel run is a re-configuration
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of the test system to receive the same data as production system. Thanks to the IFTT,
the clients were able to compare thousands of business documents posted in the old and
new way and catch all inconsistences before starting the new interfaces on the production
systems. A typical daily report generated during the project was comparing 20,000
business documents in less than 10 min.

5 Summary

The paper describes problems related to the regression testing of software application
interfaces and proposes the potential solution, i.e., the Interface Testing Tool (IFTT).
The main advantages of the IFTT come directly from the fact that it is a solution designed
specifically for software application interfaces regression testing. Differences between
regression testing of information systems in general and regression testing of interfaces
are described in Sect. 1. The IFTT uses a novel approach to the preparation of test cases.
Instead of focusing on techniques for test case set reduction, it offers a solution that
allows to conduct an “intelligent” brute-force testing by semi-automatically creating
hundreds of test cases. Moreover, the test cases execution is fully automatic and since
it focuses only on interface testing, it does not require to re-do all business functions in
the sender and receiver business system. Instead, the IFTT compares entries in the data‐
base which is a quick and efficient solution. As explained in Sect. 3.2.2, the complex
test results evaluation is based on original business documents, called references, and
their representation in the database. It allows users to make the testing process flexible
and independent, and to avoid the laborious recording of actions performed in the
receiver application to collect all expected values for fields and screens that need to be
verified.

The tool has been successfully implemented for three clients’ systems and the clients
were able to: run automated regression testing with much more test cases than with
previous testing tools and with a very limited budget on human resources (due to two
IFTT’s advantages for test data provisioning), and, according to their statement, do it
more quickly.

Future works on the tool will focus on enabling the performing of regression testing
of outbound interfaces in a similar, easy to customise way and on further automation of
the current solution.
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Abstract. Although task interdependence is regarded as a key factor in deter‐
mining individual performance, empirical evidence on the relation between inter‐
dependence and project performance is limited. This work investigates how task
interdependence influences project performance. Specifically, we empirically
examine the relationship between task interdependence, teamwork quality, and
project management performance using a questionnaire survey of 300 software
personnel. The analysis results show the mediating effects of different aspects of
teamwork quality on the relationship between task interdependence and project
performance. Therefore, when assigning tasks with high interdependence for an
agile process, managers shall provide team members the platform for facilitating
their teamwork behaviors.

Keywords: Teamwork quality · Interdependence · Task interdependence ·
Project performance

1 Introduction

Interdependence is a common trait of a software project team. Interdependence refers
to the extent to which the outcomes of individuals are related to the efforts of others [1].
Team members often cooperate to accomplish the desired outcomes of the team. Task
interdependence arises when individuals need to cooperate and support each other to
accomplish tasks [2]. Team members are often assigned to tasks with a high level of
interdependence [3], especially for certain software development process, such as an
agile process.

The impact of interdependence on project performance has received considerable
scholarly attention and brought two different perspectives. One viewpoint indicates that
interdependence is related to project performance as individuals can accomplish tasks
more efficiently in a team [4]. Interdependence promotes team members to provide one
another with information, advice, assistance and resources [1]. Another perspective
claims the potential negative impact of interdependence through raising the chance of
conflict. Along this line, team members have less responsibility, and more disagreement
on the tasks that need to be accomplished with other team members. The inconsistent
findings suggest a need to develop a deeper understanding of how interdependence
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affects the performance of software project teams [5]. Until now, the evidence provides
a limited understanding of the influence task interdependence has on the performance
of project management.

Several studies indicate that teamwork quality represents the nature of interactions
among individuals in their work [6]. Marks, Mathieu and Zaccaro [7] reported that the
interactions are important for team members to achieve an effective outcome. To extend
our knowledge to task interdependence, this study extends the prior research by consid‐
ering different aspects of teamwork behaviors. The research questions proposed are:
Which teamwork behaviors will task interdependence promote? Do different teamwork
behaviors have different mediating effects on task interdependence to project manage‐
ment performance? To answer these questions, we conduct a survey of IS professionals.
More specifically, this survey includes five teamwork behaviors, communication, coor‐
dination, cohesion, mutual support, and learning. The result provides a more precise
evaluation of the mediating role of each single variable but also allows for integrating
behaviors to relate task interdependence to performance.

2 Background

Task interdependence. Task interdependence represents that tasks in a team are
designed to enable individuals to rely on other team members’ efforts for completing
the duty [5]. The tasks that individuals perform in a team may vary from being inde‐
pendent at one extreme to being interdependent at the other. A highly interdependent
task requires team members to interact more so as to be able to accomplish their project
work [8]. Team members are task interdependent when they must share resources,
information or knowledge so as to accomplish their desired outcomes [9]. Particularly,
task interdependence increases when individuals require greater assistance from each
other to execute their project tasks [10]. For example, in most IS project teams, tasks
are often complex and interdependent in nature. On the other hand, research also indi‐
cated the tasks of high interdependence enhance the opportunity individuals to discuss
better ways to execute their tasks which will likely result in the formation of social
relationships between members [5]. Task interdependence is an important design feature
for teams. When task interdependence is high, members will have more opportunity to
communicate about their work and have a better chance to form social relationships [11].
Also, with high task interdependence, there is a greater need to share information to
clarify project assignments, establish effective work performance strategies, make better
decisions and obtain feedback [12].

Teamwork quality. Teamwork quality represents the nature of task-related and social
interactions among members of a software project team [13]. Particularly, members
interact to set their project objectives, coordinate individual efforts, and encourage each
other in their work. Teamwork quality includes several dimensions, such as communi‐
cation, coordination, cohesion, mutual support, and effort [6].

Communication. Communication refers to the process by which information is clearly
and accurately transmitted between individuals in a team in a logical manner and with
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a proper description of terms [14]. Previous studies indicate that communication
provides the means to enable members to be able to share information that is critical to
the successful execution of their project tasks. Individuals may also engage in commu‐
nication for brainstorming new ideas, reviewing the progress of their project work and
receiving feedback on their performance from their project manager. Project team’s
communication is described regarding timeliness, formalization, structure, and openness
of the information exchange [13]. Moreover, communication is an important ingredient
to fostering better teamwork as members have more chance to share their ideas about
their project work which results in better problem solving. Individuals’ communication
could provide more information to other members and reduce the level of uncer‐
tainty [15].

Coordination. Coordination refers to the interactions that occur in the team aimed at
organizing resources and individuals’ expertise interdependencies [16]. The process of
developing software on a large scale requires high coordination as the process is carried
out by many individuals and teams, after which, the final product is compiled [17].
Individual members must have a common view of the functionality of the software they
develop, such as, how it should be organized and how it should fit in with the other
software modules already developed [18]. Furthermore, software modules need to inte‐
grate and interoperate properly, creating interdependencies among the tasks and the
members [17]. In many cases, however, team members often have different opinions
about the design and functionality of the modules they develop [18]. Also, the users of
the system are likely to demand new requirements that had not been envisioned by the
team during the initial design phase. These coordination problems increase when soft‐
ware projects are very large and beyond the ability of an individual to understand in
detail [18].

Cohesion. Cohesion refers to individual members’ liking of and commitment to their
team, fellow teammates and the tasks they execute [19]. An individual with a strong
desire for belonging or a high need for affiliation will likely be more motivated to stay
in a team [20]. Thus, as cohesion increases, members are more concerned with their
sense of belonging and are thus motivated to contribute to the team’s well-being, to
promote its objectives and increase their participation in its tasks [19]. The social rela‐
tionships that form in teams are more satisfying to members [21]. As such, cohesion
might be enhanced when individuals recognize the team to be a means for acquiring
satisfying social relationships. On the other hand, cohesion helps teams to have better
interactions with each other and to coordinate their efforts effectively [20]. Particularly,
individuals in cohesive teams interact more in their work, develop better ways of
resolving task conflicts and assign tasks effectively. Teams with lower cohesion will
have difficulty in resolving their task conflicts which may result in the creation of addi‐
tional problems [7]. Through cohesion, individuals coordinate their efforts, interact more
to accomplish work and develop better problem solutions when executing interde‐
pendent tasks [22].

Mutual support. Mutual support refers to the extent to which individuals in a team
offer support to each other when needed during the execution of tasks [23, 24]. A team
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of mutual support gives more opportunity to individuals to obtain help from each other
[23]. Members of a mutually supportive team encourage fellow teammates to develop
and contribute their ideas [25]. In line with this view, individuals in such teams will
likely develop better solutions in their problem-solving. Previous studies acknowledge
that individuals in teams with high mutual support may help each other in different ways
such as assisting or filling in for someone falling behind schedule to complete a task,
guiding a fellow teammate to correct mistakes in his or her work and providing resources
to each [26]. By doing so, team members will have more opportunity to learn better
ways of carrying out their work.

Learning. Learning is viewed as a process, as such, members carry out learning activ‐
ities to obtain and process information needed to carry out tasks [14]. Learning is an
important means by which expertise is distributed and utilized in a team [20]. Learning
in teams begins when individuals interact with each other about different aspects of their
work. As a result of interacting with members having different expertise, an individual
in a team may increase his or her learning ability by being exposed to new perspectives
and a wealth of better ideas [27]. Learning in this way helps an individual to gain new
knowledge that he or she did not have previously. Team members may be involved in
learning activities where they provide suggestions to one another, seek assistance from
each other, share information in their tasks and discuss better ways of resolving their
problems [28]. Through these activities, members may improve their understanding of
a problem and uncover better ways of resolving previous shortcomings in the team’s
tasks.

3 Hypothesis Development

Empirical research has shown that task interdependence is positively related to commu‐
nication in project teams [8, 11]. Particularly, when task interdependence increases, team
members rely on each other to complete their tasks. The more that project work is
designed so that members depend on one another for the accomplishment of their tasks,
the better will be the interactions likely to take place between individuals in the team [5].
Along these lines, these interactions will most probably increase when team members
are close to each other. For example, when individuals are near each other, such as
located on the same floor of a building, they spend less effort to initiate interactions in
their work.

Communication makes transmitted information available to all individuals in a team
which increases the amount of information and, thus, minimizes the level of uncertainty
such as tasks conflicts [15]. By reducing task conflicts, individuals will be able to under‐
stand and consider each other’s opinions more. Team members who understand each
other’s opinions will be more capable of seeing the shortcomings in their views and
integrate different perspectives, thus, leading to better decision-making [29]. When
members make better decisions, they will likely develop effective problem solutions.
As a consequence, the performance of the team will likely increase. This line of
reasoning about the relationships between task interdependence, communication, and
project performance leads to the following hypothesis:
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H1: Communication mediates the effect of task interdependence on project performance.

Previous research suggests that teams with high task interdependence demonstrate
effective coordination in their work [30, 31]. For example, when there is high task inter‐
dependence, individuals share resources, information, and advice so as to be able to
accomplish their desired project outcomes [1, 10]. The need to share information may
be high especially when the level of uncertainty, such as task complexity increases in
the team’s work. For example, with high levels of uncertainty involved with a task,
members in interdependent teams who make decisions process much information during
the execution of project work [32]. In such a context, these decision makers tend to
develop knowledge about which team members are around, where and when, as appro‐
priate for the task [17]. Also, having knowledge about individuals in the team could
result in high coordination as members are more likely to develop an accurate under‐
standing of who knows what and how they may respond to particular situations, thus,
enabling them to plan their efforts [17].

The relationships between coordination and project performance have also been
studied. A recent stream of research suggests that the ability to effectively coordinate
with a team can be an important driver of project performance [20]. By coordinating
their individual efforts, members can improve the collective mind so as to help the team
develop a better understanding of tasks. It follows that having a better understanding of
tasks will help members reduce process conflicts, such as being more aware of their
roles and how resources are allocated, thus, leading to better accomplishment of project
work [33]. Consequently, the performance of the team will likely increase. Thus, we
propose the following hypothesis:

H2: Coordination mediates the effect of task interdependence on project performance.

When task interdependence is high, team members tend to have more interaction in
their work, provide assistance to each other and share a lot of information [11]. The
interactions that members have in a team will likely lead to the creation of better social
relationships [34]. Interpersonal influences such as having good social relationships help
to create coordinated membership attitudes and behaviors as well as facilitating better
resolution of disagreements in the team [19]. Thus, by having coordinated attitudes such
as, an individual’s desire to remain in a team and behaviors related to member’s partic‐
ipation in tasks [19], cohesion between teammates will likely be strengthened.

Research has supported a positive relationship between cohesion and project
performance. For example, members in cohesive groups care about the success of each
other, as their attainment of individual objectives is often linked to achieving those of
the team [35]. When individuals care about each other’s accomplishments, their team
will likely be in more agreement in trying to fulfill its objectives. Particularly, teams in
agreement tend to use their competencies with great efficiency as they know their
members better and are committed to accomplishing project work. In this respect, by
committing more to tasks, members will most probably generate better solutions in their
problem-solving. Highly cohesive teams have been shown to create many quality solu‐
tions for a particular problem and accomplish work better regarding technical quality,
cost, meeting assigned schedules and overall team performance [36]. Therefore, we
propose the following hypothesis.
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H3: Cohesion mediates the effect of task interdependence on project performance.

Highly interdependent tasks require team members to interact more in their work so
as to achieve their desired outcomes [8]. It follows that by having frequent interactions,
individuals in a team will likely agree on better ways to execute their tasks. Research
shows that individuals who are agreeable are more friendly, trustworthy and tolerant
with their fellow teammates [37]. Especially when trust is unconditional, such as indi‐
viduals beginning to sense that they are not just coworkers but friends or teammates,
feelings of owing each other are irrelevant, as shared values which include creating better
interpersonal relationships and reciprocated emotions make people want to cooperate
[37]. Indeed, individuals who cooperate tend to understand each other better, discuss
their tasks and help one another in carrying out project work [38, 39]. Thus, by assisting
each other to complete tasks, members of the team will be more mutually supportive to
one another.

Mutual support promotes a sense of belonging in a team and enables members to
develop better social relationships [40]. When members have good social relationships,
they will likely help each other more to complete their work such as, resolving difficult
tasks and providing encouragement to an individual to make he or she feel cared for [23].
The encouragement that one individual provides to another will make his or her contri‐
butions feel as valuable in the team. Especially when members feel that their contribu‐
tions are being valued, they will likely be more committed to their team [41]. In this
view, members will be more willing to put extra effort for the team by increasing their
commitment to tasks and having better attitudes and behaviors such as maintaining a
strong desire to remain in the group [41]. As a consequence, the performance of the team
will most probably be enhanced. Based upon the above discussion, we propose the
following hypothesis:

H4: Mutual support mediates the effect of task interdependence on project performance.

Task interdependence has been proven to increase interactions among individuals
as well as helping and sharing of information in a team [42]. Thus, by interacting
frequently, individuals in a team will likely agree on better ways to resolve their prob‐
lems. Agreeable team members tend to be more useful, friendly, trustworthy and tolerant
with their fellow teammates. Especially when two individuals begin to trust each other,
they become more willing to share their resources or knowledge without having a
concern that one will take advantage of the other [33]. By sharing knowledge, members
can discuss and build different skills and perspectives with fellow teammates, and thus,
adjust their methods to improve the way they carry out tasks [42], thereby increasing
learning in the team.

Learning reduces the time spent for IT teams to complete tasks by providing quick
feedback to problem identification, solution formulation, and selection of better alter‐
natives [42]. As members provide more feedback to each other in a team, they will
develop better approaches to executing their work. Furthermore, team members who
create better approaches to carrying out work are likely to be satisfied with working in
the team and more committed to it as a result of improved coordination of efforts and
other benefits following from learning [43]. Therefore, satisfaction with working and
commitment to the team will enable members to put more effort in their tasks. In this
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regard, putting more effort to the team’s tasks will result in high project performance.
Therefore, we propose:

H5: Learning mediates the effect of task interdependence on project performance.

Accordingly, we proposed the research model as shown in Fig. 1.

H4

H2

H3

H5

H1

Task
Interdependence

Mutual
Support

Project 
Performance 

Communica on

Coordina on

Cohesion

Learning

Fig. 1. Proposed research model

4 Methods

The proposed research model is tested empirically with data collected through a survey
of 238 IS staffs in IS project teams from several sectors in Taiwan. Table 1 summarizes
the demographic characteristics of the sample. Non-response bias was tested by
comparing the early and late respondent groups on key variables [44], and no significant
differences were found.
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Table 1. Sample demographics (n = 238)

Var.s Categories # % Var Cat # %
Gender Male 170 71.4 Position IS man 38 16.0

Female 67 28.2 IS dev 195 81.9
Missing 1 1.0 Missing 25 10.5

Team
size

<6 118 49.6 Dept IT/IS 201 84.5
6 – 10 84 35.3 Man 21 8.8
>10 22 9.2 Others 15 6.3
Missing 14 5.9 Missing 1 1.0

Prj. size <7
members

40 16.8 Prj. dur <=1 year 113 47.5

8 – 15 62 26.1 1 – 2 years 58 24.4
16 – 25 30 12.6 >2 years 48 20.2
>26 19 8.0 Missing 19 8.0

All constructs considered in this study refer to the project as the unit of analysis. All
indicators were measured on a five-point Likert scale (1 = “strongly disagree,”
5 = “strongly agree”). Task interdependence refers to the extent to which tasks in teams
are designed to enable individuals to rely on each other for accessing important resources
and creating workflow patterns that require members’ coordinated efforts [5]. The items
were adapted from [4, 45]. Communication within the team was measured by the extent
of exchange of information among team members [46]. The measure items were adapted
from [25]. Coordination refers to team members working on a familiar project agreeing
to a general definition of what they are developing, sharing information and matching
their efforts in the tasks [15]. Items were adopted from [25]. Cohesion was measured by
the extent of individuals’ shared commitment to tasks, liking of each other and the desire
to remain in the team that arises from the experiences and interactions among members
[47]. Mutual Support refers to the extent in which individuals help others in executing
their tasks when required, develop fellow members’ ideas and contributions to the team
[46]. The instrument is adapted from [25]. Learning refers to the extent to which
members acquired knowledge in the team [48]. Items were adapted [25]. Project
Performance refers to the outcome of project management. The measurement items
employed in this study were adapted from [49]. We control the effects of team size,
project duration and team tenure in the structural model analyses. This study used PLS-
Graph Version 3.0 [50] to verify the measurement model and structural model.

5 Results and Discussion

Table 2 shows all indicators, where loadings were all significant and ranged from 0.72
to 0.92 (except K2 with loading 0.66), the ITC ranged from 0.46 to 0.81 (>0.3 recom‐
mended), and the Cronbach’s α estimates all ranged from 0.66 to 0.90 respectively. are
at or above 0.7 except three items, still indicating the acceptable level of convergent
validity.
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Table 2. Measurement model – confirmatory factor analysis results

Construct/indicators
Task Interdependence (CR: 0.81; AVE: 0.58; CA: 0.66)
K1: Other members provide me some hard to find information
K2: I cannot complete most of my work without help from others
K3: Within my team, tasks performed by team members are related to one another
Communication (CR: 0.91; AVE: 0.71; CA: 0.86)
COM4: Conflicts concerning the openness of the information flow
COM5: Happy with the timeliness in receiving information
COM6: Happy with the precision in receiving information
COM7: Happy with the usefulness in receiving information
Coordination (CR: 0.87; AVE: 0.68, CA: 0.77)
COOR1: The work done on subtasks within the project was closely synchronized
COOR2: There were clear and fully understood goals for subtasks within the team
COOR3: The goals for subtasks were accepted by all team members
Cohesion (CR: 0.92; AVE: 0.67; CA: 0.90)
COH1: It was important to be part of this project
COH2: Strongly attached to this project
COH3: The team worked in a friendly atmosphere
COH4: Our team stuck together
COH5: Felt responsible for maintaining and protecting the team
COH6: Felt proud to be part of the team
Mutual Support (CR: 0.91; AVE: 0.64; CA: 0.89)
MS1: Helped and supported each other as best as they could
MS2: Conflicts were easily and quickly resolved
MS3: Discussions and controversies were conducted constructively
MS4: Suggestions and contributions were respected
MS5: Suggestions and contributions were discussed and developed further
MS6: Able to reach consensus regarding important issues
Learning (CR: 0.93; AVE: 0.82; CA: 0.89)
PL1: Acquired useful knowledge through this project
PL2: This project is a technical success
PL3: Learned important lessons from this project
Project Performance (CR: 0.89; AVE: 0.59; CA:0.84)
PP1: Met project goals
PP2: Work completed
PP3: High quality of work
PP5: Adherence to budget
PP6: Task operations were carried out efficiently

*CR: Composite Reliability; CA: Cronbach’s Alpha

The AVE of all constructs exceeded the recommended cutoff of 0.5 [51], confirming
convergent validity. Although a threshold level of 0.7 for Cronbach’s α is recommended,
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0.6 has been accepted as well for reliability [52]. The composite reliabilities for the eight
constructs range from 0.81 to 0.93 (>0.70 recommended), ensuring adequate internal
consistency. Discriminant validity was also examined by checking if the correlation
between any two constructs was less than the square root of AVE by the items measuring
the constructs. The results demonstrate that the measurement model discriminated
adequately between the constructs.

Multiple regression analyses were conducted to examine the hypothesis. The three
control variables were entered in the first step, and then independent variable. The
mediating variables were entered at the final step. The results from multiple regression
analysis conducted to test the study hypotheses are presented in Table 3. The variance
inflation factors (VIF) ranged from 1.156 to 2.445 (<10 recommended) indicate no
sizable multicollinearity among independent variables and control variables.

Table 3. Regression results with project performance dependent variable

Variables Model 1 Model 2 Model 3
Control
Team size 0.025 0.047 0.068
Project duration 0.058 0.076 0.065
Team tenure –0.149 –0.067 –0.102
Independent
Task interdependence 0.188* –0.112
Mediator
Teamwork quality proc
Communication 0.110
Coordination 0.166*

Cohesion 0.282**

Mutual support 0.070
Learning 0.153*

R2 0.013 0.039 0.355

△ R2 0.013 0.026 0.329

*P < 0.05 **P < 0.01 cP < 0.001

Table 3 shows that the coefficients of the relationship between task interdependence
and project performance decreased from (β = 0.188, p < 0.01) in model 2 to (β = –0.112,
n.s.) in model 3. Particularly, among the dimensions of teamwork quality, cohesion
(β = 0.282) is the most significant predictor of project performance, followed by coor‐
dination (β = 0.166) and learning (β = 0.153). In Model 2, task interdependence is
significantly related to project performance. As shown in Model 3, only coordination,
cohesion and learning are positively related to project performance, but communication
and mutual support are not. These results indicate that teamwork quality dimensions
such as coordination, cohesion, and learning mediate the relationship between task
interdependence and project performance.
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Table 4 summarizes the hypotheses test results of this study. From these results, we
can conclude that the teamwork quality processes such as coordination, cohesion, and
learning, but not communication and mutual support are viable mediators between task
interdependence and final project performance.

Table 4. Summary of hypothesis tests

Hypothesis Mediator Path coefficient Supported
TI to TQ TQ to PP

H2 Communication 0.217** 0.110 No
H3 Coordination 0.255** 0.166* Yes
H4 Cohesion 0.259** 0.282** Yes
H5 Mutual support 0.286** 0.070 No
H6 Learning 0.299** 0.153* Yes

Note: TI: Task Interdependence; TQ: Team Quality; PP: Project performance
*P < 0.05. **P < 0.01.

6 Discussion and Conclusion

This study attempted to offer a contribution to the management literature by exploring
the effects of interdependence on project performance in software development teams.
First, the results provide strong support for the argument that task interdependence is
significantly associated with teamwork quality. The evidence for the positive relation‐
ship between task interdependence and teamwork quality is an important finding, and it
is consistent with research by [8]. Second, teamwork quality was found to mediate the
relationship between task interdependence and project performance. This finding may
close the gap between theoretical and empirical practices by revealing a mediating
mechanism for the relationship between task interdependence and project performance.
Third, the finding that coordination, cohesion, and learning were positively related to
project performance is consistent with the results from previous project team studies
[13, 25, 53]. Counter to expectations, neither communication nor mutual support were
related to project performance. The unexpected finding that communication and mutual
support demonstrated a negative relationship with software project performance rather
than the hypothesized positive relationships is interesting and warrants further investi‐
gation. Fourth, the relationship between teamwork quality and project performance
becomes stronger as task interdependence increases. However, our study’s finding indi‐
cates that teamwork quality provides a partial explanation for the results and underscores
the need to search for additional explanations of the relationship between task interde‐
pendence and software project performance in future research. This study adds to the
literature by providing evidence that task interdependence very much facilitates the
positive effects of teamwork quality in software development teams.

The findings of this study suggest that it is unimaginative for managers who are
interested in enhancing the performance of software development teams to focus on
interdependence without considering teamwork quality. The results presented here
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highlight the importance of teamwork quality processes as actualizations of interde‐
pendence and as mechanisms that transmit the effects of interdependence to project
performance. This study illustrates that interdependence affects project performance in
a variety of ways and that some of the ways in which interdependence is believed to
affect performance may have been overstated in previous studies. Through studying the
concept of interdependence, this study adds new insights to the growing literature on
teamwork quality in software project teams, presents concepts and measures that may
be adopted by future scholars, and suggests directions for future research. It also provides
a pathway for managers to establish relevant courses of action to motivate software
project teams to engage in productive teamwork quality.
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Abstract. With data volumes constantly growing, cloud computing
provides a model for Big Data Analytics where solutions can benefit from
rapid elasticity and scalability. This model changes the level of control
that cloud service customers have on their data. Understanding how data
is handled by cloud service providers is therefore critical in achieving data
quality objectives. This paper presents an analysis on the applicability
of ISO/IEC standards to Big Data Analytics cloud services, focusing on
data quality. Based on results, we provide observations, identify chal-
lenges, and offer recommendations on the application of standards and
future development.
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1 Introduction

Big Data Analytics is concerned with how high data volumes of high veloc-
ity from a high variety of data types and sources is assembled and mined to
derive insights and obtain knowledge. Its workflow is comprised of four phases:
data sources and their storage, data management, modeling, and analysis and
visualization of results [1]. With data volumes constantly growing, cloud com-
puting provides an interesting model for Big Data Analytics, where solutions
can be hosted on the cloud to benefit from its key characteristics, such as rapid
elasticity and scalability, resource pooling, and measured services. When tak-
ing into account cloud deployment models (i.e., private, public, and hybrid) [2],
the following options are typically evaluated when deploying Big Data Analytics
workflows on the cloud, that is, that data and models are private, data are public
and models are private, data and models are public, and data are private and
models are public [1,3]. Given that public cloud services offer the lowest level of
personal data control to the customer, we focused on public cloud deployments
of Big Data Analytics workflows where data and models are located in the pub-
lic domain. With a low level of control, software quality engineers working for
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the cloud service customer must understand and quantify the impact of cloud
service quality on data quality objectives of solutions. While widely accepted
ISO/IEC quality and cloud computing standards have been put into practice,
only limited research has been conducted on their application in the context of
Big Data Analytics cloud services. Therefore, the extent to which these stan-
dards support software quality engineers in the identification and definition of
data quality requirements in this particular context has clearly not been fully
investigated at this point in time.

To address this problem, in Sect. 2, we first select the standards for this
analysis based on the software quality engineering (SQE) practical framework
by Suryn [5]. Then, we identify and group under the term “data quality aspects”
the different aspects influencing data quality in Big Data Analytics cloud ser-
vices, that is, the characteristics specific to the Big Data Analytics process and
workflow, the context of use, and the capabilities provided by the cloud service.
Section 3 presents related research on the application of the selected standards
to Big Data Analytics cloud services. The following research questions are then
addressed for Big Data Analytics cloud services from the perspective of the cloud
service customer:

RQ1: What are the data quality aspects investigated in scientific literature?
RQ2: To what extent do ISO/IEC standards support software quality engineers

in the identification and definition of data quality requirements that address
data quality aspects investigated in scientific literature?

By identifying the data quality aspects investigated in scientific literature, the
findings related to RQ2 will guide the future development of standards as well
as research in the field of SQE. Section 4 presents the proposed methodology by
which to gather the data quality aspects in Big Data Analytics cloud services
and the method to conduct the applicability analysis of standards is presented.
In Sect. 5, we present the results, which include observations, challenges, and
recommendations. Section 6 provides our final conclusions.

2 Data Quality Aspects in Big Data Analytics Cloud
Services

In order to help support software quality engineers with the identification and
definition of quality requirements, the SQE practical framework by Suryn [5]
presents a “continuous, systematic, disciplined, quantifiable approach to the
development and maintenance of quality throughout the whole life cycle of soft-
ware products and systems”. It is the only “best practices” previously published
framework of its type to date. As a result, it constitutes the SQE foundation
of this study. The application of SQE requires the use of a quality model with
the capacity to support both definitions of quality requirements as well as their
evaluation. For this purpose, the SQE refers to widely accepted quality models
of the ISO/IEC 25000 series, that is:
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– ISO/IEC 25010 Systems and software engineering—Systems and software
Quality Requirements and Evaluation (SQuaRE) [6]

– ISO/IEC 25012 Software engineering—Software product Quality Require-
ments and Evaluation (SQuaRE)—Data quality model [7]

Although ISO/IEC 25000 quality models are applicable to both computer sys-
tems and software products, the conceptual shift from conventional computing
environments to cloud computing environments has led to the recent publication
of standards series as well as a framework that aims to provide support in the
context of cloud computing, that is:

– ISO/IEC 17788 Information technology — Cloud computing — Overview and
vocabulary [2]

– ISO/IEC 17789 Information technology — Cloud Computing — Reference
architecture [8]

– ISO/IEC 19086-1 Information technology — Cloud computing — Service level
agreement (SLA) framework — Part 1: Overview and concepts [9]

– ISO/IEC 19086-2 Information technology — Cloud computing — Service level
agreement (SLA) framework — Part 2: Metric Model [10]

– ISO/IEC 19086-3 Information technology — Cloud computing — Service level
agreement (SLA) framework — Part 3: Core conformance requirements [11]

– ISO/IEC 19086-4 Information technology — Cloud computing — Service level
agreement (SLA) framework — Part 4: Security and privacy [12]

– ISO/IEC 27018 Information technology — Security techniques — Code of
practice for protection of personally identifiable information (PII) protection
in public clouds acting as PII processors [13]

– ISO/IEC 27017 Information technology — Security techniques — Code of
practice for information security controls based on ISO/IEC 27002 for cloud
services [14]

It is important to note that ISO/IEC 19086-2 [10], ISO/IEC 19086-3 [11], and
ISO/IEC 19086-4 [12] have not yet been published and are still under develop-
ment. Nevertheless, they have been made available for research purposes.

Therefore, the quality models as well as the recently published and under
development standards for cloud environments are part of this analysis, with the
exception of ISO/IEC 17789 [8] and ISO/IEC 19086-2 [10]. Given that the focus
of this analysis is on guidelines that aim to support software quality engineers
with the identification and definition of data quality requirements, reference
architectures and metrics discussed in these standards are not within the scope
of this analysis.

As previously mentioned, Big Data Analytics is concerned with how high
data volumes of high velocity from a high variety of data types and sources
is assembled and mined to derive insights and obtain knowledge. Its workflow
is comprised of four phases: data sources and their storage, data management,
modeling, and result analysis and visualization [1]. From these characteristics,
which are specific to the Big Data Analytics workflow, software quality engineers
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must identify and define the quality in use requirements in the context of use.
Based on ISO/IEC 25010 [6], dynamic quality requirements derive from the
quality in use requirements and static quality requirements derive from dynamic
quality requirements. Therefore, dynamic and static quality requirements must
also be identified and defined. This relationship model proposed by ISO/IEC
experts was later validated empirically [15]. As a complement to the product
quality model, ISO/IEC 25012 [7] comprises data quality characteristics from
two points of view, that is, inherent and system dependent, for which some
data quality characteristics share both points of view. From the inherent point
of view, data quality refers to the data itself (e.g., consistency) [7]. From the
system dependent point of view, data quality depends on and is achieved by
the capabilities provided by the computer system [7]. Consequently, in cases
whereby Big Data Analytics workflows are deployed on the cloud, inherent data
quality remains under the control of the owner of the data. As it relates to
system dependent data quality, it depends on and is achieved by the capabilities
provided by the cloud service. As a result, the control of system dependent data
quality is shared between the cloud service customer and provider. Moreover, for
data quality characteristics sharing both points of view, the inherent data quality
is also influenced by the capabilities provided by the cloud service. Therefore,
data quality in Big Data Analytics cloud services is influenced by the following
aspects:

– The characteristics specific to the Big Data Analytics process and workflow
– The context of use
– The capabilities provided by the cloud service (e.g., the architectural tactics

used to achieve quality objectives)

In this paper, the term “data quality aspects” groups all aforementioned aspects
and will also be referenced in this study to facilitate readership.

3 Related Work

3.1 Application of ISO/IEC Selected Standards

Villalpando et al. [17,18] focused on a specific application and quality character-
istic and proposed a method integrating ISO/IEC 25010 [6] quality models and
ISO/IEC 25023 [19] quality measures for the performance analysis of Big Data
applications. Although the experiments were limited to the Hadoop1 framework
and the MapReduce [20] programming model, the authors provided a concrete
example on the use of ISO/IEC 25010 [6] quality models for quality evaluation
of Big Data cloud services.

Merino et al. [21] proposed a data quality in use model using ISO/IEC 25012
[7] as a foundation and tailored it to the assessment of quality in use of data
from Big Data solutions. The objective of this model is to support the evaluation
of quality in use of input data for Big Data analysis. The proposed data quality
1 http://hadoop.apache.org.

http://hadoop.apache.org
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in use model is validated against the technological and managerial challenges of
Big Data identified under the assumption that once the business rules that sets
the constraints over data are identified, the related dynamic properties will be
covered by the ISO/IEC 25012 [7] data quality characteristics and associative
data quality measures.

Laranjeiro et al. [22], conducted a literature review on Big Data and data
quality and identified frequently used data quality dimensions, which included
the ISO/IEC 25012 [7] data quality model characteristics and points of view
(i.e., inherent and system dependent). Data quality issues are also gathered and
mapped to data quality dimensions. This approach is presented as a first step
toward the measurement of data quality.

Kemp [23], describes how ISO/IEC 27018 [13] is succeeding in addressing
the gap between the rapid development of cloud services and the slow legislative
changes in data protection. For example, Kemp reports that one year after the
publication of the standard, Microsoft Corporation was the first to undertake
and use ISO/IEC 27018 [13] in several layers of its cloud services. Kemp states
that the standard can be applied across cloud services delivery models and layers.
In addition, according to Kemp, as cloud service providers are not systematically
aware of the PII nature of data sent by the cloud service customer, ISO/IEC
27018 [13] can be applied, taking into account its applicability whether the data
is or is not in itself PII information.

Mitchell [24] provides a review of several standards applicable in the con-
text of cloud service providers that aim for certification of security and privacy
compliance, such as the ISO/IEC 27000 standards series that include ISO/IEC
27017 [14] and ISO/IEC 27018 [13]. Mitchell also highlights the growing need
for data de-identification techniques and the challenges related to their applica-
tion. Consequently, as stated by Mitchell, the standard committee responsible
for ISO/IEC 27018 [13] agreed to create a new standard (i.e., N15297) [46] that
covers data de-identification techniques.

Panth et al. [25], present data security compliance to the ISO/IEC 27001
family (Information security management systems) [26], ISO/IEC 27017 [14],
and ISO/IEC 27018 [13] as countermeasures to data security threats and vul-
nerabilities.

Liu et al. [27] highlight issues in cloud security governance and the lack of a
cloud governance framework. According to Liu, these issues are being partially
addressed by emerging standards, such as ISO/IEC 27017 [4].

Although the research provides examples for the application of standards
to Big Data and cloud services, the extent to which the standards support the
identification and definition of data quality requirements in Big Data Analytics
cloud services has not been evaluated and remains unknown. Moreover, given
that ISO/IEC 19086-1 [9], ISO/IEC 19086-3 [11], and ISO/IEC 19086-4 [12]
have only been published recently, our literature review has revealed no available
research on their application in the context of Big Data Analytics cloud services.
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4 Methodology

4.1 Data Quality Aspects

To address RQ1, we conducted a broad search on Big Data, cloud computing, and
quality in scientific databases. Articles were then screened to extract those that
specifically referred to data quality aspects in the context of Big Data Analytics
cloud services. The data quality aspects from the perspective of the cloud service
customer were then extracted from selected articles. Results are provided in
Tables 2, 4, and 6.

4.2 Applicability Analysis of Standards

Given that software quality engineers may infer data quality aspects from stan-
dard guidelines that can be used for the identification and definition of data
quality requirements, we propose a content analysis in order to address RQ2. In
content analysis, the activity of recording inferences based on specific rules is
referred as “coding”. This activity can be performed by computers or humans.
When humans are performing coding, they are referred as “coders”.

In this research, two coders (SQE researchers in this case) analyzed the con-
tent of the selected standards by applying the following coding rule for each
standard and data quality aspect :

– If a guideline can be used to identify and define the data quality requirements
associated with the data quality aspect, the guideline information and section
should be recorded.

4.3 Reliability of Analysis

In order to draw conclusions from content analysis, its reliability must be demon-
strated [29]. Intercoder reliability, or, more specifically, intercoder agreement in
the context of content analysis, is widely used to measure the extent to which
independent analysts make the same coding decisions in evaluating a character-
istic of an artifact. In this analysis, agreement means that coders agree that at
least one guideline of the analyzed standard can be used or that no guidelines
can be used to identify and define the data quality requirements associated with
the data quality aspect.

According to content analysis researchers, the Krippendorff’s alpha coeffi-
cient [29] is the recommended measure for intercoder agreement given that it
addresses the weaknesses of measures, such as percent agreement, the S score
by Bennett et al., Scott’s pi, Cohen’s kappa coefficient, Fleiss’ kappa, and
Cronbach’s alpha [29]. In order to compute the Krippendorff’s alpha coefficient,
Tables 3, 5, and 7 are used as reliability datasets. From coding results of the
applicability analysis of standards, for each coder (C) and data quality aspect
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(D) 1 indicates that at least one guideline of the standard can be used and 0
indicates that no guidelines of the standard can be used to identify and define
data quality requirements associated with the data quality aspect. Intercoder
agreements must be evaluated for each variable of the sample as recommended
by researchers. In this analysis, the variable is defined as potentially usable
guideline(s) of a specific standard. As it pertains to the sample, it is the com-
plete set of selected standards for the analysis. Consequently, the Krippendorff’s
alpha coefficient was evaluated for each standard included in this analysis, and
the results are presented in Table 8. The Krippendorff’s alpha coefficient general
form is as follows [4]:

α = 1 − Do

De
(1)

wherein Do is the disagreement observed [4]:

Do =
1
n

∑

c

∑

k

ock metricδ
2
ck (2)

wherein De is the disagreement resulting from chance [4]:

De =
1

n(n − 1)

∑

c

∑

k

nc · nk metricδ
2
ck (3)

The arguments ock, nc, nk and n, are the frequencies of values as showed in the
coincidence matrix in Table 1(a) [4].

To perform the evaluation, we used computational steps applicable to the
reliability data generated by this content analysis, that is, binary data using
two coders and no missing data [4]. As an example, Table 1(b) presents the
coincidences matrix that accounts for all values contained in the ISO/IEC 19086-
1 reliability data, that is, Tables 3, 5 and 7 combined. Units are entered twice,
once as c − k pairs and once as k − c pairs [4] where n0 = 18 is the number of
0 s, n1 = 34 is the number of 1 s, and n = 2N = 52 is the total number of paired
values.

Table 1. Coincidence matrix

(a) Binary

0 1
0 o00 o01 n0

1 o10 o11 n1

n0 n1 n = 2N

(b) ISO/IEC
19086-1

0 1
0 16 2 18
1 2 32 34

18 34 52
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Table 2. Characteristics specific to the Big Data Analytics process and workflow

Data quality aspects

D1 Sensitive data identified and omitted from the analysis and data store [30]

D2 Sensitive data included in the analysis and data store after data
anonymization [30]

D3 Sensitive data included in the analysis and data store after encryption [30]

D4 Capability to operate on encrypted data limiting the movement of data to be
decrypted [30]

D5 Data arrival can require processing at different speeds (e.g. batch, continuous
and real-time) [1]

D6 Data and techniques used for analytics are “emergent and not necessarily
defined upfront” [31]

D7 Data governance of structured and unstructured data sources [31]

D8 “Timely processing of data for building and scoring” [1]

D9 “Isolation of analytical artifacts” [32]

D10 Hard deadline analysis tasks [33]

D11 Avoid expensive data movements by offloading computation to sources [33]

D12 Analysis accuracy negatively affected by an increase in data volume and in a
variety of data sources and their origins [34]

D13 Privacy protection during data and knowledge mining [34]

D14 Data mining with sufficient user interaction [34]

D15 Data visualization tools considering data quality and representation to
facilitate exploration [35]

D16 Potential effects of data volume, velocity, variety, and veracity on users’
cognitive loads [31]. Cognitive load: is the amount of working memory
required when solving a problem [36]

For ISO/IEC 19086-1, based on the coincidence matrix:

α = 1 − (n − 1)
o01

n0 · n1
= 1 − (52 − 1)

2
18 · 34

= 0.833 (4)

As a reference, the Krippendorff’s alpha coefficient considers 0.800 as an
acceptable intercoder agreement with only tentative and cautious conclusions to
be drawn with results between 0.667 and 0.800 [28].
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Table 3. ISO/IEC quality and cloud computing standards applicability analysis to
characteristics specific to the Big Data Analytics process and workflow (coding results)

25010 25012 17788 19086- 27018 27017

Product quality Quality in use 1 3 4

Data quality

aspects

C1 C2 C1 C2 C1 C2 C1 C2 C1 C2 C1 C2 C1 C2 C1 C2 C1 C2

D1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1

D2 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 1 1 1

D3 1 1 0 0 1 1 0 0 0 0 0 0 1 1 1 1 1 1

D4 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 0

D5 1 1 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1

D6 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1

D7 1 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0

D8 1 1 0 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1

D9 1 1 0 0 0 0 1 1 0 0 0 0 1 1 0 0 1 1

D10 1 1 0 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1

D11 1 0 0 0 1 0 1 0 1 1 0 1 0 0 0 0 0 0

D12 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0

D13 1 1 0 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1

D14 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

D15 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

D16 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Table 4. Context of use (Big Data Analytics solutions requiring profiling)

Data quality aspect

D17 Privacy protection using data de-identification and pseudonymization
procedures to reduce the risk of direct identification of the subject to whom
the personal data belongs [37]

Table 5. ISO/IEC quality and cloud computing standards applicability analysis to the
context of use (coding results)

25010 25012 17788 19086- 27018 27017

Product quality Quality in use 1 3 4

Data

Quality

aspects

C1 C2 C1 C2 C1 C2 C1 C2 C1 C2 C1 C2 C1 C2 C1 C2 C1 C2

D17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Table 6. Capabilities provided by the cloud service

Data quality aspects

D18 “Data can be modified only by authorized parties” [38]

D19 Capability provided to the cloud service user to verify if data is
maintained [38]

D20 Capability provided to the cloud service user to obtain a proof of data
integrity [39]

D21 Data availability achieved through geo-distribution of data replicated
across data centers [30]

D22 Data stored off premises by a third party [30]

D23 Limited control over where the data is physically located [30]

D24 “Data physically located in a particular country and subject to local rules
and regulations” [30]

D25 Partition tolerance in a distributed system [40]. CAP theorem (i.e.
consistency, availability, partition tolerance).

D26 Complete data loss resulting from direct DoS attacks [40]

Table 7. ISO/IEC quality and cloud computing standards applicability analysis to
capabilities provided by the cloud service (coding results)

25010 25012 17788 19086- 27018 27017

Product quality Quality in use 1 3 4

Data

Quality

aspects

C1 C2 C1 C2 C1 C2 C1 C2 C1 C2 C1 C2 C1 C2 C1 C2 C1 C2

D18 1 1 0 0 1 1 1 1 1 0 0 0 1 1 1 1 1 1

D19 0 0 0 0 0 0 1 1 1 1 1 1 1 0 1 1 1 0

D20 1 1 0 0 1 1 1 1 1 1 0 1 0 0 1 1 1 1

D21 1 1 0 0 1 1 1 1 1 1 1 1 0 0 1 1 1 1

D22 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1

D23 0 0 0 0 0 0 0 0 1 1 1 1 0 0 1 1 1 1

D24 0 0 0 0 1 1 1 1 1 1 1 1 0 0 1 1 1 1

D25 1 1 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0

D26 1 1 0 0 1 1 1 1 1 1 1 1 0 0 1 1 1 1

5 Results

5.1 Reliability of the Analysis

Reliability results as presented in Table 8 show that the Krippendorff’s alpha
coefficient was greater than 0.800 for all analyzed standards with the exception
of ISO/IEC 19086-3 where the Krippendorff’s alpha coefficient was between
0.667 and 0.800. This indicates that observations and conclusions can be drawn
from the applicability analysis of standards with only tentative and cautious
conclusions in the case of ISO/IEC 19086-3.
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Table 8. Results from Krippendorff’s alpha coefficients

25010 25012 17788 19086- 27018 27017

Product quality Quality in use 1 3 4

Alpha 0.823 1 0.848 0.919 0.833 0.698 0.919 0.849 0.833

Table 9. Categorization of data quality aspects

Data Quality aspects Inherent System dependent

D1 x x

D3 x x

D6 x x

D12 x

D13 x x

D15 x x

D18 x x

D19 x

D20 x x

D21 x

D22 x x

D24 x x

D25 x

D26 x

The following sections provide the observations, challenges, and recommen-
dations drawn from both, the data quality aspects extracted from the scientific
literature, and coding results related to the applicability analysis of standards.
They are categorized in accordance with the data quality aspects as defined in
Sect. 2. The categorization of data quality aspects presented in Table 9 is based
on ISO/IEC 25012 [7] guideline information and section recorded by coders in
accordance with the coding instructions in Sect. 4.

5.2 Characteristics Specific to the Big Data Analytics Process
and Workflow

Observation: The data and techniques used in Big Data Analytics processes are
modeled during its application and have therefore not been necessarily defined
upfront [31,41] (see Table 2; D6).

Challenge: This dynamic characteristic of the Big Data Analytics process com-
bined with the frequency at which it can be executed challenges the application
of standards used for quality assessments and evaluations of: (1) the data and
techniques used in the process, and (2) derived insights and knowledge artifacts
resulting from the process itself.
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Recommendation: In order to ensure confidentiality and privacy, the quality
assessment and evaluation of aspects (1) and (2) mentioned above may require
automation in order to achieve the quality in use objectives of the Big Data
Analytics solution. Moreover, the quality model proposed in [21] could be used
for the quality assessment and evaluation of input data for Big Data analysis.

Observation: The processing of encrypted information (see Table 2; D4) is not
covered by analyzed standards.

Challenge: Although ISO/IEC 19086-4 [12] refers to data encryption (see
Table 3; D4), it only considers data at rest and in transit. Based on this challenge,
we conducted a search on the processing of encrypted data in scientific databases.
In addition, we also conducted a search on its application in the industry. This
search revealed that the capability to process encrypted data, such as in [42],
is gaining momentum in the industry and offerings are starting to emerge. For
instance, Microsoft Azure and IBM are now offering the capability to process
analytical queries over encrypted data.

Recommendation: The processing of encrypted data should be applied when
required given that solutions are now emerging in the industry. Moreover,
ISO/IEC standards should include guidelines for their application.

5.3 Context of Use

Observation: As seen from the analysis (see Table 5; D17), data de-identification
using pseudonymization procedures are not covered by any of the analyzed stan-
dards.

Challenge: Big Data Analytics solutions that require profiling, that is, the iden-
tification of a person (e.g., marketing and healthcare) under data anonymization
(see Table 2; D2), have limitations [37]. On the one hand, the capability provided
to process data (i.e., to assemble and mine data) from which to determine or
predict actions or events is linked to data security and privacy issues. On the
other hand (see Table 2; D13), it is not always possible to make data anony-
mous while simultaneously retaining the information necessary for processing
purposes [37]. In this case, as demonstrated in [37], data de-identification using
pseudonymization procedures reduces the risk of direct identification of the sub-
ject to whom the personal data belongs. Pseudonymization procedures “...allows
for the removal of an association with a data subject. It differs from anonymiza-
tion (anonymous) in that it allows for data to be linked to the same person across
multiple data records or information systems without revealing the identity of the
person ...it can be performed with or without the possibility of re-identifying the
subject of the data (reversible or irreversible pseudonymization)” [43].

Based on this challenge, we conducted a search on pseudonymization
within the ISO/IEC standard database. The search revealed several stan-
dards covering pseudonymization procedures, that is, ISO/TS 25237 Health
informatics—Pseudonymization [44], ISO/IEC 29100 Information technology—
Security techniques Privacy framework [16], and ISO/IEC 15944-8 Information
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technology—Business operational view—Part 8: Identification of privacy protec-
tion requirements as external constraints on business transactions [45].

However, as highlighted in [24], challenges related to the application of data
de-identification techniques, such as pseudonymization procedures, resulted in
the development of a new standard (i.e., N15297) [46] that aims to address these
challenges.

Recommendation: For Big Data Analytics solutions that require profiling,
standards under development that aim to address the challenges of the applica-
tion of data de-identification should be used once published. For example, this
standard could support software quality engineers in addressing privacy protec-
tion (see Table 2; D13) during data and knowledge mining procedures [34].

5.4 Capabilities Provided by the Cloud Service

Observation: As seen from this analysis (see Table 9), 13 out of the 26 data
quality aspects extracted from scientific literature have been categorized as sys-
tem dependent or both system dependent and inherent, based on ISO/IEC 25012
coding results.

Challenge: This confirms that, in cases whereby Big Data Analytics workflows
are deployed on the cloud, an informed agreement between the cloud service cus-
tomer and provider is crucial in order to achieve data quality objectives. Given
that the ISO/IEC 19086 cloud computing SLA framework (which aims to estab-
lish a common understanding between cloud service customers and providers for
the definition of cloud SLAs) was published only recently, our literature review
has revealed no available research to date on its application in the context of
Big Data Analytics cloud services.

Recommendation: Further research on its application is therefore required in
order to identify potential challenges and provide support on SLA definitions to
software quality engineers.

6 Conclusions

At this point in time, results of the content analysis have not been validated
with other methodologies. Also, the results only reflect the data quality aspects
in Big Data Analytics cloud services that were taken from scientific literature.

Nevertheless, results from this study will help software quality engineers
working for cloud service customer organizations identify and define data quality
requirements in Big Data Analytics cloud services. In addition, the recommen-
dations we provided are meant to help software quality engineers to foresee the
challenges ahead and to guide the future development of standards as well as
research in the field of SQE.
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Abstract. The paper deals with the topic digitization in the tourism industry.
An empirical study was conducted in Germany based on a theoretical founda-
tion. The aim of this study is to find out how far the digitization has already
changed the tourism industry and what is still going to change in order to find
potential benefits of digitization in the tourism industry. The results of the
structural equation model approach show six main driver (sales increase, classic
booking, sharing economy, personalized offers, social media and customer
reviews) that have a significant impact on the potential of digitization in the
tourism industry.
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1 Introduction

“The number, speed and adoption of technological innovations grow exponentially.
[…] This influences almost all aspects of our lives: the way we communicate, the way
we produce energy and the way we distribute. […] The physical world becomes
digitalized. […] We are in the middle of the third-industrial revolution and we move
into the time frame of the Internet of Things. We have become familiar with the internet
of communication [1].”

Digitization offers many new opportunities that can be exploited by providers in the
tourism industry. At the same time, competition is being intensified and companies
have to keep pace with digitization in order to remain on the same level. Without any
question, “digitization can be viewed as the motor of transformation for the tourism
industry in the age of the internet economy [2].”

In fact, more than 57% of all travel reservations each year are carried out with the
internet and internet travel booking revenue has grown by more than 73% over the past
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5 years, while 65% of tourist book hotels reservations for the same day are made on a
mobile device [3]. In the course of this development, travel providers need to tackle the
challenges of individually addressing different stakeholders from country to region
through knowledge, time, and a sophisticated strategy. Professional digitization
strategies of travel providers such as classic travel agencies require resources such as
specialists with IT expertise and a certain budget. In return, the introduction and
implementation of a digitization project in the tourism sector might lead to considerable
cost savings and productivity gains. Significant examples of this are the automation of
work-flows, the increase in employee motivation as well as cost and time savings [4].
In connection with the described increase of importance of digitization, it is still
unclear, which potential benefits and which possible barriers evolve for providers in the
tourism industry with respect to this development [5].

The paper is structured as follows: In Sect. 2, the terms of digitization and tourism
are defined, as it will be understood in this study. Section 3 deals with background
information and the research design of our empirical study. Thereafter, the authors are
going to describe research methods in Sect. 4 in order to understand among others how
data were collected. The study results are presented in Sect. 5 followed by a conclusion
of the paper in Sect. 6.

2 Digitization in the Tourism Industry

The term of digitization is used in different interpretations: on the one hand, digitization
is the “conversion of analog information in any form to digital form with suitable
electronic devices so that the information can be processed, stored, and transmitted
through digital circuits, equipment, and networks [6].” On the other hand, digitization
is the process, which is caused by the adoption of digital technologies and the appli-
cation systems that build upon them. Digitization can be defined according to different
levels of intensity: from the pure presentation and information (website), the sales
channel function (e-commerce), business process integration (E-Business) to new
business models with virtual products or services [2].

A common interpretation of digitization stands for intelligent business processes
and the using of efficient and new technology concepts, such as Big Data, Cloud and
Mobile Computing, Internet of Things or Social Software [7]. Most of the industrial
sectors had undergone dramatic changes in earlier times, which also led to profound
social changes. In the first industrial revolution, human labor power was replaced by
water and later steam power [7]. The concepts for the organization of the mass pro-
duction as developed by Taylor [8] or Ford’s highly advanced assembly line solved the
artisan-oriented production in many areas. The advent of electronic control systems
from the 1970s also led to serious changes in industry. The term “Digitization” [9]
identifies the phase of the upheaval which is just beginning, in which for the first time
intelligent actions of men are replaced by machine actions.

The “intelligent” output of new digital approaches is embedded in networks of
intelligent products, commonly referred to as Internet of Things [9]. Especially the
ability to collect data and communicate is the basis for a number of new concepts.
Companies can learn more about the use of their services in a much more detailed
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manner than before, and can then improve their products. This information is sup-
plemented by information from social networks. On this basis it is possible to develop
new functions, processes and business models using extended analytical possibilities
created by digitization technologies such as Big Data [10, 11].

Tourism includes national and international travel, the temporary stay (location) of
strangers on a destination as well as the organization of the travel preparation and travel
preparation at the hometown. Tourism is the totality of all phenomena and relationships
resulting from travel and stay, where the place of residence is neither residential nor
working place [12]. In this context, digitization offers promising potential in the tourism
industry regarding both the supplier and customer perspective. Therefrom, all business
processes before, during and after a journey are affected. These processes include the
application and preparation of travel offers, the digital implementation, post-processing
or customer recovery [13, 14]. In addition to the digital transformation of processes, the
digitization offers opportunities for new business models in the tourism industry [15].
Some examples for these business models are virtual journeys, sharing services for
accommodation and transportation or data driven product configuration.

In the following, digitization in the tourism sector will be investigated. Firstly, in
terms of its impact on the individual phases of the transaction cost model. Secondly, in
terms of its potentials to optimize the approach, agreement, implementation and control
of all different phases within the digitization process.

3 Background and Research Design

In order to examine the potential of digitization in the tourism industry, a structural
equation model (SEM) has been developed based on the current literature [16], as
shown in the following graph (Fig. 1).

Fig. 1. Structural equation model
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With regard to the research design above, eight determinants were found. Through
digitization, many processes in the company become more effective and thus more
cost-efficient. This results in a large potential sales volume because “the use of the
internet technology enables the transition and distribution of information to be quicker,
better, and cheaper regardless of geographical and time limitation [17].”

Digitization offers opportunities for a wide range of processes such as brand
building, customer acquisition and retention, product development as well as quality
assurance [18]. Especially for companies in the service sector like in the tourism
industry, new technologies of digitization offer a great potential to achieve higher sales
figures which leads us to H1:

H1: An increase in sales positively influences the potentials of digitization in the
tourism industry
In the future, the entire organization will take place digitally in the tourism industry.
This will affect the entire process, i.e. before the trip, during and after the trip. Digiti-
zation offers new opportunities and information to both providers and customers [19].
Also, “the importance of information technology […] in tourism has increased
tremendously over the past years” [17]. Therefore, “new technologies, rapid changes in
the business environment, industry markets and consumer needs continue to challenge
tourism destination organizations in fundamental ways [20] ”. Travel bookings in a
classical sense within a travel agency do not take advantage of the overall potentials of
digitization which leads us to the following hypothesis:

H2: Classical booking negatively influences the potentials of digitization in the
tourism industry
There are many opportunities for the tourism industry provided by digital markets [21].
Thereby, new business models were created that represent a great competition for
classic suppliers (i.e. travel agencies). Particular business models arise from the idea of
a Sharing Economy which can be defined in the following way: “Sharing economies
allow individuals and groups to make money from underused assets. In this way,
physical assets are shared as services [22].” Examples for business models of the
Sharing Economy are AirBnb and Couchsurfing for hospitality, Uber and Sidecar for
transportation or Spotify and SoundCloud for entertainment [22]. The new possibilities
of a Sharing Economy will be encouraged through digitization which leads us to H3:

H3: A Sharing Economy positively influences the potentials of digitization in the
tourism industry
In addition, we assume that digitization offers substantial benefits over traditional
means of communication in order to optimize processes and to increase competitive-
ness from following points of view [23]: reducing costs of information exchange;
increasing speed of information transfer and retrieval; increasing customer involve-
ment; controlling of transactions; increasing flexibility using the marketing mix.

“The combination of enhancements in processing and flexibility of processing
capability allows organizations to use their resources more wisely and profitably [24].”
“The economic impacts stem from lower marketplace transaction costs and production
that is more efficient [25].” Therefore, we assume that one of main potentials of
digitization in the tourism industry is to reduce transaction, and therefore process costs:
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H4: A reduction in process costs positively influences the potentials of digitization in
the tourism industry
Regarding hypothesis five, researcher found out that the individualization of products
and services for customers plays an increasingly important role nowadays [13]. Digi-
tization has a positive effect on individualization because it can be used for targeted
advertising and offerings [13]. “In near future, it is expected that tourism suppliers will
easily be able to contact travelers […] and personalized offers through […] wearable
devices (e.g. 3-D glasses) [26] ”. As the demand of personalized services extremely
grows [27], we hypothesize:

H5: Personalized offers positively influence the potentials of digitization in the
tourism industry
Hypothesis six regards the importance of social media for advertising. Consumers
stated to trust in social media and word-of-mouth, which includes recommendations
from friends and family members, more than any other form of advertising [28]. Social
media marketing is a relatively new form of advertising and highly accepted by con-
sumers of the tourism industry. The impact of different social media channels such as
Facebook, YouTube, Google and Twitter on the tourism industry is document by recent
studies [29]. Regarding the German market, the social media channels Facebook,
Instagram, Twitter, Google+, LinkedIn and Xing are having the most users [30] in this
context. As a result, it is increasingly important for companies in tourism to use social
media in order to communicate with their customers. Moreover, companies can use Big
Data from social media to analyze customers. Therefore, we assume a high impact of
social on digitization which leads us to:

H6: Social Media positively influence the potentials of digitization in the tourism
industry
Past studies have shown that successful marketing begins with understanding how
consumers think [14]. Therefore, customer reviews are good for advertising products or
services because personalized advertising is presented from the customer’s perspective.
Currently, there is a supply surplus in all markets as well as in the tourism industry.
Customer reviews are becoming increasingly important because they “are a valuable
information source that can affect customers’ pre-purchase evaluations and decisions
[31].” Nothing is more helpful for generating offers and selling products and services
than actual customer reviews and ratings of products [32]. The rapid expansion of
E-Commerce means that more and more products are being sold online. In order to
increase customer satisfaction, it has become a common practice for online merchants
to allow their customers to express opinions about the products they have purchased
[33]. On rating portals and on social media channels, travelers can share their travel
experiences with others [34]. This increases both the transparency of the provider side
and, on the other hand, it helps the provider to generate new customers. A wealth of
information is needed within the tourism industry to understand customer needs [35].
Hence, is important to understand changes in technologies as well as consumer
behavior that impact the distribution and accessibility of information for traveler [36].
As a result, social media can improve the process of generating offers, raise the
transparency on the provider side and facilitating the acquisition of new customers
bearing customer reviews in mind that leads us to H7:
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H7: Customer reviews positively influence the potentials of digitization in the tourism
industry
Virtual Reality has great potential for the tourism industry as it can be used in the tourism
industry to present an illusion for the customer [37]. “The 3D virtual world provides
opportunities for destination marketing organizations to communicate with targeted
markets by offering a rich environment for potential visitors to explore tourism desti-
nations [38].” Travel provider “could use immersive virtual reality technology to inte-
grate sensory experience into their communication strategies, utilizing experience-based
internet marketing to support the tourist’s information search and decision-making
process [38] ”. Virtual Reality offers great possibilities to the tourism industry, so we
hypothesize:

H8: The application of Virtual Reality promoting offers positively influences the
potentials of digitization in the tourism industry
The literature review is summarized in the following table (Table 1). We selected 25
journal articles of which we checked the goodness by using the internationally accepted
ranking relevant to business research [39], the SCImago Journal & Country Rank as
well as Core Conference Rank.

In order to examine the impact of the specified determinants on the potential of
digitization in the tourism industry, the online responses of the participants on a Likert
scale [40] ranged from very high to very low (1: very high, 2: high, 3: neutral, 4: low,
5: very low). Besides, hypothesis two was supported by the question whether the firms
of our interviewed experts offer digital support within business processes in their
company (Fig. 3). The question of whether companies generate personalized offers
(Fig. 4) has been used to reaffirm hypothesis five. The response ranged from less than
one year to more than 5 years. All questions were conceived equivalent to general
quantitative study guidelines [41].

Table 1. Summary of literature review

Determinant Author

Sales increase [17, 18]
Classic booking [17, 19, 20]
Sharing economy [21, 22]
Process costs [23–25]
Personalized offers [13, 26, 27]
Social media [28–30]
Customer reviews [14, 31–36]
Virtual reality [37, 38]
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4 Research Methods and Data Collection

Corresponding to our research model, we examine our hypotheses using a quantitative
research approach using a web-based online survey [42] in Germany. In addition to
qualitative research methods such as interviews, quantitative research methods such as
questionnaires are used to assess the adaptation of a theoretical model to empirical data
[42]. The survey was carried out in Germany via the open source software LimeSurvey
[43]. Firstly, a preliminary study of the study was conducted in April 2016 to ensure a
high quality of research standards. Based on the results the questionnaire has been
improved. The main study started in May 2016 and ended in November 2016. We
collected a sample of n = 301 responses from tourism experts.

After data cleaning, we received a final sample of n = 118 for tourism experts in
Germany. 57% of the surveyed tourism experts are active in a company with less than 50
employees. In a medium-sized company with a number of employees between 51–250
employees, 28% of the interviewees work. 15% of the tourism experts are working in a
company which employs more than 250 people. The importance of Virtual Reality and
its role in the tourism industry in future is shown in Fig. 2:

54% of the surveyed tourism experts, voted for in to 1–3 years. 18% of the tourism
experts are of the mind that Virtual Reality will play a role in 4–5 years. 15% of the
tourism experts think in less than a year, Virtual Reality will play a big role. 13% will
not see any impact of Virtual Reality on the tourism industry over the next five years.
The following figure shows the percentage of companies providing digital support.

The study investigated whether the company of tourism experts offer their cus-
tomers digital support in business processes (Fig. 3). This example involves payments
such as PayPal, NFC or the boarding pass on the Smartphone. 63% of the companies in
which the tourism experts are involved, provide digital support. Still, 37% against,
have not taken note of these digital processes. A connection could be existing with the
size of the company. Smaller companies do not have the possibilities to restructure
processes so quickly due to lack of budget and expertise. In addition, it was examined
whether the companies are creating personalized offers (Fig. 4) on the basis of personal

15%

54%

18%
13%

0%

20%

40%

60%

< 1 year 1-3 years 4-5 years > 5 years

When will Virtual Reality become important in 
the tourism industry?

Fig. 2. Importance of virtual reality
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data, data of third parties, demographic data, statistical profiles or company-related
data. 58% of the companies offer personalized offers. 37% of the companies in which
the tourism experts work offer only standardized offers. Again, there might be a context
with the company size. As social media is a major part of digitization, it was examined
in Fig. 5 which social media channels are relevant to the tourism industry.

36% of the questioned tourism experts answered, that Facebook is the most
important. YouTube followed closely with 32%. Twitter received 21% of the votes.
Google+ and Xing were found to be unimportant with 7% and 4% of the votes. Since
Facebook is by far the largest platform, it is not surprising that Facebook is called the
main platform. Because YouTube as a video platform can display content from the
tourism industry very well, this platform also plays a role. Other social media channels
that were named were: Instagram, WhatsApp, Pinterest, Periscope, Snapchat, Tumblr,
LinkedIn, Flickr and TripAdvisor.

A structural equation modelling approach (SEM) was used to analyze the theo-
retical causal model with empirical data. In general, the relationship between different
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Fig. 3. Digital support
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variables can be visualized using SEM [44]. SEM can be defined as a second gener-
ation of multivariate analysis to get a deeper insight in the analysis of the different
(data) relations (in difference to e.g. cluster analysis or linear regression) [45].
A measurement and a structural equation model are two parts of the SEM [46]. The
measurement model validates the latent variables and the structural equation model
analyze the relationships between the research model and latent variables [46]. There
are a number of different SEM approaches like AMOS, LISREL or Smart PLS [44].
We used Smart PLS 3.2 to analyze the data due to its robustness and data requirements
[47, 48]. Furthermore, Smart PLS is frequently used in the information systems
community [49]. In opposite to AMOS or LISREL the structural path significance is
calculated via Bootstrapping [44]. Furthermore, single item sets are also allowed and
often used in information systems research [50]. In case of single item sets, there is no
need to calculate metrics like Cronbach’s Alpha or AVE [50].

5 Results

After analyzing the empirical sample with a structural equation modelling approach, we
received the following results (Fig. 6):

Five out of eight path coefficient values are highly significant (p < 0.01). One path
coefficient value with p < 0.1 is significant on a ten percent level. The coefficient of
determination (R Square) is in a satisfying range (0.344 > 0.19) according to Chin [47].

The first hypothesis (An increase in sales positively influences the potentials of
digitization in the tourism industry) examines the influence of sales on the potentials
of digitization in the tourism industry. Based on our investigation, we can confirm H1
due to a positive value (+0.215) of the path coefficient on a high significance level

Fig. 6. Structural equation model with coefficients
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(p < 0.01) of the structural equation model (Fig. 6). Hence, the potentials of digiti-
zation are positively affected by increasing sales.

The second hypothesis (Classical booking negatively influences the potentials of
digitization in the tourism industry) examines the impact of classical bookings (i.e.
travel agencies) on the potentials of digitization in the tourism industry. H2 can be
confirmed as well because of the negative path coefficient value (−0.124) on a ten
percent significance level (p < 0.1). As a result, classical bookings do have a negative
influence on the potentials of digitization in the tourism industry underlying the strong
influence and possibilities of new applications of digitization in tourism markets.

The increase in competition between classical and new approaches by digitization
(e.g. online booking websites) is examined using H3 (A Sharing Economy positively
influences the potentials of digitization in the tourism industry) asking the respon-
dents about the importance of business models of the Sharing Economy through dig-
itization. The results show that business models of the Sharing Economy do have a
positive (highly significant) impact (+0.210) on the potentials of digitization in the
tourism industry. Therefore, hypothesis three can be confirmed, too. New business
models such as those of the Sharing Economy will strengthen the competition between
classic providers and new providers as it is one main driver of digitization benefits.

H4 (A reduction in process costs positively influences the potentials of digitization
in the tourism industry) is not significant (p = 0.941 > 0.05). Hence, this hypothesis
must be rejected. The possibility to reduce costs does not have a positive impact on
potentials of digitization in the tourism industry with respect to different processes
within companies.

The positive impact of the individualization of offers on digitization in the tourism
industry is examined by H5 (Personalized offers positively influence the potentials of
digitization in the tourism industry). The results show that personalized offers has a
positive impact (+0.309) on the potentials of digitization in the tourism and emphasizes
the importance of personalized offers through digitization. H5 shows a p-value of 0.000
at a significance level of 0.01. As a consequence, H5 can be confirmed. The possi-
bilities for individual offerings obviously feature great potential for the tourism
industry.

H6 (Social Media positively influences the potentials of digitization in the tourism
industry) examines the influence of social media on the potential of digitization in the
tourism industry. We can confirm H6 based on our results due to a high path coefficient
(+0.214) on a high significance level. Therefore, social media do have an influence on
the potentials of digitization in the tourism industry.

Finally, H7 (Customer reviews positively influence the potentials of digitization in
the tourism industry) examines the impact of customer reviews on the process of
generating offers, the transparency on the provider side and the acquisition of new
customers. Analyzing the results of the structure equation model, H7 must be rejected
due to a negative path coefficient value (−0.217). The result shows a highly significant
p-value (0.007) wherefore it could be assumed that customer reviews are not a main
driver of digitization. Instead, classical bookings within travel agencies and classical
word-of-mouth marketing might have several advantages in this case. For instance,
people might place one’s trust in employees of travel agencies rather than reading
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manipulated information online about travelling. A further reason might be the fact that
customers weight negative reviews more heavily than positive reviews [51].

H8 (The application of Virtual Reality promoting offers positively influences the
potentials of digitization in the tourism industry) is not significant (p = 0.479 > 0.05)
Therefore, this hypothesis must be rejected meaning that Virtual Reality currently plays
no important role in the tourism industry.

Important values of the SEM are shown in Table 2. For single-item sets there is no
need to calculate metrics like Cronbach’s alpha [50]. Furthermore, single item sets are
often used in research [50]. The potential of digitization in the tourism industry are
shortened as PDT.

6 Conclusion

Through a structural equation model, the potential of digitization was examined in the
tourism industry. The study of the potential of digitization in tourism reveals six
hypotheses that influence the potential of digitization in the tourism industry.
Influencing factors such as “sales increase”, “sharing economy”, “personalized offers”,
and “social media” do have a positive impact on the potential of digitization in the
tourism industry. However, “classical booking” and “customer reviews” do have a
significant negative impact on the potential of digitization in the tourism industry.

There are many potential sales figures to consider for the tourism sector and it
seems obvious that there will be a concentration of providers in the tourism industry
through digitization. As a consequence, the competition between classical bookings in
travel agencies and individual offers through digitization might increase in future.
Especially, individual offerings like the possibility to promote journeys in social media
and to connect with customers are main drivers that do have a positive effect on the
potentials of digitization. In this context, customer reviews improve the process of
generating offers, increase the transparency on the provider side and facilitate the
acquisition of new customers.

The two non-significant hypotheses regarding the factors “process costs” and
“virtual reality” had to be rejected within this study. Also, we had to reject the highly
significant factor “customer reviews” due to a negative impact on the potentials of
digitization in the tourism industry. However, these hypotheses are worth considering,

Table 2. SEM coefficients

Hypothesis SEM-Path Path coefficient Significance (P values)

H1 Sales increase ! PDT +0.215 0.008
H2 Classic booking ! PDT −0.124 0.069
H3 Sharing economy ! PDT +0.210 0.010
H4 Process costs ! PDT +0.007 0.941
H5 Personalized offers ! PDT +0.309 0.000
H6 Social media ! PDT +0.214 0.010
H7 Customer reviews ! PDT −0.217 0.007
H8 Virtual Reality ! PDT +0.074 0.479
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since the survey included only tourism experts from Germany and was limited in terms
of location, sample size as well as time period.

This study can serve as a basis for further studies in order to amplify the appli-
cations and potentials of digitization technologies (Big Data, Cloud and Mobile
Computing etc.) in the tourism industry. There are also additional aspects that can be
found in future research considering the number of countries, the duration of the survey
and the sample size, for instance. In addition, a qualitative research approach might
provide more detailed insights. New developments in the field of digitization offer the
possibility to improve business in the tourism industry. Within the increasingly com-
petitive environment of the tourism sector, the use of new techniques can increase
profitability [52]. In the foreseeable future, digitization will be an even more important
tool for the success of companies in the tourism industry. Obviously, it is expected that
digitization will become more important for business as it has not yet reached its full
potential in the tourism sector.
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Abstract. Process model matching techniques aim at automatically
identifying activity correspondences between two process models that
represent the same or similar behavior. By doing so, they provide essen-
tial input for many advanced process model analysis techniques such
as process model search. Despite their importance, the performance of
process model matching techniques is not yet convincing and several
attempts to improve the performance have not been successful. This
raises the question of whether it is really not possible to further improve
the performance of process model matching techniques. In this paper,
we aim to answer this question by conducting two consecutive analy-
ses. First, we review existing process model matching techniques and
give an overview of the specific technologies they use to identify similar
activities. Second, we analyze the correspondences of the Process Model
Matching Contest 2015 and reflect on the suitability of the identified
technologies to identify the missing correspondences. As a result of these
analyses, we present a list of three specific recommendations to improve
the performance of process model matching techniques in the future.

Keywords: Process model matching · Performance improvement ·
Weakness analysis · Activity similarity

1 Introduction

Process model matching refers to the automatic identification of corresponding
activities between two process models, i.e. activities that represent the same
or similar behavior. By automatically producing such activity correspondences,
process model matching techniques are a prerequisite for many advanced analy-
sis techniques. Among others, the identification of activity correspondences is
required for the harmonization of process model variants [1,2], process model
search [3,4], and the detection of process model clones [5,6]. Recognizing the
importance of matching for the automated analysis of process models in general,
c© Springer International Publishing AG 2017
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researchers have defined a plethora of process model matching techniques (see
e.g. [7–10]).

Despite the considerable attention that has been devoted to the problem
of process model matching, the performance of existing matching techniques
is not yet convincing. The results from the Process Model Matching Contests
in 2013 and 2015 show that, depending on the data set, the best F-measures
range between 0.45 and 0.67 [11,12]. While the need for performance improve-
ments is widely recognized, attempts to further improve the results of process
model matching, for example through performance prediction, were not very
fruitful [13]. This raises the question of how the performance of process model
matching techniques can be further improved.

In this paper, we aim to answer this question by (a) systemically analyzing
the technological state of the art and (b) by analyzing the missing capabilities
of existing process model matching techniques. To this end, we first conduct a
structured literature review on process model matching. We provide an overview
of existing techniques and the specific technologies they use to identify similar
activities. Then, we analyze the characteristics of the correspondences of the
Process Model Matching Contest 2015 that the participating matching tech-
niques failed to identify. In this way, we aim to develop an understanding to
what extent current matching performance can be explained by a focus on a
limited set of technologies and which directions might be promising to improve
process model matching performance in the future.

The remainder of the paper is organized as follows. Section 2 introduces the
problem of process model matching using a running example. Section 3 discusses
the methodological details and the results of our literature review. Section 4
presents the analysis of the correspondences of the Process Model Matching Con-
test 2015. Section 5 elaborates on opportunities for improving the performance
of process model matching and gives three specific recommendations. Section 6
concludes the paper.

2 The Problem of Process Model Matching

Process model matching techniques aim at automatically identifying activity cor-
respondences that represent similar behavior in both models. Figure 1 illustrates
the matching problem by showing the recruitment processes from two differ-
ent companies. The grey shades highlight the correspondences between the two
processes. For example, the activity “Evaluate” from company B corresponds to
the activities “Check grades” and “Examine employment references” from com-
pany A. The correspondences show that the two models differ with respect to
the terms they use (e.g. “eligibility assessment” versus “aptitude test”) as well
as their level of detail (e.g. “Evaluate” is described in more detail in the model
from company A).

Given such differences, the proper recognition of the correspondences between
two process models can become a complex and challenging task. The complexity
of the matching task is also highlighted by the rather moderate performance
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of process model matching techniques. A recent comparative evaluation in the
context of the Process Model Matching Contest (PMMC) 2015 showed that the
F-measures lie between 0.45 and 0.67 for different data sets [12].

Check formal 
requirements 

Check 
grades 

Examine  
employment 
references 

Inform appli- 
cant about 
decision 

Receive  
documents Evaluate Ask to attend  

aptitude test 

Send letter of  
acceptance 

Send letter of 
rejection 

Company A 

Company B 

Invite for  
eligibility  

assessment 

Assess  
capabilities 
of applicant 

Fig. 1. Two business processes and their correspondences

Following Gal [14], we can subdivide the matching process into first line
matching and second line matching. A first line matcher takes the sets of activ-
ities A1 and A2 from the process models as input and produces a similarity
matrix M(A1, A2) with |A1| rows and |A2| columns. Among others, such a sim-
ilarity matrix can be obtained by comparing the activity labels. A second line
matcher takes one or more similarity matrices produced by first line matchers
as input and turns them into a binary similarity matrix M(A1, A2) with entries
of 0 or 1. The latter indicates a correspondence between two activities.

It is important to note that first line matching plays a particularly important
role for the overall matching result. If a first line matcher computes a similarity
value of zero for two activities, it is very unlikely that a second line matcher will
include this particular activity pair in the final set of correspondences. In the
next section, we therefore conduct a systematic literature review and analyze
which technologies are employed for first line matching.

3 Review of Existing First Line Matching Measures

To gain insights into the state of the art of process model matching, we conducted
a systematic literature review on the measures used in the context of first line
matching. In Sect. 3.1, we describe our search strategy. In Sect. 3.2, we elaborate
on the results of our review.
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3.1 Search Strategy

We conducted a comprehensive literature review on process model matching.
More specifically, we queried the ACM Digital Library, IEEEXplore Digital
Library, Springer Link, and Science Direct for relevant conference and jour-
nal papers. As search terms we combined “business process”, “workflow”,
and “process model” with “matching”, “similarity”, “alignment”, and “query”.
Based on these search terms, we retrieved 5,862 papers in total, of which we
selected 657 for further screening. We considered only those papers as relevant
that proposed a measure taking two process models as input and producing a
set of activity correspondences at some stage. In this way, after removing dupli-
cates, we obtained a total of 30 papers, each describing and using at least one
measure. We studied all measures in detail and analyzed their usage for iden-
tifying similar activities. Since some papers (i.e. [11,12]) described more than
a single matching system, the total result of our literature study is a set of 35
process model matching systems, each employing one or more measures for first
line matching.

3.2 Search Results

The result of our search is summarized in Table 1. Each row in the table lists a
measure type that is used to identify activity correspondences. The Total column
indicates the total number of matching systems using the respective measure
type and the Reference column shows the papers discussing these matching
systems. Overall, Table 1 shows that we identified a total of 10 measure types,
which we categorized into syntactic and semantic measures.

Table 1. Measures used for first line matching

Measure type Total References

Syntactic

Distance-based 21 5 in [11], 2 in [12], [15–28]

Jaccard/Dice 5 [3,12,21,24,29]

Cosine similarity 5 3 in [12], [7,26]

Substring 4 3 in [12], [24]

Jensen-Shannon distance 1 [12,30]

Semantic

Synonym-based 16 3 in [12], [3,11,15,16,19,21,24–26,29,31,32]

Lin 12 3 in [12], [8,10,11,21,22,22,27,33,34]

Hypernym-based 5 [11], 2 in [10,12]

Wu & Palmer 3 2 in [11], [12]

Lesk 2 [27,34]
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Syntactic Measures. Syntactic measures relate to simple string comparisons
and do not take the meaning or context of words into account. The most promi-
nently employed syntactic measures are distance-based measures such as the Lev-
enshtein distance. Given two labels l1 and l2, the Levenshtein distance counts
the number of edit operations (i.e. insertions, deletions, and substitutions) that
are required to transform l1 into l2. Another distance-based measure is the Jaro-
Winkler distance, which works in a similar way, but produces a value between
0 and 1.

Besides distance-based measures, many matching systems rely on plain word
comparisons. Very common measures include the Jaccard and the Dice coeffi-
cient, which both compute the similarity between two activity labels based on
the number of shared and non-shared words. An alternative approach based
on word comparisons is the cosine similarity. To compute the cosine similarity,
activity labels are transformed into vectors, typically by weighing words with
their frequency of occurrence. The cosine similarity is then given by the cosine
of the angle between two activity vectors. An alternative way of taking the word
distribution into account is the Jensen-Shannon distance, which is a method for
measuring the similarity of two probability distributions. However, so far, it has
only been employed by the approach from Weidlich et al. [30].

A common pre-processing step is the consideration of substring relationships
between activities. For instance, Dadashina et al. consider two activities labels
l1 and l2 to be similar if l1 is a substring of l2 (or vice versa) [12]. Such labels
are then removed from further similarity considerations and simply receive a
similarity score of 1.

Semantic Measures. Semantic measures aim at taking the meaning of words
into account. A very common strategy to do so is the identification of synonyms
using the lexical database WordNet [35]. Typically, matching systems check for
synonyms as part of a prepossessing step and then apply other, often also syn-
tactic, similarity measures [12]. The most prominent semantic measure is the Lin
similarity. The Lin similarity is a method to compute the semantic relatedness of
words based on their information content according to the WordNet taxonomy.
To use the Lin similarity for measuring the similarity between two activities
(which mostly contain more than a single word), approaches typically combine
the Lin similarity with the bag-of-words model. The bag-of-words model trans-
forms an activity into a multiset of words, ignoring grammar and word order.
The Lin similarity can then be obtained by identifying the word pairs from the
two bags with the highest Lin score and by computing their average. Other
measures based on the WordNet dictionary include Wu & Palmer and Lesk.
The former computes the similarity between two words by considering the path
length between these words in the WordNet taxonomy. The latter compares the
WordNet dictionary definitions of the two words. Some approaches also directly
check for hypernym relationships (a hypernym is a more common word). For
instance, Hake et al. [12] consider “car” and “vehicle” as identical words since
“vehicle” is a hypernym of “car”.
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Discussion. The findings of our literature highlight two important points. First,
our review shows that syntactic measures play a predominant role. This means
they strongly rely on the use of comparable vocabulary among the considered
process models. Even common synonyms, such as “assess” and “evaluate” or
“conduct” and “perform”, cannot be detected by approaches relying on syn-
tactic measures. Interestingly, 21 out of 35 systems even rely on the most basic
syntactic measure: distance-based similarity. The disadvantage of edit-based dis-
tance measures is not only their inability to recognize synonymous terms, but
also their tendency to consider unrelated words as similar. As an example, con-
sider the unrelated words “contract” and “contact”. The Levenshtein distance
between these words is only 1, indicating a high similarity between the terms.
Second, our review shows that the employed semantic measures are very basic
and exclusively based on the WordNet dictionary. This represents a considerable
problem since any WordNet-based measure returns a similarity score of zero if
a term is not part of the WordNet dictionary. While the WordNet dictionary
is quite extensive, it does not cover complex compound words (e.g. “problem
report” or “budget plan”), which we often find in process models from industry.

Overall, our analysis suggests that current first line matching measures might
be not good enough for recognizing the complex notion of similarity between
some activities. In the next section, we will empirically investigate whether the
choice of syntactic and basic semantic measures can indeed explain the low
matching performance.

4 Analysis of the Results of the PMMC 2015

Our literature review in the last section revealed that matching techniques pre-
dominantly rely on syntactical and Wordnet-based semantic measures for first
line matching. In this section, we investigate to what extend this insight allows
us to explain the moderate performance of the matching systems in the Process
Model Matching Contest 2015 [12].

To this end, we computed the similarity scores for all 1037 correspondences
from the PMMC 2015 gold standard using the most prominently used syntac-
tic and semantic measures, i.e. the Levenshtein distance and the bag-of-words-
based Lin similarity. Figure 2 summarizes the results of our computation using
box plots. It clusters the results based on the three datasets from the contest
(referred to as “Admission”, “Birth”, and “Asset”) and the number of matching
systems that identified these correspondences. This means that the first column
(0) from Fig. 2(a) shows the distribution of the Levenshtein similarity of the cor-
respondences that have not been identified by any matching system (separately
for each dataset from the contest). The second column (1) respectively shows
the distribution of the Levenshtein similarity of the correspondences that have
been identified by exactly one system etc. Since a total of 12 matching systems
participated in the PMMC 2015, each graph has 13 columns.

Analyzing the Levenshtein similarity distributions from Fig. 2(a) shows that
there is a clear relationship between the similarity score of the correspondences
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(a) Levenshtein distance
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(b) Bag-of-word-based Lin similarity

Fig. 2. Relationship between the number of matching systems identifying the corre-
spondences from the PMMC 2015 gold standard and the similarity score distribution
of these correspondences

and the number of matching systems that successfully identified them. The
higher the similarity score, the higher the number of matching systems iden-
tifying the correspondence. While this may not be completely surprising, it is
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striking that especially the correspondences that none of the matching systems
identified have a median similarity score of below 0.1 among all datasets. This
does not only emphasize how strongly existing matching systems rely on syn-
tactic measures, but also that syntactic measures cannot represent a suitable
option for identifying them. It is also interesting to note that the correspon-
dences that were identified by 10 matching systems or more are mostly trivial
correspondences, i.e. identical strings.

The bag-of-words-based Lin similarity distributions from Fig. 2(b) show a
less clear picture. While there is an overall tendency that a higher Lin similarity
is associated with a higher number of matching systems identifying a corre-
spondence, we also observe a significant number of deviations. For instance, the
median Lin similarity of the correspondences from the Birth dataset that have
not been identified by any matching system is already quite high (0.4). For the
correspondences from the Admission dataset, we even observe an up and down
movement from column 1 to 4. This is, among others, caused by words that are
not part of WordNet and, thus, yield in a Lin similarity of 0. A notable analogy
to the Levenshtein similarity is the median of 1.0 for correspondences that have
been successfully identified by 10 matching systems or more. This can be easily
explained by the fact that the Lin similarity equals the Levenshtein similarity for
trivial correspondences. A general observation is that the Lin similarity tends to
give higher similarity scores to correspondences than the Levenshtein distance.
This is quite an expected outcome since the Lin similarity also semantically
relates words. The disadvantage, however, is that the Lin similarity is computed
on a word by word level. Consider, for example, the two activities “Evaluate
plan” and “Assess contract”. A bag-of-words-based Lin similarity would first
identify the best word pairs (i.e. “evaluate” and “assess” as well as “plan” and
“contract”) and average the Lin similarity scores of these pairs. Since “evaluate”
and “assess” are synonyms, their Lin similarity is 1. The Lin similarity between
“plan” and “contract” is 0.42, resulting in an average of 0.71. The resulting Lin
similarity between these activities is thus quite high, although they are actually
not likely to be related. This example together with the numbers from Fig. 2(b)
highlights that the mere application of semantic technologies is not sufficient.

To better understand to what extend semantic technology currently con-
tributes to the performance of the matching systems, we further analyzed the
correctly identified correspondences by each matching system from the PMMC
2015. Figure 3 illustrates the ration between trivial (i.e. identical strings) and
non-trivial correspondences.

The data from Fig. 3 shows that the majority of the correspondences identi-
fied by the matching systems from the PMMC 2015 are actual trivial correspon-
dences. Most systems identify between 20% and 50% trivial correspondences.
It is interesting to note that the systems with the highest share of non-trivial
correspondences (e.g. OPBOT, AML, pPALM, NHCM) also have a particular
good performance in the respective datasets. By contrast, the matching systems
mainly identifying trivial correspondences (e.g. SMSL, Knoma, NLM, TripleS),
also have a relatively bad performance. Looking into the specific techniques the
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Fig. 3. Ratio between trivial and nontrivial correspondences that the matching systems
of the PMMC 2015 correctly identified

more successful systems use, it is apparent that all of them at least partially
build on semantic technology.

5 Recommendations for Improving Process Model
Matching

Our literature review together with our empirical analysis of the correspondences
from the PMMC 2015 revealed that the moderate performance of current match-
ing systems can be well explained by their choices of first line matching measures.
The employed measures are based on either syntactic or very basic semantic tech-
nology. As a result, a considerable number of complex correspondences cannot
be successfully identified by existing matching systems. Based on our analysis,
we derive the following recommendations for future work:

1. Use syntactic technology for preprocessing only : Syntactic technology is highly
useful for recognizing trivial or almost trivial correspondences. We found that
the best performing systems mainly use syntactic technology as a preprocess-
ing step: They first match identical and almost identical labels and then
apply semantic technology. The large-scale and sole application of distance-
based measures, however, did not improve the results. They rather resulted
in a high number of false positives, even with high cut-off values for, e.g. the
Levenshtein distance.

2. Apply of semantic technology beyond the word level : Our analyses illustrated
the importance of semantic technology for identifying non-trivial correspon-
dences. However, it is also highlighted that semantic technology on the word
level is not sufficient. Comparing activity labels by computing the semantic
similarity between individual word pairs does not account for the cohesion
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and the complex relationships that exist between the words of activity labels.
A first step would be the proper consideration of compound nouns such as
“customer complaint” [36]. A more advanced step would be to also consider
the relationship between nouns and verbs [37]. Only because two activities
use the same verb (e.g. “evaluate”) they are not necessarily related. Possible
directions to account for these complex relationships are technologies such as
distributional semantics [38]. They have been found to considerably improve
matching results in other matching contexts [39].

3. Use of domain-specific dictionaries: Especially for the Birth dataset from
the PMMC 2015, the recall values are particularly low. Analyzing the cor-
respondences that the matching systems failed to identify, reveals that these
correspondences often use domain-specific words or describe domain-specific
procedures. Taking into account how current semantic technology is created
and trained, it is not likely that there exists an off-the-shelf solution that is
conducive for the identification of these correspondences. Hence, we recom-
mend building on domain-specific dictionaries. They can be used for both
inferring relationships between domain-specific words as well as for training
statistical approaches, such as the previously mentioned distributional seman-
tics methods. Existing methods for automatically extracting ontologies may
represent a promising starting point here [40].

We believe that these three recommendations can appropriately address the
weaknesses we identified in our analyses and hope that they provide valuable
directions to further improve process model matching.

6 Conclusion

In this paper, we addressed the question of how to improve the performance of
process model matching techniques. To this end, we conducted a literature review
on existing process model matching systems and the specific technologies they
use for identifying activity correspondences. Then, we analyzed the results from
the Process Model Matching Contest 2015 in order to learn to what extend the
employed technology for the identification of activity correspondences represents
a reasonable choice.

Our literature review showed that all existing matching systems mainly rely
on syntactic and simple, mostly WordNet-based semantic similarity measures.
The analysis of the similarity values these basic measures produce for the corre-
spondences from the Process Model Matching Contest 2015 further illustrated
that these measures are not suitable for identifying the correspondences that
could not been identified by any of the participating matching techniques. The
main reason is that neither the employed syntactic nor the employed semantic
similarity measures were able to detect the complex semantic relationships that
exist between activity labels.

To provide a basis for improving the performance of process model match-
ing techniques in the future, we derived three specific recommendations. They
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address the main weaknesses we identified in the context of our analyses. First,
we recommend using syntactic technology for preprocessing only. We found that
syntactic measures can be useful for filtering highly identical labels but, beyond
that, are often responsible for noise. Second, we recommend applying semantic
technology beyond the word level. We observed that especially compound nouns
and verb-noun combinations require specific attention. Third, we recommend
using domain-specific dictionaries. Our analysis revealed that many of the miss-
ing correspondences contain words that are unlikely to be covered by general
purpose resources such as WordNet.

We hope that the insights and recommendations we provide in this paper
can represent valuable directions for future research on process model matching.
We plan to build on the insights of this paper by developing a new match-
ing technique that combines distributional similarity technology with a domain
ontology.
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Abstract. In recent years, the number of domain-specific modelling techniques
increased. Method engineering already provides text-based and semantic
approaches which aim to unify constructs and allocate terminologies. As existing
procedures are usually carried out manually, challenges arise such as reproduci‐
bility and standardization as well as ensuring quality. Hence, this paper aims to
investigate how methods from the Computational Linguistics can be applied to
automatically develop domain-specific modelling techniques in order to face
these challenges. As a main result, we present a procedure model that was devel‐
oped and applied in four iterations, recommend tools, methods and resources as
well as reflect typical issues.

Keywords: Method engineering · Procedure model · Text-Analytics ·
Computational linguistics · Conceptual modelling

1 Motivation

In recent years, the number of modelling approaches available has been increased to,
for example, support the development of software, the communication between devel‐
oper and user or the comprehension of a domain (e.g. [1–3]). To contribute to the under‐
standing of a given domain, especially domain-specific modelling approaches have been
focused. In contrast to general ones, these provide benefits such as increased effective‐
ness and efficiency during the modelling process or reusable and easily to manage model
instances (e.g. [4, 5]). Due to the great influence of models on enterprises, the assessment
of quality became a crucial factor [1, 6].

In the literature, different strategies for developing modelling techniques are
discussed such as (a) reuse and adoption of existing ones (e.g. [7]) or (b) text-/semantics-
based approaches (e.g. [3, 8]). Regarding (b), modelling techniques should be applicable
intuitively – so, they need clear semantics to ensure that relevant notation constructs are
considered and they should provide these constructs for the application [4]. In addition,
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the derivation of modelling techniques should be traceable to reproduce from which
source a construct was derived. However, research on the procedure of deriving these
constructs from empirical data is rather limited [3].

Existing approaches often apply manually procedures which are confronted with
different challenges (traceability, reproducibility, comparability and effectiveness). To
semi-automatically identify domain-concepts and their relations and for building repre‐
sentations of knowledge, different methods from Computational Linguistics (CL) can
be used. Most of them require large amounts of text (>1.000.000 words) to apply stat‐
istical approaches. If, in addition, types of relations and manually annotated material
exist, methods of Information Extraction or Information Retrieval are useful (e.g. [38]).
However, what to do if these requirements cannot be fulfilled? Particularly in emerging
fields such as the sharing economy, only limited amounts of texts are available. Here,
methods of symbolic language processing can be applied. Consequently, this paper aims
to investigate what are the potentials of using text-based methods from CL for developing
modelling approaches based on a small amount of text data. Thereby, we do not argue
that existing method engineering approaches should be replaced, but rather be extended.
A semi-automatic approach can contribute to the standardization, reproducibility and
comparability.

Our paper is structured as follows: In Sect. 2, we reviewed literature to identify
typical fields of text-based methods in conceptual modelling. In Sect. 3, we outline our
methodological approach. In Sect. 4, our procedure model for developing modelling
techniques based on text-based analysis is presented. It was (re-)designed in four itera‐
tions with demonstrations in modelling Carsharing business models which typically
consist of various products and services. In Sect. 5, we evaluate the results by comparing
our approach with a manually procedure. In Sect. 6, we derive implications, limitations
and research perspectives.

2 Related Work

In order to identify the status quo of text-based methods in Information Systems (IS),
we conducted a literature review – following the methodology of [9].

Literature Search. First, we focused on IS-conferences because they (a) are among to
the major ones or (b) can provide articles with text-based analysis, method engineering
or natural language processing: ICIS, ECIS, AMCIS, CAiSE, EMMSAD, BPM, ER and
BIS. Secondly, we considered IS-journals (AISeL-search). Thirdly, we selected Google
Scholar because of the interdisciplinary topic. Due to the decreasing relevance in Google
Scholar, only the first 100 articles were considered. In total, 157 articles were found
(search items see Fig. 1). We evaluated (a) title, keywords and abstracts, and (b) full
texts (Fig. 1; only conferences and journal >0 are presented).

Literature Analysis. The analysis indicates that text-analytic methods were mostly
used to evaluate (14/29), for example, IS-artefacts [10], modelling techniques [5, 11],
reference models [12], conceptual models [1, 13], data models [14] and process models
[6]. Often, conceptual models were evaluated with the Bunge-Wand-Weber ontology.
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Furthermore, semantic and domain-specific modelling (10/29) was addressed which
deals with the integration or application of knowledge into IS-artefacts – particularly in
business process models (e.g., [2, 6, 8, 15, 16, 36, 37, 40]).

Method engineering (ME) – some articles already deal with using methods of seman‐
tics-/text-analysis for method engineering (9/29). However, only few developed a proce‐
dure model allowing reproducing and following the derivation. The results of the search
can be seen in Table 1 with a short description of the reference found.

Table 1. Literature results related to method engineering approaches.

Ref. Description ME PM
[3] Derivation of notations from empirical data X X
[17] Ontology-based method engineering; BBW-Ontology X (X)
[4] Ontology-based method engineering X X
[18] Ontology and method engineering X –
[5] Ontologies for evaluation and development of IS (roadmap) (X) –
[19] “Ontologically based development” ([19], p. 624) (X) –
[20] Extension of BBW-Ontology (X) –
[21] Computer-aided method engineering; State of the art (X) –
[22] Framework for construction of method engineering artifacts X (X)

Note: (X) = concept was partially/implicitly met.

Procedure models (PM) (4/9) – [3] presented an approach for conceptualizing
empirical data with grounded theory which consists of (I) collecting data, (II) identifying
concepts, (III) developing concepts, (IV) developing relations and (V) summarizing. [4]
provide a procedure for ontology-driven derivation of concepts which consists of (I)
selection and development of a domain-ontology (assuming a suitable ontology already
exists), (II) extraction and transfer of the ontology into an initial meta model of a tech‐
nique (transferring relevant concepts), (III) refinement of the meta model (adapting the
semantics) and (IV) development of syntax (transferring meta model into concrete
syntax and representation). [17] developed an ontology-based method engineering based
on the BBW-Ontology (incl. syntax, graphics) and [22] a conceptual framework for
constructing, analyzing and comparing ME-artefacts.

Nevertheless, existing methods which deal with text-based analysis mostly require
manual procedures. This raises different challenges such as ensuring traceability,
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reproducibility and quality as well as effectiveness (e.g. cost and time). By executing it
manually, the sequence of tools and methods is heterogeneous and with it the process
is not clear. Semi-automatic method engineering could contribute to the standardization
of the procedure. In addition, current approaches often use semantics analysis to evaluate
conceptual models and techniques ex post. However, what about considering these
methods already during the construction of modelling techniques?

3 Research Method

Following the design science paradigm we developed, demonstrated and evaluated our
artefact – a procedure model – iteratively (Fig. 2) [23]. We applied our approach in the
domain of modelling Carsharing. Four iterations were executed (Table 2).

Fig. 2. Research method (adopted from [23])

Table 2. Overview of the iterations executed.

Iteration Description Participants Environment
0 Manual model [24] Demonstration (Carsharing) 2 IS (4-eye

princ.)
Naturalistic

1 Initial model (PMI) Literature review, workshop 3 IS and 1 CL Artificial
2 Enhanced model (PMII) Demonstration (Carsharing) 32 students (CL) Naturalistic
3 Enhanced model (PMIII) Demonstration (Carsharing) 28 students (CL) Naturalistic

Iteration 0 – Current State: Manual Procedure. The starting point of our research
is a manual procedure to develop a modelling approach for Carsharing business models
[35]. In order to derive modelling constructs, a qualitative method was applied. Based
on the literature, websites of Carsharing-providers were analyzed and conceptualized.
Afterwards, symbols (representation) were assigned to the relevant concepts. Different
challenges came up because each step was executed manually.

Iteration 1 – Initial Procedure Model (PMI). Based on the literature and interdisci‐
plinary researchers, we conducted a workshop to create an initial model which supports
semi-automatic method engineering. It consists of (I) building a text corpus, (II)
extracting terms, (III) extracting relations via pattern- and syntax-analysis, (IV) building
hierarchies and (V) implementing results into a modelling approach.
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Iteration 2 – Enhanced Procedure Model (PMII). Based on the first application and
evaluation of the results, different improvements could be determined. Hence, we
enhanced our model: (I) specifying and defining the domain, (II) extracting and
preparing texts, (III) exploring the text corpus, (IV) extracting relevant terms, (V)
extracting relationships via syntax-analysis, compounds-analysis and patterns, (VI)
consolidating the results and (VII) transferring them into a modelling approach.

Iteration 3 – Enhanced Procedure Model (PMIII). Based on the evaluation of iter‐
ation 2, we particularly split the first phase into (I) defining domain and (II) identifying
proper text sources as well as provided useful methods and tools. We determined that
the texts selected had strong influences on the final results – so, we highlighted the
importance by separating these steps in our procedure model (Fig. 3).

Fig. 3. Procedure model (PMIII) of semi-automatic method engineering
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4 Design, Development and Demonstration

4.1 Overview

Next, we describe inputs (objects/preconditions), outputs (results), tasks (sub-steps),
methods, tools and resources (e.g., lexical-semantic nets) as well as typical/possible
sources of error for each of the eight phases (Fig. 3). We highlighted CL-specific
approaches of our model by marking each one with (CL).

For confirming the procedure model (PMIII), we give – bellow – general explana‐
tions of the development and examples of some positive or negative effects during the
demonstration. Through continuous theoretical and practical evaluation and reflection,
our model could be enhanced iteratively (four iterations). Due to the limited space, only
some examples are presented. We assume that the combination of development and
demonstration will allow readers to follow more easily.

4.2 Specification of Domain

Development. The first phase aims to specify the purpose of the modelling technique.
Moreover, the definition of boundaries to other fields has to be done. Typical tasks deal
with researching, analyzing, evaluating and, finally, specifying a domain. Here, litera‐
ture reviews, internet (re-)search, interviews or Delphi studies can be conducted.

Demonstration. Our demonstration (four iterations) and modelling approach deals
with modelling Carsharing business models from a provider perspective.

4.3 Identification and Selection of Text Sources

Development. The identification of suitable text sources is an essential task which
affects the entire procedure. Texts can be extracted from sources such as manuals, docu‐
mentation, interview transcriptions, textbooks or the internet (e.g. [3]). Typical tasks
deal with assessing the suitability of sources as well as selecting proper texts. The
selected sources are the basis for the identification of relevant domain concepts.

Demonstration. Here, we used websites from Carsharing provider because of the
limited availability of textbooks. In doing so, we have to consider that particularly
“advertising language” is part of the text corpus – this includes words used to beautify
a business model (e.g., “fast cars”). Hence, content often focuses on the value proposition
rather than on details such as sharing-conditions. We suggest to define the purpose of a
modelling approach early on, to orient the following steps towards it.

4.4 Extraction and Preparing of Texts

Development. This phase aims to generate plain text. We suggest the following tasks:

Extraction of texts (a) – manually or with tools such as crawler (e.g., HTTrack).
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Preparing texts (b) – eliminating elements (e.g., HTML-tags) manually or with tools
such as HTML2Text or own scripts (e.g., with Perl: $string=~s/<[ˆ>]+>//g;).
Segmenting texts (c) – for further processing it is adequate to segment and annotate
texts, for example, headlines, sections and sentences [25]. Due to the fact that in (a)
duplicates can be generated, an automatically elimination of them is recommended.

Demonstration. Our demonstration especially indicates that (a) the automatically
hyphenation of terms was often faulty because of wrong interpretations of the tools used
as well as (b) the elimination of HTML-tags was not consistent.

4.5 Preparation and Building of Corpus

Development. Next, we have to create a corpus which represents and provides all of
the material collected. This includes a completely prepared and annotated corpus.

Tokenizing (a) – due to the fact that the next steps and tools require an explicit marking
of starting (<s>) and end points (</s>) of sentences, tokenizing is necessary (auto‐
matic annotation of starting and end points).
Meta data and linguistic annotation (b) – meta data are different objects which are
related to the texts and provide additional information such as specifications of text
sources (e.g., Carsharing provider) or publication dates. Typically, Part-of-Speech-
Tagging (POS) and Lemmatization were applied. POS-Tagging assigns labels for
grammatical classes of words (e.g., nouns). Usually, tagsets such as STTS1 (German)
are applied. Lemmatization refers to the task of finding the base form of a word. These
tasks aim to enable generalized search queries (e.g., consider similar words).
Normalization (c) – normalization aims to specify spelling styles, for example,
marking email-addresses or homogenizing measure expressions.

Demonstration. Spelling mistakes of source texts which were not found during the
normalization led to wrong results of term extractions because the extractor takes certain
words as a special feature (e.g., “Casharing” instead of “Carsharing”). As a result, we
created a text corpus with about 45.000 words.

4.6 Extraction of Terms

Development. Based on the corpus, proper terms have to be determined. These “term
candidates” (e.g. terms which are marked in the meta data annotating step) need to be
confirmed by applying further methods. Two tasks can be distinguished:

Determination of term candidates (a) – term candidates (wordlists) can be extracted
by tools which work with statistical or pattern-based approaches.
Assessment of relevance and selection of terms (b) – each term candidate can be
assessed (I) manually (e.g., by experts), (II) numerically with quantitative/statistical
methods (e.g., calculate domain-specificity [26]) or (III) pattern-based to analyze

1 http://www.ims.uni-stuttgart.de/forschung/ressourcen/lexika/TagSets/stts-table.html .
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sequences such as noun + adjective or noun + preposition + noun. Afterwards, terms
have to be selected, for example, definition of threshold level (80% yes) or in nego‐
tiations.

Demonstration. We decided to assess relevant terms for Carsharing by annotating the
relevance in a collaborative way – with groups up to five members. Therefore, different
groups assigned “yes” (+), “no” (-) or “unsure” (o) to some candidates. If all team
members annotated a yes, we integrated a term into our further procedure (a so called
“Gold-standard” was derived). Examples for relevant terms are “rent”, “vehicle”,
“booking” and “next station”. Non-relevant terms are, for example, “safe” or “mobile
phone” – which certainly are important for access to the cars or for their booking. Often,
concrete objects such as names of cars or providers and vehicle classes were evaluated
positively by the groups.

4.7 Extraction of Relationships

Development. Relations between concepts are important to determine dependencies.
Within a small corpus it is challenging to select appropriate methods which are not based
on statistical calculations. We suggest to conduct (a) word-based, (b) intra-sentence-
based and (c) inter-sentence-based analysis. These methods require syntactic-analysis,
for example, with a dependency-parser such as MATE [27].

Word-based analysis (a) – it is possible to (I) identify groups/similarities by using
lexical-semantic nets such as GermaNet2 which, for example, allows the identification
of hypernyms and hyponyms. Besides lexical nets, hypernyms can be derived with
(II) the decomposition of compounds, for example, “customer-contract” into two
single nouns “customer | contract”, where “contract” is the hypernym (e.g. [28]).
Intra-sentence-based analysis (b) – here, additional relations can be extracted. For
example, by applying (I) patterns which identify “is-a”-relations (e.g., “VW Polo” and
“Opel Corsa” are a “compact car”) or (II) complex POS-patterns.
Inter-sentence-based analysis (c) – relations can be in consecutive sentences. For
example, the assignment of pronouns to their reference words can support the identi‐
fication of relations across sentences [29] – here further research is required.

Demonstration. The application indicates that the analysis of single words, without
relevant contexts, was hard and some of the compounds were assigned wrongly because
single elements were not meaningful enough. Regarding the semantic check with
GermaNet, ambiguous meanings should be considered – for example, the car brand
“Fiesta” in German also means “party”. The inter-sentence-based analysis requires the
following structure in particular: “alternative powering for vehicles such as natural
gasoline or electro […]”. By applying a pattern-based analysis (verb + object and
adjective + noun) different relations could be identified, for example, “vehicle: locate |
book | rent etc.” Adjective + noun-pairs contributed to the identification of subtypes
(e.g., “provider: commercial | private”). The POS-tagging had to be rigorous because

2 Ontology of German language, www.sfs.uni-tuebingen.de/GermaNet/ (equivalent: WordNet).
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errors affect the application of patterns. Here, especially the following patterns were
helpful: “noun-article-adjective-noun”; “adjective-preposition-article-noun”; “noun-
preposition-name” (e.g., “booking via Tamyca”).

4.8 Consolidation of Results

Development. The consolidation aims at merging and presenting the results of the
phases before. It can be supported by methods such as a Zwicky-box which provide
relevant dimensions and related characteristics [30], a taxonomy (empirical and induc‐
tive), a typology (conceptual and deductive) [39] or an ontology [31].

Demonstration. One of our lessons learned was that specifying the level of abstraction
is challenging. How complex should the modelling approach be? This depends on the
purpose and has to be defined early on. The text-based analysis only represents selected
sources. So, the way of consolidating depends on the modelling approach – here, we
used a Zwicky-box. Uncertainties occurred with the definition of characteristics/dimen‐
sions and their instances, for example, “is an insurance a service or an own characteristic
with related instances?” Overall, this phase is less supported by tools, so most of these
methods were applied manually. Tools can be used, for example, to eliminate redun‐
dancies or to represent hierarchies of partial results.

4.9 Representation of Results

Development. The last phase deals with the assignment of graphical elements to each
construct. Conceptual aspects (phase 7, consolidation) and representational aspects for
a modelling approach are distinguished [32]. Here, designers can create icons and assign
them to the building blocks. The result is a prototypical modelling approach for a certain
domain. This initial approach can be demonstrated and evaluated (e.g. [33]) to ensure
its applicability and to identify enhancements based on user feedback.

Demonstration. In our case, we evaluated, adjusted and extended an existing approach
for modelling Carsharing business models – based on a Zwicky box (Fig. 4). We selected
this box because it is a proper basis for transferring it to a building-block-based approach
[34]. Next, we transferred the results to our approach. By providing predefined blocks,
challenges of heterogeneity can be addressed (e.g., of the entire enterprise architecture
model, single elements or the abstraction level of usage [35]).

Fig. 4. Example of transferring the results into a building-block-based modelling approach
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5 Evaluation

In order to evaluate the results, we compared the findings of iteration 0 (manual [24])
and iteration 3 (semi-automatic; Fig. 3). Based on separately derived Zwicky-boxes of
Carsharing business models, we could identify an overlap of 51/74 instances (69%).

Similarities of Results. Especially detailed variations (e.g., car brands) and suitable
descriptions of characteristics and their instances were found. In the manual procedure,
31 instances (42%) were found via assessment of relevance in teams, analysis of adjec‐
tive-noun-pairs (50%) and analysis of compounds (37%). Hence, a lot of instances could
be identified with lower effort (e.g., time and costs).

Extensions of Results. By analyzing compounds, different extensions were derived
(e.g., car brands). 13 new instances could be identified when analyzing adjective-noun-
pairs. In addition, suggestions for integrating model or partner names and information
of conditions were provided. The analysis of 589 verb-object-pairs indicates that coher‐
ences between objects and possible activities could be identified.

Deviation of Results. Especially the classification of characteristics and instances is
different because it depends on selected methods and experts. Approaches which are
more standardized are required, to support a consistent (collaborative) assignment.

Overall Assessment. Regarding our modelling technique we (a) could confirm
existing – manually identified – concepts as well as (b) suggest useful extensions.
The deviations indicate that especially the classification of relevant elements is char‐
acterized by individuality. Here, tools of CL can contribute to standardization. More‐
over, knowledge from existing lexical nets can be used to derive domain-specific
constructs. Furthermore, our group-based assessment highlighted that a high amount
of similarities can be derived with low effort, even with non-domain-experts.

Limitations. The selection of tools, resources and methods is based on our own deci‐
sions which have limitations – other approaches for analyzing texts can be equally
useful. In addition, some steps still require manual decisions – so, the procedure is not
fully automatic. Our demonstration and evaluation is initially based on German texts
and the transferability to further languages has to be investigated.

6 Conclusion and Outlook

We presented a procedure model which addresses (a) the analysis of a small amount of
text data with methods from CL and (b), based on this, a semi-automatically develop‐
ment of modelling techniques. Our approach can contribute to the traceability and
reproducibility when deriving domain-specific modelling constructs. Moreover, we (c)
evaluated, adjusted and extended an approach for modelling Carsharing business
models. Further research should regard further steps, for example:
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Effects of Automation. Which effects does the standardization and tool support for
deriving concepts on qualitative methods (e.g. Grounded Theory) have? We suggest to
automate some steps which could have negative effects on the creativity of researchers.
Do established methods need to change? In addition, investigating how processes can
be supported by automatic logging of meta data is relevant.

Selection of Suitable Texts. Because the entire development process is affected, it is
import to get suitable texts. Therefore, (a) criteria for the assessment of suitability could
be determined, (b) approaches for preparing texts towards the development of modelling
techniques or (c) guidelines to create proper texts can be designed.

Combination of Tools. We initially applied different types of tools and resources. In
further steps, (a) the applicability of tools and methods (e.g. POS-Tagging) can be eval‐
uated as well as (b) suggestions for a combination of tools can be derived.

Comparison with other Procedures. We evaluated our approach by applying it in
different iterations as well as by comparing it with a manual approach. Because only
limited text sources for modelling Carsharing business models were available, we
excluded statistical approaches such as methods from Information Extraction. However,
further evaluation could compare with other procedures, for example, from Text/Data
Mining [38], Topic Modeling or other processing pipelines.

Demonstration in Further Domains. Besides the Carsharing domain, our approach
should be extended to other domains in order to verify its applicability.

Relations of Modelling Building Blocks. Our approach allows creating building
blocks. However relations between each block need further investigation.
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Abstract. This paper presents an approach for allocating resources to
Business Processes (BPs) so that obstacles preventing the execution of
these BPs are mitigated. Resources include persons and machines who
could be the origins of obstacles due to unexpected call-in-sick and sud-
den breakdown, for example. The approach uses a log that tracks past
obstacles along with their undesirable impacts - time, cost, and quality -
on BP execution. Estimating the likelihood occurrence of an obstacle
is built-upon this log so that preventive and/or corrective measures are
taken. An implementation of the approach is also presented in the paper.

Keywords: Business process · Resource allocation · Obstacle

1 Introduction

Business Processes (BPs) assist enterprises capture their best practices so they
can achieve their goals with lower cost, shorter time, and higher quality [1]. A BP
is a set of related, structured tasks that produce a specific service and/or product
in response to a particular event. A specific occurrence (or execution) of a BP
is called BP instance. Typically, a BP’s life-cycle consists of creating a process
model that is then, translated into a workflow model. Finally, it is assigned to
persons and/or machines for execution. At run-time, monitoring oversees the
instance’s progress so that corrective actions are taken (e.g., substituting a per-
son and fixing a machine) [2].

A good amount of research on allocating resources to BP executors is
reported in the literature [3–5]. However, this research has overlooked cases
where resources are the source of obstacles that usually delay BP execution
and sometimes lead to their failure. Indeed, cases like persons calling-in-sick and
machines breaking down are common. Although the BP community treats obsta-
cles as risks [6,7], we differentiate them for the sake of a better understanding
of these concepts. An obstacle impedes the execution progress of a BP instance
c© Springer International Publishing AG 2017
W. Abramowicz (Ed.): BIS 2017, LNBIP 288, pp. 207–219, 2017.
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(e.g., degradation of machines and employee high-turnover) while a risk is the
impact of obstacles on the execution of a BP instance, usually negative (e.g., BP
delays, low quality results, and extra cost).

To prevent obstacle occurrence, we deem necessary understanding their ori-
gins so that tackling them happen. In this paper, we first, capitalize on logs to
record details on BP past executions like who executed what and what hap-
pened [8] and second, define three indicators - time, cost, and quality - to define
the impact of obstacles on forthcoming executions making our approach proac-
tive. The rest of the paper is organized as follows: Sect. 2 discusses related work.
Section 3 presents a motivating example. Section 4 illustrates the approach’s
steps. Sections 5 and 6 present a log’s structure and time, cost, and quality indi-
cators extracted from this log, respectively. Experiments are reported in Sect. 7
and concluding remarks are drawn in Sect. 8.

2 Related Work

This section discusses risk-aware BP approaches using Suriadi et al.’s classifi-
cation namely before execution (design-time), during execution (run-time), and
after execution [9].

Before-execution approaches. Jakoubi and Tjoa [10] propose the Risk-Oriented
Process Evaluation (ROPE) method whose objective is to make BPs tolerant for
risks. ROPE combines the advantages of BPM, risk management, and business
continuity. In fact, it uses three layers to describe the risks that BPs are exposed
to: BPM layer representing BPs, condition-action-resource-environment layer
representing BP elements, and threat-impact-process layer representing potential
threats, eventual countermeasures, and recovery strategies. ROPE helps identify
risks and their possible mitigation at design-time. Fenz et al. [11] propose a
design approach for resource-based risk analysis. The approach focuses on the
consequence of a risk event and its likelihood, propagation, and overall risk level
of a BP. The limitation of this approach is that it focuses only on risks regarding
asset availability (e.g., data loss).

During-execution approaches. Kang et al. [12] study real-time risk detection so
that abnormal terminations of BP instances are predicted. This consists of two
phases: off-line pre-processing and run-time detection. A training set of historical
BP instances and risk detection techniques are used in both phases. Kang et al.
define the current status of a BP instance as the probability that it will be
executed with “no-hassle”. Plus, they provide a proactive detection if the prob-
ability of occurrence of a given outcome is over a threshold. Conforti et al. [13]
detect risks during BP execution by anticipating exceptional conditions in which
the process should behave adequately and providing a form of runtime obstacle
detection capability based on a probabilistic analysis.

After-execution approaches. Pika et al. [14] predict time-related process risks by
identifying (using statistical principles) indicators observable in event logs that
highlight the possibility of not meeting deadlines. However, the authors restrict



Obstacle-Aware Resource Allocation in Business Processes 209

their work to identifying indicators of risks. Suriadi et al. [15] use root-cause
analysis based on classification algorithms. After enriching a log with workload,
occurrence of delay, and use of resources, decision trees identify the causes of
overtime faults. Although both works generate risk predictions, they do not
propose possible solutions for risk mitigation.

Compared to the aforementioned works, we consider obstacle management
in BPs instead of risk management for many reasons: first, it is more advanta-
geous to prevent risks before they occur by managing their causes (i.e., obsta-
cles). Indeed, it is better to understand the causes of the unavailability of an
employee rather than assigning him additional tasks causing delays. Second, risks
can be caused by different factors including resource factors. These resources
are considered to be “unequivocally the single most important element that can
affect process success” [16]. So by managing obstacles related to resources, BP
managers collect information about resources’ behaviors in order to investigate
resource related issues and identify best practices or opportunities for perfor-
mance improvement. Obstacle detection depends heavily on recording events
that are observed during BP execution. These events assist BP manager detect
execution delays, extra cost, and quality degradation triggered by resources.

3 Motivating Example

We consider a simplified car-manufacturing BP in which human and non-human
resources collaborate to get the job done. This BP consists of four sub-processes:
stamping, welding, painting, and assembly. In the following we consider the welding
sub-process where specialized robots heat stamped parts (task t3) and join them
together (task t4). At the end, the finished body is sent for painting (task t5).

In the car manufacturing BP, human (p) and/or non-human (m) resources
execute tasks like t3 done by robots and t8 (install car parts) done by humans.
Other tasks like t5 is done by both. In such a BP, obstacles could occur:

– Scenario 1: t3 can be suspended in case m3 cannot be substituted on a short
notice due to an unplanned breakdown causing delay.

– Scenario 2: t5 can be suspended in case p3 and p4 are dissatisfied with the
job because of poor working conditions causing high-turnover. Employees
turnover is financially costly to the business because it needs resources filling
the position by training new employees.

– Scenario 3: in case of the unavailability of p4, t5 will be assigned to another
person who despite her willingness to accept an additional task might not be
able to complete it.

Information collected during such scenarios report about tasks executed,
resources involved, and obstacles encountered. Such information is recorded in
the logs. Digging into these logs should help prevent obstacles from happening
again. We assume that a regular occurrence of the same obstacle due to the same
resource, could hint that this resource is likely to be the source of that obstacle
again.
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4 Approach Overview

This section discusses obstacles along with their categories and impacts, and
then provides an overview of the obstacle-aware resource allocation approach.

An obstacle undermines the execution progress of a BP instance (e.g., the use
of expensive spare parts and high employee turnover). We distinguish between
controllable (the focus of this work) and uncontrollable obstacles. The former
are internal factors to an organization and ought to be eliminated. They can be
of human (e.g., turnover and strike) and physical (e.g., machine failure) nature.
The latter are external factors and are beyond an organization’s control. Exam-
ples are economical (e.g., market risk and pricing pressure), natural (e.g., flood
and earthquake), and political (e.g., change in tax and government policy) [17].
Table 1 provides some controllable obstacles (column 1), their related resource
type (column 2) and their impact on BP execution (column 3). For instance,
high employee turnover (obstacle related to human resources) could increase the
cost of completing a product.

Impacts of obstacles can be grouped into three categories (column 4): time,
cost, and quality. Based on this categorization, we define for each resource three
obstacle indicators which vary according to its workload. These indicators can be
computed from past BP executions traces (Sect. 6). They provide useful insights
about the likelihood of a resource to encounter obstacles according to its current
workload. The better a resource indicators are the least that resource is obstacle-
prone and vice-versa.

Table 1. Illustrative obstacles along with their impacts on BP execution

Obstacle Resource Impact on BP execution Category of impact

O1: Inexperienced employee Human Quality of work decreases Quality

O2: High employee turnover Human Costs increase Cost

O3: Shortage of employees Human Loss of productivity Time and cost

O4: Material costs increase Human/Non human Costs increase Cost

O5: Broken, destroyed machine Non human Costs increase, quality of work decreases Cost and quality

O6: Inefficient use of resources Human/Non human Loss of productivity Time

In this paper, we present an approach that assists resource allocation with the
aim of avoiding obstacle prone resources (Fig. 1). The approach takes as input
(i) the event log which contains past execution traces and (ii) allocation require-
ments specifications for each task. Allocation requirements are specified as an
objective function implying the three obstacle indicators. By default the three
indicators are equally weighted (see Sect. 6.3 for more details). BP designers
can however modify their weights to express specific requirements. The obstacle
calculator computes obstacle metrics for each resource based on past execu-
tion traces. When instantiating a given task, the allocation advisor ranks the
candidate resources according to the specified requirements and based on their
computed metrics as output.
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Fig. 1. Approach for obstacle-aware resource allocation

5 Tracking Business Process Past-Executions

In this section, we define the structure of an event log and show how we enrich it
with the resources’ workload. Such enriched log provides necessary information
for estimating obstacle indicator.

5.1 Event-Log Structure

An event log (Elog) consists of agreed-upon temporal details during BP execution
(Definition 1).

Definition 1. An event log is an ordered set of business events (evt) recorded
during the execution of a BP instance. A sequence of events is a case. evt is
a 8-tuple < Caseid, Eventid, Tid, Tstate, Rid, Rrole, Rstate, T imestamp > where:
Caseid is the case (instance) identifier; Eventid is the logged event identifier;
Tid is the task identifier; Tstate is the execution state of Tid; Rid is the resource
identifier; Rrole is the role of a resource; Rstate is the operational state of Rid;
Timestamp is date and time of day identifying when the event was recorded.

As per [18], task and resource states are as follows: Tstate ∈ {prepared, acti-
vated, done, suspended, failed} for task, Rstate ∈ {idle, on-leave, busy} for per-
son, and Rstate ∈ {idle, used, serviced} for machine.

– A task takes initially on prepared state indicating that it needs to be assigned
to resources. At this stage, two transitions are possible: activated state when
adequate resources are assigned to the task, or suspended state when no ade-
quate resources are found. When the task takes on activated state it could
transition to either done state when no obstacles occur so the task execution
succeeds, or suspended state when an obstacle occurs and until it is addressed.
When the obstacle is addressed, the task transitions back to activated state.
If not, the task transitions back to failed state.

– A person takes initially on idle state indicating that he is ready to perform a
task. At this stage, two transitions are possible: busy state when a person is
executing a task, or on-leave state when a person is excused from work.

– A machine takes initially on idle state indicating that it is ready to perform
a task. At this stage, two transitions are possible: used state when a machine
executes a task, or serviced state when it is unavailable due to maintenance.
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5.2 Event Log Enrichment

The event log provides information that enable detecting resources which are
source of obstacle (i.e., by analysing resources and tasks’ states). It is possible
that some information may not be explicitly available in the event log (e.g., work-
load), but can be derived from its existing content (e.g., resources’ states). In
our work, we enrich the event log’s structure with resources’ workload computed
based on their states. We consider workload as the number of tasks assigned to
a resource at a specified time (Timestamp of an entry in the event log). This log
enrichment allows considering resources’ workload impacts on obstacle occur-
rence. Even though obstacles are not explicit in event logs, their impact can be
implicitly extracted and measured through dedicated indicators (i.e., time, cost,
and quality). Table 2 illustrates the enriched log structure of three instances of
the car manufacturing BP.

Table 2. Excerpt from an event log

Caseid Eventid Tid Tstate Rid Rstate T imestamp Workload

order10 evtb14 t3 done m3 idle 30-12-2010:22.33 1

order10 evtb15 t4 activated m4 used 01-01-2011:12.40 4

order10 evtb16 t4 suspended m4 serviced 01-01-2011:15.02 3

order11 evtb25 t2 done (m11, p3) (idle, idle) 29-12-2010:13.48 (1,3)

order11 evtb26 t3 activated m5 used 30-12-2010:12.10 2

order11 evtb27 t3 done m5 idle 30-12-2010:12.24 1

order12 evtb38 t3 suspended m3 serviced 06-01-2011:17.47 1

order12 evtb39 t3 activated m3 used 07-01-2011:09.30 2

order12 evtb41 t5 done (m12, p4) (idle, idle) 09-01-2011:13.55 (4,1)

6 Past Obstacle-Aware Business Process Resource
Allocation

In this section, we introduce resource obstacle indicators and illustrate how we
mine BP event logs to identify/quantify the impact of obstacles on the BP execu-
tion. Then, we present how we match between these impacts and BP managers’
requirements for a past obstacles-aware resource allocation.

6.1 Resource Obstacle Indicator

A resource obstacle indicator signals obstacle occurrence likelihood per resource.
We consider three indicators: time, cost, and quality.

Time: represents the average working time of a resource (ri) on a given task (tj)
according to a certain workload (w). Considering that ri with w begins perform-
ing tj at a start time (logged as evtstart.T imestamp) and achieves it at a finish
time (logged as evtend.T imestamp), its time (T ) is computed as follows:
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T (ri, tj , w) =
∑

casek∈Fw

evtend.T imestamp − evtstart.T imestamp

|casek| (1)

Such that:

– Fw ⊆ F is the subset of cases with a workload equal to w, where F is the set
of logged cases.

– evtend and evtstart are two logged events representing the end and the begin-
ning of the task execution, respectively, such that:
– evtend.Tstate = done ∧ evtend.Rstate = idle

– evtstart.Tstate = activated ∧ (evtstart.Rstate = busy ∨ evtstart.Rstate = used)

– evtend and evtstart are related to the same BP case, resource, and task:
– evtend.caseid = evtstart.caseid
– evtend.Rid = evtstart.Rid = ri
– evtend.Tid = evtstart.Tid = tj

– |casek| is the number of cases with a workload equals to w.

Cost: represents the amount of money spent by a resource (ri) for carrying
out a task (tj), like workers’ salaries and machines’ maintenance costs, while
having a certain workload (w). It is calculated as the product of the hourly
cost of the resource and the processing time (in hours) of the task. Other costs
corresponding to repair or replacement of failed resources, called corrective costs
can be added. Considering a resource ri with a workload w performing a task tj ,
its cost (C) is computed as follows:

C(ri, tj , w) = (UCri
× T (ri, tj , w)) + CCri

(2)

Such that:

– UCri
is ri’s cost per time unit of work;

– T (ri, tj , w) is the average working time of ri performing tj with a workload
w.

– CCri
is the eventual corrective cost spent for ri if it was unavailable. It

includes maintenance cost for machines and replacement cost for persons. In
this work, we assume that human replacement is made within the same com-
pany, so no extra costs are added. For the maintenance cost, it is the product
of the machine’s downtime in hours (TCCri

) and a hourly maintenance cost
(UCCri

) defined by the BP manager:

CCri
= UCCri

× TCCri
(3)

Where:

TCCri
=

∑

casek∈Fw

evtavailable.T imestamp − evtunavailable.T imestamp

|casek| (4)
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Such that:
– evtavailable and evtunavailable are two logged events representing the avail-

ability of a resource after a corrective maintenance, and the unavailability
of a resource under maintenance, respectively, such that:
- evtavailable.Rstate = idle ∨ evtavailable.Rstate = used ∨ evtavailable.Rstate =

busy

- evtunavailable.Rstate = serviced ∨ evtunavailable.Rstate = on − leave

– evtavailable and evtunavailable are associated to the same BP instance,
resource, and task:
- evtavailable.caseid = evtunavailable.caseid
- evtavailable.Rid = evtunavailable.Rid = ri
- evtavailable.Tid = evtunavailable.Tid = tj

Quality: represents the quality of a BP from a resource’s perspective (e.g., high
successful job and low absenteeism). It is defined as the ratio of complete tasks
out of the total tasks allocated to a resource. For a resource (ri) executing a
task (tj) while having a workload (w), Quality (Q) is defined as follows:

Q(ri, tj , w) =
∑

casek∈Fw

|evtend|
|evtstart|
|casek| (5)

Such that:

– |evtend| is the number of times tj was successfully completed by ri.
– |evtstart| is the number of times tj was allocated to ri.

6.2 Obstacle-Aware Resource Representation

Based on the defined indicators, we associate each resource with a three-
dimension vector r

(tj ,w)
i = [twj , cw

j , qw
j ] reflecting its “history” of obstacles such

that twj ∈ T w, cw
j ∈ Cw, and qw

j ∈ Qw. T w, Cw, and Qw represent ri’s indicators’
dimensions for time, cost, and quality, respectively, while having a workload w.
These indicators values are measured on different scales and need to be adjusted
to a notionally common scale. For this purpose, we use Min-Max normalization
to transform each indicator value to fit in a range from 0 to 1. The normalized
time indicator (resp., cost and quality) is computed using Formula (6):

For i = 1 · · · n and j = 1 · · · m, T w[i, j] =
T (ri, tj , w) − Tw

min

Tw
max − Tw

min
(6)

Such that n is the number of resources, m is the number of tasks, T (resp., C and
Q) is the time (resp., cost and quality) function (Formula (1) (resp., (2) and (5)),
and Tw

min/ Tw
max is the minimum/ maximum value for T with workload w.

The obstacle calculator uses this formula to compute the obstacle indicators as
described in Fig. 1.
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6.3 Obstacle-Aware Resource Selection

A resource’s vector r
(tj ,w)
i allows evaluating a resource’s obstacles likelihood

while having a workload w. For example, a resource with a time indicator equal
to 10 h is more likely to face obstacles delaying its execution time than a resource
with time equal to 7 h. However, in some contexts we might need to give more
importance to one indicator than another (e.g., time is more important than
cost for a given BP). Thus, we propose an objective function (7) estimating and
minimizing the obstacle likelihood (O) of a resource with a certain workload for
a given task where the BP manager requirements (i.e., time, cost, and quality)
are defined using weights. By default the three indicators are equally weighted
(i.e., α = 1

3 , β = 1
3 , and γ = 1

3 . Since quality is to maximise (contrary to time and
cost), its weight needs to be negative. Basically the sum of the absolute values
of weights is set to 1.

O(ri, tj , w) = α × T w[i, j] + β × Cw[i, j] − γ × Qw[i, j] (7)

The allocation advisor depicted in our approach (Fig. 1) uses this formula to
implement Algorithm 1. The latter allows matching the BP manager require-
ments with resources obstacle indicators to identify resources considering past
obstacles. It takes as input: the index (k) of the task to allocate, the required
role assigned to the task, the three indicator’s matrices, and the BP manager
requirements. It returns an ordered set of resources. From the three matri-
ces, the algorithm considers only resources matching the needed role (line 2).
For matched resources, it estimates the obstacle likelihood of each resource
for tk (i.e., O(ri, tk, w)) based on the BP manager requirements (line 3).
After, resources and their obstacle likelihood values are stored as couples
(ri, O(ri, tk, w)) in O (line 4). Lastly, Algorithm 1 returns an ordered set of can-
didate resources with the n-minimum values in O (line 7).

Algorithm 1. BP manager requirements matching
Input : k - Index of the task to be allocated, role - resource’s role , α, β, γ - indicators’

weights, T , C, Q - indicators’ matrix
Output: R - ordered set of resources

1 for i = 1 → n do
2 if ri.role = role then
3 O(ri, tk, w) = α ∗ T w[i, k] + β ∗ Cw[i, k] − γ ∗ Qw[i, k]
4 O ← O ∪ (ri, O(ri, tk, w))

5 end

6 end
7 return getResource(sort(O))

6.4 Example

We illustrate now how our approach takes place in practice. We consider the car-
manufacturing motivating example and we focus on BP cases where robot m3 is
performing task t3 with w equal to 2. We suppose that during these executions
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m3 broke down once (i.e., m3 goes on serviced state and t3 takes on suspended
state) and succeed once while performing t3. We apply the predefined indi-
cators Formulas ((1), (2), and (5)) on the enriched event log considering only
cases where m3’s workload is equal to 2. For the time indicator, we extract
from the log both start and end times of the two executions and we compute it
as follows:

T (m3, t3, 2) =
∑

casek∈F2

evtend.T imestamp − evtstart.T imestamp

|casek|

=
(30/12/2010 : 22.33 − 30/12/2010 : 16.08) + (07/01/2011 : 11.42 − 06/01/2011 : 11.30)

2

= 15.3

T (m3, t3, 2) is then normalized, supposing that we already calculated the matrix
T for all resources and tasks, using Formula (6) as follows:

T 2[3, 3] =
T (m3, t3, 2) − T 2

min

T 2
max − T 2

min
=

15.3 − 0.1
20 − 0.1

= 0.76

In the same way, we compute indicator’s values for each resource in the car-
manufacturing company, for the different available tasks, and for different work-
loads. We compute these indicators based on a sample log1 associated to our
motivating example. The indicator’s values are represented in Fig. 2 as three-
dimensional matrices where x axis represents the resources that participated
in the BP cases, y axis the BP tasks, and z axis the associated workload. We
assume that w vary from 1 to 10, for a given resource ri and a given task tj
and we assume that the event log is complete enough to compute time, cost,
and quality for all possible values of w. The so computed time, cost, and qual-
ity values, allow extracting the vector representation of a resource. For instance
m

(t3,2)
3 = [0.76, 0.91, 1] indicates the time, cost, and quality values for m3 with

workload 2 performing t3.

(a) Time (b) Cost (c) Quality

Fig. 2. Resources’ T , C, Q indicators

Supposing that the BP manager would like to allocate t3 to a robot with more
emphasis on quality than time and cost (i.e., γ = 0.6 > α = 0.25 > β = 0.15).
1 The used sample log is available at http://perso.isep.fr/msellami/BIS17/.

http://perso.isep.fr/msellami/BIS17/
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Using Algorithm 1, obstacle likelihood is computed for two resources having the
adequate role (m3 and m5) with a workload equal to 2. m3 and m5 are then
recommended such that O(m5, t3, 2) = −0.57 and O(m3, t3, 2) = −0.27.

7 Approach Development

We operationalized our approach by developing a Java tool allowing to compute
resource’s indicators (i.e., time, cost, and quality) using a BP’s log. The tool
displays computed indicators as charts providing BP managers with an overview
of their resources (Fig. 3a). To initialise the application, a BP manager has to
provide: a BP log, a list of BP tasks and resources, and resources’ unit cost and
unit corrective cost. We tested this tool using the sample log of Sect. 6.4. Based
on this log, the tool computes indicator’s values of all available resources, with
their respective tasks, and considering different workloads using Formulas (1),
(2), and (5). These values (representing matrices T , C, and Q) are stored in
a dedicated JSON file. By clicking on the Decision button, the BP manager
is first invited to choose a task to allocate, the resource’s role, and to fill his
requirements by specifying the time, cost, and quality weights (Fig. 3b). After
validating his choices and following the steps depicted in Algorithm1, the tool
recommends to the BP manager adequate resources considering past obstacles.
Finally, a recommendation panel is displayed proposing a set of resources to be
allocated according to their obstacle likelihood values.

(a) Resources indicators overview (b) Resource allocation overview

Fig. 3. Screenshots from the developed tool

8 Conclusion and Future Work

This paper proposes an obstacle-aware resource allocation approach that allows
BP managers to take obstacle-informed decisions when allocating resources.
Using historical data extracted from BP execution logs and enriched with work-
load information, the proposed approach computes obstacle-likelihood values for
BP resources based on three indicators (i.e. time, cost, and quality). Based on
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these values, and according to a BP manager’s requirements, resources mini-
mizing obstacles occurrence are proposed for allocation. As part of our future
work, we aim to minimize the overall obstacle of each process instance (i.e. by
considering the impact of a resource’s obstacle on the entire process). Another
direction for future work is to investigate the incremental updating of the indi-
cator’s values each time a new event is recorded.
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Abstract. Process mining aims at discovering, monitoring, and improv-
ing business processes by extracting knowledge from event logs. In this
respect, process mining can be applied only if there are proper event
logs that are compatible with accepted standards, such as extensible
event stream (XES). Unfortunately, in many real world set-ups, such
event logs are not explicitly given, but instead are implicitly represented
in legacy information systems. In this work, we exploit a framework and
associated methodology for the extraction of XES event logs from rela-
tional data sources that we have recently introduced. Our approach is
based on describing logs by means of suitable annotations of a conceptual
model of the available data, and builds on the ontology-based data access
(OBDA) paradigm for the actual log extraction. Making use of a real-
world case study in the services domain, we compare our novel approach
with a more traditional extract-transform-load based one, and are able
to illustrate its added value. We also present a set of tools that we have
developed and that support the OBDA-based log extraction framework.
The tools are integrated as plugins of the ProM process mining suite.

Keywords: Process mining · Ontology-based data access · Event log
extraction · Relational database management systems

1 Introduction

Contemporary organizations are increasingly recognizing the importance of ana-
lyzing how their business processes are conducted in the real world, towards
quality assurance, optimization, and continuous improvement. Process mining
[1] is emerging as one of the most promising and effective framework to tackle
this need. Process mining stands at the intersection of model-driven engineer-
ing and data science: insights are automatically extracted from event data that
represent the footprint of process executions inside the company, and used to dis-
cover and enrich process models, provide operational support, check compliance,
c© Springer International Publishing AG 2017
W. Abramowicz (Ed.): BIS 2017, LNBIP 288, pp. 220–236, 2017.
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analyze bottlenecks, compare process variants, and suggest improvements [2]. A
plethora of process mining techniques and technologies have been developed and
successfully employed in several application domains1.

The applicability of process mining depends on two crucial factors:

– the availability of high-quality event data, that is, logs containing correct and
complete data about which cases (process instances) have been executed,
which events occurred for each case, and when they did occur;

– the representation of such data in a format that is understandable by process
mining algorithms, such as the IEEE XML-based standard eXtensible Event
Stream (XES) [3].

In this respect, two main situations typically arise in an industrial setting.
In the first situation, the company explicitly adopts a business process or enter-
prise management system that logs cases, events and corresponding attributes
explicitly, facilitating the extraction of an event log and its conversion into XES.

The literature abounds of techniques and tools to handle the log extraction
in this setting, such as, e.g., XESame [4] and ProMimport [5]. Additionally, com-
mercial tools like Disco2, Celonis3, and Minit4 support the conversion from CSV
or spreadsheet files into XES. Worth mentioning are also [6,7], the first because
it tackles the extraction of event logs from redo-logs of relational databases,
the second because it is one of the few approaches that leverages the relational
technology to access the event log directly, instead of materializing it into XML.

In the second situation, the company adopts a more general management
system, configuring it for its own specific needs, and combining it with domain-
specific databases and other legacy data sources. In this setting, cases and events
may not be explicitly stored in dedicated data structures, but instead implicitly
present inside the company information system. In addition, there is typically
not a single notion of “case” and related “events”, but they change depending
on the perspective of interest, and on which aspects of the company one wants
to focus on. For example, in an order-to-cash process, one could focus on the
flow of orders, to understand why sometimes orders take too much time to be
delivered, or on the flow of operations conducted by a warehouse employee, to
check whether it complies with internal regulations. Depending on which notion
of case is selected, also the relevant events change. E.g., the payment of an order
is important when analyzing the flow of orders, but may be irrelevant when
focusing on the warehouse.

Unfortunately, the literature lacks techniques, methodologies and tools to sup-
port domain experts and process analysts in the extraction of event logs from
legacy information systems, and reflecting multiple perspectives. The result is that
logs are extracted manually, adopting ad-hoc procedures that are based on extract-
ing a copy of the data and transforming it according to specific requirements. This
process, which resembles the extract-transform-load (ETL) approach taken for
data warehousing, creates redundancy, and is labor intensive and error prone.
1 http://tinyurl.com/ovedwx4.
2 https://fluxicon.com/disco/.
3 http://www.celonis.de/en/.
4 http://www.minitlabs.com.

http://tinyurl.com/ovedwx4
https://fluxicon.com/disco/
http://www.celonis.de/en/
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In this paper, we tackle this open challenge. Leveraging the technique first
presented in [8], we propose an approach based on conceptual modeling to semi-
automatize the extraction of event logs from legacy information systems. In our
approach, called onprom, humans only focus on the conceptual issues involved
in the extraction: (i) Which are relevant concepts and relations? (ii) How do
such concepts/relations map to the underlying information system? (iii) Which
concepts/relations relate to the notion of case, event, and event attributes?

Once this information is provided, the log extraction process is handled in
a fully automatized way, leveraging the paradigm of ontology-based data access
(OBDA) [9–11]. In OBDA, a high-level representation of the domain of inter-
est, in our case provided in terms of a conceptual schema, is linked to the data
sources using a declarative specification, called mappings. In this way, informa-
tion about the event logs can be extracted from the sources by exploiting both
the conceptual schema and the mappings.

In the following, we describe a real process mining use case that has been
initially handled using an ad-hoc, ETL-like methodology. Employing this use case
as a running example, we then introduce our onprom methodology, discussing
its different phases and how conceptual models are used both as documentation
and computational artifacts. We then show how the preliminary implementation
reported in [8] has now been transformed into a complete chain of tools, fully
integrated with the well-known ProM process mining framework.

2 Case Study and Motivation

To provide a concrete motivation and explanation for our framework, we intro-
duce the problem of extracting event logs from legacy information systems in a
real case study. The case study has been carried out by EBITmax5, an innovative
SME from South Tyrol, Italy. EBITmax provides consultancy services in pro-
gram management and business process management for a number of small and
large enterprises, operating within the territory and abroad. Recently, EBIT-
max incorporated process mining to complement its standard consultancy ser-
vices, enriching and comparing models with fine-grained insights automatically
extracted from data, and accounting for how business processes are executed in
reality. In particular, a pilot project in process mining is currently run by EBIT-
max on the service provisioning and financial processes of Markas6, a company
with more than 7 000 employees providing a multitude of services for large estab-
lishments operating in Italy, Austria, and Romania. Specifically, the pilot consists
in the analysis of the Accounts Payable Process (App), used by Markas to handle
payments to external suppliers, and their corresponding invoices. To support the
internal management of the App, Markas does not employ a workflow manage-
ment system, but relies on shared guidelines on how to handle payments, and
on an Enterprise Resource Planning (ERP) system to track the executed opera-
tions. In this setting, Markas management would like to understand whether the
5 http://www.ebitmax.it.
6 http://www.markas.com/en/home.html.

http://www.ebitmax.it
http://www.markas.com/en/home.html
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Fig. 1. Traditional methodology for data preparation for process mining

App is executed as expected and, if not, where do deviations appear, considering
all the orders created in 2015.

2.1 Understanding the Problem

The first step followed by EBITmax has been to understand the details of the
App, both conceptually and in terms of IT support. On the one hand, this
resulted in the creation of a model for the expected App that is expressed in
the Business Process Model and Notation7 (BPMN) standard. The model has
been obtained following a traditional interview-based approach. On the other
hand, this resulted in the annotation of the BPMN model, so as to know which
tasks are executed manually, and which are performed through the ERP system,
and are consequently logged. Among the logged tasks, we mention the following,
key ones:

• SubmitOrder: an order is inserted into the ERP and submitted to a supplier.
• GetTD: Markas receives the ordered material; this is traced in the ERP when

the transport document (TD) attached to the material is inserted into the
system.

• RegisterInvoice: the invoice for the payment is inserted into the ERP, reflecting
what is listed in the TD.

• PaySupplier: the payment is confirmed.

Normally, the management expects that the invoice of an order is not registered
(and, consequently, not paid) unless the official TD is obtained and inserted into
the ERP. Within the pilot project, the general question of the alignment between
the expected and the actual App boiled down to check whether the business
constraint “no invoice unless TD” is indeed respected by the actual App.

2.2 Process Mining via Manual Event Log Extraction

To answer the research question through process mining, EBITmax needed to
tackle the difficult issue of data preparation, which is considered one of the
most challenging, open problems in process mining [1]. In this specific case, the

7 http://www.bpmn.org/.

http://www.bpmn.org/
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Fig. 2. Excerpt of the data model for App

concrete problem was to identify the semantics of tables/columns of the ERP,
and the whereabouts of relevant data for orders, TDs, invoices, and payments. To
this end, EBITmax devised and documented the methodology shown in Fig. 1.

Fig. 3. Manual construction of views

Conceptual data modeling. The first
step of the methodology consists in the cre-
ation of a conceptual model that accounts
for the data maintained in the ERP at a
higher level of abstraction, on the one hand
making it possible to discuss with managers
and domain experts about the semantics of
such data, and on the other hand providing
the basis to understand where and how they
are stored within the ERP. The UML class
diagram in Fig. 2 depicts a small excerpt of
the resulting model, showing the key con-
cepts of PO (purchase order), TD (transport
document), and Invoice. ActivePO repre-
sents a PO that has been submitted, conse-
quently triggering the execution of an App
instance.

Choosing perspective. The second step
consists in combining the research question
with the data model, so as to choose a per-
spective for the analysis, and in particular:
(i) the “subject” of the analysis, i.e., which
notion of case to adopt; (ii) which relevant
events should be considered in the evolution
of cases; and (iii) which event attributes should be included.
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Manual data preparation. Building on this guideline, EBITmax started a
fine-grained analysis of the ERP system and its underlying database, towards
the extraction of the desired information. The extraction is executed manually
in an ETL-like fashion, and is organized in four incremental phases: (i) iden-
tification of the relevant tables; (ii) creation of “filter views” that maintain,
and clean up, the relevant information present in such tables (e.g., selection of
interesting attributes for purchase orders); (iii) merging of filter views into “com-
posite views” that provide a higher level of abstraction, and group together data
belonging to the same conceptual classes/relations (e.g., all data referring to a
transport document); and (iv) creation of a single “log view” that coherently
rearranges the information present into composite views in accordance with the
chosen perspective for case, events, and attributes. Figure 3 shows the selected
tables and views constructed by EBITmax on top of Markas ERP.

2.3 Log Extraction and Process Mining

Finally, EBITmax converted the “log view” into a CSV file, and exploited
the Disco process mining toolkit8 for the analysis. Some interesting deviations
departing from the expected App were consequently detected, and discussed
with the Markas management. One of the most interesting, and quite common,
deviations was represented by orders that are submitted and paid without regis-
tering the transport document at all. Looking at the data, Markas realized that
this deviation is due to a recent “drift” in the management of the App, caused
by the introduction of digital invoices in the Italian market. In fact, at some
point suppliers equipped with e-invoicing started to digitally send the billing
information related to submitted purchase orders. The information contained in
the e-invoice mirrors all the TD data needed to execute the payment, and obvi-
ously is received by Markas before the ordered material and the corresponding
TD. This allows one to speed-up the process, by paying as soon as the e-invoice
is received. When the payment is executed, the ERP forbids further changes to
the order and its related information, thus making it impossible to register the
TD once it is received. Markas appreciated the findings obtained from the pilot,
and recently accepted to continue the project at a bigger scale.

Experienced Issues. In spite of the promising results obtained by EBITmax
during the pilot project, the company experienced several issues caused by the
manual data preparation for process mining. First of all, the manual creation
of views requires a detailed knowledge of the ERP tables, and is a demanding
and error-prone task. In addition, whenever the perspective of the analysis is
changed, it is necessary to go through all the data preparation phases again,
since there is no guarantee that the selected tables, and designed views, will also
be useful in relation with the new perspective. This contrasts with the process
mining best practices in two respects: quality assurance of the input event log,
and feasibility of quickly going through several batches of analysis by changing
perspective on the company’s data.
8 https://fluxicon.com/disco/.

https://fluxicon.com/disco/
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This experience has spawn a collaboration between EBITmax and the Free
University of Bozen-Bolzano, so as to face the next phase of the Markas project
in a more systematic way, starting from the log extraction approach first intro-
duced in [8]. In particular, the ongoing collaboration is centered around the
methodology and tool support described in the remainder of the paper.

3 The onprom Methodology

We now present our methodology for the semi-automated extraction of logs from
legacy information systems, starting from the seminal ideas proposed in [8]. The
methodology is backed up by the chain of tools described in Sect. 4.

As a starting point, we assume the existence of a legacy information system
I = 〈R,D〉, with schema R and set D of facts about the domain of interest. In the
typical case where the information system is a relational database, R accounts
for the schema of the tables and their columns, and D is a set of data structured
according to such tables. On top of I, our methodology is centered on the usage
of conceptual models in two respects. First, they are used as documentation
artifacts that explicitly capture not only knowledge about the domain of interest,
but also how legacy information systems relate to that knowledge. This facilitates
understanding and interaction among human stakeholders. Second, conceptual
models are used as computational artifacts, that is, to automatize the extraction
process as much as possible.

The overall methodology is illustrated in Fig. 4. We review the different
phases next, leveraging the App case study illustrated in Sect. 2.

high-level IS?

Create
data model

Create
mappings

Bootstrap
model +
mappings

Enrich
model +
mappings

Choose
perspective

Create case
+ event

annotations

Export to
XES/CSV

Do process
mining

Other perspective?

N

Y

Y N

Fig. 4. The onprom methodology

3.1 Conceptual Modeling

The first phase of our methodology consists in the creation of two concep-
tual models. The first one is the conceptual data model T , already discussed
in Sect. 2.2. It accounts for the structural knowledge of the domain of inter-
est, i.e., relevant concepts and relations, consequently providing a high-level
view of I that is closer to domain experts. More specifically, we employ UML
class diagrams as a concrete language for conceptual data modeling, and we
provide their logic-based, formal encoding in terms of the OWL2 QL ontology
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language. OWL2 QL is one of the profiles9 [12] of the W3C standard Seman-
tic Web language OWL2, and it has been specifically designed to capture the
essential features of conceptual modeling formalisms (see, e.g., [10]). In the fol-
lowing, depending on the context, we refer to T as a UML class diagram or as
the corresponding OWL2 QL ontology.

The second conceptual model, the mapping specification M, is a distinctive
feature introduced by our approach, borrowed from the area of ontology-based
data access (OBDA) [9,10]. M, which explicitly links I to T , consists of a set of
logical implications that map patterns of data over schema R to high-level facts
over T . Patterns over the data D are expressed as queries over R (e.g., SQL
SELECT statements, when R is relational), while facts over T are expressed as
logical terms involving objects.

Example 1. Consider again the App case study. In the Markas ERP,
Markas-Purchase table contains information about purchase orders, including
the primary key No to store the order number, and columns Order Date and
Posting Date to store the dates at which the order was respectively created
and submitted. In addition, by interacting with the domain experts of Markas,
EBITmax discovered the following two important facts about such a table:

– Sometimes when the order is created, the Order Date field is left unspeci-
fied10; however, it is still possible to reconstruct the orders created in 2015
(i.e., the year targeted by the analysis), as those whose order number starts
with 15.

– When the order is created, its posting date is left unspecified, and gets a value
when the order is actually submitted.

This knowledge can be made explicit by establishing dedicated mappings. In
particular, the following mapping, specified using the mapping syntax of the
ontop OBDA framework11 [11]:

order/{oid} poNo {oid} .

← SELECT No AS oid FROM Markas-Purchase WHERE No LIKE ’15%’
declares that each value oid that is stored in the No column of Markas-Purchase
and that begins with number 15, corresponds to an object term order/oid in
the ontology12, and determines relationship of type poNo between such object
and the value oid. Since relationship poNo is actually an integer attribute13 of

9 In W3C terminology, a profile is a sublanguage.
10 It is important to notice that the possible absence of an actual value for Order Date

does not contrast with the class diagram of Fig. 2, which dictates that every purchase
order has exactly one creation time. In fact, conceptual models are interpreted under
incomplete information: the absence of the creation date for an order does not mean
that the order has no creation date, but that such an order has a creation date that
is not certainly known.

11 http://ontop.inf.unibz.it/.
12 In the left-hand side of a mapping, curly brackets are used to denote answer variables

of the SQL query in the right-hand side.
13 In OWL terms, it is a data property.

http://ontop.inf.unibz.it/
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class PO in T , this mapping is implicitly declaring also that order/oid belongs
to class PO, and that its order number is oid. An example of mapping explicitly
populating a class is:

order/{oid} rdf:type ActivePO.

← SELECT No AS oid FROM Markas-Purchase
WHERE No LIKE ‘15%’ AND Posting Date IS NOT NULL

This mapping expresses that each order tuple in Markas-Purchase identi-
fied by value oid is mapped to an object order/oid of type ActivePO in T ,
whenever its posting date has a non-null value. �

When M is fully defined, it can be used for two purposes. On the one hand,
it explicitly documents how the structure of the company information system
has to be conceptually understood in terms of domain concepts and relations,
and thus constitutes an asset for the company that itself might be worth an
investment [13]. On the other hand, 〈I, T ,M〉 constitutes what is called an
OBDA system, which completely decouples end users from the details of the
information system: whenever a user poses a conceptual query Q (e.g., expressed
using the semantic web query language sparql) over T , the OBDA system (i)
leverages T and M to automatically reformulate Q as a corresponding concrete
query Q′ over I; (ii) submits Q′ to I; and (iii) automatically translates the so-
obtained answers into meaningful answers over the vocabulary of T . Notably, this
“virtual” approach is conceptually identical to the one in which the mapping M
is used a là ETL to materialize data from D as facts over T , with the advantage
that: (i) users do not need to code procedures for data extraction, (ii) data are
not replicated, and (iii) data are retrieved using the standard query engine of
the information system.

Bootstrapping. The creation of a suitable data model and mapping specifica-
tion is a labor-intensive and challenging task. As shown in Fig. 4, if the informa-
tion system has a “high-level” structure, that is, a structure that is understand-
able by domain experts, such a phase can be (partially) automatized through
bootstrapping techniques [14], which synthesize a conceptual data model that
mirrors the structure of the information system, together with suitable map-
pings. The result of bootstrapping can then be manually improved and enriched
towards the creation of the final OBDA system.

3.2 Event Data Annotations

Once the OBDA system is set up in the previous phase, our methodology allows
one to abstract away the information system. In this way, the process mining
expert is not required to manually construct views for the extraction of an event
log, as done in Fig. 1. Instead, she focuses on T only, and uses it as the basis for
discussion with the company stakeholders, in particular to decide which perspec-
tive for process mining to consider. Concretely, choosing a perspective amounts to
annotate T with a set L of event data annotations, where each annotation is used
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either to: (i) indicate which class in T (possibly with additional restrictions) rep-
resents a case, (ii) which events are present in T and to which classes they refer,
(iii) which attributes are attached to events, and where they are located in T . We
consider each type of annotation next.

Case annotation. The case annotation specifies which class constitutes the ref-
erence point for the analysis. Each object instantiating the case class represents
an instance of the process according to the chosen perspective, and provides
the basis for correlating events: the set of all events referring to the same case
object form a trace for such an object. In Fig. 2, the case annotation is shown
as a red UML note, and indicates that each purchase order is a case. Additional
restrictions on which instances to consider can be applied. E.g., one could specify
to consider only orders referring to suppliers from a given geographical area, or
orders involving at least a given amount of money.

Event annotations. An event annotation specifies that the annotated class
provides information about the occurrence(s) of a type of event that is relevant
for the chosen perspective. To “discover” which classes in T may be subject to
an event annotation, our methodology combines two constraints:

– Each event class has to be directly or indirectly linked to the case class.
Technically, there must be a UML association, or a chain of concatenated
associations (possibly involving IS-A generalizations), that lead to navigate
from the event class to the case class.

– Each event class has to be directly or indirectly linked to a timestamp
attribute, providing the information on “when” instances of such an event
occurred. Technically, there must be a functional attribute of the event class,
or a chain of one or more functional associations (possibly involving IS-A
generalizations), that lead to navigate from the event class to its timestamp
attribute.

Two observations are in place regarding the aforementioned navigations and
the multiplicities attached to the involved associations. For event-case naviga-
tions, we allow arbitrary multiplicities since, in general, an event may belong to
multiple cases. Consider, e.g., the economic transaction of a purchase between
two persons, in a situation where the person is marked as case class. In this
setting, the transaction may be considered as an event belonging to the trace of
the buyer and to that of the seller.

Event-timestamp navigations are of a different nature: since each event must
be unambiguously associated to a single timestamp, the navigation can only
traverse functional associations, that is, many-to-one or one-to-one associations,
and lead to a functional attribute.

In both situations, we allow for optionality, i.e., for navigations traversing
associations whose minimum multiplicity is 0. This is needed to reflect that
a trace may be incomplete (thus missing events), and that multiple traces of
the same case class may indeed contain different events. The following example
clarifies this aspect.
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Example 2. Consider again the class diagram in Fig. 2. The Invoice class may
be annotated with two event types, one for the invoice registration, and one for
its payment. The first event exists for every invoice, as it is associated to the
mandatory invCrTime timestamp attribute. The second event, instead, does
not necessarily exist for every invoice: there may be invoices that are not yet
paid, and invoices that may never be paid. This is reflected by the fact that the
payTime attribute of Invoice is optional. �

In general, there exist several possible event-case and event-timestamp navi-
gational paths. To disambiguate which ones are actually used to define an event
class, attribute annotations are used.

Attribute annotations. Attribute annotations decorate event annotations
with information about their features. Each attribute annotation consists of an
attribute and of the specification of a navigational path to (functionally) reach
its value. Mandatory attributes are: (i) case (how to reach the case class from
the event class); (ii) timestamp (how to reach the timestamp attribute for the
event class); and (iii) activity (a constant string or a navigational path specifying
which is the activity to which the event refers). Optional attributes are related
to resources, i.e., how to reach the identifier and/or the role of the resource
responsible for the event.

Example 3. Consider again the App case study. Differently from the manual
approach illustrated in Sect. 2.2, in our methodology the four event types elicited
by EBITmax in Sect. 2.1 may be elicited as shown in the orange UML notes of
Fig. 2:

– Each instance of ActivePO (directly corresponding to a case) may determine
a SubmitOrder event that occurs at the submission time (attribute subTime)
for that order.

– Each instance of TD may determine a GetTD event for the order obtained
by navigating the refers to association, and that occurs at the registration
time (attribute regTime) for that document.

– Each instance of Invoice may determine two events for the order obtained
by navigating the is for association: a RegisterInvoice event occurring at the
creation time (attribute invCrTime) for that invoice, and a PaySupplier event
occurring at the payment time (attribute payTime) for that invoice. �

3.3 Automated Event Log Extraction

Thanks to the technique introduced in [8], once the conceptual data model is
suitably annotated, it is possible to automatically extract from the legacy infor-
mation system an event log that reorganizes the data contained there according
to the specified annotations. Intuitively, this is done by combining the mapping
specification with the annotations, and by computing the answers to a series
of queries that ask for all the cases present in the information system and, for
each case, all the events referring to that case, together with the corresponding
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attribute values. The so-obtained data structure can then be represented using
the IEEE XES standard for event logs.

Differently from the manual extraction methodology of Sect. 2.2, this app-
roach does not only help the process mining expert in working at the concep-
tual level without coding ad-hoc views, but also facilitates multi-perspective
process mining, that is, the extraction of several event logs reflecting differ-
ent perspectives over the same information system. Each perspective, in fact,
requires to change the annotations, while the conceptual data model T and the
mapping specification M from the information system to the data model remain
unchanged.

4 Implementing the Framework: The onprom Tool

To support the various phases of the OBDA-based event log extraction frame-
work illustrated in Sect. 3, we have developed a tool suite named onprom, consist-
ing of various plug-ins of the ProM extensible process mining framework14 [4].
Specifically, onprom consists of the following components: (i) a UML Editor, used
to design the domain ontology (cf. Sect. 3.1); (ii) an Annotation Editor, allowing
domain expert to specify the event data annotations (cf. Sect. 3.2); (iii) a Log
Extractor, used to extract from the underlying database the XES event log, based
on the annotated domain ontology and the mapping specification (cf. Sect. 3.3).
The different tools are implemented as separate projects in Java. When used as
ProM plug-ins, they exchange data relying on the mechanisms built in ProM.
However, both the UML Editor and the Annotation Editor can be used also as
stand-alone tools that operate using files for input and output. We now describe
the tools in more detail, relying on the App case study for examples.

4.1 UML Editor

The log extraction framework based on OBDA makes use of a domain ontology
expressed in the OWL2 QL profile [12] of OWL2, which is the profile supported
by the OBDA system ontop. Ontologies expressed in OWL2 QL admit a natural
graphical representation in the form of UML class diagrams [10]. Hence, to pro-
vide domain experts support for the design of such ontologies, we have developed
a graphical editor for UML class diagrams. Actually, since the editor can import
standard OWL2 QL ontologies, it can also be used to modify and enhance an
already existing or independently developed OWL2 QL ontology.

To maintain the UML Editor lightweight, and to guarantee at the same time
that the designed UML class diagrams can indeed be expressed in OWL2 QL,
we have made some natural simplifying assumptions on the form of the UML
class diagrams supported by the tool:

– we do not support completeness of UML generalization hierarchies, since the
presence of such construct would fundamentally undermine the virtual OBDA
approach based on query reformulation [10];

14 http://www.promtools.org/.

http://www.promtools.org/
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– in line with Semantic Web languages, we support explicitly only associations
of arity 2, and do not support association classes currently;

– multiplicities in associations (resp., of attributes) are restricted to be either
0 or 1. Hence, we can express functionality and mandatory participation;

– we do not support ISA between associations;
– we ignore all those features of UML class diagrams that are more relevant for

the software engineering perspective, and less for the conceptual perspective
of UML, such as stereotypes, method specifications, and aggregations.

The developed UML class diagram can be saved in a proprietary JSON for-
mat for further processing and as input for the Annotation Editor. It can also
be exported as a standard OWL2 QL ontology, hence ready to be processed by
ontop. We observe that the graphical layout information, which is not part of
the OWL2 QL language, is maintained in the form of OWL2 annotations, thus
resulting in an ontology fully compliant with the W3C standard.

A screenshot of the UML Editor with the domain ontology of the App use
case is shown in Fig. 5.

Fig. 5. The UML Editor showing the domain ontology of the App use case

4.2 Annotation Editor

To provide process mining experts with the possibility of specifying in a simple,
intuitive way the over the domain-specific ontology T , we have developed an
Annotation Editor that supports the different forms of annotation.

A screenshot of the Annotation Editor, with the domain ontology of the App
use case annotated with the case and various event elements, is shown in Fig. 6.
Specifically, the domain expert has annotated PO as the case of the log, while
four different events are defined:

1. GetTD accesses the case using the refers to association and navigating the
IS-A relationship; it has regTime in the TD class as timestamp (see Fig. 7a).
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Fig. 6. The Annotation Editor showing annotations for the App use case

(a) The GetTD event (b) The SubmitOrder event

(c) The PaySupplier event (d) The RegisterInvoice event

Fig. 7. The properties of event annotations defined for the App use case

2. SubmitOrder accesses the case directly through an ISA relationship; it has
subTime in the ActivePO class as timestamp (see Fig. 7b)

3. PaySupplier accesses the case using the is for association and IS-A; it has
payTime in the Invoice class as timestamp (see Fig. 7c).

4. RegisterInvoice also accesses the case using the is for association and IS-A,
but it has invCrTime in the Invoice class as timestamp (see Fig. 7d).

We observe that all events have a complete life-cycle.
To simplify the annotation task, the editor supports some advanced

operations:

– Properties and paths can be chosen using navigational selection over the
diagram via mouse-click operations.

– The editor takes into account multiplicities on associations and attributes;
when the user is selecting properties of the case and of events (in particular
the timestamp), the editor enables only navigation paths that are functional,
thus guaranteeing that the properties to include in the extracted log are
uniquely determined.

The annotated domain ontology can be exported using a proprietary JSON
format, that can then be imported by the log extraction plug-in.
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4.3 Log Extraction Plug-in

The two previous plug-ins support the design phase of the log extraction frame-
work (cf. Sect. 3.2). The last plug-in is deployed in the event log extraction phase
(cf. Sect. 3.3) to support the automated extraction of event logs that are com-
patible with XES. The plug-in makes use of the following inputs:

– the information system I = 〈R,D〉, with the corresponding database schema
R;

– the domain ontology T , e.g., as generated via the UML Editor;
– the mapping specification M between T and R. Currently, we assume that

M is derived (either semi-automatically or manually) using third-party tools,
such as the ontop mapping editor;

– annotations L, which are created using the Annotation Editor.

The tool exploits the query rewriting functionalities provided by ontop to gener-
ate from the above inputs a new mapping specification Mlog, which establishes
a direct correspondence between the data D in I and the elements of XES, i.e.,
trace, event, . . . , essentially bypassing the domain ontology T . An ontology cap-
turing the main elements of XES, together with Mlog and I, constitutes a new
OBDA system that is then used for the event log extraction, by relying on the
data access functionalities of ontop.

5 Conclusion

In this work, we have presented the onprom framework for the extraction of event
logs from legacy information systems, using a real case study to illustrate the
limitations of manual extraction, and to show the features of our approach. The
framework comes with a methodology centered around conceptual models to
capture domain knowledge, to link such knowledge to the underlying data, and
to annotate such knowledge with event-related information, reflecting the chosen
perspective for process mining. In addition, the framework comes with a tool-
chain to handle such conceptual models, and automatically extract a XES event
log in accordance with the chosen perspective, leveraging ontology-based data
access (OBDA) techniques. The toolchain exploits the OBDA features offered by
the ontop system, and is fully integrated with the ProM process mining frame-
work. It can be downloaded from http://onprom.inf.unibz.it.

We are currently investigating, together with the EBITmax company, the
concrete application of onprom to the Markas case study reported here, and plan
to use the results of this case study as a way to further validate the methodology,
and to conduct an extensive experimental evaluation, extending the preliminary
results obtained in [8].

In addition, we are actively working on extending the annotation editor, on
the one hand to provide more guidance to the user in discovering meaningful
event classes, and on the other hand to support more sophisticated navigational
queries. Finally, we observe that, currently, we do not offer an editor for the

http://onprom.inf.unibz.it
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specification of mappings that is fully integrated with our toolchain, but we rely
instead to what is natively offered by the ontop OBDA framework. A natural next
step is to manage the specification of mappings within our toolchain, leveraging
recent approaches on the graphical specification of mappings, developed within
the recently concluded Optique EU Project15.
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Abstract. Process mining enables multiple types of process analysis
based on event data. In many scenarios, there are interesting subsets of
cases that have deviations or that are delayed. Identifying such subsets
and comparing process mining results is a key step in any process mining
project.

We aim to find the statistically most interesting patterns of a subset
of cases. These subsets can be created by process mining algorithms
features (e.g., conformance checking diagnostics) and serve as input for
other process mining techniques. We apply subgroup discovery in the
process mining domain to generate actionable insights like patterns in
deviating cases. Our approach is supported by the ProM framework. For
evaluation, an experiment has been conducted using event data from
a large Spanish telecommunications company. The results indicate that
using subgroup discovery, we could extract interesting insights that could
only be found by spitting the event data in the right manner.

Keywords: Process mining · Subgroup discovery · Pattern mining ·
Performance management · Quality of metrics

1 Introduction

Our society, organizations and IT systems depend on processes. Products and
services can only be delivered efficiently and effectively when processes are run-
ning as planned. Process mining aims to discover, monitor, and enhance processes
by extracting knowledge from event data that can be extracted from almost all
modern [1].

Process Mining is able to bridge the gap between Business Process Model-
ing (BPM) and data driven methods like data mining and machine learning [2].
Process mining is able to analyze the actual processes without relying on sim-
plistic models. There are basically two main types of data-driven analysis [3]:

– Predictive analysis: involving techniques that extract knowledge and rules
to predict or classify samples, such as classification, regression and time series
algorithms.

c© Springer International Publishing AG 2017
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– Descriptive analysis: involving techniques that discover interesting knowl-
edge about samples and their attributes to explain the data (e.g. association
rules).

In other words, descriptive analysis techniques extract patterns from the data
with respect to properties and their values. For example, a manager wants to
know in which situations customers have complaints. Descriptive analysis will
not be able to predict the complaints; however, it will provide insights about
various factors that may cause the complaints [5].

The lion’s share of process mining research has been devoted to descrip-
tive forms of analysis. Next to process discovery techniques, there have been
approaches to group traces. The approach presented in [4] clusters traces thereby
characterizing each cluster. However, in this method class of samples cannot be
used. The approach presented in [5] extracts interesting patterns based on a class
attribute. In many applications, stakeholders prefer to analyze and know more
about a subset of cases rather than all the cases. Examples of interesting subsets
(or target group) include:

– Deviating cases from the reference model
– Cases with high or low performance
– Cases with high profits for the company
– Unfinished or canceled cases
– Cases from a particular period
– Cases that pertain to users complaints
– Events related to particular products or services

Given such subsets of cases, it is of the utmost importance to see what kind of
attributes they share. For example, discovering that deviating cases are caused
by particular resources or limited to specific groups of customers. According to
our knowledge, there is no research has been done to extract such information
from event data. The main contribution of this paper is that we apply sub-
group discovery techniques in the context of process mining domain, to discover
the statistically most interesting patterns in a subset of cases called the target
groups. The attributes and also the target group can be created based on features
extracted using process mining algorithms (e.g., conformance checking or per-
formance analysis). Moreover, our approach also produces insightful collections
event logs that can be used as input for a range of existing process mining tech-
niques (e.g., process discovery). In short, this approach will help process analyst
to find what are distinctive attributes in a subgroup of cases. Such information
assists further investigations like root cause analysis.

To evaluate the possibility of using this method in the reality, we provide
a case study where we applied our proposed method on the ticket handling
process of Telefonica. Figure 1, shows the process model of this process. The
ticket handling process in Telefonica consists of the following main steps. First,
a ticket is created through the ‘New’ activity and then it should be activated
by conducting the ‘Active’ activity. After this activation, a ticket should be
handled appropriately and consequently closed through the ‘Solved’ and ‘Closed’
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Table 1. Small fragment of the dataset provided by Telefonica, related to the ticket
handling process.

CaseID EventID Operation Resource Group Severity Type Creator Date-Time

A1001 1 New Sara G17 Major Claim G1 20150711-10:12

A1001 2 Active Jon G17 Major Claim G1 20150711-10:19

A1001 3 Solved Alex G10 Major Claim G1 20150711-16:01

A1001 4 Closed Alex G10 Major Claim G1 20150711-16:21

A1002 5 New Sara G17 Minor Order G1 20150713-08:32

A1002 6 Active Tim G17 Minor Order G1 20150713-08:51

A1002 7 Canceled Leo G19 Minor Order G1 20150713-14:04

A1003 8 New Sara G17 Slight Claim G2 20150711-11:20

A1003 9 Active Tim G17 Slight Claim G2 20150711-11:27

A1003 10 Active Tim G17 Slight Claim G2 20150711-11:28

A1003 11 Canceled Alex G10 Slight Claim G2 20150712-09:51

activities. It is possible to interrupt the handling of a ticket by the ‘Delayed’
activity. Also, a ticket could be restored to the customer via the ‘Restored’
activity. There is also another possibility, namely: the cancellation of tickets
by the ‘Canceled’ activity. This can happen at any point in their lifetime. We
consider ‘Canceled’ and ‘Closed’ as the possible final activities of a ticket.

Every process may be executed for multiple cases (also called process
instances). Each case is composed of a set of events that are stored in the event
log. The standard format for storing an event log which is supported by the
majority of process mining tools is XES [6]. In Table 1, a simple example of the
event log for the Fig. 1 is shown that contains 3 cases. Cases A1001 and A1003
have 4 events and A1002 has 3 events. By using the CaseID field we know which
events are related to particular cases. Note that, case A1002 is not completely
“fitting” in the process model (there is one so-called “move in log” showing an
event that happened in reality but could not happen according to the model).
Furthermore, both events and cases may have attributes that can be used. For

New

Active

Restored Solved

Delayed

Canceled

Closed

Creation of a ticket

Fig. 1. A normative process model that describes the ticket handling process. This
model was designed by Telefonica (of course such models can also be discovered based
on the event log).
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example, in Table 1, Resource and Group are event attributes. These attributes
indicate that who is handled each event and do it in which organizational part
of the company. Also, Severity that is a case property, shows the importance of
different tickets (cases) in the event log.

The remainder of this paper is organized as follows. In Sect. 2, subgroup
discovery is explained. In Sect. 3, we describe how we map and use subgroup
discovery in the process mining domain. Section 4 describes the implementation
of our approach. Next, Sect. 5 illustrates the usefulness of our approach through
the application of our techniques to a real life dataset obtained from Telefonica.
Finally, Sect. 6 concludes the paper.

2 Subgroup Discovery

Subgroup discovery was originally proposed by [7,8] and it is based on the idea
of local exceptionality detection [9]. In contrast with most classification or pre-
diction algorithms, subgroup discovery does not try to find rules that are used to
decide or predict things for new instances of the problem. Also, unlike clustering
methods, in this technique, we assume that we have a population of samples that
have already a class label (e.g., deviating or not). As mentioned before, the aim
of subgroup discovery algorithm is to discover patterns for particular class labels
(target groups) [8]. In other words, we try to find the common characteristics
in a subset of cases that are fewer happened in the other cases. For example,
discovering cases that are delayed caused by particular resources or limited to
specific type of tickets. Subgroup discovery is used in various domains including
the filed of Bioinformatic, e-learning and medical domain [11]. Also in [12] this
technique is extended to used multi class data.

We define a subgroup as (V alueSet → Target) where ValueSet is an ordered
list of independent attributes having specific values. In addition, Target is the
desired class of samples that we are interested in analyzing them like deviated
cases. For example, S1, S2 and S3 are three examples of possible subgroups:

S1 : Type = “Claim” ∧ Severity = “Minor” → Target = Deviating
S2 : Creator = “G2” → Target = Deviating
S3 : Severity = “Major” → Target = Deviating

Using subgroup discovery we want to discover interesting subgroups. According
to [8], a subgroup is interesting if it satisfies the following conditions:

– it is of considerable size and
– it has the most unusual statistical distribution characterization (distribution

of different classes in the subgroup compared to their distribution in whole
samples)

In Fig. 2, this concept is illustrated. Consider that the class feature is depicted by
a red dash or a blue plus. In this figure, three subgroups are shown. Subgroup (a)
is not an interesting one because there are too few samples included in it. In other
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Fig. 2. Three different subgroups. Subgroup (a) is very specific, subgroup (b) has a
class distribution similar to the whole and thus not “unusual” enough. The subgroup
(c) is an interesting subgroup because it has sufficient samples with a class distribution
sufficiently different from the rest. (Color figure online)

words, this subgroup is too specific. In contrast, subgroup (b) has more samples,
but the distribution of samples in it is not unusual, because it is the same as the
whole population. Finally, the subgroup (c) has a substantial number of samples
and has an atypical distribution at the same time, therefore it is considered as
an interesting subgroup. It should be noted, it is not required that all samples
included in a subgroup have the same class (see for example subgroup (c)). Also,
one sample could be placed in more than one subgroup simultaneously (or not
placed in any subgroup), i.e., subgroups are not a partitioning of the whole set.

In this approach, we consider only the standard definition of interestingness
(based on size and statistical difference), however other definitions could be
applied that incorporate domain or business knowledge.

Many measures have been proposed in the literature to quantify the quality of
a subgroup and its interestingness. Table 2 summarizes several of the proposed
metrics mentioned in papers like [3]. Many of these measures have also been
applied in the association rules mining field. To illustrate them in a better way,
we use the contingency table presented in Table 3. This table is a useful way
to examine relations between categorical variables [10]. A sample matches a
particular ValueSet if its attributes have values in the ranges defined by ValueSet.
Similarly, a sample matches a particular Target if its class attributes has a value
defined by Target. In this table, the number of samples that match the ValueSet
and the number of samples that match the defined Target are indicated by nV

and nT respectively. Also, the number of samples that match both the selected
ValueSet and Target is indicated by nV T . In addition, nS is the total number of
samples. Note that nT and nV are define the number of samples do not match
the Target and the selected ValueSet respectively. Therefore, nS = nT + nT =
nV + nV .

A higher value of the coverage metric means that the subgroup has more
samples. coverage = 1 indicates that the corresponding subgroup includes all
the samples. Therefore, an interesting subgroup should have a coverage that is
high enough. A value of 1 (or 0) in the support metric indicates all the samples
(or none of them) are match both the ValueSet and Target class. If a subgroup
has a value of 1 in its confidence metric, it indicates that if a sample match
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Table 2. List of various measures used in subgroup discovery domain.

Measure Formula Range

Coverage Cov(Subgroup) = nV alueSet
nSamples

= nV
nS

[0, 1]

Support Supp(Subgroup) =
nV alueSet∧Target

nSamples
= nV T

nS
[0, 1]

Confidence Conf (Subgroup) =
nV alueSet∧Target

nV alueSet
= nV T

nV
[0, 1]

Lift Lift(Subgroup) =
Supp(Subgroup)

Supp(Valueset)×Supp(Target)
= nV T×nS

nV ×nT
(0, ∞)

Added value AddedValue(Subgroup) = nV T
nV

− nT
nS

(−1, 1)

Precision [7] Qg (Subgroup) =
TP

FP+g
= nV T

n
V T

+g
(0, ∞)

Unusualness [13] WRAcc(Subgroup) = nV
nS

× (nV T
nV

− nT
nS

) [−0.25, 0.25]

PS [14] PS(Target → ValueSet) = nV T
nS

− nV ×nS
nS

2 [−0.25, 0.25]

Table 3. Contingency table shows counts of all possible conjunctions of ValueSet and
Target group.

Target Target

V alueSet nV T nV T nV

V alueSet nV T nV T nV

nT nT nS

the selected ValueSet it should match the Target too. The lift metric computes
how dependent (or independent) are the Valueset and Target. If Lift equals 1
then they are independent. However, a value higher than 1 suggests a positive
correlation and a value lower than 1 indicates a negative correlation. If the added
value metric has a value of 0, it suggests that the distribution of the classes are
similar in both subgroup and total samples and consequently, the ValueSet has
no influence on the Target distribution. In addition, a higher positive (or lower
negative) value for this measure, suggests higher positive (or negative) effect on
the distribution of the target feature.

Precision measures the quality of a subgroup by computing ratio of different
classes when samples match the selected ValueSet. In its formula, g is the general-
ization parameter which is usually in the range [0.5, 100]. The unusualness value
of a subgroup is computed based on both the coverage and added value of it. It
could be proven that Unusualness(subgroup) = WRAcc(V alueSet → Target)
is equal to PS(Target → V alueSet) which is widely used in field of associ-
ation rules mining. Both of them equal to nV ×nV T

nS×nV
− nV ×nS

nS
2 (one of differ-

ence between association rule and subgroup discovery is in association rule we
extract Target → V alueSet pattern, but here we are interested in V alueSet →
Target patterns.) These measures account for coverage (size of a subgroup)
and added value (unusual statistical distribution of subgroup) at the same time
(Conf (Target → V alueSet) × Supp(Target)).

In this paper, we mainly use the unusualness measure and it’s range is in
[−0.25, 0.25]. Unusualness equals 0, suggests that a subgroup would not be
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interesting; however, a higher positive value indicates that the ValueSet has higher
effect on the Target compare to the whole samples. Also, lower negative value
for this measure, shows that the samples match the selected ValueSet have lower
fewer in the Target class compare to other class. In many applications, discover-
ing subgroups with negative unusualness would be also valuable. Thus, we use the
absolute value of unusualness (|WRAcc(subgroup)|) or RuleInterestVariant [15].

3 Applying Subgroup Discovery in Process Mining

In this section, we formally define how to apply subgroup discovery in the field
of process mining. The architecture of proposed method is illustrated in Fig. 3.
The starting point of our method is an event log. An event log may contain
many cases and each case has a set of associated events. Most of the process
mining techniques consider events as the starting point for process analysis. In
this research, we focus on cases rather than events.

Therefore, in the next step we extract properties for all cases. There are
three types of properties in process mining: properties that are related to (a)
cases, (b)events, and (c) processes mining properties. In general, a case property
is the same for all the events of a specific case. However, for event attributes,
the values could be different (or simply missing) for individual events within
a case. For example, in Table 1, CaseID, Severity, Type, and Creator are case
properties and EventID, Operation, Resource, and Group are event properties.
Properties of events can also be mapped to cases properties indirectly. In Fig. 4,
an example of such mapping is shown. All possible values of each event property
are mapped to a case property. If in any event of a case this value occurred, then
the corresponding property of case equals 1, otherwise, it will be 0 (here we use
existence function, but other functions like frequency could be used as well). To
explain more, a resource of event 6 is “Tim” and because this event belongs to
case “A1002”, the value of “R:Tim” for this case equals 1.

The third type of properties, the so-called process mining properties, are
obtained by performing some kind of computation over the events within a case.
Examples include performance metrics (sojourn time, waiting time, etc.) or con-
formance checking metrics (fitness, precision, counts of move on logs and model,
etc.). To extract some of the mentioned features we can optionally provide a
process model (that could be given as a reference model or discovered by some
process discovery algorithm). Some examples of process mining properties for the
event log of Table 1 are given in Table 4. Note that process mining techniques

Table 4. Some process mining properties for the event log of Table 1. To compute
alignment costs we use standard cost.

CaseID Event count VariantID Case duration Fitted model Alignment cost Completeness

A1001 4 X1 369min Yes 0 Complete

A1002 3 X2 332min Yes 0 Complete

A1003 4 X3 22.5 h No 1 Complete
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like conformance checking can be used as input for subgroup discovery. However,
the very same techniques can be applied to the discovered subgroups in a later
phase. This shows the close interaction between process mining techniques and
subgroup discovery.

According to Fig. 3, the output of Property Extractor component will be a
matrix where each row corresponds to a case and each of its columns refers to a
property.

Definition 1 (Universes). US = P(UV ) is the universe of value collections.
UH = P(US) is the universe of sets of value collections (set of sets). Note that
v ∈ UV is a single value (e.g. v = Claim), V ∈ US is a value collection (e.g.,
V = {Claim,Order ,Query}).
Definition 2 (Case Base). A case base CB = (C,P, π) defines a set of cases
C, a set of properties P, and a function π ∈ (P → (C → UV )). For any properties
p ∈ P , π(p) (denoted πp) is a partial function mapping cases onto values. If
πp(c) = v, then case c ∈ C has a property p ∈ P and the value of this property
is v ∈ UV .

Therefore, P includes case, events and process properties and each property
p ∈ P corresponds to column in the extracted matrix shown in Fig. 3. According

Fig. 3. The architecture of proposed method.

Fig. 4. Mapping the properties of events to case (trace) properties. Values of event
attributes are transformed to a case property. For each case, it is computed whether
the property is present. The values that are indicated with red color, explain that we
use the existence of an attribute value. (Color figure online)
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to the method’s architecture (Fig. 3), for each case in the case base (that is
created by the property extractor), a class attribute and intended properties
are selected. The class attribute is a binary property that helps us to divide
cases into two subsets (two classes). The first subset contains cases that we are
particularly interested in analyze them (e.g., cases with delay or deviation). The
rest of cases are placed in the other subset. By defining a class attribute, we
specify which of the cases are interesting for analysis. In addition, not all of the
properties in the case base may be noticeable and we should set aside them from
properties that will be analyzed them in this subset. We name this subset target
group and define it formally as follows:

Definition 3 (Target Group). TG(CB,Att, πclass) is a target group of CB =
(C,P, π) where πclass is a membership function mapping cases to their relative
classes. If a case c ∈ C belongs to our intended subset, then πclass(c) = 1 oth-
erwise πclass(c) = 0. Attributes Att ⊆ P is a subset of the case base properties
that we are interested to analyze their effect on the intended subset of cases.

Therefore, we could say that TG specifies a subset of properties in the case base
that we want to analyze them and class of each case. Using this definition, we
take a case base as an input and returning a subset of it’s properties and the
class value of each case.

At last, by applying subgroup discovery on the target group we will discover
many subgroups. Here we formally define a subgroup as the following definition.

Definition 4 (Subgroup). S(TG,att,vs) is a subgroup of attribute att ∈ Att
when πatt = vs on the target group TG. Each subgroup is a subset of cases in
the TG that in these cases, the value of attribute att equals to vs.

As an example, att can be Type and vs equals Claim. The resulted subgroup is
the subset of cases in the TG and the value of “Type” property for these case
is claim.

Considering several properties in the target group, we will have many sub-
groups. However, the discovered subgroups are different based on their size,
interestingness, distribution, and effects of them on the target group. We use
unusualness measure to compute the interestingness of discovered subgroups
on the target group. We name this measure Impact Effect and denote it by
IE(subgroup). The higher value of IE suggests higher positive Influence of the
subgroup. As mentioned before, we aim to discover subgroups with higher |IE |
values. Using this definition we can compute the interestingness (or unusualness)
of each subgroup on the target group.

Until now, we just considered one attribute in the ValueSet of a subgroup.
However, it is possible to have a subgroup with multiple attributes. The complex-
ity of a subgroup could be defined by the number of attributes in its ValueSet
[3]. For example, S : Type = “Calm” ∧ Severity = “Major” → Target =
Deviating is a subgroup with multiple attributes and its complexity equals 2.
Note that in combination of properties, each property should not appear more
than one time in a subgroup.
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However, computing all possible subgroups would be very time-consuming.
There are many methods proposed to overcome this issue [21]. Here, we
use minimum coverage of subgroups. So, subgroups with Cov(subgroup) lower
than the minimum threshold are not considered. Note that if the coverage
value of (V alueSet1 → Target) is Cov1, the coverage value of (V alueSet1 ∧
V alueSet2 → Target), by definition, is less than or equal to Cov1. Thus, if a
subgroup does not contain sufficient samples to have the minimum coverage, no
other subgroups included in this subgroup have a higher coverage and there is
no need to consider them.

In the final step of our approach we apply process mining techniques to the
subgroups created. For each subgroup, we could extract a sublog (i.e., a subset
of the main event log). A wide range of process mining algorithms ranging from
dotted chart [16] and process comparator [17] to the inductive miner [18] and
various conformance checkers [19] could be applied on these sublogs for further
analysis.

4 Implementation

To make it possible to apply subgroup discovery approach in the process mining
context, a Subgroup Discovery plugin has been developed in ProM framework.
ProM is an open source tool that allows to use and implement lots of different
techniques in the field of process mining [20]. This tool can be freely downloaded
from www.promtools.org.

The Subgroup Discovery plugin takes two event logs as input, one contains
all the case samples (Case Base) and the other one is related to the subset of
cases that we want to characterize (i.e., target group). Therefore, the second
event log should be a subset of the first event log. Furthermore, regarding the
output range of unusualness metric (and also PS metric) is in [−0.25, 0.25], we
use range bar chart (it is also called Tornado chart) to visualize the impact of
each subgroup on the target group. A screenshot of an example output result of
subgroup discovery obtained using our tool is shown in Fig. 5.

a b

c d

Fig. 5. An example of the output of the Subgroup Discovery plugin. (Color figure
online)

www.promtools.org
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Our plugin provides four types of results. First and foremost, we provide the
impact effect analysis that is shown in Fig. 5(a). Each subgroup is shown in one
row and its effect on the target group is indicated by a bar. The blue bars indicate
a positive influence and red ones depict a negative impacts on the target group.
The result presented in Fig. 5(b) illustrates Added Value that suggests how the
percentage of classes are changed in a subgroup compared to whole samples.
The chart presented in Fig. 5(c) shows how many samples in each subgroup are
placed in the target class or another class (red bars correspond to target class).
At last, in Fig. 5(d) the plugin shows a table with measured values for coverage,
support, and confidence for each subgroup.

5 Evaluation

To evaluate the usefulness of applying subgroup discovery in the field of process
mining we applied our approach and implementation to a dataset of Telefonica.
As mentioned before, this data relates to the ticket handling process of three
services provided by Telefonica and its corresponding process model is shown
in Fig. 1. Also, a few statistics for this dataset are shown in Table 5. Guided
by our assumption about complete cases, we just consider cases that contain
“Canceled” or “Closed” activities. All other cases are removed from dataset.

The business questions that will be answered in the remainder of this section
are:

1. Which attribute values often appeared in cases that have a long duration
(cases with delays)?

2. Is there any difference in the property values of different services? If yes,
what is the difference and which attribute values have more impact on such
differences?

To answer each question, we should first define the intended cases that make
our target group. Our target group for Question 1 is defined by cases that take
more than 80 days to finish. Also, for answering Question 2, we consider the
Jasper service (i.e., one of the three provided services) as our target group.
Some statistics for these target groups are shown in Table 6.

The results of applying our new ProM plugin on these target groups are
shown in Figs. 6 and 7 respectively. In the remainder of this section, we explain
some of our findings for each question.

Question 1: Figure 6 indicates 37 subgroups for the class of slow cases. It shows
that in the class of slow cases there is an under representation of Service =
“CS−M2M” and an under representation of modification by “Operator−071”
(in fact there is no case with this service in the slow case class). In contrast, in this
class Responsible−group = “Group−016”,Modified−by = “Operator−172”,
and Service = “CS − SM2MS” are more represented and therefore, they have
a higher positive effect. Therefore, if stakeholders want to collate with slowing
cases they should pay more attention to these properties. For example, they
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Table 5. Statistical information of Telefonica dataset

Service name Case# Events# Activities# Median case duration

All 7,426 146,597 7 12.6 day

SM2MS 5,269 110,536 7 7 day

GSIM 794 12,538 7 37.3 day

Jasper 1,363 23,523 7 22.7 day

Table 6. Statistical information of target groups. For each question, we have two
classes.

Case# Events# Activities# Class%

Slow cases (Q1) 1,433 33,543 7 22.78%

Jasper cases (Q2) 1,251 22,022 7 19.89%

All (filtered) 6,290 125,728 7

should think about the relation of “Group−016” or “Operator−172” with the
slowness of cases. Also, in this class, the case with Conformance = “Fitted”
are more presented (for conformance checking we use “Replay a Log on Petri
Net for Conformance Analysis” plugin.)

Question 2: In Fig. 7, again 37 subgroups for Jasper service class are illus-
trated (in our experiments accidentally the number of discovered subgroups
be similar). This chart indicates that Modified−by = “Operator−071” and
Assigned−group = “Group−007” have higher influence on this service. Also,
the unfitted cases or cases with Conformance = “unfitted” are more presented
in this target class. Although, some of these subgroups may be obvious (like
“Service = CS−SM2SM” has negative impact and Service = “CS−M2M”
has positive impact, because we just consider “CS−M2M” service in this target
group), the extracted rules indicate that this approach could extract interesting
and correct patterns in subgroups that could not be uncovered by looking at the
whole log.

We also present these subgroups to Telefonica experts who have business
knowledge. They confirmed that all of the discovered subgroups are correct,
but not all of them were considered as surprising. They also recommended us
to define other target groups and reapply our approach using these new target
groups.

Even though other techniques like correlation, association rule mining and
decision tree have similarities with subgroup discovery algorithm, they could
not find these discovered subgroups. For example, when we apply correlations
we typically do not consider the sizes of subgroups. Also, when applying deci-
sion trees, we aim to discover rules for predicting future samples not describing
current ones. In association rule mining variations that consider a class feature,
the focus is on coverage, support and confidence of a class and an item set and
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Fig. 6. Interesting patterns discovered by subgroup discovery technique for cases with
long duration. The red bars indicate negative effect and coloration and blue bars suggest
positive influence and correlation. (Color figure online)

Fig. 7. Interesting patterns for Jasper service cases. Longer bars show higher influence
for corresponding subgroup.

Fig. 8. The Dotted charts of two sublogs extracted from two discovered subgroups.
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unusualness of a rule is of less relevant. In the other hand in subgroup discov-
ery, at the same time coverage and unusualness of a pattern (not a rule) are
intended to describe the model of samples. Also, subgroup discovery is focused
on the target group rather than all the samples.

According to Fig. 3, each subgroup also is an event log that could be used
for further process mining analysis. In Fig. 8, we compare the dotted charts
of two sublogs related to subgroups of (Responsible−group = “Group−016” ∧
Operator = “Operator−172” → Target = SlowCases) and (Service =
“CS−M2M” ∧ Modified−by = “Operator−071” → Target = SlowCases).
According to Fig. 8, it is indicated that the cases of the first subgroup take more
time whereas cases in the second subgroup take less time. We also apply “Mine
Petri Net with Inductive Miner” plugin on these sublogs. The discovered models
using this plugin are shown in Fig. 9. According to this figure, there are differ-
ence in their process. For example, in the process model in Fig. 9(a) it is possible
for a “Delayed” ticket to be “Active” again, but it is impossible in the in the
process model in Fig. 9(b). These kinds of analysis could give valuable informa-
tion to stakeholders for understanding the reasons for difference in behavior in
subgroups of cases. It is also possible to apply any other process mining technique
on the discovered subgroups.

Fig. 9. The process models of two sublogs discovered by “Mine Petri Net with Induc-
tive Miner” plugin: (a) is the process model of subgroup (Responsible−group =
“Group−016” ∧ Operator = “Operator−172” → Target = SlowCases) and (b) is
the process model of (Service = “CS−M2M” ∧ Modified−by = “Operator−071” →
Target = SlowCases)

6 Conclusion

Process mining can be used to extract knowledge from event logs. However,
event logs may contain information on cases with very different characteristics.
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Analyzing these different group of cases together may conceal important phe-
nomena. Delays and deviations may be linked to very particular subgroups that
are not known beforehand.

To address this problem, we applied subgroup discovery technique to find
the statistically interesting patterns in subsets of cases belonging to a prede-
fined target class (e.g., cases that are delayed). In this regard, properties of the
event log are extracted with their corresponding values. These properties could
be related to the case, its events or computed by other process mining techniques.
Afterwards, interesting subgroups of the target group can be extracted by apply-
ing well-known measures like Added Value and WRAcc. Interesting subgroups
that contribute to the target group positively or negatively may be discovered.
Importantly, any process mining algorithms can be applied to the discovered
subgroups to extract surprising insights and behaviors.

To evaluate the proposed approach we developed a plugin in a ProM platform
and applied it in a case study conducted together with Telefonica. Two target
groups are defined for this purpose, one for slow cases and another for cases
related to a specific service. This case study indicates that the proposed approach
could is able to discover interesting patterns. However, not all of them were
surprising for business experts.

In the current implementation we do not consider attributes with contin-
ues values. In ProM and other data mining tools there are techniques to make
these attributes discrete. Not doing this up-front, but trying to integrate this in
the approach itself may be very time consuming, especially for time and date
attributes. Here, we also define target groups manually, however defining a suit-
able target group would be a challenging task for continues attributes.

References

1. van der Aalst, W.M.P.: Process Mining: Data Science in Action. Springer, Heidel-
berg (2016)

2. Van der Aalst, W.M.P.: Using process mining to bridge the gap between BI and
BPM. IEEE Comput. 44(12), 77–80 (2011)
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Abstract. Business processes often exhibit a high degree of variabil-
ity. Process variants may manifest due to the differences in the nature
of clients, heterogeneity in the type of cases, etc. Through the use of
process mining techniques, one can benefit from historical event data
to extract non-trivial knowledge for improving business process per-
formance. Although some research has been performed on supporting
process comparison within the process mining context, applying process
comparison in practice is far from trivial. Considering all comparable
attributes, for example, leads to an exponential number of possible com-
parisons. In this paper we introduce a novel methodology for applying
process comparison in practice. We successfully applied the methodology
in a case study within Xerox Services, where a forms handling process
was analyzed and actionable insights were obtained by comparing differ-
ent process variants using event data.

Keywords: Process comparison · Process mining · Business analytics

1 Introduction

Modern information systems and devices collect and store large amounts of event
data. For instance, ERP systems record business transaction events, and high-
tech systems such as X-ray machines record an abundance of events [10]. Such
historical event data can be used to extract non-trivial knowledge and interesting
insights that can be used for further analysis. Increasingly process mining tech-
niques are used to analyze such data [20]. Process mining covers three types of
analysis [19]: process discovery automatically extracts a process model from an
event log; conformance checking measures how well the behavior recorded in an
event log fits a given process model and vice versa; and process enhancement is
concerned with extending or improving an existing a-priori process model using
event data.
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In process mining, process characteristics such as waiting times, through-
put times, and utilization rates are typically of interest, and can be obtained
from real-life event data. Many processes exhibit a high degree of variability.
There may be major differences between processes and their variants, due to
an abundance of factors such as temporal changes, the geographical location of
the process’ execution, the involved resources and the overall context in which
a process is executed [1,6]. In such scenarios, our research question is: how can
we conduct a comparative analysis of different processes and their variants in
real businesses? Based on the results of the analysis, we should be able to find
the differences between multiple processes and also find root causes for ineffi-
ciencies such as delays and long waiting times for the interpretation of process
behaviors. Moreover, domain experts should also able to identify the precise
events that correspond to unusual behavior, and consequently devise concrete
measures to improve their business processes [17].

In this paper, we present a methodology for business process comparison. We
do so by presenting an overall methodology and an instantiation thereof in the
context of a large service delivery organization: Xerox Services. This organiza-
tion caters similar processes across several clients, hence process variants may
manifest due to the differences in the nature of clients, heterogeneity in the type
of cases, etc. Moreover, the organization’s operational Key Performance Indi-
cators (KPIs) across these variants may widely vary. We show that, using our
method, we gain insights into the differences between variants and we leverage
these insights on non-performing variants by means of process comparison.

The highlighted contributions of this paper are as follows:

– Present a methodology for process comparison which focuses on the analysis
of multiple processes. This methodology considers multiple perspectives, such
as control flow, organizational, data, performance, etc.

– Validate the methodology in a case study using real-life data.

The remainder of this paper is organized as follows. In Sect. 2, we discuss
related work in process comparison and process mining methodologies. Then,
we explain the proposed process comparison methodology in Sect. 3 and apply
the methodology in a case study in Sect. 4. Section 5 concludes the paper.

2 Related Work

In recent years, the value of process mining techniques has been demonstrated
in case studies across different domains such as healthcare [11,21,25], industry
[12,13,15], insurance [17], and finance [7,8]. However, few methodologies have
been proposed to carry out process mining projects in a structured manner. In
[2], the Process Diagnostics Method (PDM) is proposed to quickly obtain a broad
overview of the process at hand, without the need for any domain knowledge.
As such, it can be used to steer a process mining project by providing initial
insights and analysis opportunities. For example, the method has been adopted
for the analysis of healthcare processes in [14]. In [19], the L* life-cycle model is
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proposed as an approach for mining processes. L* covers many techniques, and
describes the life-cycles of a typical process mining project aiming to improve
processes. Since PDM focuses on providing a broad overview using a limited set
of process mining techniques and because L* is aimed at the analysis of struc-
tured processes, the authors of [23] proposed PM2: a Process Mining Project
Methodology. PM2 is designed to support projects aiming to improve process
performance or compliance, and focuses on iterative analysis. Its applicability
was shown by a case study conducted on data provided by IBM. Like L*, PM2

covers a wide array of process mining techniques. Contrary to L*, however, PM2

is suitable for the analysis of both structured and unstructured processes.
A common pitfall of the discussed process mining methodologies is that the

focus is on the analysis of a single process, as mentioned in [23]. As such, process
comparison remains an interesting but insufficiently researched topic. The com-
parison of processes based on event logs has been the focus of several papers
[1,4,5,18]. However, most process comparison approaches take into consideration
only the control-flow aspect (i.e., presence, routing and frequency of activities),
while ignoring other dimensions.

Given the increased interest in process comparison from perspectives other
than just control flow, and the lack of methodological support for applying
process comparison in a process mining project in practice, we propose The
Process Comparison Methodology (PCM). In this work, different from existing
process mining methodologies, we introduce a novel methodology by considering
multiple aspects, such as the organizational aspect (i.e. the involved resources,
roles, and groups), the data aspect (attribute values), the performance aspect,
etc. We validate our methodology in a case study using real-life data provided by
Xerox Services. To the best of our knowledge, this is the first work that method-
ologically considers business process comparison from multiple perspectives.

3 The Process Comparison Methodology (PCM)

When comparing multiple processes, it is common that those processes have
mutual attributes for categorization. When process comparison methods are
applied to highlight the differences between similar categorized processes, the
results are more detailed and representative than when comparing dissimilar or
unrelated processes. Based on these underlying assumptions, in this section, we
introduce a methodology for process comparison which considers many perspec-
tives. Our methodology comprises of five main phases as depicted in Fig. 1.

First, the data pre-processing phase transforms raw data to standardized
event log formats such that existing process mining techniques can be applied.
Next to the event logs, the so-called α-attributes are selected. These attributes
are case-level attributes that identify the variants of interest. Next, in the scop-
ing analysis phase, the interesting cases to be used for answering the analysis
questions are identified. In the third phase, comparable sub-logs are generated
by aggregating similar cases. Fine-grained analysis of the generated sub-logs
takes place in the in-depth comparison phase. Finally, the discovered results are
delivered to the process owners.
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Fig. 1. Process Comparison Methodology (PCM)

Phase 1. In the data pre-processing phase, raw data is translated to stan-
dardized event log formats such that existing process mining techniques can be
applied. We have two main objectives for the data pre-processing phase: (1)
refine event data collected by information systems; and (2) create an event log
and identify a set of case attributes α to be used in the comparison process.

Typically, raw event data are collected by different information systems at dif-
ferent levels of granularity. To conduct a meaningful analysis, we combine all col-
lected event data and merge them into a single collection of events. Here, standard
data cleaning techniques can be used if the raw data contains noise. From this
event collection, an event log is devised. To get an event log from an event collec-
tion, a notion of cases is introduced. A case refers to a time-ordered sequence of
events relating to the some underlying concept, for example a purchase order or a
single run of a machine, (i.e. events need to be correlated to form traces of events).
We follow the XES standard [24] as the format for the generated event log, to make
existing process mining techniques (implemented in tools such as ProM1) acces-
sible in the following phases of our methodology. Finally, next to the case notion,
attributes of interest are selected as the so-called α-attributes. In the further com-
parison, we consider the α-attributes to denote the process variant.

Phase 2. Once the event log and the α-attributes are defined, we scope our
analysis. The goal of the scoping phase is to limit the number of comparisons
to be executed later. Typically, scoping is done based on the α-attributes, for
example by selecting the most frequent values of these attributes. However, in
general, the scoping decision must follow the business questions and the goal
of doing process comparison. As a result of scoping, a collection of sub-logs is
generated, again in the XES format.

Phase 3. The next phase in the analysis is the identification of compara-
ble sub-logs. Each of the sub-logs obtained during scoping refers to a variant of
the process under investigation. However, these variants are not always directly
comparable. They may, for example, consist of disjoint sets of activities. There-
fore, in this phase, we select comparable variants (i.e. variants that have enough
commonalities).

The identification of comparable sub-logs can be done in several ways. For
example, we can use domain knowledge to manually select sub-logs to be com-
pared. Alternatively, if domain knowledge is not available, clustering techniques
can be used to group sub-logs based on a quantifiable similarity notion [16].

1 See http://processmining.org and http://promtools.org.

http://processmining.org
http://promtools.org
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Phase 4. After sets of comparable sub-logs are identified, we treat each set
as the starting point for the in-depth comparison phase. In this process, the sub-
logs in each set will be pairwise compared and the output of this phase will be
a collection of observed and interesting differences between the input sub-logs.

For the in-depth comparison, the pairwise analysis of the sub-logs should
often not be limited to control flow only. Instead, other aspects of processes,
such as performance characteristics, resource utilization and compliance aspects
should be considered. Most importantly, the influence of these aspects on each
other should be investigated. For example, cases in which different resources
were involved could have significantly different durations, which might be an
actionable insight.

It should be noted that only the relevant and impactful differences are of
interest to the process owner. For example, a difference in case duration of several
seconds may be irrelevant in processes where the average case duration is in the
order of days, while in processes that generally last minutes this difference can
be significant.

Phase 5. After completing the in-depth comparison for each cluster and
having identified relevant and impactful differences, the relevant results will be
reported to the process owner. We identify two activities for this phase:

1. Presentation and Interpretation. After the process mining analysis has been
performed, we obtain facts about the process. Most of the time, these facts
are raw and disconnected with each other. Therefore, to provide meaningful
information at the business level, an additional presentation and interpreta-
tion step is needed. The significance of the results depends on how well the
analysis and interpretation step is executed.

2. Validation. The results from the in-depth comparison have to be validated
with the process owner and participants in the process.

In the remainder of this paper, we show how this high-level methodology can
be executed in a concrete case study within Xerox. We use publicly available
tools and techniques on proprietary data and we closely involved the Xerox
stakeholders in the analysis.

4 Xerox Case Study

This section discusses the application of PCM on a case study conducted within
Xerox Services. The study involved a real-life data set with millions of events.
First, we explain the data set in terms of its structure and its origin, and give
a description of the process contained in it. Then, we present the application
of our proposed methodology in detail. As demonstrated in Fig. 2, the instanti-
ation of each phase in our application corresponds to the five phases in Fig. 1,
respectively. However, for the case study, the phase Identifying Comparable Sub-
Logs is refined into three smaller phases here: Discovery, Cross Comparison, and
Clustering. This refinement choice is one of many ways to identify comparable
sub-logs.
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In our implementation, we used both ProM (for steps 1 and 4 in Fig. 2)
and RapidProM (for steps 2, 3a, 3b, and 3c). The used RapidProM workflow is
depicted in Fig. 3 and available at https://goo.gl/BCq1uO.

Fig. 2. Process Comparison Methodology applied to a Xerox dataset

Fig. 3. The RapidProM workflow used for scoping analysis and identifying comparable
sub-logs

4.1 Data Set

We analyzed event logs pertaining to the transaction processing business unit
within Xerox Services. More specifically, we analyzed the process pertaining to
the data entry back-office operations of insurance claim forms. Forms submit-
ted to the insurance providers need to be digitized before the claims can be
processed. Business Process Outsourcing (BPO) organizations assist the insur-
ance providers in this process. Forms received by the BPO organization are
classified and sorted depending on the type of form (e.g. HCFA, UB04, Dental,
etc.). More fine-grained classifications further refining each type are possible (e.g.
HCFA standard, HCFA careplus, etc.), thereby defining a taxonomy. Different

https://goo.gl/BCq1uO
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classes in the taxonomy are divided into so-called batches, where each batch
caters to one type of insurance claim form (e.g. HCFA standard).

A transaction refers to the data entry operations of one instance of an insur-
ance claim form. The organization handles data entry operations of millions of
such instances of insurance claim forms. In this paper, we only consider the
transactions of one month pertaining to one client, but the approach can be
applied to even larger data sets. Furthermore, different attributes concerning
the execution of events such as involved resourced and properties of the forms
are recorded as well. The complete dataset used here contains information on
hundred transactions comprising 20 million events divided across 94 batches.
The organization is interested in analyzing the processes followed across differ-
ent batches and wants to obtain insights on their executions. In this paper, we
focus on the analysis of three batches, where two are similar but not identical
and the third batch is different from the other two.

4.2 Data Preprocessing

We transformed the raw event data obtained as CSV file to a standard XES
log with the Convert CSV to XES plugin in ProM. To make this transformation
meaningful and successful, we have done the following three main pre-processing
steps. (1) We enriched the set of attributes based on anticipated questions. Since
we are interested in analyzing different batches (see Subsect. 4.1), we set the
attribute BATCHNAME as the α attribute to be used in comparison process. (2)
We refined data into event level. Each activity in the input log includes two
timestamps, indicating its start and end point, therefore we divide each activity
into two events based on that. (3) We removed uninteresting/uncompleted cases
from the log. Based on statistics on the start and end activities for all cases,
we removed those case that have a start or end activity that does not appear
frequently enough. Through this process, we removed 318,002 cases, and the
output XES log contains 936,720 cases and 31,660,750 events.

4.3 Scoping Analysis

We implemented our scoping analysis using RapidProM (as depicted in Fig. 4) to
select the interesting batches (batches that are infrequent will not be considered
in our analysis). For the generated XES log in the preprocessing phase, we first
aggregated all the events based on their BATCHNAME values. Then, we filtered out
the popular batches based on their occurrence frequency. There are 94 different
batches in our log. We selected the 10 most frequent ones. Their corresponding
batch identifiers are 1, 4, 2, 11, 7, 18, 3, 58, 23, and 30 respectively, each having
between 424,560 and 8,684,476 cases. We divided the XES log into 10 sub-logs
according to the chosen batch names, and conducted our process analysis using
these sub-logs.
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Fig. 4. Scoping analysis to select the most frequent batches

4.4 Identifying Comparable Sub-Logs

Given a collection of sub-logs from the previous phase, the next step is to identify
subsets such that sub-logs within each subset share similar behavior (i.e. they are
comparable to each other). In the next phase, the sub-logs within one such subset
will be compared to obtain more refined comparison results. In this section, we
explain the different steps of the techniques we used to identify comparable
sub-logs. In Fig. 2, these steps refers to phases 3a, 3b, and 3c.

Discovery. Based on our goals, we compared the extracted batches based on
the analysis of their high-level process models. These models can be retrieved
by current process mining techniques. Various process discovery algorithms such
as the Alpha Algorithm [20], ILP Miner [22] and Inductive Miner [9] have been
proposed in the past years. Considering the amount of events in our logs as well as
the quality of discovered processes (e.g., soundness and fitness), we have chosen
the Inductive Miner. Besides the fact that the Inductive Miner is the state-of-
the-art process discovery algorithm, other techniques are inclined to produce
models that are unable to replay the log well, create erroneous models, or have
excessive run times for event logs of this size. The output of this phase is a
collection of process models per sub-log.

Cross Comparison. In [3], Buijs coined the term cross comparison and
presents the so-called comparison table, which has been evaluated in a case study
using event data from five municipalities. A comparison table consists of three
types of metrics, namely process model metrics, event log metrics, and compari-
son metrics. Process model metrics are metrics calculated using only the process
model, such as total number of nodes in the process model, cyclicity, or concur-
rency in the process model. Event log metrics are metrics calculated based on
event log, such as the total number of traces and events, average trace duration,
etc. Comparison metrics are used to compare modeled and observed behavior
and include metrics such as fitness, precision, generality, and simplicity [19].

In this phase, we apply the fitness comparison metric to the sub-logs and
their corresponding discovered models. We choose fitness rather than the other
metrics due to the need of Xerox Services to have process models which allow for
most of the observed behavior. Table 1 shows an excerpt of the cross comparison
using fitness metric between logs and models in different batches. Each row
represents a log of a particular batch n (Logn), and each column represents a
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Table 1. Example cross-comparison table showing the cross comparison between logs
and models in different batches.

Model1 Model2 Model3

Log1 0.64 0.37 0.25 ...

Log2 0.26 0.68 0.6 ...

Log3 0.25 0.69 0.61 ...

... ... ... ... ...

discovered model from a particular batch m (Modelm). Each cell contains the
fitness value after replaying a log into a process model.

Clustering. Based on the cross-conformance checking results, we grouped the
sub-logs (i.e. batches) into clusters using k-means clustering. We chose this clus-
tering algorithm because of the information from domain expert that a batch
belongs to a single cluster and thus cluster overlap is not possible. Concretely,
we used the rows of the cross-conformance matrix (Table 1) as observations to
perform a k-means clustering. In our experiments, we used k = 3 clusters, and
we identify the clusters as follows: (1) cluster 0: batches 3, 4, 18, 23, (2) cluster
1: batches 1, 2, 7, 11, 52, (3) cluster 2: batch 30.

The resulting clusters contain groups of similar (i.e. comparable) batches.
Comparative analysis can be performed within any of the clusters. Note that
cluster 2 contains only one batch (batch 30). This can be caused by the fact that
batch 30 is very different from all other batches.

4.5 In-Depth Comparison

Once clusters of comparable batches have been identified, we can proceed to
compare the batches in each cluster. To illustrate this, we apply two process com-
parison techniques to the batches contained in cluster 0. The first technique (as
introduced in [1]) detects statistically significant differences between two sub-logs
in terms of control-flow and overall performance. The results of this technique
identify those parts of the process where differences occur. However, they do not
explain why such differences manifest. The second technique (as introduced in
[6]) tackles this issue by analyzing, for each sub-log, the effect that different con-
texts (e.g. involved resources, data attributes, control-flow, etc.) have on process
performance, and whether that effect is statistically significant. Using these two
techniques on the batches contained in cluster 0, we could obtained valuable
insights.

We first applied the process comparison technique [1] to the four sub-logs of
cluster 0 to get a ranked list of pairs of sub-logs. After sorting the list based
on the percentage of control-flow differences between the pairs of sub-logs, we
found that: batches 3 vs. 18 (38.04% control-flow difference), batches 4 vs. 23
(42.03%), batches 3 vs. 23 (72.16%), batches 18 vs. 23 (73.40%), batches 3
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vs. 4 (78.43%), and batches 4 vs. 18 (78.64%). This means that batches 4 and 18
are the most dissimilar pair within cluster 0, and batches 3 and 18 are the most
similar. In order to illustrate the in-depth comparison phase, in the remainder
of this section we will analyze the differences between batches 4 and 18 and
between batches 3 and 18.

In Fig. 5, we provide an example of the control-flow differences found between
batches 4 and 18. The dark-blue colored states are executed only in batch 18,
and never in batch 4. These states are related to optical character recognition
(OCR) in forms. Moreover, an example of the performance differences found
between batches 4 and 18 is also shown in Fig. 6. We can see that the duration
of the activity Entry is statistically significantly higher in batch 18 than in batch
4. This activity refers to manual entry of form content.

Fig. 5. Control-flow differences between batch 18 (group A) and batch 4 (group B).
The activities ToOCR, Images2Humana, FromOCR, FixAfterOCR are executed only
in batch 18.

Fig. 6. Performance differences between batch 18 (group A) and batch 4 (group B). The
average duration of the Entry activity is 44 mins for batch 18 and 5 mins for batch 4.

To see whether there are any significant differences manifested in the behavior
of the similar batches 3 and 18, we also conducted another comparison using the
same technique. From Fig. 7, we can see a significant difference in the frequency
of execution of the process fragment, corresponding to the transformation of data
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from XML to the X12 format, and the transmission and acknowledgment of that
data. This fragment is almost always executed in batch 18, it is executed only
in approximately 93% of the cases in batch 3. Similarly, the Cleanup activity
is executed in only 5% of the cases in batch 18 against 12% in batch 3. From
a performance point of view, we see that there is a significant difference in the
average duration of cases until the execution of the Cleanup activity (22 days
vs. 10 days). Note that besides this difference, for both batches, the standard
deviation of the duration until Cleanup is very high relative to the average
duration.

Fig. 7. Example of differences found between batch 3 (group A) and batch 18 (group B).

We analyzed the observed differences between the three batches in more detail
using the context-aware performance analysis technique from [6]. This analysis
revealed that, for batch 18, significant differences exist between the resources
that execute the Entry activity (in terms of the waiting time for the activity).
This observation is shown in Fig. 8. The waiting times range from several hours
to multiple days, and hence might be worth looking into. As explained, the
standard deviation for the case duration until the Cleanup activity between
batches 18 and 3 is quite high relative to the average duration. This observation
was analyzed in more detail as well. We found that the duration until Cleanup
showed big differences between the days in which the cleanup activity happened.
In some dates, the duration until Cleanup took several days while in other dates,
it took multiple weeks. This is illustrated in Fig. 9.

4.6 Delivering Results

Our results discussed above have been presented to and confirmed by a domain
expert. (1) The control-flow differences in Fig. 5 are attributed to the fact that



264 A. Syamsiyah et al.

Entry

Involved Resource

5h0m00s

11h0m00s

17h0m00s

23h0m00s

1d5h0m00s

1d11h0m00s

1d17h0m00s

1d23h0m00s

2d5h0m00s

2d11h0m00s

2d17h0m00s
A

ct
iv

it
y 

w
ai

ti
n

g
 t

im
e The waiting time for 

Entry when resource 
30208974 is involved 
is less than 5 hours.

The waiting time for 
Entry when resource 

30213628SP is 
involved is more than 

2 days.

Fig. 8. The resources involved in the Entry activity in batch 18 lead to different waiting
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Fig. 9. The duration until the Cleanup activity in cases in batch 3 varies highly between
days.

the two batches deal with different types of forms. Batch 18 deals with UB-04
forms, a claim form used by hospitals, nursing facilities, in-patient, and other
facility providers. These forms are filled by healthcare providers and they can
contain handwriting (e.g. disease codes, diagnosis, etc.), so OCR is needed. In
contrast, batch 4 deals with claim correspondence forms (i.e. reply forms from
the provider). These forms are typically digital. Hence there is no need for OCR.
(2) The performance difference in Fig. 6 is attributed to the fact that the forms
related to batch 4 (i.e. correspondence forms) are usually smaller than the forms
related to batch 18 (i.e. UB-04 forms), and have little content to be entered
manually. Hence, the average duration of Entry activity in batch 4 is lower.
Although these differences between batch 18 and 4 are insightful, they are not
very surprising. Similarly, the differences in duration in the manual entry of
smaller vs. larger forms in terms of page and image count is to be expected
as well. However, the differences in waiting times for different resources are
surprising and need to be investigated in order to avoid delays.

The differences between batches 3 and 18 have also provided interesting
actionable insights. Both batches 3 and 18 correspond to a similar type of
form (UB-04) and are expected to have very similar behavior. The remarkable
differences in the frequencies in the process fragment are statistically signifi-
cant and moreover unexpected by the domain expert, and hence need further
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investigation. The observed differences in duration until the Cleanup activity
can be explained by the fact that, in the analyzed process, a lot of (sub) batch
processing is involved, and as such, cases sometimes need to wait for other cases
in order to be processed.

5 Conclusion

In this paper we have introduced a novel methodology for process comparison
within the process mining context, which aims at efficiently examining the differ-
ences between multiple business processes and process variants. The proposed
methodology, called The Process Comparison Methodology (PCM), considers
multiple perspectives during comparison, such as control flow, organizational,
data, and performance.

PCM consists of five main phases. First, the data pre-processing phase trans-
forms raw data to standardized event log formats. Secondly, the scoping analysis
phase creates sub-logs based on some case attributes values. Next, the interesting
sub-logs to be used for answering analysis questions are identified. Then, in the
identifying comparable sub-logs phase, similar sub-logs are aggregated to gener-
ate comparable sub-logs. In the in-depth comparison phase, fine-grained analysis
is conducted within comparable sub-logs. Finally, the results are interpreted and
validated in the interpretation and validation phase and the discovered insights
and actions are delivered to the process owners.

The practical relevance of PCM is shown in a case study using real-life data
provided by Xerox Services. The process pertains to the data entry back-office
operations of insurance claim forms. The organization is interested in analyz-
ing the processes followed across different batches. As there are 94 batches it
was unfeasible to compare each pair in detail. Through the application of our
methodology, however, very meaningful results were obtained, confirmed by a
domain expert, and transformed into actionable insights such as studying the
root causes and contextual circumstances for the aberrant instances.

In the future, we would like to investigate more techniques related to the
comparison of business processes in order to further refine our methodology.
Moreover, we would also like to study more relevant business questions through
our collaboration with Xerox Services.
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Salinesi, C., Norrie, M.C., Pastor, Ó. (eds.) CAiSE 2013. LNCS, vol. 7908, pp.
449–464. Springer, Heidelberg (2013). doi:10.1007/978-3-642-38709-8 29

18. van Beest, N.R.T.P., Dumas, M., Garćıa-Bañuelos, L., La Rosa, M.: Log delta
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Abstract. The increasing number of smart appliances equipped with sensors,
actuators and tags connected to the Internet and their ability to communicate with
one another forms the basis for an Internet of Things (IoT). The data recorded by
smart appliances can be utilized to detect energy savings potential and to increase
energy efficiency in households. Despite these possibilities, value-added services
which successfully incentivize customers to save energy are missing or are still
immature. In this paper, we propose a solution for a smart energy platform that
aims at reducing this gap by providing the infrastructure and tools which enable
the integration of smart appliances and the development of value-added services
for an automated energy management in households. In this context, we give an
overview of the main challenges for IoT platforms in general and show that
existing solutions currently do not fully meet them.

Keywords: Internet of Things · Smart energy · Value-added services

1 Introduction

In a nutshell, the Internet of Things (IoT) consists of heterogeneous smart appliances
equipped with sensors, actuators and tags that are capable to communicate with one
another over the Internet [1, 2]. The total number of smart appliances is estimated to
increase to around 24 billion in 2020 [3]. This will lead to massive amounts of recorded
data, offering the possibility for companies to develop data-driven services which create
added value to their customers, e.g. in terms of smart home applications [4].

Future trends and recent developments in the energy domain, such as smart metering,
e-mobility, or smart grid, can be summarized under the heading of smart energy [5].
Against this background, we investigate possible contributions of the IoT regarding the
achievement of smart energy objectives in terms of increasing consumption transpar‐
ency, saving energy, and energy efficiency. Therefore, we conduct research on a smart
energy platform which, as a first step, provides the infrastructure and tools for integrating
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smart appliances and developing value-added services which allow for an automated
energy management in households. The major contributions of this paper are answers
to the following questions:

• RQ1: What are the main challenges for IoT platforms?
• RQ2: How could a smart energy platform for the IoT be designed in order to tackle

these challenges?
• RQ3: To what extent are these challenges met by existing IoT platforms?

The paper is structured as follows: At first, we describe the motivation of our research
work and possible applications of IoT services in the energy domain from a customer
perspective (Sect. 2). We then highlight the main challenges for IoT platforms that we
have identified by conducting a comprehensive literature analysis to answer RQ1
(Sect. 3). In Sect. 4, we introduce our proposal of a smart energy platform which is
primarily derived from the results of the literature analysis (RQ2). Furthermore, we
compare existing IoT platforms against the identified challenges in order to answer RQ3
and underpin the need for new research contributions (Sect. 5). The paper concludes
with a short summary and outlook (Sect. 6).

2 Motivation

In terms of energy savings, numerous studies show that the overall energy consumption
decreases if consumers frequently receive feedback about their energetic behavior, e.g.
through smart metering applications [6, 7]. However, the currently available selection
of value-added services, e.g. the visualization of energy consumption through web
portals, has not lead to a massive consumer demand for smart metering systems. This
fact is illustrated by the missing success of market-driven smart meter rollouts in Euro‐
pean countries [8].

Currently, smart metering technology is primary used for energy billing which finally
does not cover the expenses for deploying the infrastructure necessary for this purpose
[9, 10]. Hence, we suggest that traditional energy suppliers adapt their business models
in such a way that they offer complementary data-driven services that attract customers
in order to achieve a return on investment. Referring to [10, 11], real added value only
arises if services automate the energy management without excessively encroaching on
the daily life of customers. Since household appliances become more intelligent because
of additional sensing, actuation, and communication capabilities, we are confident that
they can provide the basis for such innovative services and that a development similar
to mobile service ecosystems is possible.

The fields of application of IoT services in households can be divided into the cate‐
gories monitoring, control, optimization, and autonomy. Monitoring services collect
data from sensors and other sources in order to get information about the current state
of smart appliances or their environment, e.g. the acquisition, transmission and visual‐
ization of smart meter data. Control services allow smart appliances to be remotely
controlled, e.g. turning lights off by using a mobile application. Optimization services
use algorithms to analyze monitoring data and controlling smart appliances in order to
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improve processes, such as the adaptation of home lighting according to individual
customer habits. The most sophisticated services are arranged as automatic services
where smart appliances act autonomously and are able to cooperate with other appliances
without human interference, e.g. automatic demand-side management systems [12].

In this context, we aim to utilize the potentials of the IoT by investigating a smart
energy platform which enables service providers to integrate, process, analyze, and link
energy data from distributed heterogeneous data sources, especially smart appliances.
The results could be used, for example, to give service consumers detailed feedback
about their energetic behavior, to allow for an individual energy consulting, or to monitor
and control different smart appliances automatically according to predefined rules (e.g.
due to tariff changes) in order to save energy and lower costs.

3 Challenges

Since the smart energy platform basically represents an IoT platform for the energy
domain, we investigated the main challenges for IoT platforms in general by conducting
a comprehensive literature analyses following [13]. In order to reduce the risk of missing
relevant aspects of other application domains, we broadened the search scope and did
not only focus on smart energy related platform challenges. The process of the literature
search is depicted in Fig. 1. Due to limited space, in the following, we are concentrating
on the key aspects of our approach.

Fig. 1. Literature search process following [13].

In September 2016, we queried the electronic databases Science Direct, IEEE Xplore,
Web of Science, and Arxiv, which possess numerous publications on computer science
and business information systems issues, in order to find papers of conference proceed‐
ings and journal articles relevant to our search scope [14]. We tested and applied the
search term “Internet of Things AND platform AND integration” to all fields for each
database without any time restriction. We yielded an unfiltered result set of 222 publi‐
cations in total. In the next step, we conducted a title and abstract screening to select
only relevant publications for further analysis. In order to meet our inclusion criteria,
the full text of found papers and articles had to be accessible. Furthermore, we only
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included contributions on IoT platform comparisons, architecture proposals, or state of
the art publications. In contrast, contributions dealing with IoT operation systems, virtual
machines, or concrete communication technologies and protocols were excluded. Thus,
the number of relevant publications could be further reduced to 99. After checking
duplicates, 97 contributions were left over. During full-text screening, we observed that
the concepts of IoT platform and IoT middleware are often used interchangeably in the
literature. Referring to [15], IoT middleware provides an interlayer between different
software applications, communication protocols, and hardware in order to overcome
heterogeneity. IoT platforms extend IoT middleware by infrastructural aspects and
generally provide additional capabilities, e.g. monitoring, user management, or data
analysis [16]. Therefore, we consider IoT middleware as an important part of IoT plat‐
forms. However, since some authors refrain from making a distinction (cf. [17, 18]),
publications on both concepts were included in our study.

After screening the full texts, 94 relevant publications remained as input for a quan‐
titative analysis. We analyzed and synthesized the contents of all 94 publications and,
as shown in Fig. 2, identified 20 different challenges for IoT platforms by detecting,
encoding, and grouping every single mention. For each challenge, we determined the
absolute frequency of mentions to use as an indicator for its importance. In addition, all
identified challenges were classified into a functional or non-functional category [19].
In Sects. 3.1 and 3.2, we shortly describe the most frequently mentioned challenges (9
or above; average is at 8.8), which are device integration, security and privacy, data
management, service abstraction, marketplace, device and service discovery, scala‐
bility, quality of service, and context-awareness.

Fig. 2. Absolute frequency of mentioned challenges. (Color figure online)
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3.1 Functional Dimension of IoT Platform Challenges

The large amounts of data recorded and transmitted by smart appliances need to be
processed in order to obtain new useful insights [20]. Therefore, an adequate data
management with comprehensive analytical capabilities is required from IoT platforms.
Especially methods and tools for data filtering, aggregation, data mining, and advanced
machine learning algorithms can accelerate and automate information extraction from
data in order to provide meaningful services. Referring to  [15], possibilities for data
storage and data visualization should at least be provided by IoT platforms.

Smart appliances are characterized by different properties, capabilities, and purposes
[21]. They usually provide various interfaces for accessing their functionalities through
services. IoT platforms should support the design principle of service abstraction in
order to enable IoT applications to use these services. This allows for the reuse and
composition of services in order to create more sophisticated services  [22].

In order to apply new innovative business models in the IoT, a whole ecosystem,
commonly described as a marketplace, is needed for matching the supply and demand
of different stakeholders [23]. The concept is comparable to the application store
ecosystem of mobile platforms, such as Google Android or Apple iOS [23]. The presence
of a marketplace is rated to be “crucial” for innovations within the IoT domain  [16].

The IoT consists of a wide range of distributed smart appliances [24]. Therefore,
mechanisms for device and service discovery are needed to integrate them with IoT
platforms [25]. These mechanisms support the finding, configuration and connection of
smart appliances to IoT platforms in order to enable data exchange between them  [17].
This is made more difficult by the fact that network topologies containing smart appli‐
ances are “both unknown and dynamic” [24].

3.2 Non-functional Dimension of IoT Platform Challenges

Different hardware, operating systems, service interfaces, message protocols, and data
formats in the IoT are examples for its fars-reaching heterogeneity [21]. Hence, an IoT
platform has to provide the means to allow for simple device integration in order to
overcome this heterogeneity.

Another challenge to be addressed concerns privacy and security. Smart appliances
record massive amounts of data which might be related to individuals. This sensitive
data as well as control capabilities need to be protected against unauthorized access and
misuse. Also, storage and processing applications of platforms need to be aware of user-
specific security settings  [20]. In this context, data owners should be able to define fine
grained security restrictions [16]. This implies that a user can decide which data is
accessible by platform applications or other users on schema or even dataset level [23].

IoT platforms can be implemented at the device, fog and cloud level, having to handle
device numbers and data amounts from small to very large [26]. Especially cloud-based
platforms should be able to handle large amounts of data and device numbers, thus
requiring providers to tackle the scalability challenge [27]. Platforms need to be scalable
in terms of request handling, data ingestion rate, data storage and analytics capabili‐
ties [22].

A Smart Energy Platform for the Internet of Things 275



Quality of service is a challenge which originates from the fact that smart appliances
are associated with real-world objects. Hence, it might occur that they suffer from
connection issues and malfunction [17]. In case of any unexpected behavior, this must
be detected and other connected devices may need to be informed since the initiation of
compensation measures could be necessary [28].

Context-awareness describes a property of “adaptive systems” [15] which makes
them able to find the most appropriate service to do a task or derive the best decision
for a specific problem. IoT platforms can enable appliances to become context-aware,
and through their interaction with their surroundings create an environment, which
contains inherent implicit knowledge. The inference of this knowledge is possible by
integration and processing of instance and metadata from them as well as user and
infrastructure related data.

4 Solution Proposal

After we highlighted the main challenges for IoT platforms in Sect. 3, we now introduce
our proposal of a smart energy platform that aims at providing the infrastructure and
tools necessary in order to overcome these issues.

The platform architecture shown in Fig. 3 was primarily derived from our literature
analysis. It follows the service-oriented architecture and microservice paradigm, and
consists of the four central system areas interfaces, data, services, and processes, which
comprise various subsystems and technologies. These areas (colored in Fig. 2) are
already partly implemented as software prototypes for evaluation purposes.

An IoT middleware, which supports different communication protocols, e.g. HTTP,
CoAP and MQTT, and therefore enables device integration, is part of the interfaces area.
It is based on Node-RED and allows for the modeling of reusable data flows between
smart appliances and the platform by using a graphical flow designer. The data can be
either pushed by smart appliances or pulled by the middleware in certain time intervals,
in response to events, or on demand. Incoming and outgoing data streams are handled
by Apache Kafka as a message broker so they can be consumed later in case of the
unavailability of platform components or connected smart appliances. This contributes
to a better quality of service. Platform users are able to integrate smart appliances by
themselves based on device and service discovery mechanisms. This can be carried out
manually through a user interface or semi-automatically, e.g. by using the capabilities
of CoAP, ZigBee, or Z-Wave. An IoT device repository stores the service descriptions
and semantic data of registered smart appliances in a triplestore and shares them with
other platform components if needed. A service description contains the subject of a
service as well as its technical details, such as how the service can be invoked. Semantic
data, for example, can be helpful in terms of finding services that are suitable to be used
together and aware of a specific context (context-awareness), e.g. location.

The data, frequently received from a variety of smart appliances, requires a high-
performance infrastructure to process, store and analyze it, even in real-time [25]. In
this context, the data area manages the ingestion and processing of large amounts of
different data streams and provides capabilities for automated data processing and
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analysis (data management). It is implemented using the Kappa Architecture [29]
concept, which, in a nutshell, is based around the assumption that all data in an envi‐
ronment can be ingested as a stream. Therefore, it is possible to only use stream
processing technologies thus eliminating the need to develop and maintain processing
applications for batch jobs as done in a Lambda Architecture [30]. This enables fast and
flexible data ingestion and processing in an environment with rapidly changing require‐
ments and concept drift. Data persistence is achieved using the Data Lake concept. This
allows to store large amounts of unstructured and structured data without knowing the
context or later use of it while still maintaining data exploration flexibility [31, 32].

The services area abstracts different service interfaces of smart appliances and plat‐
form components (service abstraction). In this context, we distinguish between services
for raw data, transformation, analytics, actuation and external content. Raw data services
return unprocessed data as it is recorded by smart appliances. Incoming data streams
can be preprocessed by using transformation services, e.g. for unit conversion. Analyt‐
ical services extract useful information from raw or preprocessed data while actuation
services trigger actions, e.g. turning lights off. External services are Web services of
third-party providers, e.g. weather data or geolocation services.

Fig. 3. System areas of the smart energy platform.
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The processes area is responsible for orchestrating these different types of services
in order to create more sophisticated services. Platform users, which could be even end
customers, are able to design executable processes in a graphical modeling tool based
on the bpmn.io toolkit, which supports the commonly used BPMN 2.0 specification.
Thus, services are directly embeddable into process models and can be used for process
automatization without the need for special programming.

The system areas execution, monitoring, privacy and security, and business models
support the development, provisioning, and consumption of value-added services.
Currently, they are not yet implemented and will be subject of future work. The execution
area comprises different runtime environments for executing services and processes.
The monitoring area supervises running process and service task instances and, among
others, notifies users or other devices in case of any problems (quality of service). Plat‐
form users are enabled to grant different access rights on their data, services, and
processes by the privacy and security area [33]. An authentication and authorization
management system ensures that access will be granted to authorized users only. Gener‐
ally, privacy and security are considered throughout all architectural areas of the plat‐
form. The business models area comprises an electronic marketplace where providers
and consumers get together in order to bring the platform to life. Thus, data, services,
and processes can be shared with other platform users. The scalability challenge is
tackled by implementing all platform services following the microservice paradigm. It
promotes small services, being developed along business requirements and independent
from one another [34]. Encapsulating them using operating-system virtualization tech‐
nologies, such as Docker, enables flexible deployment. In combination with container
and infrastructure orchestration software, e.g. Rancher, Apache Mesos or Kubernetes,
the services are easily provisioned and scaled as needed.

5 Related Work

In this section, we present existing solutions which are similar to our proposal and give
an overview of their shortcomings. Recent studies have already compared IoT platforms
regarding some of the most frequently mentioned functional and non-functional chal‐
lenges we covered in Sect. 3 [15, 16]. We merged the results of these and extended the
findings, in terms of platforms and met challenges, with research of our own. It was
conducted by screening documentation, source code and other artifacts, such as project
websites and grey literature. The combined results can be seen in Table 1.

Different colors represent to what extend the capabilities of a platform satisfy data
management (F1), service abstraction (F2), marketplace (F3), device and service
discovery (F4), device integration (N1), privacy and security (N2), scalability (N3),
quality of service (N4), and context-awareness (N5). Green was used if a challenge is
fully met, red if not. Yellow was used for partially met challenges and white denotes
that we did not have access to any further information.

In this context, we observed that almost all platforms use service abstraction as a
concept for providing a unified way to access different kinds of services. The data
management as well as the device and service discovery challenges are at best partly
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met. It is noteworthy, that just about every considered platform lacks an IoT marketplace.
This fact prevents service providers from applying innovative business models and
customers from using services that add real value to them, which might have a negative
impact on IoT market stimulation.

Considering non-functional challenges, most of the platforms allow to create
context-aware applications using sensor data to respond to changing environmental
conditions. However, the integration of a wide range of heterogeneous smart appliances
is only supported partially. The same applies for scalability which is a major issue if the
amount of connected smart appliances is increasing in the next years as it is estimated
by market analysts (c.f. Sect. 1). Furthermore, privacy and security as well as quality of
service still can be regarded as important challenges of the future.

Overall, the platforms FIWARE and ThingWorx stand out, as they satisfy most of
the investigated challenges. However, ThingWorx represents a proprietary system
which focuses on application scenarios within the industry sector. It provides platform
tools for technicians and business analysts for automating and optimizing manufacturing
processes. Furthermore, both FIWARE and ThingWorx are huge IT-based ecosystems,
which exhibit high complexity and a steep learning curve. Hence, we conclude that they

Table 1. IoT platform comparison against the identified main challenges, which is partly based
on the results of [15, 16].
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are not suitable to be used by end customers for implementing an automated energy
management in households as intended by our solution.

6 Conclusion and Outlook

In this paper, we described our motivation to conduct research on possible applications
of the IoT in terms of increasing energy consumption transparency, energy efficiency,
and saving energy. We identified and described the main challenges for IoT platforms
and presented a solution proposal for a smart energy platform which aims at providing
the infrastructure and tools for developing value-added services that allow for an auto‐
mated energy management in households. We compared IoT platforms against the
identified challenges and showed that no examined platform fully meets them.

However, we only investigated challenges which were discussed in publications that
we found during our literature search. As a consequence, we cannot eliminate the possi‐
bility that we missed relevant literature. The same applies for the number of IoT plat‐
forms which was involved in our analysis. Further, challenges and their importance to
platform providers might be subject of change as the IoT gradually gains broader
acceptance of end customers. For instance, the unconsidered challenge “Openness” (cf.
Fig. 2) seems to get more important as the evolution of the IoT gets faster and single
companies are hardly able to respond to constant change. Therefore, open, community-
driven platforms seem promising to cope with that [16]. Thus, even though existing
platforms may have already adapted in part to the challenges we described, the changing
environment of the IoT requires new solutions and further research. Also, the develop‐
ment and application of new business models and incentives for end customers to use
an IoT platform are issues which need to be addressed. This requires research not only
from the perspective of platform providers but also looking at the customer as well as
the business side. More specific, businesses which develop and provide services on an
IoT platform will face organizational challenges from changed application development
and maintenance lifecycles.

In order to start evaluating our own research we have implemented key components
of the interfaces, data, services, and processes areas and were able to provide working
prototypes for these parts. However, comprehensive tests and experiments to further
validate the usefulness and effectiveness of our approach still need to be conducted.
Furthermore, additional work on the design and development of further platform compo‐
nents, such as the marketplace for applying business models, privacy and security
mechanisms, execution environments, and monitoring systems, need to be done in order
to create a fully integrated and highly automated platform which is able to tackle the
challenges presented in this paper as well as the ones that will get more important in the
near future.
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Abstract. To address current challenges in the management of energy grids,
Demand-Side-Management (DSM) is one possibility. In this field various
approaches exist but consider often different constraints regarding appliances.
This paper aims at identifying these constraints through a triangulation: we
conducted two literature reviews and several expert interviews simultaneously to
derive a taxonomy of (DSM) load constraints. This taxonomy grows during the
research process and contains at the end five constraints, a short description,
examples of appliances for each constraint and a mathematical representation.
This taxonomy can be used for future research, e.g. for designing, evaluating or
benchmarking DSM-Methods.

Keywords: Demand-Side-Management · Demand-Side-Management-Methods ·
Constraints · Taxonomy · Residential context

1 Problem Identification

Due to various current challenges such as climatic changes, growing population and
urbanization, improvements in the management of energy grids are required [1]. New
technological and political developments contribute to face these challenges by, for
example, considering sustainable but volatile energy resources (e.g., photovoltaic, wind
or water) or integrating Smart Meters in residential buildings (e.g., [2, 3]). Moreover,
the number of Plug in Hybrids (PHEVs) and Electric-Vehicles (EVs) increased which
arises new chances for the energy systems. Hence, innovative methods, algorithms and
techniques need to be provided. Demand-Side-Management (DSM) (often synony‐
mously but wrongly called Demand Response (DR) [3]) is one possibility which contrib‐
utes to this by providing various approaches such as managing, shifting and controlling
loads, saving energy or reducing peaks in energy grids (e.g., [4, 5]). The main goal of
DMS is to achieve a balanced load. Current studies indicate that about 50% of the loads
can be shifted [6]. In addition, field tests in the USA indicate that optimization can lead
to significant peak reductions [7].

For implementing DSM, different frameworks are available e.g. radius optimization
(e.g., number of buildings/flats) (e.g. [8, 9]), centralized controlled optimization (e.g.
[10, 11]) or decentral controlled optimization ([12–14]). An overview of methods
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available can exemplarily be found in [2, 4, 15, 16]. Different methods consider different
or no constraints which makes, for example, a benchmark difficult. However, these
constrains have to be in consideration because energy loads and peaks cannot be moved
to any time, and users have preferences as well as habits of consumption which restrict
the movement of energy loads. By conducting an initial literature search (Sect. 3.1), only
research could be found which addresses constraints implicitly, e.g. by considering
“interruptible tasks” (e.g. [17–20]), “HVAC” (heating ventilation and air conditioning)
loads (e.g. [21–23]), load classifications (e.g. [24, 25]) or a utility function of users (e.g.
[26–28]). In addition the term “Smart Home” or “Smart Meter” and “Smart Home
Management Systems” or similar are mentioned (e.g. [19, 25, 29]). Consequently, this
paper aims to answer the following research questions (RQs):

• RQ 1: Which (load) constraints are relevant to the DSM field?
• RQ 2: How these constraints are implemented in common DSM-Methods?

In order to answer these RQs, our paper is structured as follows: In Sect. 2, we outline
our research design for deriving a taxonomy of constraints. In Sects. 3 and 4, we derive
and validate relevant constraints from the literature (conceptual) as well as from expert
interviews (empirical) in a simultaneously manner. In Sect. 5, we consolidate and present
our findings in a taxonomy. In Sect. 6, we discuss our findings, outline limitations and
provide implications for future research for DSM.

2 Research Design

This research is allocated in a large design science project which aims at benchmarking
different DSM-Approaches. Therefore, it is essential to know which constraints exist.
In order to answer the RQs, we triangulate with different research methods: literature
reviews (Sect. 3), expert interviews (Sect. 4) and we plan to extract information from
websites (Sect. 6). All three methods are suitable to derive a taxonomy [30]. We

Fig. 1. Research Process of Deriving the Taxonomy
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conducted the literature reviews and expert interviews simultaneously. Because of the
limited space we cannot describe the process in detail. Hence, we describe the main
“lessons learned” and their impacts (Fig. 1).

Initially, we conducted an expert interview (E0) with an energy provider as well as
an initial literature search (Sect. 3). Moreover, we selected adequate experts for addi‐
tional interviews to confirm, validate and extend the initial findings. So, we identified a
first taxonomy (T0). Based on this, we created a questionnaire for the following inter‐
views. Afterwards, we conducted three interviews and search more literature dealing
with DSM-Methods. Two main findings for the taxonomy are, (1) a new restriction
dealing with the dependencies between loads and (2) that most algorithms formulate a
mathematical model of their loads. Therefore, we added a mathematical model and a
new constraint to the taxonomy (T1). Furthermore, we found many articles dealing with
Smart Home. Due to this, we added “users” to the expert scope. By finishing the literature
review on the basis of the DSM-Method-articles, we could identify a diverse quantity
of constraints. Thus, we added questions about the significance of constraints. If the
interviews were already conducted, we asked the experts later again. Afterwards, we
conducted two more interviews, including one Smart Home user. We also evaluated the
quantity of literature findings and the rating of our experts. In addition, we asked for
more examples as the examples found in our literature were rather limited. These were
added to the taxonomy (T2).

3 Literature Review

3.1 Search

Literature Search (T0). Our literature review is based on the methodology from [31].
We selected Google Scholar as a starting source. As possible search items we identified:
Demand Side Management, Demand-Side-Management, Demand Response, Load,
Appliance, Device, Task, Restriction and Constraint. Due to the fact that we focus on
energy respectively power, we excluded DSM for gas and water. In total, we found 305
articles. We evaluated (a) title, keywords and abstracts, and, afterwards, (b) full texts.
These articles were considered for deriving the initial taxonomy (T0).

Literature Search (T1). As described in Sect. 2, we added more sources to our liter‐
ature review to validate or extend our initial taxonomy. Therefore, we analyzed the
following literature reviews of DSM-Methods as well as the articles used in the reviews:
[4, 15, 16] (a total of 247 papers). After evaluating the same way as in the former search,
we found a total of 36 relevant articles. We only considered sources which deal with
single loads – this means that every load is specified individually in contrary to a
summarized amount [32] and a constraint is mentioned somehow.

3.2 Analysis and Synthesis

The results of the literature search (T0) are already described in Sect. 1 (summary: no
articles address our research aim directly; but some address several constraints
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indirectly, by considering some constraints but not mentioning them adequately). Based
on the literature analysis (T0 and T1), we identified four classes of main constraints. In
the following, we describe them and provide some details of the literature findings as
well as examples mentioned (Table 1).

Table 1. Literature Review results (T1) [C5 is defined in Sect. 4.2]

Ref. C1 C2 C3 C4 C5 Ref. C1 C2 C3 C4 C5
[8] X X [50] X X
[33] X X X [51] X X X
[34] X X [52] X
[35] X X X [53] X X
[36] X X [54]
[37] X X [55] X X
[38] X X [56] X X X
[39] X X X [57] X X X
[40] X X [58]
[41] X X [59] X X X
[42] X [60] X
[43] [61] X
[44] X X X [62]
[45] X [63] X X
[46] [64] X
[47] X X [65] X X
[48] X [66] X
[49] X X [67] X X

C1 C2 C3 C4 C5
Count 27 (75,0%) 12 (33,3%) 1 (2,8%) 18 (50,0%) 0 (0,0%)

Horizontal Separability of Loads (C1). A load can be separated horizontally. This
means according its time of use, for example, pause/interrupt the load. After it has been
started, it can be paused and started again as often and as long as necessary. The load
profile itself remains unchanged. For many loads this is not suitable but many algorithms
do not consider this constraint. Examples are the washing process of a washing machine
or a dishwasher. If these types of appliances are turned on, they (mostly) cannot be turned
off or paused until they are finished. Of course, some newer products allow a pause
during the process, but the load profile might change in this case, for example, if the
water needs to be heat up again.

Vertical Separability of Loads (C2). A load can be separated vertically – according
its intensity. A certain amount of power can be shifted to another time during the process.
The load profile is therefore variable and can be changed. An example is the charging
process of an electric vehicle. Most vehicles offer different charging modes, besides the
“normal” mode, which means loading with the standard electrical socket, also a fast
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charging mode can be chosen. Here the time of charging is reduced but the needed power
per time is higher and the load profile is therefore changed.

Time Interval of Use (C3). Some loads can only be turned on during specific time
intervals; others cannot be turned on during these intervals. Moreover, some loads need
to be finished on a specific time. Most of these deadlines or intervals are connected to
the user’s habits or requirements. For example, an electric vehicle needs to be charged
to a certain amount in the morning because the user needs to drive to work. However,
the charging process can only be started at the point the user returns at the evening from
work. The washing machine instead can perhaps not be started in the night, because the
neighbors would be disturbed.

Environmental Effects (C4). As some loads affect the environment (temperature for
example) and are also affected by the environment, these loads cannot be handled in the
same way as other loads, which do not subject to these effects. The prediction of the
load curves, mostly dependent on the users comfort requirements, is flexible. Because
many unknown variables do affect the result, the estimation of amount and duration is
difficult. Popular examples are so called Heating Ventilation and Air-Conditioning
loads. These try to reach a certain temperature but must deal with several variables: How
is the temperature at the moment? Is the window open? Because of these effects the
amount of energy needed to reach a certain point can only be estimated. In the literature
often differential equations are used.

Other subjects mentioned by the authors are utility functions of different users and
their comfort levels. Because this also leads to different using times on the one hand and
dependences on the other hand, we covered this with the “Time Interval of Use”.

In the following Table 2 we summarize the sources and the addressed constraint(s).
Because the Reviews consider general DSM-Methods and HVAC papers are very
specific, in the second search only one paper is found. Nevertheless the first search
identified several papers (e.g. mentioned in Sect. 1) which address this constraint.

Table 2. Overview of the experts (μ = mean; σ = Standard Deviation)

ID Age Occupation Field Experiences Length
E0 55 Practitioner Energy

Provider
15 years; diploma 44 min

E1 30 Researcher PHEV and
Batteries

3 years, Master degree, Phd 45 min

E2 30 Practitioner Electrical Eng. 1 year; Master degree 41 min
E3 32 Practitioner Electrical Eng. 2 years; Master degree 32 min
E4 40 Smart Home

User
IT 8 years in IT; Master degree; 3 years

private usage
38 min

E5 26 Practitioner IT Energy
consult

3 years of experiences 35 min

Interview statistics: ∑235 min; μ = 31,16; σ = 4,66 min
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4 Expert Interviews

4.1 Setting

First of all, we were able to speak with an energy supplier. This happened before we
had the chance to derive our first taxonomy version. Nevertheless, this interview
provided a good impression of how energy providers look at this field and which kind
of factors are important. Furthermore, we formulated our expert requirements: (I)
connection to the field (occupation, researcher, user) and (II) more than 1 year of expe‐
rience. We tried to cover different backgrounds and perspectives. In total we interviewed
(additionally to E0) five experts which characterized as follows (Table 2):

4.2 Results

All of the experts mentioned that the field is important and needs further research. They
rated C2 and C4 as most important and C5 as less important (see Table 3). Moreover
they stated some loads might dependent on each other (E1). Therefore we added a fifth
constraint to the taxonomy: Dependencies between Loads (C5). This means that appli‐
ance b has to start right after finishing appliance a or vice versa. Examples could be
washing machine and dryer: the dryer stars right after the washing machine finishes. By
searching directly for this topic, we found one paper dealing with dependencies between
different loads on a mathematical level [68].

Table 3. Expert rating of the constraints (μ = mean; σ = Standard Deviation)

# E1 E2 E3 E4 E5 𝜇 𝜎 Mean/SD
C1 3 4 2 3 5 3.4 1.02
C2 4 5 5 5 5 4.8 0.4
C3 4 3 4 5 4 4 0.63
C4 4 4 4 5 4 4.2 0.4
C5 2 3 2 2 1 2 0.63

E3 and E5 suggested that in C1 the pausing of a load profile might be possible but
only a certain time, because the water in the washing machine is too cold afterwards.

In addition, E5 mentioned, that not all loads can be changed freely according their
intensity, e.g. a washing machine needs a certain temperature. We, therefore, added a
minimum and maximum border in the mathematical model of C2.

E2, E3, E4 and E5 mentioned dependencies between constraints: C1–C3 (E2, E3);
C2–C3 (E2); C2–C4 (E3, E4); C3–C4 (E4); C1–C2 (E5). Furthermore the experts
mentioned that additional factors need tobe considered: Energy generation (E0, E1, E3,
E5, E0), user specific scenarios (E1), energy storages (E1, E2, E3, E4, E5, E0), the cost
factor and the amortization of investments (E4, E0) are important. In addition, E0, E4
and E5 mentioned, that a variable pricing needs to be accomplished to enable a higher
saving potential. Also additive information as the current location should be considered.
Generally, forecasts are essential (E1 and E5). We asked the experts also for additional
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examples or if the constraints also apply for other loads. They mentioned several, addi‐
tional appliances which we added to the taxonomy.

5 Taxonomy for Constraints

Consolidating the results from the literature review, the expert interviews and the math‐
ematical representation (see below), we are able to derive an aggregated version of our
taxonomy (T2) (Fig. 2). It includes a total of five constraints, a short description, exam‐
ples and the mathematical model.

Fig. 2. Taxonomy of DSM-Constraints (T2)

Mathematical Model. Let N be all considered living units and A
n
 be all the appliances

of unit n and 𝜔 the number of time periods over one day (e.g. 15 min slots:
𝜔 = 24 h ∗ 4 = 96). Moreover let xt =

∑
n∈N

∑
a∈A

xt

n,a with t ∈ 0, 1,… ,𝜔 be the sum
of all appliances of living unit n in the timeslot and lk

n,a be the load profile, l
n,a the load

sum and 𝛿
n,a the length of load a. Then a possible load representation (based on [69])

could be: x⃗
n,a = {

𝜔∑
h=0

xh

n,a = l
n,a}. This implies that the load must occur during 0–24 h and

can be varied according its intensity between 0 and the load sum.
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Horizontal Separability of Loads (C1). The initial formula needs to consider the fixed
load profile of load a and hold it together.

x⃗
n,a = {∃ 0 ≤ m ≤ 𝜔 − 𝛿

n,a : x
m+k

n,a = l
k

n,a∀ 0 ≤ k ≤ 𝛿
n,a}

Vertical Separability of Loads (C2). Load a can be shifted according its intensity but
only in a predefined intervals, each with min (𝛾min

n,a ) and max (𝛾max

n,a ) borders.

x⃗
n,a = {

∑𝜔

h=0
x

h

n,a = l
n,a : 𝛾min

n,a ≤ x
m+h

n,a ≤ 𝛾
max

n,a }

Time Interval of Use (C3). Load a can be started at 𝛼
n,a and must be ended at 𝛽

n,a. This
implies only one interval, more are possible (is → vector of borders).

x⃗
n,a = {

∑𝛽
n,a

h=𝛼
n,a

x
h

n,a = l
n,a}

Environmental Effects (C4). This constraint is often considered with a differential
equation. Because we cannot discuss this in detail (look e.g. [31] for a detailed descrip‐
tion), we assume that 𝜗 is the actual value of the external factor which needs to be
changed. Δ𝜗 is the deviation of the actual and the target value. 𝜃 is the change of the
value (over time) and 𝜏 is a function where all disturbing factors are considered.

x
n,a(Δ𝜗, 𝜗) = Δ𝜗 ∗ (𝜃(Δ𝜗, 𝜗) + 𝜏(Δ𝜗, 𝜗))

Dependencies between Loads (C5). This constraint should be combined with C1 as
the loads need to be connected timely with a delay of 𝜏 periods.

x⃗
n,a(𝛿n,b) =

{
∃ 0 ≤ m

a
≤ 𝜔 − 𝛿

n,a − 𝛿
n,b : x

m
a
+k

a

n,a = l
k

a

n,a∀ 0 ≤ k
a
≤ 𝛿

n,a

}

x⃗
n,b
(
x⃗

n,a, 𝜏
)
= {∃ 𝛼

n,b ≤ m
b
≤ 𝜔 − 𝛿

n,b with 𝛼
n,b = m

a
+ 𝛿

n,a + 𝜏: x
m

b
+k

b

n,a = l
k

b

n,a ∀ 0 ≤ k
b
≤ 𝛿

n,b}

6 Conclusion

6.1 Discussion

Implications. Based on our taxonomy future research can benefit, for example, (a)
having an orientation when designing DSM-Methods, (b) benchmarking DSM-
Methods, (c) increasing user acceptance, (d) identifying information needs or (e) making
DSM-Methods more realistic.

Limitations. For deriving our taxonomy, we followed [30]. We selected this method‐
ology because it is – in our opinion – adequate for conducting a literature review in the
domain of Information Systems and DSM. However, the selection of key words, liter‐
ature sources, inclusion and exclusion terms, and dimensions regarding the classification
is conducted by own decisions and choices which has limitations. An extended search
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may enable the identification of more relevant literature. Moreover, we initially asked
six experts – more experts can enhance and validate the taxonomy.

6.2 Research Agenda

Based on our work various aspects can be investigated in the future, for example:

Evaluate Possible Combinations of Constraints. Some experts mentioned that
constraints might be dependent on each other. For example C3 could be combined or
perhaps must be combined with C1 and/or C2. As some constraints might depend or are
related to others we suggest evaluating all combinations and their impact, for example,
how does the combination of C1 and/or C2 to C3 impacts the DSM-Methods.

Measure the Impact of the Constraints. We already identified the quantity of
constraints in the literature and the rating of our experts. Furthermore, we plan to identify
the impacts of certain constraints to results. Which constraint or which combination of
constraints has the biggest impact? We suggest implementing a simulation with typical
DSM-Methods and datasets representing different scenarios.

Identify Dependencies of Appliances. Especially constraint five (C5) needs further
input, for example, whether two (or more) loads are connected with each other and how
strong. We plan a further research project with an “appliance mining” approach. We
plan to analyze existing datasets according the occurrence of various loads and identify
some kind of correlation between them.

Add a Practical View of the Field. We plan to examine websites, white papers and
other publication. Afterwards, these texts can be analyzed with text mining approaches
to identify additional constraints, validate the existing ones or find more examples.

Investigate the Transferability to Other Contexts (Commercial, Industrial). This
taxonomy only included the residential context. We plan to interview experts from other
contexts as well as conduct an additional literature review. Both can benefit from the
taxonomy as we have a fixed starting point.
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Abstract. In industrial areas with a highly competitive environment many
enterprises consider outsourcing of IT-services as an option to reduce IT-related
costs. In this context, cloud computing architectures and outsourcing of business
processes into the cloud are potential candidates to improve resource utilization
and to reduce operative IT-costs. In this paper, we focus on a specific aspect of
cloud computing and outsourcing: the use of concepts from crowd-sourcing or
crowd computing in business process outsourcing (BPO). The approach used in
this paper is to bring together techniques from enterprise modeling and from
crowd-computing for the purpose of business process decomposition. The con-
tributions of the paper are an analysis of requirements to process decomposition
from a business process outsourcing perspective, three different strategies for
performing the decomposition and an initial validation of these strategies using
an industrial case.
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1 Introduction

In industrial areas with a highly competitive environment all enterprise departments
and functions are expected to contribute to efficient operations and an economic cost
structure. In particular the IT-budgets of organizations have been under pressure during
the last decade with a clearly expressed expectation towards IT-departments to provide
solutions and services of high quality tailored to business demands. Furthermore, many
enterprises consider outsourcing of those IT-services as an option to reduce IT-related
costs, which can be classified as commodities [1]. In this context, cloud computing
architectures and outsourcing of business processes into the cloud are potential can-
didates to improve resource utilization and to reduce operative IT-costs [2]. Out-
sourcing of resources, products and competences could also be necessary due to
continuous fluctuations and changes in business processes caused by the increased
dynamicity of the modern global markets. This often happens for two reasons: the
enterprise does not have enough capacities to fulfill the current demand of a certain
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resource/product/competence to solve all pertinent tasks in time, or the enterprise
doesn’t have required resource/products/competences corresponding to the current
task.

But outsourcing approaches often are criticized for being not sufficiently flexible
when automatable and manual tasks have to be combined [3]. In this paper, we focus
on a specific aspect of cloud computing and outsourcing: the use of concepts from
crowd-sourcing or crowd computing in business process outsourcing (BPO). Crowd
computing is informally defined in [4] as “an umbrella term to define a myriad of tools
that allow human interaction to exchange ideas, non-hierarchical decision making and
full use of mental space of the globe”.

More concrete, the aspect addressed in this paper is decomposition of a process into
what crowd-sourcing defines as “micro-tasks” (see Sect. 2.2), i.e. smaller portions of
the process which could be outsourced to a crowd-member. At first glance, a
straightforward answer to this question seems to be that a business process anyhow
consists of different activities, which can be considered as micro-tasks. Since business
processes often have been modeled with a process modeling language (BPMN [6],
EPC [7], flow charts [5] or similar), these process models could also serve as source for
the micro-tasks. However, a closer analysis of real-world requirements reveals that
constraints with respect to competences of the crowd-member, resources required for
the task and the subject of the work have to be taken into account. Techniques for
capturing and expressing such constraints are known from enterprise modeling. Thus,
the approach used in this paper is to bring together techniques from enterprise modeling
and from crowd-computing for the purpose of business process decomposition.

The contributions of the paper are an analysis of requirements to process decom-
position from a business process outsourcing perspective, three different strategies for
performing the decomposition and an initial validation of these strategies using an
industrial case. The remainder of the paper is structured as follows: Sect. 2 briefly
introduces the required background from enterprise modeling and crowdsourcing.
Section 3 presents the industrial case from utility industries motivating the research and
providing examples for business process outsourcing which can be studied to elicit
requirements. Section 4 presents our approach for decomposing business processes
into micro-tasks which includes three different strategies for different industrial
demands. Section 5 evaluates the three strategies. Section 6 summarizes the work and
discusses future research.

2 Background

This section briefly summarizes the background for our work from enterprise knowl-
edge modeling and crowdsourcing. In enterprise modeling, our work is based on the
task pattern approach (Sect. 2.1) and in crowdsourcing on task decomposition into
micro-tasks (Sect. 2.2).
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2.1 Enterprise Knowledge Modeling with Task Patterns

In general terms, enterprise modeling is addressing the systematic analysis and mod-
eling of processes, organization structures, products structures, IT-systems or any other
perspective relevant for the modeling purpose [8]. Sandkuhl et al. [9] provide a detailed
account of enterprise modeling approaches. Enterprise models can be applied for
various purposes, such as visualization of current processes and structures in an
enterprise, process improvement and optimization, introduction of new IT solutions or
analysis purposes. Enterprise knowledge modeling combines and extends approaches
and techniques from enterprise modeling. The knowledge needed for performing a
certain task in an enterprise or for acting in a certain role has to include the context of
the individual, which requires including all relevant perspectives in the same model
[10]. A best practice for identifying these perspectives is the so-called “POPS*”-
approach proposed by [11]. POPS* is an abbreviation for the perspective of an
enterprise to be included in an enterprise model: process (P), organization structure (O),
product (P), systems & resources (S) and other aspects required for the modelling
purpose (*). The best practice basically recommends to always include the four POPS
perspectives in a model because they are mutually reflective: process are performed by
the roles captured in the organisation structure, the roles are using systems and
resources which at the same time capture information about products; manufacturing
and design of products is done in processes by roles using systems, etc. [10].

Patterns are a proven way to capture experts’ knowledge in fields where there are
no simple “one size fits all” answers [12], such as enterprise modelling. Each pattern
poses a specific design problem, discusses the considerations surrounding the problem,
and presents an elegant solution that balances the various forces or drivers. The POPS*
best practice was applied in the EU-FP6 project MAPPER to capture reusable portions
of enterprise knowledge in so called task patterns [13], which proved feasible and
economically rewarding [14]. Task patterns always include all four POPS perspectives
and are represented in a visual modelling language.

2.2 Crowd Sourcing

Crowdsourcing is an emerging research area and it is usually understood (e.g., [15, 16])
as a form of outsourcing, in which tasks traditionally performed by organizational
employees or other companies are sent through the internet to the members of an
undefined large of group people (called “crowd”). The research area of massively
parallel solution of problems with the help of “crowds” is still actively developing and
there are several highly connected research areas: crowdsourcing, crowd computing,
human computations, social computing, peer production. Boundaries between them are
often blurred. Even more recent is the concept of hybrid crowd, where human solvers
are accompanied by hardware and software services. This concept is more general, as it
in some sense extends both classical service-oriented approach and crowd computing,
but pertains all special effects inherent to crowd computing as a result of the inclusion
of an outside human to an organization process in a transient, per-task basis.
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In the context of this paper, the decomposition of organizational tasks into smaller
portions, also called micro-tasks, is in focus. Micro-tasks are informally described as
clearly defined sub-tasks of an organizational activity which are useful for the orga-
nization and clearly defined, can be performed independently by a crowd member, are
economically affordable and involve no risk. Previous work on decomposition focused
on a reference model [17], the use of the crowd for deciding on the decomposition [18]
or construction of complex workflows out of micro-tasks [19].

3 Case Study

Research in this paper is motivated by an industrial case from business process out-
sourcing (BPO). The business service provider (BSP) studied in the case study is a
medium-sized enterprise from Germany which offers more than 20 different BPO
services to their clients. The target group for these services is medium-sized utility
providers and other market roles of the energy sector in Germany, Bulgaria, Macedonia
and several other European countries. Many energy distribution companies are out-
sourcing some business functions and business processes connected to these functions.
Examples for typical business functions are meter readings, meter data evaluation,
automatic billing, processing and examination of invoices, customer relationship
management and order management. The BSP offers the performance of a complete
business process for a business function or only of selected tasks of a business process.
The IT-basis for these services in our case study is a software product which was
developed and is maintained by the BSP. Integrated with a workflow engine and
business activity monitoring, this software product provides the business logic for the
energy sector, which is implemented using a database-centric approach. In addition to
this software product, other cloud-based services for information exchange, document
management and security are integrated. Different deployment models are used
including a provider-centric model (the software product and the business processes are
run at the BSP’s computing center), a client-centric model (the software product is
installed at the client site and the manual work of the business process is performed at
the BSP) and mixed models (e.g. the software product is offered in the cloud, work and
process are performed partly at the client and partly at the BSP).

When providing the outsourcing services for their clients, the BSP needs to offer
the technical facilities for providing the service (see above) and the workforce for
performing activities, which cannot be done in an automated way. Such activities often
concern exceptions in the automated part of the processing, which will be illustrated in
an example below. This example is depicted in Fig. 1 and includes the POPS per-
spectives (see Sect. 2.1), which all are required to completely describe what resources,
roles, competences and products are needed to perform a given activity. The example
was developed using the modelling tool Troux Architect1 and the GEM2 modelling
language. The relationships in this model are typed, which usually is indicated by text

1 See www.troux.com.
2 GEM = Generic Enterprise Modeling language.
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showing the relationship type. For readability reasons, we had to switch off the visi-
bility of the relationship texts.

Fig. 1. Visual model for meter data processing following the task pattern concept
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The selected example is a process concerned with the communication between
market roles in energy sector about meter readings and energy consumption of
households. The core process is depicted in the middle of Fig. 1 and includes the
activities “receive and pre-process EDIFACT file”, “check syntax of messages”, “check
model correctness”, “validate message consistency”, “perform transactions” and “ac-
knowledge messages”. This process basically shows all steps from receiving an EDI-
FACT3

file with often thousands of messages, identifying the different messages by
pre-processing the file, checking all messages for syntactical and semantic correctness,
validating the soundness of the message content, recording the transaction and
acknowledging it. This kind of EDIFACT message exchange is common practice
between energy producers, distributors and grid operators, and is subject to regulation.

As long as no exceptions occur, the process can be performed along this “happy
path” and is fully automated, i.e. no human actors are involved. But as soon as
exceptions occur, the “knowledge workers” need to be involved, which is described by
the alternative paths. One possible exception type is syntax errors in the EDIFACT file.
In this case the process is aborted and an error message is sent to the sender. Another
exception type is caused by a model error. In this case “correct model errors” is
performed, which contains several activities: model errors could by caused by
wrong/unknown message types or missing data depending on the message type.

Such exceptions usually can only be remedied by human actors. This is done by an
“energy data expert” and requires expert knowledge regarding the information model
used in EDIFACT messages of the energy sector. In Fig. 1, “correct model error” and
its sub-activities are framed by a rectangle indicating that this is a task with
refinements.

During validation of message consistency, several exceptions can happen: the
address data of the consumer can be incorrect, e.g. if the consumer has several
addresses and meters which were mixed up; the consumption data can be implausible;
the grid data can be faulty. Some inconsistencies (e.g. of consumer data) can be
corrected by an accountant without specific domain knowledge from energy sector.
Others require competencies regarding the energy sector and business rules of the
company and are performed by a utility accounting clerk. If the errors and inconsis-
tencies can be remedied successfully, the messages can be processed by the ERP
system and the transactions can be recorded. Products in the utility sector basically are
different tariffs which depend on the customer group, the volume of consumption, the
way of distribution (own energy grid or third party grid) and the pricing/payment
conditions. The type of product and related product information are relevant for some
steps in checking model correctness and crucial for validation of consistency and
performing the actual transaction.

Resources required for performing the business process primarily are different
information systems and services. A workflow engine controls and monitors the overall
process flow. An ERP system for the energy sector manages all product information
and performs the transactions. EDIFACT file parser, message parser and model checker

3 EDIFACT = Electronic Data Interchange for Administration, Commerce and Transport (cf. http://
www.unece.org/cefact/edifact/welcome.html).
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are implemented as web-services. A rule engine is used to model and execute company
business rules. In time periods with high workload or large numbers of exceptions, the
BSP is interested in including external workforce in the performance of the BPO
service. This could be an application case for using crowdsourcing, although the BSP
so far does not have experience in this field. What activity could be outsourced to
which outsourcing partner depends on different criteria: for most activities, the com-
petence requirements are decisive, i.e. only a sub-supplier (or crowd-member) with the
right competence could possibly be considered as outsourcing partner. Furthermore, the
availability of resources and the access to product details or product information can be
important. In case of confidential product details, this aspect might be the decisive one
when considering outsourcing and in case of use of internal resources provided in a
private cloud only, the resource aspect is dominant for decision making.

4 Strategies for Decomposition of Business Process Models

This section proposes and specifies different strategies for the decomposition of busi-
ness process models into smaller portions, which in crowdsourcing are called
micro-tasks (see Sect. 2.2). The purpose of this decomposition is to identify tasks
potentially suitable for crowdsourcing including the competences, resources and pro-
duct information needed for these tasks. All strategies follow the same general
approach:

• starting point for each strategy is a business process model which includes the
POPS perspectives according to the task pattern concept, e.g. a model like the
example illustrated in Fig. 1,

• the aim is to isolate micro-tasks from the process model which also must follow the
task pattern concept (see Sect. 2.1), i.e. which have to include the POPS perspec-
tives in order to fully specify activity, competences, resources and product infor-
mation needed.

• the strategies are based on structural patterns in the process model. In this paper we
do not take into account runtime information and we do not analyze the textual parts
of the model elements, but only their types.

• the strategies reflect the different priorities from the industrial case, i.e. to consider
competence, resource or product information as highest priority

• the structural patterns of each strategy at the same time form the structure of the
micro-tasks, i.e. if the model has been fully decomposed into patterns, the required
micro-tasks are defined.

• we assume that the resources are not consumed by the activities. This assumption is
possible as we focus on business process outsourcing using digital resources (IT
systems, services) and not on conventional machinery or consumable resources in
manufacturing industry.

The competence-first strategy follows the principle that a portion of a process only
can be outsourced, if a supplier or crowd-member can be identified who has all
competences required by the role(s) assigned to the process-portion under considera-
tion. Thus, the strategy starts from roles and competences in the process model and
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attempts to segment the process into portions with as few as possible process steps.
These process steps together with the resources, product details, roles and competences
assigned to them from the micro-tasks. The resource-first strategy assumes that the
availability of all resources required for a process-portion is decisive when outsourcing
it. The strategy starts from the resources in the process model and attempts to segment
the process into portions with as few as possible process steps.

The product-first assumes that the
access to product information is decisive,
starts from here and continues like the
resource-first strategy. When discussing the
strategies in Sects. 4.1 to 4.3, we use a
symbol set which is illustrated by the
generic model shown in Fig. 2. In this
particular example there is a process with
two tasks (which both are potential
micro-tasks), each of them is associated
with one IT resource and one role. Both of
the tasks are associated with one common
product. Each role is associated with one
competence. For simplicity, only tasks and
corresponding resources (product or IT
resource or role together with competence)
are shown in the figures in Sects. 4.1 to 4.3
illustrating the patterns.

4.1 Resource-First Strategy

The motivation for this strategy is that missing or insufficient capacity of IT resources
for business process implementation could require outsourcing of those tasks requiring
these resources. Thus, the strategy assumes that the availability of resources is the
primary precondition for crowdsourcing, i.e. decomposing a process consisting of tasks
into micro-tasks requires that for each micro-task all required resources are available at
the outsourcing partner. By examining all possible task - resource multiplicities, the
patterns depicted in Table 1 were identified. The patterns below illustrate the possible
situations and suggest corresponding outsourcing strategies.

4.2 Product-First Strategy

The product-first strategy is motivated by the fact that different tasks in a business
process require different parts of the product or the product information. “Product” in
this context can also be a service and “product part” a portion of information required
for this service. Outsourcing “product-first” could be motivated by the fact that only
certain parts of the product details shall be disclosed to someone outside the enterprise.
However, if a task requires certain product details, all these product details have to be

Fig. 2. Symbols used when describing the
strategies illustrated in a generic model
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made available to the corresponding micro-task. Similar to the resource-first strategy,
we examined all possible task - product multiplicities. The patterns identified were
those already shown in Table 1 for the resource-first strategy, if we substitute the
“resource” symbols in these patterns with a “product” symbol. Thus, there are also four
patterns (#5 to 8) for the product-first strategy.

4.3 Competence-First Strategy

The competence-first strategy is different from the previous ones because usually in
enterprise modelling there is no direct link between competences and tasks, but tasks
are related through user roles. The reason for using this strategy is obviously a lack of
required competences. Due to the increased complexity caused by the intermediate
layer of user roles it has eight patterns (Table 2).

Table 1. Resource-first strategy patterns
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Table 2. Competence-first strategy patterns
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5 Case Study-Based Evaluation of the Strategies

This section discusses the evaluation of the strategies proposed in Sect. 4. This eval-
uation focuses on three different questions, which basically address feasibility, use-
fulness and differences of the strategies:

1. Can the strategies be applied for decomposing real-world business process models
into micro-tasks? This includes whether it is possible to identify micro-tasks and
whether the business process can be fully decomposed.

2. What differences exist between the different strategies? This question includes
(a) differences between individual micro-tasks and (b) usefulness of the sets of
micro-tasks for practical use.

3. Are the micro-tasks identified by the strategies applicable for outsourcing tasks in
practice? This includes whether the complete business process can be (re-)com-
posed from the micro-tasks and whether isolated performance of micro-tasks would
be possible.

In order to answer questions 1 and 2(a), the process model presented in Sect. 3 was
decomposed into micro-tasks with all three strategies and the resulting sets of
micro-tasks were compared. For questions 2(b) and 3, an expert evaluation of the
micro-tasks was performed. Table 3 shows the result of applying the different strategies
for decomposing the business process introduced in Sect. 3. The column “Str.” indi-
cates, which strategy or strategies produced the micro-task (C = competence-first;
P = product-first; R = resource-first). In the column “organization” role and compe-
tence are separated with a “/”; in all columns, whenever two or more processes, roles,
product details or resources are required, they are separated with a “;”.

Table 3 also shows that the three strategies produce different sets of micro-tasks
which have some overlap. Resource-first produces the smallest number of micro-tasks
with only 7 elements, but with the largest tasks of all strategies (#15). The reason for
this is that the resource “workflow engine” is needed for all activities in #15 while each
of the individual tasks in #15 also requires at least one additional resource.
Production-first and competence-first show only a difference regarding the micro-tasks
identified for the tasks included in “remedy consistency problems” (see Fig. 1).

For the expert evaluation, we needed an experienced professional from the BPO
domain. One of the BPO product managers of the BSP introduced in Sect. 3 was
selected. This expert had more than three years of experience in this position. The
expert evaluation included three steps. The first step was to go through all micro-tasks
identified by the three strategies, i.e. the set of all sets. The expert had to answer the
question for each micro-task whether the micro-task was completely defined, i.e. all
resources, competences and product details are included. This check related to the task
pattern feature of being “self-contained”. As a result, for one micro-task a missing
resource was discovered. It showed that this was due to a mistake in the model where
the resource was not connected to the activity with the required relationship type. All
other micro-tasks were found to be self-contained. The second step was to judge the
different sets of micro-tasks produced by the three strategies whether they fully define
the business process and which of the sets was considered by the expert as the best one
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Table 3. Micro-tasks produced by the different strategies

# Str. Process Organization
(role/competence)

Product detail System (Resource)

1 C
P

Receive and pre-process
EDIFACT file

BPO service
operator/IT service &
system operations

EDIFACT
representation

EDIFACT file parser
service; workflow engine
(WE)

2 C
R
P

Send error
message + abort

EDIFACT file parser
service; EDIFACT
energy message parser

3 C
P

Check syntax of message EDIFACT energy
message parser; WE

4 C
P

Check model correctness Model checker service;
WE

5 C
P

Validate message
consistency

Consumer group;
distribution types;
pricing and conditions

Business Rule engine;
WE

6 C
P

Perform transactions Consumer group;
volume tariffs;
distribution types;
pricing and conditions

ERP system; WE

7 C
P

Acknowledge message EDIFACT
representation

8 C
R
P

Check/correct message
type

EDIFACT
expert/EDIFACT
syntax and semantics

EDIFACT
representation

Model checker service;
WE

9 C
R
P

Align data & content Energy data
expert/EDIFACT
energy data
representation

10 C
R

Validate consumer and
meter data

Accounting
clerk/accounting

Consumer group;
distribution types

ERP system; WE

11 C Validate consumption
data; validate grid and
access data

Utility accounting
clerk/energy industry
regulations; company
business rules

Consumer group;
distribution types;
pricing and conditions

12 R Validate consumption
data

13 R validate grid and access
data

14 P Validate consumer and
meter data; validate
consumption data;
validate grid and access
data

Accounting
clerk/accounting;
Utility accounting
clerk/energy industry
regulations; company
business rules

15 R Receive and pre-process
EDIFACT file; Check
syntax of message;
Check model
correctness; Validate
message consistency;
Perform transactions;
Acknowledge message

BPO service
operator/IT service &
system operations

EDIFACT
representation;
consumer group;
volume tariffs;
distribution types;
pricing and conditions

EDIFACT file parser
service; EDIFACT
energy message parser;
Model checker service;
Business Rule engine;
ERP system; (WE)
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and why. According to the expect judgment, the set produced by the resource-first
strategy is the best one because it keeps the “happy flow” of the business process (i.e.
micro-tasks #1 and #3 to #7) together. Further discussion with the expert shows that
high throughput is important for this fully automatic flow which is another argument
for keeping the happy flow integrated. The only problematic result of the resource-first
strategy is according to the expert the separation of “validate consumption data” and
“validate grid and access data” (i.1. #12 and #13) since these two steps are tightly
interwoven. The comparison of competence-first and product-first shows advantages
for competence-first, mainly because competence-first separates the “validation of
consumer and meter data” (#10) from the other validation tasks (#11) while
product-first keeps them together (#14). “Validation of consumer and meter data”
requires less knowledge and could be performed by a less-experienced knowledge
worker.

The third step was to ask the expert to select the micro-tasks out of the set of sets
which could be outsourced to the crowd, i.e. where the required resources could be
provided in a public cloud or via secure access paths to the private cloud, where the
product detail of information was not affected by a high level of confidentiality and
where it can be expected that a substantial number of people have the required com-
petences. The expert identified only one task suitable for crowdsourcing from his
perspective: “validation of consumer and meter data” (#10).

6 Summary and Future Work

Motivated by an industrial case, the paper investigated strategies for decomposing
business processes into micro-tasks in the context of crowdsourcing. The three
strategies put an emphasis on different priorities of enterprises by starting from
resources, competences or product details when deciding on decomposition. The three
strategies proved to be feasible and – at least in the industrial case investigated – also
produced sound proposals for micro-tasks.

The use of the task pattern approach with the POPS perspectives proved to be both,
feasible and useful. In the industrial case it helped to clearly identify the prerequisites
for performing micro-tasks in terms of product information, required competences and
resources. However, task patterns originally were meant to capture reusable organi-
zational knowledge, while micro-tasks cannot be considered as portions of organiza-
tional knowledge since the required context of use, i.e. the overall business process and
organization structures, is not fully defined which does not make it an “asset” for the
organization.

Although the decomposition of the business process example from Sect. 3 easily
could be performed manually, the algorithmic nature of the strategies calls for the
implementation of a software tool performing the decomposition. This will be part of
the future work and can form the basis for a quantitative evaluation of the strategies,
e.g. by using the task pattern collection developed in the MAPPER project.
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Future work also needs to investigate potential refinements of the strategies

• runtime information should be taken into account, if available. Many business
process models include information about expected execution times of tasks which
could be a first hint for refining the strategies,

• the textual parts of the model elements could be analyzed and not only their types.
The semantics of the text could indicate how tightly different tasks are related to
each other which could recommend to keep them together,

• potentially required changes in strategy have to be investigated for the case that
resources are consumed by the activities, like conventional machinery or con-
sumable resources in manufacturing industry.

Our work so far has a number of limitations: we used just one case and one expert
for evaluation and motivation purposes. Other cases could show different requirements
which may affect the utility of the strategies. The evaluation of the strategies is far
complete. We did not include perspectives, like implementability, performance or
acceptance, which again might lead to refined strategies or different approaches.
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Abstract. Context-awareness is a well-accepted approach to adapt
applications to the needs of a user. Yet, it is hardly used in enterprise
information systems, especially in production environments. Production
environments are complex due to multi-faced actors, products, manu-
facturing equipment and processes. Hence, the modeling of context is
sophisticated, particularly to determine relevant context. The goal of
this paper is to facilitate and support context modeling in production
environments. Our contribution is an analysis method for conceptual
context modeling suited for Industry 4.0 and an extensible engineering
context model as starting point for modeling of different Industry 4.0 use
cases. The analysis model consists of a graphical notation for a simplified
and abstract context model and a template-based concept to detail the
model. Furthermore, we evaluate the approach by modeling a real use
case from the car manufacturing industry.

Keywords: Context-awareness ·Production environments · Industry 4.0

1 Introduction

Context-aware applications acquire context information and leverage them in
order to address the needs of users. There is a wide range of potential for context-
aware applications in production environments, such as enhancement of indus-
trial monitoring systems [1] or providing role-based, valuable information to the
shop floor worker [2]. Yet, context-awareness is hardly used in existing enter-
prise information systems, especially in production environments [3,4]. Major
reasons are that the modeling of context is too expensive and the benefits are
not obvious [4]. With the raise of the new paradigms Industry 4.0 and Internet
of Things, more and more context data will be captured [5]. The production
environment will be equipped with intelligent things (e.g., cyberphysical sys-
tems), which gather, process and provide context information and are highly
connected [2]. This increases the complexity of context modeling, since more
c© Springer International Publishing AG 2017
W. Abramowicz (Ed.): BIS 2017, LNBIP 288, pp. 313–325, 2017.
DOI: 10.1007/978-3-319-59336-4 22
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and more complex entities have to be modeled. Though, only relevant context
regarding the domain and use cases have to be considered. Existing context mod-
eling approaches often focus on the technical modeling [6–9]. These models are
fine-grained and complex. However, to determine relevant context for a use case
involving domain experts is necessary. They are no IT-experts and hardly under-
stand these complex models. For that purpose, simplified and abstract context
models are necessary. The main goal of this paper is to reduce the complexity in
context modeling. The different phases of context modeling process are shown
in Fig. 1. Therefore, following contributions are presented in this paper:

Domain
analysis

So ware 
development

Transforma on

Conceptual view
defined using 

Graphical Nota on

Opera onal view defined 
using modeling languages 

like UML, ER, ORM

Mapping 
defined by 

Context Templates

Analysis phase Development phase

Fig. 1. Phases of context modeling

(I) Analysis method to support domain analysis: Our method serves as
starting point to implement a new context-aware application. This is the analysis
phase as shown in Fig. 1. To analyze the domain, we introduce a graphical nota-
tion for conceptual context models. The result of the analysis can be detailed
using context templates that are transformed thereafter to standard software
modeling languages for the development phase, such as UML, ER-diagrams, or
to existing context methods on a lower implementation level, such as ORM [6].
Our method aims to bridge the gap between engineers and IT as well as to
communicate relevant context and its structure.

(II) Basic, extensible engineering context model: We conceive an engi-
neering context model exploiting our analysis method. The engineering context
model serves as basis for defining further context-aware applications implement-
ing different use cases in Industry 4.0.

(III) Case-oriented evaluation: Our evaluation is based on a real use case
from a German car manufacturer. We applied our method and the engineer-
ing context model to define relevant context for a context-driven documentation
application in the prototype factory.

This paper is structured as follows: Sect. 2 describes the analysis method
for conceptual context modeling in production environments. Section 3 intro-
duces the engineering context model which defines an extensible, basic concep-
tual context model for Industry 4.0 scenarios. In Sect. 4, both the method and the
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engineering context model are evaluated using a real use cases scenario. Section 5
gives an overview about related work and Sect. 6 summarizes the paper.

2 Analysis Method for Conceptual Context Modeling

In this section, we first give a brief introduction in the area of context and its
specialty regarding production environments. Then we introduce our analysis
method containing a graphical notation and context templates. The resulting
context model is extensible and allows integration with context models designed
for different use cases. The context model is simple, abstract and easy to under-
stand because it only focuses on the requirements of the current use case.

2.1 Context in Production Environments

There are lots of definitions in related work what context is. Dey et al. [10]
introduce a well-accepted definition: “Context is any information that can be
used to characterize the situation of an entity” [10]. The central artifact is the
entity. According to Dey et al., entities can be people, places, and things [10].
Things can be real or virtual. Each entity represents a concrete object of the
environment. Context can be characterized by four main context categories: iden-
tity, time, location, and activity. In each of these categories the entity can have
a set of attributes providing data of this category. Furthermore, Zimmermann
et al. define [11] relations between entities as important context information.
Relations constitute a semantical dependency and are often determined by spa-
tial, temporal or individual context of the entities.

Since production environments are complex, lots of actors, parts, manufactur-
ing equipment and processes are involved to manufacture a variety of products.
All have to be modeled as context entities. In addition, there is a large amount
of data in production environments describing these manufacturing artifacts [12]
that have to be associated with context. As a consequence, it is complicated and
expensive to design a comprehensive context model from scratch. In general, the
context model relies on the use cases that specify the relevant context. The rel-
evant context of manufacturing engineering entities is depending on the context
of other entities, since just the interoperation between entities enables to manu-
facture a product. For example, if an error at a station occurs, the context of all
participants in this process is important, such as which shop floor worker worked
at the station or on which product the error occurred. Hence, the context of the
station is dependent on the context of the shop floor worker and the product.
For that purpose, it is important to model relations between entities. In order
to derive the technical context model for the software development phase, it is
important to classify the context category of each relation.
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2.2 Graphical Notation for Entity Relation Analysis

To address the issues in conceptual context modeling with respect to production
environments, we develop the graphical notation shown in Fig. 2. The graphical
notation represents entities, relations between entities, and context categories.
The entities are visualized by a rounded square containing an icon illustrating
the entity and a text naming the entity. The line between them represents their
relation. On the relation, the context category is graphically annotated with an
icon and a text naming the relation. The context category itself is visualized
as a circle. The purpose of the context category on the relation is to support
determination of relations, since Zimmermann et al. point out that relations are
dependent on time, location and identity [11]. Furthermore, it enables to specify
the necessary context attribute. This is explained in the next subsection.

Context En ty
Rela on (annotated
with Context Category)

Rela on Name
En ty Name

En ty 
Icon

Context
Category

Icon

En ty Name

En ty 
Icon

Legend:

Fig. 2. Graphical notation for conceptual context modeling

Note that this model is used to discuss relevant context with domain experts.
In contrast to ER- and UML models, it is simple and reduced to the minimal
set of artifacts needed. According to the design principles of Moody [13], we
follow the semiotic clarity by using two artifacts (relation and entity), percep-
tual discriminability by using only square and cycle and using text only for
instance differentiation. Furthermore, for speed up recognition and to improve
intelligibility we use semantic transparency via icons.

2.3 Context Templates for Transformation

Context templates define the context attributes in each context category and
how the context data can be captured and provided. We develop the context
template in order to transfer the conceptual view from the analysis phase into
an operational view in the software development phase (see Fig. 1) and to decide
how to equip the production environment with sensors. The conceptual view
specifies the relevant context, whereas the operational view defines needed data
acquisition techniques as well as quality and cost factors related to context [5].
The context templates are the basis for the concrete context model. In addition,
it is a basis for a cost-benefit analysis. The template can be used to estimate
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Symbol Context Attributes Context Acquisition Context Provisioning
(1) I-A ribute_1
(2) I-A ribute_2
…

• (1) sensed by sensor X
• (2) derived by service Y

• (1,2) provided by M

(1) T-A ribute_3
….

• (1) sensed by sensor Z
• …

• …

(1) L-A ribute_1
….

• (1) sta c
• …

• (1) provided by N

(1) A-A ribute_1
…

• (1) profiled by user K
• …

• …

Icon

En ty Name

Identity

Time

Location

Activity

Fig. 3. Context Entity Template

Conceptual
Rela on

Category Context-A ributes En ty 1 Context-A ributes En ty 2 Opera onal 
Rela on

Rela on Name Context 
Category X

En ty Name
• Context A ribute_1 of 

Context Category X
• Context A ribute_2 of 

Context Category X
• …

En ty Name
• Context A ribute_1 of 

Context Category X
• …

• Opera onal
_Rela on_1

• Opera onal
_Rela on_2

• …

Fig. 4. Context Relation Template

which sensors are useful to be installed. We develop the “Context Entity Tem-
plate” and “Context Relation Template”.

The context entity template is based on the schema presented by Perera et al.
[5] and is shown in Fig. 3. It consists of four columns: symbol, context attributes,
context acquisition and context provisioning. The symbol corresponds to the
graphical notation of the entity. The context attributes are classified along the
four context categories. This separation is valid for the rest of the template.
The categories are visualized by the graphical notation. For each category, the
attributes are numbered. The context acquisition column specifies the possible
context capturing mechanism for the attributes. These mechanisms are classi-
fied by static, sensed, derived, and profiled according to Henricksen [14]. Static
context is fixed and does not change over time. For example, ID is a static con-
text attribute. Sensed context is captured by sensors, whereas profiled context
is entered by a user. The goal is to reduce manual context acquisition because of
efficiency, cost reduction, and quality. Derived context is already processed con-
text, also known as higher-level context [15]. The column context provisioning
specifies how the value of the context attributes can be provided to others. This
is important according to the Industry 4.0 and Internet of Things paradigms,
since intelligent things and machines cannot only gather context information but
can also process and provide them to other entities.
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The context relation template transfers the conceptual view of the relations
into the operational view. This defines how the relation can be computed. The
template should answer the questions: What operational relations are possible?
What operational relations have to be developed? The structure of the context
relation template is shown in Fig. 4. In the first column, the conceptual relation
is inserted. In the next column, the context category, valid for the relation, has
to be given. In the next two columns, the concrete possible context attributes
for each entity are defined. On this basis, the possible operational relation can
be defined, which should be entered in the last column.

3 Engineering Context Model

In this section, we present the engineering context model using our graphical
notation and the context templates. The engineering context model defines the
conceptual view which serves as basis to capture and process sensor data. We
performed workshops with domain experts and context experts in order to create
the engineering context model. In detail, we accomplished the following tasks:
(I) identification of entities and design of graphical notation, (II) identification
of relations between entities, (III) identification of context categories valid for
the relations, (IV) identification of context attributes and their acquisition and
providing mechanisms, and (V) refinement of the conceptual relation by defining
operational relation.

Fig. 5. Engineering context model

The engineering context model is shown in Fig. 5. There are six entities:
Actor, Device, Station, Product, Part, and Project. For each entity, we design a
symbol as basis for the graphical notation. The actor uses a device. The station
assemblies multiple parts in order to manufacture a particular product. The man-
ufacturing of the product is planned at the project. Details about the context
attributes and the relations are defined in the context templates. There are many
possible context attributes, though, we only consider attributes relevant for the
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use cases. Due to space reasons, we only present the context template for the
entity “Product”, since this highlights the novelties raising from IoT and Indus-
try 4.0. The context template is shown in Fig. 6. The product is an intelligent
thing, hence, it will be aware of its context and is able to provide its context
to other entities. The entity product has the attributes “Product-ID”, “Vari-
ant” and “Project” belonging to the category identity. These attributes cannot
be sensed since they are static attributes, but they can be provided, by e.g.,
Bluetooth beacons, to others. In contrast “current position” can be sensed by a
GPS-receiver and is also provided by Bluetooth beacons. Furthermore, informa-
tion about the time such as “Creation Time” can be provided by a web service
interface.

We present the context relation template in Fig. 7. It consists of five concep-
tual relations. The conceptual relation “operates” is computed by the “close-to”

Symbol Context A ributes Context Acquisi on Context Provisioning

(1) Product-ID
(2) Variant
(3) Project

• (1,2,3) sta c • (1) provided by 
bluetooth beacon 

(1) Crea on Time
(2) Crea on Dura on

• (1,2) sensed by 
me clock

• (1,2) provided by web 
service

(1) Current Posi on • (1) sensed by 
GPS-Sensor

• (1) provided by 
bluetooth beacon

(1) State • (1) Derived by 
relevant en es

• (1) provided by web 
service

Product

Fig. 6. Context entity template of product

Conceptual
Rela on

Category Context-A ributes 
En ty 1

Context-A ributes
En ty 2

Opera onal Rela on

operates Loca on Actor
• Posi on

Sta on
• Posi on
• Spread

• Close-To (Posi on, Posi on)
• Close-To (Posi on, Spread)

uses Iden ty Actor
• ID
• Name

Device
• Category
• Capability
• ID

• Login
• Finger recogni on

manufactures Loca on Sta on
• GPS-Posi on
• Spread

Product
• GPS-Posi on

• Close-To (Posi on, Posi on)
• Close-To (Posi on, Spread)

plans Iden ty Product
• ID

Project
• ID

• Manufacturing-Time 
(Product-ID)

• Current-Phase (Time, 
Product ID)

assembles Loca on Sta on
• Posi on
• Spread

Part
• Posi on

• Close-To (Posi on, Posi on)
• Close-To (Posi on, Spread)

Fig. 7. Context relation template of the engineering context model
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relation, based on the position attribute (e.g. GPS-Positioning). The “close-to”
relation can be calculated by the distance between the two entities.

4 Case-Oriented Evaluation: Context-Driven Problem
Documentation

We evaluate our approach including the context modeling method and the engi-
neering context model by applying it to a real use case. First, we present the
use case scenario. After that, we show the extended engineering context model.
Note that we extend the engineering context model on the conceptual view and
not on the technical.

We performed our use case analysis at a German car manufacturer. Our use
case scenario is part of the pre-production test in the development phase of a
new car. In detail, it takes part in the prototype factory, which produces first
prototype versions of cars. Since the manufacturing process in the prototype fac-
tory is not as well defined as in series production, problems occur regularly. The
documentation of problems is crucial to define an appropriate problem resolving
process. If a problem occurs at a station, the shop floor worker has to document
it. At each station, a paper-based problem list is pinned to the wall. Whenever
the shop floor worker recognizes a problem, she documents it on this list. For
example, it may happen that the welding spot cannot be set, because the correct
position cannot be reached. In order to provide a solution for this problem, it
is necessary to know at which car the problem occurred as well as the involved
parts e.g., which are assembled by this welding spot. For further inquiries, the
shop floor worker notes her name. The paper-based documentation has following
drawbacks: Often, necessary information is missing, since the worker has no time
to gather the required information. The documentation is only available once,
hence, the distribution of the information is difficult. This prevents the opti-
mization of the process, since the context of the documents cannot be analyzed,
e.g. for determining at which station the most problems occur. Hence, the goal
is to eliminate manual paper-based documentation by supporting:

– Place and time independent documentation provided by a mobile app on
a mobile device. This allows documenting anywhere and anytime using the
built-in sensors to capture context [16].

– Automatic gathering of required information for the documentation. This
can be reached by using context-awareness. The mobile app acquires context
information automatically in order to use them for documentation.

All this is reflected in Fig. 8 and described in the next subsection in detail.

4.1 Document Extension of the Engineering Context Model

We perform the same steps as explained in Sect. 3. First, we specify the prob-
lem document as a new context entity and identify the relations between it and
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Problem
Document

creates

describesassociates

describes

operatesuses

manufactures

plans

Actor

Station Product

ProjectPart

Device

contains

assembles

Fig. 8. Extended engineering context model

the already existing context entities. Therefore, we analyze the relevant infor-
mation needed to describe the problem. Then we describe the relation of this
information to the document modeling conceptual relations. As result, we get
the extended engineering context model shown in Fig. 8. Here, the actor is the
shop floor worker, who “creates” the problem document. The problem occurs at
a specific station, hence, the document “associates” the problem with the sta-
tion. Furthermore, the document “describes” a particular product and particular
parts relevant to the problem. For later analysis, it is important to provide infor-
mation about the project that “contains” the problem and the project phase the
problem occurred in.

To detail the problem document entity further and to transfer the conceptual
view into the operational view, we create the context template for the entity
problem document (see Fig. 9). Note that the “provided context” column is not
shown because the document is a virtual entity and all context information can
be easily provided to others. In the category time the “creation-time” and in
the category location “creation-position” are specified. The “document context”
describes the current context while the problem occurs. This will be determined
using the relation defined in the engineering context model. This is refined in
the context relation template shown in Fig. 10. One important thing that has
to be documented is on which car the problem occurs. Therefore, the relation
“describes” is used in the context relation template. To identify the particular
car, the location can be used. The “close-to” relation is captured, using the GPS
position.
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Symbol Context Attributes Context Acquisition

(1) ID
(2) Title
(3) Creator

(1) Sta c
(2) Sta c, profiled by the user
(3)  Sensed by actors device

(1) Crea onTime (1) Sensed by Clock on the actors 
device

(1) Crea onPosi on (1) Sensed by the GPS-Posi on of the 
actors device

(1) State (1) Derived by the rela on to relevant 
en es 

Problem
Document

Fig. 9. Context entity template of document

Conceptual
Relation

Category Context-A ributes 
En ty 1

Context-A ributes
En ty 2

Opera onal Rela on

creates ID Actor
• ID
• Name

Problem Document
• Creator

• GetIden ty

describes Loca on Part
• Posi on

Problem Document
• Crea onPosi on

• Close-To
• Receive(Bluetooth Signal)

associates Loca on Sta on
• Posi on
• Spread

Problem Document
• Crea onPosi on

• Close-To

contains Time Project
• ProductID

Problem Document
• Crea onTime

• CurrentPhase
(Crea onTime, Product ID)

describes Loca on Product
• Posi on
• Spread

Problem Document
• Crea onPosi on

• Close-To

Fig. 10. Context relation template document extension

4.2 Evaluation

We evaluated the presented analysis method by using it in an industrial project.
The result was that the graphical notation supports the discussion with the
domain experts successfully. Furthermore, it was possible to apply the analysis
approach to a real world use-case, the context-driven documentation. The effort
for the creation of the new context model for context-driven documentation
was lowered by reusing the already available engineering context model. This is
enabled by the extensibility of the approach – only one entity and five relations
had to be added. Therefore, the overall evaluation was very positive.

5 Related Work

In the following we differentiate three groups with respect to context modeling
in production environments. The first group contains related work addressing
conceptual modeling of context. Kofod et al. [17] present a generic model for
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context. It is based on the activity theory and designed to apply case-based
reasoning. The focus is on the user context. Relations between different entities
are not considered. Reichle et al. [8] introduce a layered approach for context
modeling. The three layers are conceptual, exchange and functional layer. The
conceptual layer consists of an ontology and a context meta model. The context
meta model describes the representation of context. However, they do not con-
sider relations between entities. Costas et al. [18] provide a conceptual foundation
for context modeling based on the assumption that context and entities have to
be separated. They suggest the modeling of entities using an entity hierarchy
and define associations to different context types, which also allows to define
relations between context. Nevertheless, there are no mechanism to transfer it
to an operational view. All in this group use ontologies to model their conceptual
model. However, modeling ontologies is complex and is not suited to discuss this
with domain experts, since the graphical representation is complex.

The second group comprises approaches with a more technical perspective.
Dey et al. [10] provide a method to support the development of context-aware
applications. Since the focus is on software development aspects, there is no sup-
port for conceptual context modeling. Henricksen et al. [6] accomplish context
modeling using Object-Role-Modeling (ORM). This enables to define the type
of context information and relations between entities. However, there is no clear
separation between entity and attribute and they are not categorized by con-
text categories. Achilleos et al. [7] design a model-driven approach for context
modeling and context-awareness. This approach is based on entities and their
attributes are classified according to context categories. Nevertheless, they focus
on the context of entities rather than on relations. Therefore, it is not described
how to define and operationalize the relations. The last two approaches possess
graphical notations, but there are complicated and designed for IT-experts and
are not suited for discussion with domain experts.

The last group addresses the integration of context in production environ-
ments. Lee et al. [1] aims to improve monitoring systems using context-awareness.
They propose a possible solution for the architecture of context-aware monitoring
systems and analyze the requirements for context. Alexopoulus et al. [2] present
a context-aware information distribution system. They collect sensor data from
the shop floor and provide them to the users with respect to the context. Both
approaches lack in defining a context model.

6 Summary and Outlook

In this paper, we present an analysis method for conceptual context modeling
based on a graphical modeling notation and context templates. This enables
the communication with domain experts to define relevant context. We use this
method to create an engineering context model that serves as basis for further use
cases in this domain. The engineering context model supports context-awareness
in production environments in the area of Industry 4.0. As evaluation, we apply
the analysis method and the engineering context model in a real use case at a
German manufacturer.
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In future work, we want to design a technical context model based on this
conceptual model. In addition, we plan to develop the applications on top of this
engineering context model.
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Abstract. Our concept of Business Domain-Specific e-Collaboration is an
approach to integrate e-Collaboration into business domains to enable direct
collaboration on business objects in enterprise systems. To validate its practi-
cability and usefulness, we conducted a usability test for a particular use case in
the business domain of product costing. In this paper, we present the results of
the evaluation for the coordination of component calculations based on Business
Domain-Specific e-Collaboration. We reveal how our concept improves the
product costing process through higher transparency, an increased speed in
processing and improvements regarding consistency.

Keywords: Business Domain-Specific e-Collaboration � Product costing �
Enterprise applications � Accounting information systems � Enterprise systems

1 Introduction

In the business domain of product costing, costs of new products whose development
cycle has just started are determined. The more complex and uncertain the composition
of a product is, the higher the effort for conducting this cost assessment becomes [1].
Collaboration plays an important role in product costing, since the degree of infor-
mation exchange and communication between the involved parties is very high [2]. In
our digitized world, teams are spread all over the world and are becoming increasingly
less restricted by limits of time. The evolution of collaboration support has facilitated
teams to be spread in different locations without any limits of time. In the 1980s,
research started to investigate how technology can be used to support people in their
work [3]. Nowadays, terms like Enterprise 2.0 or e-Collaboration stand for business
related collaboration techniques [4, 5]. Activities like exchanging information and
sharing knowledge in a fast and transparent way have become standard in companies
for their employees, as well as for their relationships with customers and partners.
Thus, the investigation of e-Collaboration, i.e., its business impacts and benefits, is a
common topic in research [6, 7].
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A prior study of ours, with a focus on the identification of problems and challenges
in the product costing process, showed that despite the immense progress in supporting
collaboration, severe deficits still exist, especially in the collaborative processes of this
field [8]. We discovered that almost 90 percent of the overall workload consists of
collaborative work. With the high number of participants and their distribution over
numerous divisions and locations, collaboration in product costing turns out to be a
very complex task. The study participants expressed that no appropriate IT systems
exist in the collaboration process of product costing, and that they are not satisfied with
the current solutions and the respective support functionalities. Often, it is unclear who
is involved in the costing process, and transparency regarding its progress is missing.
Data sources are not integrated, which leads to a high manual effort for data man-
agement with media breaks and redundant, inconsistent data. Further results of this
study showed that generic e-Collaboration solutions are not specifically designed to
integrate collaboration support into the work process. In product costing, a fusion of
e-Collaboration and the specific business process with its activities and workflows is
needed [8]. A few research projects have been conducted to bring business processes
and e-Collaboration together, e.g., working more collaboratively in business process
management systems [9] or creating cross-domain collaborative business processes
[10], but the focus was different to ours. We have created a concept for e-Collaboration
support that is designed specifically for adoption in business domains (see [11]). It has
the potential to support all involved participants when and where it is particularly
needed in the costing process. With Business Domain-Specific e-Collaboration
(BDSpeC) we established a concept to overcome the aforementioned problems and
barriers in product costing. Using resources more efficiently, increasing productivity,
and saving time and money are just some of the potential benefits of BDSpeC as shown
in [11]. In a first evaluation cycle, use cases for collaboration in product costing were
assessed regarding integrated e-Collaboration enabled by BDSpeC. We discovered that
the coordination of component calculations is a very typical scenario, and that it is a
basic use case for collaboration in product costing [12]. In this paper, we present the
results of our second evaluation cycle for BDSpeC in which we conducted a usability
test with a prototype based on the design concept we developed in a prior research step
[13]. Experts tested and assessed a prototype that conveyed the design concept for the
coordination of component calculations in product costing enabled by BDSpeC.
Therefore, the main research question for this paper is:

How does Business Domain-Specific e-Collaboration influence the coordination of compo-
nent calculations in product costing?

To answer this question, we present selected results of the prototype evaluation
along the following structure: The next section describes the background of the topic.
Section 3 presents our research approach followed by a description of the use case,
which is the coordination of component calculations, and how this use case is
addressed by our concept of BDSpeC (Sect. 4). In Sect. 5, we present how we con-
ducted the usability test and the results of the evaluation. The paper closes with a
summary and an outlook.
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2 Product Costing in the Discrete Manufacturing Industry

Corporate management covers leading, administering, and directing a company with
adequate instruments and methodologies. In managerial accounting, financial and
non-financial information are used to establish the foundations for corporate decisions
[14]. Product costing is a part of managerial accounting and enables companies to
estimate the costs that a product will generate in the future. Since 70% of the costs of
goods sold are already set during product development, preliminary costing is
specifically crucial, revealing a high potential to influence costs [1].

Providing reliable financial assumptions by calculating realistic costs is the goal in
product costing. In the discrete manufacturing industry, products consist of numerous
parts, which can be produced in-house, in a different plant of the company, or purchased
from suppliers. Each of these products must be assembled, often with complex proce-
dures. Therefore, product costing is a highly relevant task in this industry [2]. New
sources of procurement and sales markets evolve daily, and manufacturing processes
change constantly due to new innovative technologies. Diverse factors influence the
costs of a product. Especially when profit margins are low, like for automotive suppliers,
cost calculations need to be exact, because even small deviations from the predicted real
costs per piece sum up tremendously, leading to a money-losing business [15]. Thus,
accurate cost calculations are essential in the discrete manufacturing industry. Product
costing is an interdisciplinary business domain. The sales department communicates
with customers regarding new products, and the product costing department is contacted
as soon as a cost quote for the product is needed. Product engineering starts to design the
product and gives feedback on its possible composition. If parts for the product need to
be purchased, the procurement department must negotiate purchase prices for these parts
with suppliers, and manufacturing needs to validate the specifications regarding the
production before the cost quote can be sent to the customer. Thus, collaboration is
essential for the costing process due to the number of participants and the necessary
information exchange. In managerial accounting, the amount of data is extensive, and the
usage of information technology is substantial [16]. To estimate product costs, mainly
spreadsheets are used, created in Microsoft Excel. Hence, problems occur, like the costly
manual data administration, inconsistencies, and missing documentation, as well as a
low degree of integration [17]. Current IT solutions do not satisfy the needs for col-
laboration support in product costing, and respective support systems are missing. The
result is a lack of transparency as well as high manual efforts. Therefore, the integration
of collaboration support into the business activities of product costing is needed, com-
bining e-Collaboration and the work processes of the specific business domain [8].

3 Research Approach

We follow the design science approach according to Hevner et al. in our research
project [18]. Our artifact is designed in cycles and the results of each research step are
evaluated in an iterative manner.

We started our research project with an exploratory study focusing on problem
identification. In this first step, we investigated the collaborative process in product
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costing, along with its participants and its organizational IT support, to identify relevant
problems and challenges. The key findings are summarized in the introduction, and the
detailed results are presented in the respective paper [8]. Therefore, with this first study,
we addressed the relevance cycle according to Hevner [19]. Since we identified
numerous problems, we decided to continue specifically with the investigation of the
requirements for collaboration in product costing. In this second research step
addressing both the relevance and design cycle according to Hevner [19], we conducted
expert interviews to investigate possible solutions for the identified problems. We
derived a first approach for BDSpeC in terms of a requirements model for
e-Collaboration in product costing by examining the interview protocols in a qualitative
data analysis according to Miles et al. [20]. In this paper, we summarize the model
shortly in Sect. 4. The detailed requirements analysis can be found in our corre-
sponding research paper [11]. In a further step, we evaluated whether our concept of
BDSpeC addresses relevant use cases in product costing, and how our model improves
the product costing process [12]. With this iterative step-by-step progress of our
research project, we also fulfill the rigor cycle postulated by Hevner [19].

In the research step we present in this paper, we conducted an evaluation of a
prototype for the IT support of the use case that showed to be most essential and basic
in the use case analysis: the coordination of component calculations (described in more
detail in Sect. 4). In a usability test, business experts tested BDSpeC for this scenario.
Eight experts from Germany who work in five different international companies from
the automotive and machine building industry participated. They all had a professional
background in product costing and an extraordinary level of expertise in the field. For
the usability test, we implemented a prototype, which was based on a design concept
we developed in a prior step [13]. This design concept illustrates how BDSpeC, as a
whole, can be integrated into an existing accounting information system used for
product costing. Further details on the design concept can be found in the respective
paper [13]. For the prototype, we focused on and refined the aspects of the design
concept that concern the use case for the coordination of component calculations (see
Sect. 4). The usability test was designed for two perspectives: The product manager
who determines which person should maintain a certain component, and the costing
expert who provides information on a component. Every participant received a test
manuscript based on his or her role that explained how to proceed in the prototype. The
described steps had to be accomplished within 30 min in teams of two people using
one laptop. The usability test concluded with a feedback survey followed by a dis-
cussion according to Kriglstein [21]. Details and results of the usability test are pre-
sented in Sect. 5.

4 Coordination of Component Calculations in Product
Costing Based on Business Domain-Specific e-Collaboration

In a prior research step, we investigated the use cases for collaboration in product
costing [12]. We identified three use cases in which the coordination of component
calculations turned out to be a basic use case on which all other use cases are built. This
use case shows that when the costs for a new product are estimated, several experts
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usually contribute to the calculation. It is common that the different components of a
calculation, e.g., the assembly of a product, are distributed among these experts in order
to achieve the most precise information and cost data. They must determine which parts
are needed for the respective component, their quantities, and the costs for each
part. The distributor, e.g., the project or product manager has the role of a coordinator
and ensures that, in the end, the entire product can be calculated by summing up all
component calculations considering overhead rates, fixed and variable costs, and direct
and indirect portions.

To show how BDSpeC addresses this use case, we shortly outline the requirements
model for BDSpeC in product costing that we established in a prior research step [11].
BDSpeC is a concept for integrating e-Collaboration into a particular business area and
its respective domain-specific application, such as an accounting or enterprise system.
Figure 1 illustrates the requirements model for integrated e-Collaboration in product
costing. The model consists of four requirement areas that cover 18 requirements (i.e.,
abbreviated R in the model). Product Cost Monitoring gives an overview of the costing
process and helps to keep the participants informed about the status of a process.
The Costing Workflow provides self-initiated, ad hoc workflows. Task Integration
allows the extension of the task concept of the Costing Workflow to other IT systems
used for product costing, and Collaboration Groups authorize the collaboration system.
Three system-related prerequisite areas, comprising six constraints (i.e., represented by
C in the model), exist to enable integrated e-Collaboration in product costing: System
Access, System Performance, and System Assistance. For additional details, see
also [11].

Fig. 1. Requirements model for Business Domain-Specific e-Collaboration in product costing.
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In a prior research step, we conducted a use case analysis to investigate whether our
concept of BDSpeC addresses relevant aspects of the use case for the coordination of
component calculations [12]. This use case is characterized by determining who has the
expertise to maintain each of the components of the product calculation, which is
executed by elaborating each component and by monitoring when the calculation of all
components is complete. From the perspective of the coordinator, BDSpeC offers the
initiation of collaboration by creating and assigning new tasks in an ad-hoc manner (R8
Task creation, R9 Task assignment). Since the reference to the component of the
calculation that the assignee should work on is directly integrated, manual look-ups of
data will no longer be necessary. Furthermore, BDSpeC provides detailed information
regarding the status of the process (R5 Status illustration). Displaying the status of a
calculation informs team members about all existing tasks and their state of completion.
Whenever the status of a task changes, the coordinator receives a notification, enabling
a quick reaction (R3 Change notification). From the perspective of the task processor, a
notification is sent whenever a new task has been assigned to him or her (R11 Task
notification). All this happens automatically, which could enable faster collaboration.
By providing a dashboard with details about all tasks, it is easier for team members to
keep track of their workload (R10 Dashboard). Being able to monitor the collaboration
process professionally while initiating and executing steps with integrated data man-
agement has the potential to support the coordination of component calculations to a
high degree. Therefore, the process can be automated and becomes more transparent to
all participants. For more details, see [12].

5 Evaluation of Coordinating Component Calculations Based
on Business Domain-Specific e-Collaboration

To test the design concept for BDSpeC, we developed a prototype for the coordination
of component calculations. This prototype was implemented based on the requirements
model (see Fig. 1) and the design concept for BDSpeC [11, 13]. Eight experts with a
professional background in product costing, who work in the automotive and machine
building industry, took part in the usability test of the prototype. Half of the participants
assumed the role of a product manager and had to coordinate who needs to maintain
which component of a calculation by distributing tasks. The other half assumed the role
of a costing expert who had to examine what he or she must accomplish, and execute a
task that was assigned to him or her. After the usability test, participants filled out a
feedback survey, which was followed by a discussion in order to attain insight about
the reasons for the survey ratings. In the following sections, we explain the two
scenarios of the usability test and present the results from the feedback session.

5.1 Product Manager Perspective

For the participants with the product manager perspective, the first part of the usability
test was about assigning tasks for specific components of a calculation to the
responsible colleagues. Therefore, tasks had to be created for a calculation. The test
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manuscript explained that several aspects of the calculation ‘Pump P-100 #Version 1’
need to be executed, and that the product manager must ask different colleagues to plan
two particular components. In the manuscript, the participant was asked to complete the
following steps to create these tasks:

• First, he or she had to open the calculation ‘Pump P-100 #Version 1’ in the
prototype.

• Then, the component ‘Casing’ had to be selected.
• The button ‘Create New Task’ had to be clicked and a task description, the assignee,

and a due date had to be inserted in the appearing dialog window. The screen to
create tasks in the prototype is illustrated in Fig. 2.

• After clicking on the ‘Send’ button, the task was visible in the side panel of the
Calculation View with the status ‘Open’.

• To develop routine for the creation of tasks, the test manuscript prompted to request
further input for the component ‘Drive’. After selecting the corresponding com-
ponent in the prototype, the button ‘Create New Task’ had to be clicked, followed
by inserting a task description, the assignee, and a due date. The task was shown in
the side panel after the ‘Send’ button was clicked.

In the next part of the usability test, participants undertaking the product manager
perspective should test the monitoring of the progress, while colleagues work on their
tasks and edit the calculation.

• As a first step, they had to check all tasks that had been sent to the accountable
colleagues. For that purpose, they had to select the root item of the calculation in the
Calculation View. At the root level, the tasks for all components of a calculation are
displayed as shown in Fig. 3.

Fig. 2. Create task to request component calculation.
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• Next, the monitoring capabilities in the My Home View were presented in the
usability test. In the My Home View, the tile of each calculation shows a summary
of the existing tasks (see Fig. 4).

• Furthermore, a task list can be found in the My Home View on the right-hand side.
The test manuscript explained that one can choose between showing the tasks that
you sent to somebody, and the tasks that were assigned to you. Since the product
manager perspective should focus on the tasks that he or she delegated, the cor-
responding option was preselected in the prototype. Figure 4 illustrates the My
Home View, showing the task list with two tasks that were created previously.

Fig. 3. All tasks created for components of the calculation.

Fig. 4. Monitoring tasks in the My Home View.
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Following, participants should test the change notification shown in the lower right
corner of Fig. 4. In the test manuscript, we explained that this notification appears
whenever the status of a task changes.

• The participants were asked to click on the change notification, which triggered the
corresponding task to be opened in the Calculation View. Participants should rec-
ognize that the colleague finished maintaining the component ‘Casing’ and set his
task to ‘Done’, which moved the task automatically to the section ‘In Review’.

• Next, participants had to review the changes made for the component ‘Casing’.
Changes to the component were highlighted in the Calculation View, and the
participant was asked to approve the changes by setting the status of the task from
‘In Review’ to ‘Done’ (see Fig. 5).

The next step was to check the status of all tasks of the calculation again.
• The test manuscript stated to select the root item of the calculation in the Calcu-

lation View. Participants were shown that the task for the Casing had the status
‘Done’. In this scenario, the task for the drive that was created earlier was shown as
‘In Progress’.

• We explained that, in the meantime, other colleagues had created more tasks. For
the internal activity ‘Insert flat seal’, a task was ‘In Progress’, and there were two
additional open tasks. Overall, five tasks existed for the calculation illustrated in the
Calculation View.

• Participants were asked to switch to the My Home View to monitor the current
status of the calculation again. In the tile of the calculation, only the tasks that were
not done yet were summarized. In the task list of the My Home View, participants
could only see the two tasks they created.

Fig. 5. Reviewing a task in the Calculation View.
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• The test manuscript finished with the motivation to navigate to the Calculation
View, the calculation ‘Pump P-100 #Version 1’, or the tasks that were created. This
should demonstrate the diverse possibilities for monitoring and navigation.

5.2 Costing Expert Perspective

From the perspective of the costing expert, the main purpose of the usability test was to
demonstrate how to remain informed about your own workload, and how to complete
tasks assigned to you as the costing expert. In the test manuscript, we explained that
tasks can be distributed for the components of a calculation. Participants should find
out which tasks are assigned to them and what they must work on, since the partici-
pants were responsible for specific components of a calculation.

• The test manuscript stated that the My Home View provides information regarding
the workload. It includes a task list in which the user can choose between showing
the tasks that you sent to somebody, and the tasks that were assigned to you. In the
usability test with the costing expert perspective, the focus was on the tasks that the
participant had to work on. Therefore, this option was preselected.

• In the prototype, the My Home View showed two tasks that were assigned to the
participant, displayed in Fig. 6.

• In the test manuscript, we asked to click on the overdue task related to the com-
ponent ‘Casing’. The corresponding calculation ‘Pump P-100 #Version 1’ was
opened in the Calculation View and the component was automatically selected.

• Next, the component should be maintained. Therefore, the status of the task should
be set to ‘In Progress’ in the side panel of the Calculation View.

Fig. 6. Insight on tasks in the My Home View.
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• To edit the component, the participant was asked to click on the component. All
relevant data was entered automatically in the prototype. The results of these steps
are shown in Fig. 7.

• We prompted to set the status of the task to ‘Done’ in the side panel.

• Afterwards, participants should go back to the My Home View to point out that the
overdue task was not shown in the task list anymore.

Subsequently, the usability test for the costing expert perspective presented the
concept of task notifications. Whenever a new task was assigned to a user, he or she
was notified, similar to the change notification of the prototype displayed in Fig. 4.

• In the usability test, participants were asked to click on the displayed task notifi-
cation. The corresponding task was opened in the Calculation View, showing that a
task was assigned to the participant to maintain the component ‘Impeller’ of the
calculation ‘#Version 3’ of the calculation ‘Pump P-100’.

• As a next step, participants should get an overall impression about the status of the
calculation. Therefore, the root item of the calculation had to be selected in the
Calculation View, and the participant could see that several tasks were available for
this calculation. In addition to the task, there was another open task for the com-
ponent ‘Pick according to pick list’. A task for the component ‘Drive’ was in
progress. Overall, three tasks existed for the calculation (see Fig. 8).

• Next, the test manuscript stated that the task for the component ‘Impeller’ was not
urgent, since its due date was set for next week.

• The participant should return to the My Home View. The script advised that all
tasks were also reflected in the tiles showing the recent calculations.

Fig. 7. Status setting in the side panel of the Calculation View.
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• Finally, we encouraged the participants in the test manuscript to return by clicking
on the Calculation View or the calculation ‘Pump P-100 #Version 3’ to illustrate the
integrative navigation that the concept of BDSpeC provided for product costing.

5.3 Validation Results

After the usability test, we conducted a feedback session consisting of a questionnaire
that the 8 participants of the usability test had to fill out and a discussion during which
everybody could explain their assessments in more detail. In the questionnaire, we
asked eleven questions regarding the prototype in general, the visualization, and the
navigation. We used a 7-point-likert scale in order to have sufficient room for differ-
entiation, with the options from 1 = Strongly Disagree to 7 = Strongly Agree,
according to [22].

Subsequently, the average responses are presented in brackets. Participants agreed
that the scenarios of the usability test were realistic (5.5). The prototype was rated to be
easy to use (6.5), and that it was possible to complete the scenarios quickly (6.25).
Participants stated that the prototype represents a useful support for collaboration
(6.375), and that it could improve transparency (6.125) and enhance productivity in
product costing (5.625). Also regarding the visualization, our design concept for the
coordination of component calculations based on BDSpeC received very good feed-
back. The approach of connecting tasks with components of a calculation was rated to
be useful (6.5), and displaying tasks in the side panel of the Calculation View proved to
be effective (6.5). Participants assessed the overview regarding tasks in the My Home
View as helpful (5.5), but the discussion demonstrated that they saw a risk of infor-
mation overload when the number of tasks became very high. A specific aspect of
BDSpeC is the integrated navigation between tasks and the components of a calcula-
tion. The prototype was rated easy to navigate (6.375), and jumping from tasks to the

Fig. 8. All tasks for ‘#Version 3’ in Calculation View.
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respective component of the calculation was deemed to be very useful (6.5). Overall,
the different aspects of the prototype representing BDSpeC for the coordination of
component calculations were assessed as “positive” to “very positive”, without
exception.

We conducted a follow-up discussion because we were interested in the reasons for
the ratings of the prototype. We further deepened the assessment by asking what the
participants liked and disliked regarding the concept of BDSpeC presented in form of
the prototype. The feedback emphasized three main aspects: BDSpeC offers a great
opportunity to give an overview about the collaboration process and to manage and
control the whole process. Due to the intuitive navigation and the integrated visual-
ization, the prototype was described as a good and very appropriate tool to quickly send
tasks, get insight regarding the workload, and to keep track of the collaborative costing
process. Participants emphasized how important it was that the prototype provided a
possibility to track the history of a calculation, in terms of who contributed to what task
and which input was given by whom. Furthermore, several additional feature ideas
were mentioned, especially concerning the My Home View. To avoid information
overload, filtering and sorting should be provided in the tasks list, and options like
adding comments, accepting, declining and forwarding tasks should be provided.
Further notifications in respect of the due date of tasks were suggested, e.g., when a
task has not been started within a week, or when a task is due in two days. The
discussion further reinforced the strong need for e-Collaboration support in most
companies. Nevertheless, there are some individual exceptions. One participant from
the automotive industry explained that their processes are so standardized that such an
ad-hoc coordination support is only necessary in few special cases that differ from the
standard process. However, this could not be confirmed by the other participants.

Concluding the feedback session, the usability test showed that BDSpeC can
facilitate the product costing process and improve data consistency due to the direct
integration of tasks and components. Data input can be handled directly in the enter-
prise system used for product costing. Collaboration can be managed and tracked in an
integrated manner, and improved transparency as well as easy navigation have the
potential to speed up the process.

6 Summary and Outlook

In this paper, we presented an evaluation cycle for our concept of Business
Domain-Specific e-Collaboration (BDSpeC). The coordination of component calcula-
tions is a basic use case for collaboration in product costing. We conducted a usability
test with business experts for BDSpeC applied to this use case. Based on a prototype
we implemented, participants tested the integrated coordination of component calcu-
lations in a scenario with two typical perspectives: Having to delegate tasks as a
product manager, and having to work on tasks as a costing expert.

The evaluation showed that BDSpeC offers substantial support regarding the ini-
tiation, the execution, and the monitoring of collaborative aspects of the costing pro-
cess. Therefore, our concept and our prototype can be seen as a useful and appropriate
solution for current problems and challenges in the product costing process. By
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integrating this concept in an enterprise system, a suitable collaboration support that is
directly connected to the process of product costing will be provided for the employees
and for the respective business partners involved in the costing process.

As a next step in this research project, we will develop design principles to explore
the generalizability of our work for various business domains. Furthermore, we plan an
implementation of BDSpeC in a specific enterprise system for product costing. In fact,
a fusion of a costing system and a collaboration platform will be established according
to the prototype presented in this paper. The goal is to enable employees to use
BDSpeC in their everyday work lives, and to evaluate the concept in a real-world
setting.
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Abstract. Early approaches for pavement anomaly detection used simple
heuristic on a small number of features and their associated thresholds. Such
methods may not be suitable for data collected from heterogeneous sources (e.g.,
different vehicles, pavements, inertial sensors, etc.). Instead of manually selecting
a set of features and their thresholds, we propose using backward feature elimi‐
nation on a large set of features such that the optimal set of features can be deter‐
mined. Our experimental results show that the features selected by backward
feature elimination yield the best performance, compared to using all features
from the sampled data of the accelerometer and gyrometer.

Keywords: Accelerometer · Gyrometer · Pothole detection · Backward feature
elimination

1 Introduction

In today’s society, traveling in automobiles has been and continues to be an important
part of our daily lives. When traveling in cars, the presence of pavement anomaly could
have an adverse impact on our traveling experience. Pavement anomaly, however, is
almost unavoidable. Severe weather conditions (e.g., flooding, sun exposure, and earth‐
quakes), excessive usage intensity (e.g., overloading vehicles) and poor construction
quality (e.g., improper filling operations) can all result in pavement anomaly. Thus,
monitoring pavement to detect anomaly is crucial to ensure pavement quality.

Traditionally, pavement anomaly is detected by trained inspection personnel via
visual inspection. This approach cannot detect pavement anomaly in a timely fashion
due to its labor-intensive nature. Participatory sensing offers a feasible solution to this
problem [1]. First, with participatory sensing, a larger number of participants can provide
data with a better coverage area. Second, pavement anomaly causes abnormal vibration
of the vehicles, which can be recorded using inertial sensors. Because inertial sensors
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are standard in today’s smartphones, participatory sensing provides a cost effective
solution to this problem.

Therefore, the remaining problem is how to detect pavement anomaly with the data
collected from the inertial sensors of a smartphone. In the literature, accelerometers and
gyrometers are the two types of inertial sensors commonly used for detecting pavement
anomaly. Figure 1 shows the local coordinate system of a vehicle and that of a smart‐
phone. A 3-axis accelerometer measures the acceleration on each axis (denoted as ax,
ay and az), and a gyrometer measures the angular speed along each axis (denoted as rx,
ry and rz). For pavement anomaly detection, we collect these six measurements of a
vehicle. In this study, we collect the inertial data of a vehicle by placing the smartphone
inside the vehicle such that the three axes of the smartphone coincide with the three axes
of the vehicle. Thus, no conversion is required to convert the inertial data of the smart‐
phone to that of the vehicle [2–4].

Fig. 1. Local coordinate system of a vehicle (right) and of a smartphone (right).

Pavement anomaly incurs abnormal movement of the vehicle, especially in the
vertical direction of the vehicle. Thus, az and its related features are often used in pave‐
ment anomaly detection. For examples, [5] uses three thresholds, respectively, on three
features az, ax∕az and vy∕az to detection potholes, where vy is the speed of the vehicle;
[2] uses two thresholds on az, depending on whether vy is greater than 25 km/h or not.
With these approaches, the setting of the thresholds and the selection of features are ad
hoc, and may not be suitable when the data is collected from heterogeneous sources,
e.g., different cars or various road conditions. Instead of depending on the simple heuris‐
tics from a small number of selected features and their respective thresholds, we propose
applying backward feature elimination on a large number of features such that the
detection model can better adjust to the data under study automatically. Our experi‐
mental results show that the proposed method selects 15 out of 24 features, and the
selected features yield the best performance, compared to using all 24 features from the
accelerometer and gyrometer, or all 15 features from the accelerometer, or five features
from z-axis of the accelerometer. Notably, the experiment used three classification
algorithms (neural network, support vector machine, and J48 decision tree) from Weka
[15] to perform 10-fold cross validation.

The rest of this paper is organized as follows. Section 2 reviews pervious work.
Section 3 describes the proposed approach, specifically on data collection,
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preprocessing, feature calculation, and backward feature elimination. Section 4 shows
the performance results, and Sect. 5 concludes this paper.

2 Related Work

In the literature, the data used for pavement anomaly detection can be divided into two
groups: image and non-image. Image data is collected using cameras, and image
processing techniques are used to detect pavement anomaly. Some research used a
specialized camera to take pictures of the pavement from above [6], and others used a
low-cost car parking camera [7].

Sensors used for collecting non-image data include GPS, accelerometers, gyrometer,
and On-Board Diagnostic System 2 (OBD2). GPS is mainly used to record the location
data of pavement anomaly. Clustering algorithms can be applied to the locations of
detected pavement anomaly to refine and improve the prediction results [1]. The speed
of the vehicle can affect how a vehicle reacts to a pavement anomaly. It can be collected
from GPS (less accurate) or OBD2 [8].

As described in Sect. 1, accelerometers are the most common sensors used for pave‐
ment anomaly detection [2, 3, 5, 9–11], and some research used both an accelerometer
and a gyrometer [12]. Table 1 summarizes the important features derived from the
sampled data of an accelerometer.

Table 1. Features derived sampled data of an accelerometer and the speed of a vehicle, where t
is an index to time.

Reference Features
[5] ax, az, ax∕az, vy∕az, vy

[2] az, vy

[13] ax, ay, az, az(t) − az(t − 1), Stdev
(
az

)

[3] az, max
(
az

)
, min

(
az

)
, avg

(
az

)
, vy

[14] max
(
az(t) − az(t − 1)

)
,Σ

((
az(t) − az(t − 1)

)2
)

3 Proposed Approach

3.1 Data Collection and Preprocessing

In this study, the data was collected using the accelerometer and gyrometer of a smart‐
phone. The smartphone was placed on the carpet of the front passenger side of a vehicle
such that the three axes of the smartphone coincided with the three axes of the vehicle (see
Fig. 1). Thus, no transformation was needed to convert the inertial data of the smartphone
to that of the vehicle. An Android app was developed to collect the inertial data (including
ax, ay, az, rx, ry and rz) of the smartphone and the time of occurrence of each sample data.
Consequently, the collected inertial data includes six time series. Furthermore, the Android
app also provides a GUI button to allow the user to record the time of occurrence of an
anomaly (i.e., pothole or bump). The vehicle and the smartphone used in this study were
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Toyota Yaris and HTC One, respectively. The sample frequencies of the accelerometer and
gyrometer were 15 Hz and 30 Hz, respectively.

For each time an anomaly occurred, we form a window of sampled data from each
of the six time series of ax, ay, az, rx, ry and rz. Supposed that an anomaly occurs between
times t and t + 1, six windows of data are constructed, including the 100 sampled data
at or before time t, and 10 sampled data after time t, as shown in Fig. 2. These six windows
of sampled data represent a case of an anomaly, and are used to derive features of the
anomaly (see Sect. 3.2).

Fig. 2. From six time series of ax, ay, az, rx, ry and rz, construct six windows of sampled data for
each anomaly occurred between time t and time t + 1.

Cases of smooth pavement are constructed as follows. First, a window is constructed
for every 120 sampled data in the time series of ax. That is, the first window contains
ax(0) to ax(119), the next window contains ax(120) to ax(239), and the i-th window
contains ax(120i − 120) to ax (120i − 1), and so on. Consider a window with a starting
time t and an ending time t + 119. If no anomaly occurs between time t and time t + 119,
then another five windows of sampled data between time t and t + 119 are constructed
from the five time series of ay, az, rx, ry and rz, and these six windows of sampled data
represent a case of smooth pavement.

In this study, the preprocessing step yields 151 cases of data (73 for potholes, 29 for
bumps, and 49 for smooth pavement), where each contains a set of six windows of
sampled data from the time series of ax, ay, az, rx, ry and rz.

3.2 Derived Features

Let v1, v2, … , vn represent a window of sampled data. Then, seven features derived from
v1, v2, … , vn are defined below.

f1
(
v1, v2, … , vn

)
= max

{
v1, v2, … , vn

}
. (1)

f2(v1, v2, … , vn) = min{v1, v2, … , vn}. (2)

f3(v1, v2, … , vn) = max
{

v2 − v1, v3 − v2,… , vn − vn−1
}

. (3)
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f4(v1, v2, … , vn) = min
{

v2 − v1, v3 − v2,… , vn − vn−1
}

. (4)

f5(v1, v2, … , vn) = max
{||v2 − v1

||, ||v3 − v2
||,… , ||vn − vn−1

||
}

. (5)

f6(v1, v2, … , vn) = max{|v1|, |v2|, … , |vn|}. (6)

f7(v1, v2, … , vn) = max
{||v2 + v1

||, ||v3 + v2
||,… , ||vn + vn−1

||
}

. (7)

As described in Sect. 3.1, each case of data contains a set of six windows of sampled
data from the time series of ax, ay, az, rx, ry and rz. For the three windows from the time
series of ax, ay and az, we apply Eqs. (1)–(5) and yield 15 features, denoted as
f1
(
ax

)
, … , f5

(
ax

)
, f1

(
ay

)
, … , f5

(
ay

)
, f1

(
az

)
, … , f5

(
az

)
. For the three windows from the

time series of rx, ry and rz, we apply Eqs. (5)–(7) and yield 9 features, denoted as
f5
(
rx

)
, f6

(
rx

)
, f7

(
rx

)
, f5

(
ry

)
, f6

(
ry

)
, f7

(
ry

)
, f5

(
rz

)
, f6

(
rz

)
, f7

(
rz

)
. Thus, our dataset

contains 24 features, plus an attribute indicating pothole, bump, or smooth pavement.

3.3 Backward Feature Elimination

A backward feature elimination process was adopted in this study to select the optimal set
of features to build the classification model. At first, all features are used to build a classi‐
fication model M0. Then, many classification models are built, each of which uses one less
feature than M0 does, and let Mbest denote the best of these models. If Mbest yields better
performance than M0 does, then Mbest becomes the new M0, and the same process repeats
with the set of features used to build Mbest. Otherwise, return the set of features used to build
M0, and end the process. The backward feature elimination process is shown below.
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In the backward feature elimination process described above, we use the neural
network in Weka [15] to build the classification model. With the data set described in
Sects. 3.1 and 3.2, the sequence of features removed by the process is
f4
(
az

)
, f4

(
ax

)
, f3

(
az

)
, f3

(
ax

)
, f5

(
az

)
, f5

(
ry

)
, f7

(
rx

)
, f6

(
rz

)
, f4

(
ay

)
. The remaining 15

features are f5
(
ay

)
, f5

(
rx

)
, f5

(
rz

)
, f6

(
rx

)
, f6

(
ry

)
, f7

(
ry

)
, f7

(
rz

)
, f1

(
ax

)
, f1

(
ay

)
, f1

(
az

)
,

f2
(
ax

)
, f2

(
ay

)
, f2

(
az

)
, f3

(
ay

)
, f5

(
ax

)
, f5

(
ay

)
, f5

(
rx

)
, f5

(
rz

)
, f6

(
rx

)
, f6

(
ry

)
, f7

(
ry

)
, f7

(
rz

)
.

The set of these 15 features is denoted as Fbfe.

4 Performance Study

In this performance study, we compare the performance of our selected features against
that of five sets of features. The first set of features, denoted as Fall, includes all 24 features
described Sect. 3.2. This set uses features derived from the sampled data of accelerom‐
eter and gyrometer. The second set of features, denoted as Facc, includes only the 15
features derived from the sampled data of accelerometer. The third set of features,
denoted as FaccZ, includes only the five features derived from the sampled data of accel‐
erometer. In the literature of pavement anomaly detection, some used sampled data from
both accelerometer and gyrometer, some only used sampled data from accelerometer,
and some only used the z-axis sampled data from accelerometer. Thus, this experiment
used these three sets of features to represent the three scenarios. Besides, to compare to
other feature selection methods, we also rank all 24 features according to information
gain or correlation. The fourth set of features, denoted as FinfoGain, includes the top 15
features with respect to information gain. The fifth set of features, denoted as FR2,
includes the top 15 features with respect to correlation.

Three classification algorithms (neural network (NN), support vector machine
(SVM), and J48 decision tree) from Weka [15] were used in this study to perform 10-
fold cross validation. Default parameter settings of three algorithms in Weka were
adopted. The results are shown in Table 2.

Table 2. Classification accuracy.

Feature set NN SVM J48
FaccZ 72.8477 72.1854 69.5364
Facc 80.7947 81.457 78.1457
Fall 83.4437 82.7815 76.8212
Fbfe 87.4172 84.106 75.4967
FinfoGain 80.1325 81.457 77.4834
FR2 80.7947 81.457 77.4834

J48 decision tree yielded the worst performance among the three algorithms. Because
decision tree bases on one feature at a time to build the model, it is not well suited to
this problem where the inertial data from all three axes are highly coupled. In contrast,
both NN and SVM combine all features into a nonlinear model, making them a better
algorithm for this problem.
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Consider the performance results of using NN and SVM on FaccZ, Facc, Fall, or Fbfe.
Fbfe yielded the best performance, Fall came in second, Facc third, and Facc was the last.
Thus, using only the z-axis sampled data from the accelerometer is not sufficient. Using
all three axes of sampled data from the accelerometer improves the performance by
about 8% with NN and about 9% with SVM. Adding the sampled data from the gyrometer
further improves the performance by about 3% with NN and about 1% with SVM.
Finally, backward feature elimination improves the performance further by about 4%
with NN and about 2% with SVM.

Finally, the last three rows of Table 2 show that, using NN or SVM, Fbfe yielded
better results than both FinfoGain and FR2 did. Thus, the features selected by backward
feature elimination are better than that selected according to either information gain or
correlation. Table 3 shows the features in Fbfe, FinfoGain and FR2, where the features in
Fbfe are marked with asterisks, and the features in FinfoGain and FR2 are indicated by their
ranks in their corresponding sets. By Tables 3(a)–(c), all three sets select features derived
from the three axes of the accelerometer. However, Table 3(d) shows that the feature
set FR2 contains only one feature that is derived from gyrometer’s data, but Fbfe and
FinfoGain use five and four features derived from gyrometer’s data, respectively.

Table 3. Features in Fbfe, FinfoGain and FR2.

5 Conclusions

In this study, we showed that both SVM and NN are effective techniques to construct
classification model for pavement anomaly detection. Reference [10] also applied SVM
on a large number of features to detect pavement anomaly, but it did not employ feature
elimination. We showed that by using backward feature elimination, the performance
is further improved.

Although feature elimination has been shown to be an effective step in this study,
the algorithm used to perform feature elimination should be chosen carefully. For
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example, decision tree is not suitable for the problem under study, according to its
performance shown in Table 2. Thus, although decision tree is sometimes used as a
feature selection technique, it may not be adequate to select features for the problem of
pavement anomaly detection. In this study, we applied backward feature elimination,
where NN was used to build classification models. Since NN is suitable for the problem
under study, according to its performance shown in Table 2, using NN inside backward
feature elimination is a good choice.

In this preliminary study, both the amount of collected data and the number of
considered features are limited. Experimenting with a small set of data with a large
number of features increases the risk of overfitting. Thus, future work is planned along
three directions: more data, more features, and more feature selection/elimination
methods. First, more data is needed to strengthen the results of this study. Data should
be collected from diverse conditions. Second, this study employed only 24 features.
More features should be added by adding more data sources (e.g., OBD2, GPS, etc.)
and more formulas to derive features. Third, this study only considered backward feature
elimination to select features. As the number of features grows, this approach can be
very time-consuming. Other options should be explored.
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