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Preface

This volume contains revised versions of the papers presented at the 14th European
Conference on Multi-Agent Systems (EUMAS 2016) and the 4th International Con-
ference on Agreement Technologies (AT 2016), which were both held in Valencia
during December 15–16, 2016. EUMAS 2016 followed the tradition of previous edi-
tions (Oxford 2003, Barcelona 2004, Brussels 2005, Lisbon 2006, Hammamet 2007,
Bath 2008, Agia Napa 2009, Paris 2010, Maastricht 2011, Dublin 2012, Toulouse
2013, Prague 2014, and Athens 2015) in aiming to provide the prime European forum
for presenting and discussing agents research as the annual designated event of the
European Association of Multi-Agent Systems (EURAMAS). AT 2016 was the fourth
instalment in a series of events (after Dubrovnik 2012, Beijing 2013, and Athens 2015)
that focus on bringing together researchers and practitioners working on computer
systems in which autonomous software agents interact, typically on behalf of humans,
in order to come to mutually acceptable agreements. A wide scope of technologies can
help provide the support needed for reaching mutually acceptable agreements, such as
argumentation and negotiation, trust and reputation, computational social choice,
coalition and team formation, coordination and distributed decision-making, and
semantic alignment, to name a few.

This year, for the second time, both events were co-located and run as a single, joint
event. This joint organization aimed to encourage and continue cross-fertilization
among the broader EUMAS and the more specialized AT communities, and to provide
a richer and more attractive program to participants. While the technical program was
put together by their independent committees into conference-specific thematic ses-
sions, they shared keynote talks and aligned their schedules to minimize overlap and
enable participants to make the best possible use of the combined program of the two
conferences. Traditionally, both conference series have always followed a spirit of
providing a forum for discussion and an annual opportunity for primarily European
researchers to meet and exchange ideas. For this reason, they have always encouraged
submission of papers that report on both early and mature research. The peer-review
processes carried out by both conferences put great emphasis on ensuring a high quality
of accepted contributions. The EUMAS Program Committee accepted 17 submissions
(32.7%) as full papers and another 16 submissions (30.8%) as short papers out of a total
of 52 submissions. The AT review process resulted in the acceptance of seven full
(43.8%) and three short papers (18.8%) out of 16 submissions overall. This volume is
structured as follows: In the first part, we present the two invited papers; in the second,
we present the EUMAS papers, and in the third we present the AT papers. The papers
of each part are then grouped into thematic areas, where we first present full papers,
followed by short papers. For the EUMAS papers, the thematic areas are:



– Agent and Multi-agent System Models
– Algorithms
– Applications
– Simulations
– Theoretical Studies

For AT, the thematic areas are:

– Algorithms and Frameworks
– Applications
– Philosophical and Theoretical Studies

The editors would like to thank all authors for submitting to EUMAS and AT, all
participants, the invited speakers, the members of the Program Committees, and the
additional reviewers for putting together strong programs. We also thank the local
organizers for their hard work organizing the events. Finally, we would like to express
our gratitude to the sponsors of the conferences, the European Association for Artificial
Intelligence (EurAi), the Universitat Politecnica de Valencia, the Escuela Técnica
Superior de Ingeniería Informática, and the Artificial Intelligence journal for their
generous support, without which this event would not have been possible.

March 2017 Natalia Criado
Carlos Carrascosa
Nardine Osman
Vicente Julian
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Autonomy and Roles of Intelligent Social
Agents in Our Hybrid and Mixed World:

Some Hints

Cristiano Castelfranchi(&)

ISTC-CNR, Rome, Italy
cristiano.castelfranchi@istc.cnr.it

1 Introduction

Ag-MAS community created autonomous and proactive intelligent entities (which will
become ‘presences’ and ‘roles’ in our hybrid (human and artificial agents) society and
mixed reality (combined virtual and ‘real’ world). Now a question will be: are we able
to manage these autonomous and too informed and intelligent agents?

It is not only a problem of level of delegation (open vs. restricted and specified) or
of the possibility of initiative in cooperation with ‘over-help’, ‘critical-help’, and even
with functional norms violations. It is not only a matter of ‘adjustable autonomy’ and
negotiation of the degree of control based on trust and self-trust. It is a matter of: which
roles will those material or immaterial, visible and invisible ‘entities’ play in our life
and environment? Will they be our ‘Guardian angel’ with a ‘tutelary’ role? Or our
tempting Devil (for the benefit of some marketing strategy)? Or will they be an
influencing and manipulating manager for hidden political or economic powers? Or our
supervisor and exploiter in the ICT-Panopticon we live in?

Which interests they will care of? Of the interests of sellers or of us as consumers?
Of the interests of dominant groups or of submitted and discriminated people? Which
political and moral view will orient them: I mean not our ‘car drivers’ but our ‘society
drivers’ and our ‘life navigator’.

Shouldn’t we develop not only useful ‘agreement technologies’ but also some
‘disagreement’ supporting technologies?

Intelligent Agents will decide “for us”, but in which sense? “Instead of” us or also
“for our good”? Robots and Intelligent Ags will not govern for their own interests, but
in whose interests?

2 Some of the Real Risks and Challenges

We – AAMAS community – are responsible for the introduction of “Agents” as “au-
tonomous” (proactive, with initiative, with their own learning, reasoning, evolution,…)
and “social”, cooperating with human by following true “norms” (but also – in case –

© Springer International Publishing AG 2017
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violating them), and critically adopting our goals (not just “executing”), with over-help,
critical-help, …1

And this was a correct and unavoidable solution, for a real “Intelligence” inter-
acting with and usable from humans. And also for “science”: for modeling and
understanding human intelligence and sociality.

I’m not repented at all, of modeling artificial intelligence and sociality… However
this obliges you/us to become aware of possible appropriation of such creation, of
possible unacceptable uses of these instruments.

There are dangers in AI and in particular in Autonomous Agent and
Augmented/Hybrid Intelligence. Are we missing the control? Not of our Autonomous
Agents, Robots, etc. but of their possible uses?

Are we ready for the anthropological revolution grounded on Intelligent Tech-
nologies and artificial mixed society? Which also is an economic, social, and political
revolution.

Following the mass media, the problems mainly are: Privacy; Security (on WEB, …
on access …); Hackers’ attacks; Anthropomorphism; War and Artificial soldiers/arms;
Ethics inside Artificial creatures and algorithms.

These are problems, for sure. Just a couple of examples of this focus on.

(i) War and Artificial soldiers/arms: Subra Suresh, Carnegie Mellon’s president,
said “injecting ethical discussions into A.I. was necessary as the technology
advanced. While the idea of “Terminator” robots still seems far-fetched, the
United States military is studying autonomous weapons that could make killing
decisions on their own—a development that war planners think would be
unwise.”
Finally solved the problem of the poor general!2 Finally generals no longer need a
(human) driver or mechanic! The AI driver can think, yes; but we/generals can
decide and control how it will think!

(ii) “Engineering Moral Agents”: Dagstuhl Seminar 2017: “Imbuing robots and
autonomous systems with ethical norms and values is an increasingly urgent
challenge, given rapid developments in, for example, driverless cars, unmanned
air vehicles (drones), and care assistant robots.”

Two immediate problems:

• the formalization of ethics in a format that lends itself to machine implementation;
• the actual implementation of moral reasoning and conduct in autonomous systems.

1 “Proactive” means that the Ag can anticipate us, takes the initiative; has its own information, and
understanding, and learning, and abilities, …; “Goal-Adoption” is not “execution”, “obedience”; and
there are different levels of delegation, reliance, adjustability, etc. And there is a “spontaneous” (not
requested!) help, and help beyond request and even violating request, but “for our good”, with a
“tutelary” role.

2 The famous poem of Bertolt Brecht: “General, your tank is a powerful vehicle/ It smashes down
forests and crushes a hundred men./ But it has one defect:/ It needs a driver./ General, your bomber is
powerful./ It flies faster than a storm and carries more than an elephant./ But it has one defect:/ It
needs a mechanic./ General, man is very useful./ He can fly and he can kill./ But he has one defect:/
He can think.”
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2.1 Not Less Serious Problems

For me there are not less serious problems, like:
Is our Intelligent Technology research only business oriented just because it needs

money?
Consider these relevant recent examples:
“Meeting of the minds for machine intelligence. Industry leaders, computer sci-

entists and students, and venture capitalists gather to discuss how smarter computers
are remaking our world. …savvy machines can help us evaluate (social) policies.”
(MIT News, Oct 2016)

Are only these the right subjects/minds to involve for discussing about ethical and
political and social consequences of machine intelligence and hybrid society? What
about other subjects to be involved like: moral and political philosophers, trade unions,
social democratic movements (like women movement, like “occupy Wall Street”, …),
poor countries, etc.

Why such alliance only between academy, scientists, and capitalists and
businessmen?

Is this so obvious and undisputable in current culture to become invisible?
“Carnegie Mellon University plans to announce on Wednesday that it will create a

research center that focuses on the ethics of artificial intelligence. The ethics center,
called the ‘K&L Gates Endowment for Ethics and Computational Technologies’, is
being established at a time of growing international concern about the impact of A.I.
technologies. That has already led to an array of academic, governmental and private
efforts to explore a technology that until recently was largely the stuff of science fiction.
… Peter J. Kalis, chairman of the law firm, said the potential impact of A.I. technology
on the economy and culture made it essential that as a society we make thoughtful,
ethical choices about how the software and machines are used.”

(New Research Center to Explore Ethics of Artificial Intelligence. By John Markoff
NYTimes - NOV. 1, 2016)

Just another example of this obvious alliance:
The ex-CEO (Chief Executive Officer) of Google and current President of Google

CdA, Eric Schmidt, has been nominated by Ash Carter, USA Defense Secretary,
chairman del DoD Innovation Advisory Board of Pentagon. The aim of DoD Inno-
vation organization is the full exploitation of Silicon Valley “best practices” for mil-
itary purposes.

Again: Why an alliance only between academy, scientists, and capitalists and
businessmen, (and war powers)? Is this really undisputable in current culture?

3 Hidden Interests and Powers

The bad results and government of societies is not mainly due to ignorance (lack of
data and models) and technical problems, now perhaps solved by the ICT explosion
and Digital Revolution. It is mainly due to the dominance of class interests, which are
paradoxically guaranteed by “spontaneous” and self-organizing “order”, the market-
society, and the “invisible” managing hand.

Autonomy and Roles of Intelligent Social Agents 5



¡Error! No se encuentra el origen de la referencia. Security, Privacy, War,
Ethics, … are for sure very relevant issues, we have to reflect on, but not the most or
the only relevant ones from the moral and political point of view.

Hidden interests, manipulation of us (users and programmers), exploitation, …
emptying democracy, etc., are not less important.

We have to be conscious not just manipulated,3 unaware although genial servants
of those forces and interests.

Democracy is not a formal and misinformed voting ritual. It also is up to us to foster
a real understanding and power of people on the hybrid societies evolution. We should
build not only an improved and collective intelligence but an improved and collective
awareness, which is a crucial form of “intelligence”, of understanding what we are
doing and why we are doing that.

Intelligent Agent and algorithms have to help us to understand not only our Goals
and how to decide (by revealing us and correcting our rational & affective biases) but
help us to understand our “finalities”/“aims”, which go much beyond our mental Goals.

3.1 Functions and Interests

This is the crucial issue of “functions” and of “interest” beyond our intended goals.
“Functions” are “external (non represented) goals” impinging on us and on our

minds and conducts. Non intended “purposes” of our behavior. We follow them
without understanding them, or deciding about them, although they not only “emerge”
from our collective behaviors, but feedback and “immerge” in our minds.4

Also the Goals of our Agents and Robots (or just their rules and procedures) serve
to “functions”: external, not chosen and understood Goals. Will they be explicit,
transparent at least for us?

They will favor some interest. Is this intended or not-intended by us? To which
values do they respond? Perhaps do not shared by us but at least clear, transparent! Or
obscure?

“Interest” is what is better for me and my goals but… I do not understand or
intentionally pursue it.

“Tutelary Role”: X takes care of my “interests”, of my good, even in conflict with
me, with my current goals; X helps me or pushes me or obliges me!

In a lot of circumstances Agents (or Agent sellers?) will decide for us (delegated or
not by us), in a “tutelary” role. Even if they would just use hints and prompts or just a
little push (the celebrated liberal (sic!) “nudges”) like in marketing, by exploiting how
the stimulus is presented, the elicited impulses or associations…

3 Our notion of “manipulation” is: X influences Y’s behavior by communication or action, by
changing Y’s goals, by changing his/her beliefs and feelings, but in a hidden way. That is, without
communicating his intention of influencing Y, of changing Y’s mind.

4 “Immergence” theory (Conte and Castelfranchi, Cognitive and Social Action, UCL Press, 1995);
Castelfranchi, C. (2001). The theory of social functions. Challenges for multi-agent-based social
simulation and multi-agent learning. Journal of Cognitive Systems Research 2, 5–38. Elsevier. http://
www.cogsci.rpi.edu/*rsun/si-mal/article1.pdf.
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1. Does really this make us more “free” than an explicit recommendation or an
imperative?

Moreover:

2. For whose benefit/advantage?

Who is judging what is better for me, for us? Is this really “in our interest” or
primarily in the interest of financial and informational dominant powers? Or (in many
countries) of the political regime?

4 The “Mouth of Truth” Algorithm

Clearly we are developing algorithms for ascertaining the “truth” in that mess of data,
of assertions, hoaxes, and news, which will be diffused and accessible through the
WEB. An algorithm for deciding about reliable sources, credible information: what is
“true” among so many different claims and data. There is no alternative on that.
However:

• On which base such algorithm will “ascertain what is true”? Only on the basis of
reliable and convergent sources? Of their number and net topology? On direct or
indirect access to the “fact”?

• Also on the basis of the “values” and on the sharing and acceptability of the values
of the source?

Even for ‘official’ science: is it always capturing or saying the truth?

• And there will be dogmatic truths and undisputable authorities, like in any culture?
• And which culture and values will be assumed as the “right” ones?

How will we allowed to distinguish between a conflict of values or of interests from
a mere conflict between more or less credible data, more or less grounded, direct,
controlled, reliable, …?

5 ‘Presences’ in Our Mixed Reality Society

The autonomous and proactive intelligent entities that Ag-MAS community created
will become ‘presences’ and ‘roles’ in our hybrid society (human and artificial agent)
and mixed and augmented reality (combined virtual and ‘real’, ‘natural’ and
automatic/prosthetic world).5

Now the problem will be:

• Are we able to manage these autonomous and too informed and intelligent agents?

5 Alessandro Ricci, Michele Piunti, Luca Tummolini and Cristiano Castelfranchi, The Mirror World:
Preparing for Mixed-Reality Living. PERVASIVE COMPUTING, 1536-1268/15/2015 IEEE.
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As we said, it is not only a matter of level of delegation (open vs. restricted and
specified) or of the possibility of initiative in cooperation and “over-helping” and even
“critical-help”, and even functional norms violations; or a matter of adjustable autonomy
and negotiation of the degree of power based on trust and self-trust (see note 1).

It is a matter of:

(A) Which roles will those material or immaterial, visible and “entities” play in our
life and environment?

Will they be our Guardian angel with a ‘tutelary’ role? Or – less religiously – our
Jiminy Cricket (The Talking Cricket) with its recommendations? Or our supervisor in
the ICT-Panopticon we live in? Or some tempting Spirit, or a tempting Devil for the
benefit of some marketing policy or monopoly; or the influencing and manipulating
manager for hidden political or economic powers?

It is a matter of:

(B) Which interest they will care of?

Of the interest of the seller or of us as consumers? Of the interests of the dominant
groups or of the submitted or discriminated people? Which political and moral views
will orient them: not our “car driver” but the “society drivers”! And our life-navigator.

They will decide “for us”, but this expression is ambiguous: “instead of” us or also
“for our good”?

Social Robots and Intelligent Agents will NOT govern in their own interest (science
fiction!) but… in the interest of whom? And will we be able to monitor and understand
that? And to make that “transparent” for people?

5.1 Mixed Reality, Mixed Body and Mind

Will we “incorporate”, feel them as part of “us”, our “mental prosthesis”? Will we
listen to that moral or rational “voice” as our own mental or consciousness voice, our
(expanded) SuperEgo.

Or will our SuperEgo be “externalized”? Not “me”. Will we listen to “her” as to the
voice of our mother, our teacher? Or will we become “voice hearers”?

Will it be a boring “Talking Cricket” trying to correct us: wooden marionettes? But
with the advantage that we could turn off that voice!

Both solutions will be probably there:

• The “social” one: Externalized voices and Agents.
• The “reflexively social” one: an augmented internalized Self and Consciousness.

Will I prefer to maintaining my judgment and to discuss with some friend or
advisor, and listen to him/her or do not pay attention to? And has s/he to have my own
values and character?

Or will I change and acquire a new Self with new introjected conflicts, values and
style?
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6 Disagreement Technologies

It is obviously very relevant to support the “agreement” technologies, a real strategic
challenge for ICT and in particular for MASystems.6

Intelligent systems for:

– Rational and effective argumentation, negotiation, compromises, fair business
practices, …

– Norms, commitments, and value management, …
– Consumer protection, transparency, trust, etc.

However, Agreement Technologies implicitly have two sides; let’s look more
directly at the other important side: the Disagreement Technologies.

There is a too strong ideology and rhetoric about society as cooperation, collabo-
ration, common intent, collective advantages, … how to reach convenient agreements
and equilibrium, etc.

Moreover, the web is (non accidentally) favoring a deviating political feeling: “we”
against “them” (governors, political caste, centralized powers). This perception of
“we” is completely misleading: there is no a “we” with common values and goals and
interests, which has to be unified against the political power as such (in case against the
real power (financial power) that has usurped the political power).

• Making conflicts to emerge and become aware, making express disagreement,
making transparent which interests are hidden and prevailing, … should be (in
democracy) one of the main tasks of intelligent social technologies.

Sometimes in order to facilitate a balanced conflict resolution, agreement; some-
times just for supporting the opposition and expressed disagreement that is the ground
of democracy.

• Using WEB technologies for organizing “movements” it is OK; but not so good
without promoting critical consciousness, understanding of real social interests and
hidden powers and conflicts.

• To provide new environment, contexts, and instruments for promoting
motivated/grounded conflicts, for making them well grounded and effective, for
solving them not just by persuasion but by some achievement.

6.1 The Need for Conflicts

No Conflicts No Democracy
Conflicts are the presupposition of Democracy. Democracy is not only a “response” to
them and for moderating them; it would be a way of encouraging, growing (and
solving) them.

6 See for example the remarkable results of the Project on “Agreement Technologies”:
http://www.agreement-technologies.org/project.
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Conflicts are not only to be governed, reduced, reconciled: they should even be pro-
moted and this is in fact the role/function of specific forces and organizations, like
trade-unions, parties, group of interests, association, movements, etc. These are crucial
stakeholders of democracy, but also definitely responsible of the typical social, cultural,
economic “progress” of western countries in the last centuries and now of the rest of the
world.

Of course conflicts might be dangerous conducing us to fighting, violence, war, …
So it is true that societies and groups need “rules” for governing them, to avoid
degeneration. Centralized state was one of these solutions: the state monopolizes
violence; private or group violence is forbidden.

Conflicts are not just conflicts of views or opinions, or due to different conceptions,
information, reasoning. There are conflicts of “interests”: if you realize your goal I
cannot realize my goal or loose something I have.

So the problem is conflicts between interests of group or classes, or conflicts
between “private” interests vs. common interests, the “commons” and public goods.

Social conflicts in fact do not have a “verbal/cognitive” or a “technical” solution,
just based on data and technical principles; they need a “political” solution; it is a
matter of “power” and of prevailing interests and compromises (equilibrium,
partitions/shares).

Conflicts - with their disagreements and agreements - are thus the motor and
principle of Democracy and of its possible effectiveness in changing society in favor of
the submitted subjects, disadvantaged classes and groups, etc. Viva conflict! And its
information technology.

6.2 “Life Navigator”

As already said, ICT and cognitive technologies are strongly submitted to the private
interest of marketing; they are used for recognize our profile and interests in order to
propose/induce us to “buy” something (goods, ideas, …) They are monitoring and
analyzing us in order to manipulate us and influence our choices.

We need anti-manipulation AI technologies:
I would like to have not so much a personal virtual or robotic psychotherapist or

physiotherapist; I would like much more a “life navigator” in my main “social role”
(consumer!), but not a navigator just saying “turn right, turn left”, “buy that; do not buy
this”… But a tutor, a trainer, inducing me to understand and to reflect about why I’m
oriented in that direction, why I’m choosing that product; worrying if I have the right
information, or I have wrong beliefs, etc. A tutor making me conscious of who and how
is persuading or just unconsciously manipulating me; and so on.

Mixed reality not only with some ‘tempting devil’ – as we said – but with some
virtual ‘guardian angel’.

We need environments and Agents for:

– learning and developing a “critical thinking” attitude;
– to manage our cognitive and motivational biases; etc.
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– to support us in argumentation and discussion, and in understanding the tricky
arguments of the others;

– to resist to the prevalence of “audience” against “quality”, of self-marketing and
indexes (like in research) against originality and quality; etc.

And so on, about propaganda, Academy, gender models, fanaticism, superstition,
urban legends, …

We have impressive possibilities with new intelligent and interacting technology,
big data, etc. They shouldn’t be just used for selling and for dominating.

Why creation, design, and diffusion of ICT Technologies should just service capital
and not workers and people? How could we create or use technology in order to defend
subjects, poor, marginalized, exploited people?

It is enough that capital puts money in research and university for being unaware of
its domination and for accepting to be a-critical instruments of its logics?

7 Concluding Remarks

(A) Self-Organization = Out of Minds

Society works thanks to our partial intelligence. We cooperate and jointly act not
just in spite of but thanks to the fact that we do not (fully) understand and intend what
we are jointly doing. And even if we disagree. Society is governed by the “Invisible
hand”, since it is a “market-society”.

Obviously there are also very dysfunctional and undesirable results of our
stupidity/blindness. For example, since we do not understand or forget, and thus do not
learn from the worse tragedies of our History, that’s why we repeat them as farces.

This is part of our political “alienation”: We are dominated by our own ‘delegated’
(emergent) (social and intellectual) powers, we are not aware of; we do not realize and
we do not decide/intend to create such collective or such institutional powers impinging
on us.

Can We Overcome Our Alienation?
Will the Leviathan become a giant connected and informed community of agents,

managing their Collective Power? I’m skeptical about that (also for cognitive reasons);
and I also worry about possible net-Demagogy.

Could we, by exploiting collective, distributed, hybrid intelligence and big data,
and run-time feedbacks and information from local stakeholders and intelligent sensors
and computational learning and predicting and computer (agent-based) social simula-
tion, and virtual reality and serious games, etc.…, could we to make visible the invisible
hand and to (partially) govern it?7

7 Castelfranchi, C. (2014) Making Visible “the Invisible Hand”. The Mission of Social Simulation. In
Adamatti, D.F., Pereira Dimuro, G., Coelho, H. (eds.) Interdisciplinary Applications of Agent-Based
Social Simulation and Modeling. IGI Global, 2014.
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In the Digital Society Artificial Intelligence may either exploit or overcoming our
natural stupidity.

As for Democracy let’s remind Mark Twain’s is brilliantly sentence: “If voting
made any difference they wouldn’t let us do it.” But… the problem is much harder; it is
not just a complot, is that we vote in a self-defeating way, and, in general, our collective
stupidity.

Might political “education” and education to “commons” & Digital society and
participatory democracy be enough, and solve this “cognitive” and social problem?

I wish they will help; but given the immediate local perception of the conflicting
interests and competition and the blindness to common interests among different
countries and poor classes and ethnic groups, and affiliation and identity feelings,
conformism, and in-group vs. out-group psychology,… I have some doubt. In a couple
of centuries they will see.

(B) Pessimism of the Intellect but Optimism of the Will

Let’s give two ironic perspectives of the realistic pessimism we should challenge,
just by citing a real expert of power and a philosopher:

“When a government depends on bankers for money, they and not the heads of
government control matters. The hand that gives holds sway over the hand that
receives. Money has no homeland and financiers have no patriotism or decency - their
only objective is gain” (Napoleon Bonaparte).

Thrasymachus’ pessimism: “Justice is nothing more than whatever is advantageous
to the stronger”.

Can we build some Artificial Intelligence and some Hybrid and Mixed Sociality &
Reality smarter than us but on our side, for our collective interests and commons, such
that we can eventually face Thrasymachus’ “unavoidable” result?

Competence and ideas are there, in our scientific community: What about means?
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Abstract. The Pocket Negotiator (PN) is a negotiation support sys-
tem developed at TU Delft as a tool for supporting people in bilateral
negotiations over multi-issue negotiation problems in arbitrary domains.
Users are supported in setting their preferences, estimating those of their
opponent, during the bidding phase and sealing the deal. We describe the
overall architecture, the essentials of the underlying techniques, the form
that support takes during the negotiation phases, and we share evidence
of the effectiveness of the Pocket Negotiator.

1 Introduction

Negotiation is a complex emotional decision-making process aiming to reach an
agreement to exchange goods or services. Although a daily activity, few people
are effective negotiators [38]. Fisher and Ury, Raiffa and Thompson, and oth-
ers, emphasize that negotiation is not just about money. Good relationships,
awareness of all issues (domain model), personal preferences (user and opponent
model), and knowledge of your alternatives (if no deal is reached), are all impor-
tant, see e.g., [20,21,36,38]. In negotiation four major stages can be discerned:
private preparation, joint exploration, bidding, and closing (see the upper bar of
Fig. 1).

Existing automated negotiating agents could make a significant improvement
if the negotiation space is well-understood, because computers can better cope
with the computational complexity. However, the negotiation space can only

Author ordering: Jonker as overall initiator and coordinator as first author, other
authors in alphabetical ordering as their contribution is hard to quantify.
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Fig. 1. The Pocket Negotiator can suggest possible bids to the user and preview their
placement in the estimated outcome space. Support for the four negotiation phases can
be reached by clicking on the phase intended. (Color figure online)

be properly developed if the human parties jointly explore their interests. The
inherent semantic problem and the emotional issues involved make that negoti-
ation cannot be handled by artificial intelligence alone, and a human-machine
collaborative system is required.

Based on our long-standing experience in automated negotiation, see e.g.,
[9,10,14–16,27,31], we decided to use our knowledge of negotiation strategies
to offer negotiation support to human users. For this purpose we developed a
prototype system called the Pocket Negotiator. It offers a qualitative preference
elicitation tool that is inspired by Harvard’s approach for addressing underlying
concerns, often called interest-based negotiation. As almost all bidding strategies
are utility-based we decided to map the qualitative profiles of the user and
the opponent to additive linear utility functions. Furthermore, the user receives
bidding advice and an advice of when to accept a bid of the other party.

The organization of the paper is as follows. Section 2 describes the architec-
ture. The interests underlying the negotiation and all other profiling tools are the
topic of Sect. 3. The bidding phase is detailed in Sect. 4. Before we implemented
the Pocket Negotiator we investigated the acceptability and possible usability
of such a device, see Sect. 5. Once the Pocket Negotiator was on its feet we
started experimenting, and here we present some of our results in Sect. 6. Our
is not the only effort to develop negotiation support systems. A brief review of
related work can be found in Sect. 7. In Sect. 8 we discuss the current state of
the Pocket Negotiator and draw conclusions about its future use.

2 Architecture and Negotiation Phases

The Pocket Negotiator is set up as a modular system to allow an efficient connec-
tion to the repositories of the GENIUS framework [31], which is an automated
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negotiation simulation framework that supports a variety of agents, scenarios,
and protocols. A simplified picture of the architecture is presented in Fig. 2. It
has two repositories; one for domains that also includes preference profiles for
the roles mentioned in the domains, and a repository for the strategies used to
provide advice to the user.

Fig. 2. The architecture of the Pocket Negotiator

Through the domain interface, the user obtains information about the avail-
able domains, and picks the appropriate one. Furthermore, this interface allows
the user to inform the PN about his experience in negotiation, how badly a deal
is needed, and what kind of negotiation personality he has. The same is asked
about the opponent (in as far as the user knows about this). In the preference
elicitation interface the user sets all his preferences: domain related, strategic,
and procedural. The specifications of domains and preference profiles are stored
in a dedicated repository.

For the strategies, all bilateral bidding strategies, the opponent modeling
strategies and the strategies for when to accept bids as available in the GENIUS
strategies repository can, with small moderations, be used in the PN, see [3]).
More information on each of these aspects can be found in the next sections.

The Pareto Frontier Computation component approximates the Pareto Opti-
mal Frontier for the preference profile of the user and the estimated profile of
the opponent.

The Utility Determination component determines a utility function for both
negotiation participants based on the information gathered in the preference elic-
itation interface. Furthermore, it keeps a tab on all bids exchanged between the
parties, and, if appropriate, updates the profile of the opponent. The automated
opponent modeling strategy uses a frequency analysis approach as described in,
e.g., [7].

The Opponent Simulation is a component that is active in the variants of
PN designed for experiments and training. In these variants human participants
negotiate against a bot.

The Pocket Negotiator distinguishes and emphasizes the four phases of nego-
tiation identified in Sect. 1 by design: the Preparation, Exploration, Bidding and
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Closing phases. Each of theses phases is supported through a set of dedicated
interfaces. The list of phases is always available at the top of all PN interfaces,
see e.g., Fig. 1.

The Preparation phase supports the choice of domain and strategic choices
and information, as described in Sect. 3. For reasons of security, the domain
editor is not directly linked to the Pocket Negotiator. It is provided as an inde-
pendent program, the output of which is uploaded by our server administrators
upon request. Both the Preparation phase and the Exploration phase give access
to the interests and other preference profile information for both roles.

The Exploration phase is the phase in which the negotiators get to know
each other, feel out the playing field, and thus spend time to deepen and adapt
their profiles. The Pocket Negotiator specifically urges users to not only model
their own preferences profiles, but also those of their opponent. As preferences
are constructive in nature, both parties need those conversations and private
contemplations to form these profiles. The literature of human negotiation shows
that the quality of the outcome of the negotiation depends largely on the quality
of the preparation and exploration phase, see e.g., [20,21,37,38].

The Bidding phase is supported by the bidding interface which presents the
Pareto Optimal Frontier as provided by the Pareto Frontier Computation com-
ponent, and specific interface elements to let the user enter his bid and see how
good that is for himself and for the opponent. It presents an overview of the
bidding history. It gives access to the bidding support agent to suggest bids, and
offers advice on whether to accept the bid of the opponent. More information
can be found in Sect. 4.

The Closing interface supports the closing phase by summarizing the agree-
ment, and offering to either print or email the outcome for further processing.

The next sections provide more information on the essential components
and technology that underly the Pocket Negotiator. No further information is
provided on the Closing interface.

3 Profiling

This section discusses the essentials of the tools and techniques used in the
Pocket Negotiator for profiling the domain, the user and the opponent. Next to
domain preferences that explain which negotiation outcomes are to be preferred
as described in Sect. 3.3, the profiling also addresses strategic preferences and
background information for the negotiation, see Sect. 3.2.

3.1 Domain Editor

With respect to domains a small number of domains is standardly made avail-
able, and new domains can easily be loaded or designed using a dedicated domain
editor. The domain editor enables the specification of the domain in terms of
the roles in negotiation typically taken (e.g., seller vs buyer, or consumer vs
provider), the interests, the most commonly negotiated issues with their value
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ranges, example outcomes, and initial profiles for each of the roles. The domain
editor requires a good understanding of modeling domains, preference profiles
and utility functions. For security reasons it is disconnected from the PN.

By now there are a number of negotiation domains available in the PN. Most
elaborated are the Jobs scenario and real estate, where also the link between the
interests-based profile and the utility-based profile has been validated. Other
available domains are: Energy contracts and Water management.

3.2 Strategic Preferences and Background Information

In terms of strategic information and choices, the user can choose which agent
will offer support and how many rounds he expects to negotiate. He enters
information about the expertise in negotiation for both parties, see Fig. 3.

Fig. 3. The domain interface of the Pocket Negotiator

The expertise and expectation questions are about the user and what user
beliefs about his opponent. The questions are about how competitive they are,
how cooperative, how much they need a deal, and how experienced they are in
negotiation. The answers to each of these questions can be used to fine tune the
strategies for bidding and accepting offers. More information on cooperative vs
competitive negotiation strategies can be found in, e.g., [5].

3.3 Interest-Based Preference Elicitation

As the way people prepare for a negotiation determines to a large extent the
quality of the outcome of the negotiation, preference elicitation is of fundamental
importance to a negotiation support systems. For that purpose we investigated
various ways of elicitation, see e.g., [33,35]. In the first paper, we set up a com-
positional design approach for the creation of preference elicitation interfaces
that takes into account that preference elicitation requires the user to undergo
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a constructive process. The constructive nature of preferences refers to the fact
that humans typically don’t know their preferences; they have to figure these
out by engaging with the topic. In the second paper, we applied the method
of the first paper, to study the effectiveness of elicitation methods in relation
to the cognitive effort required and preference detail. Based on our results and
given recommendations to use interest-based negotiation, we decided to use the
Value-Sensitive Design approach, see e.g., [22], to develop the preference elici-
tation tools for the PN. This led to a system in which the user is first asked to
reflect on the interests that for him underly the negotiation, see Fig. 4.

Fig. 4. The interests underlying the negotiation

By manipulating the sliders the user indicates the relative importance of the
interests for him. More interests can be added, existing ones be removed. By
clicking on the name of an interest a new interface pops up that allows the user
to indicate which negotiable issues are influenced by that interest, see Fig. 5.
The examples presented come from a negotiation about job conditions, and are
discussed from the point of view of the new employee. By doing a user study
amongst young ICT specialists, we found that these were the most commonly
encountered interests.

Fig. 5. How an interest links to negotiable issues

In this interface the check-boxes indicate which of the issues are influenced by
the interest. The link is made from the interest in family life to salary (as that is
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necessary to pay for e.g., children), fte (which stands for “full time equivalent”,
and is relevant for being able to care for children yourselves), work from home
(as that makes you more flexible with respect to e.g., children and school), and
a permanent contract (as that gives security). By clicking on the “next” button,
the user is presented with a new interface, see Fig. 6.

Fig. 6. The impact of an interest on the weights of negotiable issues

We chose as much as possible the same interface type so as to make them
easy to understand for the user. As in Fig. 6 we are again asking for a relative
impact, we chose the same format as for the interests. In this case we are asking
for the relative influence of the interest in family life on the importance (called
weight) of the issues.

3.4 Utility Functions

The preference elicitation method of the PN as described above, defines a qual-
itative preference structure. To be able to use the state-of-the-art negotiation
strategies from automated negotiation research, we need to transform this to a
linear additive utility function. We do this in two steps. We first define a utility
function U by taking the settings of the sliders from the preference elicitation
tools as numbers. Even though the user only entered this as relative notions and
not concrete values, this direct translation certainly respects the rankings make
by the user. Then we define a our target linear additive utility function U ′. The
final step is to prove that these two functions give the same utility for any bid.
This requires the introduction of some notation:

IN is the collection of interest items; e.g., {sparetime,wealth, status}
IS is the collection of negotiable issues; e.g., {salary, fte, leasecar}
Vi is the collection of value items for issue i ∈ IS; e.g., Vfte = {0.6, 0.8, 1.0}
B : Πi∈IS(Vi) is the set of all possible bids. For any b ∈ B, let bi denote the

projection of b on Vi, i.e., the value for issue i in the bid.
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Definition 1. Weights of an Interest-based Utility function
Let wn ∈ 〈0, 1] denote the weight of interest n ∈ IN. Let w : IN × IS → [0, 1]
denotes the weight of an issue as part of an interest in the profile.
The weights wn and w(n, i) are defined by what the user entered in the corre-
sponding interfaces, see Figs. 4 and 6 respectively.

The elicitation method ensures that sum of all interest weights is 1.

Definition 2. Partial Interest-based Utility functions
For any i ∈ IS, n ∈ IN, and v ∈ Vi, ui(n, v) denotes the utility of v. Each partial
utility function ui is defined by the domain model in the repository1.

Fig. 7. The weights of negotiable issues

Definition 3. Interest-based Utility
We define the interest-based utility function U : B → [0, 1] as follows:

U(b) =
∑

n∈IN

wn

∑

i∈IS

w(n, i)ui(n, bi) (1)

Definition 4. Intended utility function
The intended linear additive utility function U ′ : B → [0, 1] is defined by

w′
i =

∑

n∈IN

wnw(n, i) (2)

u′
i(bi) =

∑

n∈IN

wnw(n, i)
w′

i

ui(n, bi) (3)

U ′(b) =
∑

i∈IS

w′(i)u′
i(bi) (4)

where U ′ refers to the overall utility function, w′(i) to the weight of issue i, and
u′
i : Vi → [0, 1] refers to the partial utility function of issue i. The deeper part

of the preference elicitation interfaces present these weights w′
i and functions u′

i

to the user. For the weights the format of relative importance is used, see Fig. 7.
The pictures for u′

i are left out for reasons of space.
1 Functions are not visible in the interfaces of PN.
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Theorem 1. The interest-based utility function U and the intended utility func-
tion U ′ give the same results for all bids in B:

∀b ∈ B : U(b) = U ′(b) (5)

4 Bidding Phase

The PN offers support for making the right proposals during the bidding phase
(see Fig. 1). To make the PN aware of bids that have been offered by the opponent
(in real-life), the user can enter their bid into the system. By clicking Suggest a
bid, the PN can recommend a counter-proposal and highlight a preview of this
bid in the outcome space (i.e. the red dot in Fig. 1). The user has the opportunity
to refine the suggestion by tweaking the desired values for each individual issue.
Finally, the user can choose to send out the offer to the opponent (in real-life)
and signal this to the PN by pressing Enter my bid.

For every contemplated offer, the PN also provides an estimate of the utility
for the user and for the opponent, which, at the start of the bidding phase, is
determined by the information provided during the preparation and exploration
phase. Similarly, it shows the estimated outcome space, in which the red area
signifies lose-lose outcomes that are to be avoided, while the green area indicates
the win-win outcomes, including, in particular, the estimated Pareto optimal
offers, which the PN will aim for.

The bid recommendations by the PN are performed by a negotiation agent,
which is designed as a modular component of the system. The negotiation model
of the Pocket Negotiator is in principle compatible with all repository items
from Genius [31]. This means the bidding strategies (including the ability to
accept [13]) contained in Genius can all be integrated into the Pocket Negotiator
with only minor adjustments; examples include [1,17,18,25,28,40].

During the bidding phase, the agent has the opportunity to learn more about
the opponent through the exchanged bids [2,7,8], which involves three differ-
ent aspects: the opponent’s type, preference, and strategy [9]. The agent that is
used in conjunction with the PN determines which type of learning method is
employed. The PN supports a separate bidding, opponent modeling, and accept-
ing architecture [4,12], whereby any established concession strategy (e.g. time-
dependent tactics [19]) can be recombined with established components for learn-
ing (e.g. Bayesian learning [18,26]) and acceptance (e.g. optimal stopping [11]).

Currently the (type of) bidding strategies that are available are the Bayesian
agent [26], the Conceder Agents [19], the Simple Agent, and the Simple Tit for
Tat Agent, see [5,10] for their descriptions. The default bidding strategy is the
Deniz agent, which is an extension of the optimal bidding strategy as described
in [6]. In the practice versions of the Pocket Negotiator, where an agent plays
the user’s opponent, Deniz is also the strategy for the opponent.

5 Acceptability

Before implementing the Pocket Negotiator, we decided to first to perform some
acceptability studies to make sure we would be making something that would be
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to the interest of people. This study is reported in [34], where we asked people
to reflect on the possible use of negotiation support systems (NSS) in different
social contexts and the consequences for their design. We conducted focus groups
sessions separately with negotiation experts and potential users. This resulted
in the idea that we should design a mobile NSS, and some design guidelines.

We used an online survey to establish the following. Our first goal was to find
out in which situations people consider a NSS socially acceptable. The second
goal was to find the factors and relationships that influence this acceptance in
the different situations and social contexts. The last goal was to investigate the
consequences of people’s attitudes toward NSS for the system’s design.

The data showed that subjective norm is an important factor influencing the
intention to use the system and that the acceptance of NSS depends on the use
context. We concluded that our NSS should be designed not only merely as a
tool for actual negotiations, but also as a social device harnessing social networks
to provide support in all negotiation phases. These were promising results, that
motivated us to implement our ideas for the Pocket Negotiator.

6 Experiments

In order to assess to what extent the Pocket Negotiator successfully supports
people in their negotiation, we conducted a user experiment. We prepared two
variations of the Pocket Negotiator: No-support and PN-support. In both ver-
sions, the opponent of the human participant is played by the Deniz agent. In
all experiments exactly the same domains and preference profiles are used in the
two variants. The only difference between the variants is that the PN-support
version provides all the support as presented in the previous sections, while the
No-support version does not provide any of them.

We asked half of the participants to negotiate with the PN-support and the
other half to negotiate with the No-support version. During their negotiation,
we logged their actions and the negotiation outcome they reached. The results
show that the participants with the PN-support gained higher utilities/or at
least high utility as the participants with the No-support version received in
most of the cases. According to the questionnaire filled in by the participants
after their negotiation, it can be said that most of the participants found the
Pocket Negotiator useful in their negotiation.

7 Related Work

This section discusses research reports of other Negotiation Support Systems,
but also a bit about research into human-agent negotiations. The last category
is where we see a possible line of future research work.

According to the classification of negotiation support systems in [23] into (1)
real-life applications, (2) systems used in business, research and training, and
(3) research results, the Pocket Negotiator is intended for real-life applications,
but needs to specialize to business systems. The variants we initially created
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for our research in which you can play against an bot-opponent are actually
already used for training students (psychology students of Leiden University,
business and computer science students of TU Delft and Erasmus University,
and computer science students of Özyeğin University. Similarly, their listing of
key constructs in Negotiation Support Systems is still useful and has also helped
us in determining what we wanted to focus on in developing the PN. Their
discussion of successful and unsuccessful cases makes it clear to us that our PN
still has to pass this test. The Aspire system [30] has been an inspiration from
the start. We decided to focus on complete bids, and avoid free text interaction.

The work of Vahidov and co-authors, see [39], studies the prospects of agent-
to-human negotiations using experiments with human subjects. In particular,
they studied how humans use analytical support tools in making their decisions.
The strategies used in the agents that played their opponents show the same
types of strategies we offer to the user: conceder, individualistic, and tit-for-tat.
Their findings confirm those of similar experiments of the past, see e.g., [14]:
Overall, the findings speak in favor of agent-managed negotiations.

The Shaman systems as introduced in [29] is a framework for the construc-
tion and operation of heterogeneous systems enabling business interactions such
as auctions and negotiations between software and human agents across those
systems. The Pocket Negotiator could be linked to Shaman to support humans
in their negotiations. It would be interesting to see how the PN could largely
do the negotiations on behalf of the human and every now and then discuss the
progress with the human user before concluding the negotiations. As automated
negotiating agents can easily exchange some 3000 bids for normal-sized domains,
such a bounded interaction with human users could improve the overall outcomes
over agent-agent negotiations and agent-human negotiations.

Gratch et al. studied how virtual agents can be used in practicing negotia-
tion skills [24]. They observed that the participants in their experiments were
more comfortable to negotiate with a tough computer agent rather than a tough
human opponent. Mell and Gratch developed a human-agent negotiation envi-
ronment namely IAGO, which studies of human-agent negotiations with the
aim to improve the negotiation skills of humans by teaching and practicing with
IAGO, see [32]. Future research is to see what difference a NSS, in particular,
the PN can make for these negotiations.

8 Discussion and Conclusion

The Pocket Negotiator is a negotiation support system that provides support
for negotiations in all negotiation phases. It’s key contributions are the unique
way of eliciting preference profiles over interests and automatically translating
the profiles to linear additive utility functions.

The second key contribution is that the PN encourages the user to also model
a preference profile for the opponent. This further improves the preparation of
the user for the negotiation, and furthermore enables the PN to support the user
with tools developed for automated negotiations and their performance analysis.
The bidding support is therefore equiped with a picture of the bidding space
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that includes an estimation of the Pareto Optimal Frontier, depicts the bidding
history and allows the user to pick elements of the Pareto Optimal Frontier for
reaching efficient outcomes.

The last key contribution is the access to the richness of the state-of-the-art in
bidding-, opponent modeling, and acceptance strategies for bilateral negotiations
for arbitrary domains.

To prepare for a negotiation you start it with the domain you need and
a strategy that fits the needs and wishes of a stakeholder. It encourages the
user to also consider the position and preferences of the party he will negotiate
with. For professional negotiators this is easier than for the layperson, but if the
domain model has been well researched, also the layperson can take advantage
of studying the profile that comes with the domain description. However, we feel
that for a commercialization of the PN, it would be better to specialize this part
further and connect it to the Internet to automatically update and enhance the
domain model. Domains that might lend themselves well for the PN are conflict
resolution, customer retainment, and contract renewal for e.g., energy providers,
Internet providers and so on.

The preference elicitation strategy is based on the interest-based negotiation
approach. It is unique in deriving a standard utility function automatically from
the user’s reflection on the relative importance of typical interests underlying
negotiations in the given domain. The user can iteratively deepen his investi-
gation of his preferences, by linking the interests to the negotiable issues and
indicating the relative impact of an interest to those issues. When continuing the
reflection of his preferences brings the user to the more often seen of ranking the
possible outcome elements per issue. More research is needed to add explanation
of these matter to the system.

In case the domain of negotiation needed is not included in the
Pocket Negotiator, a domain editor is available to create a new domain descrip-
tion. However, improvements to this domain editor would be necessary to make
it suitable for a layperson. Due to its modular architecture plug-ins can be added
that automatically extract domain knowledge from the Internet. For example,
for a second hand car dealer, current prices for a car model and mileage can be
easily added. The car dealer can update the domain model with all accessories,
and services that are negotiable.
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Abstract. The composition and formation of effective teams is crucial
for both companies, to assure their competitiveness, and for a broad
range of emerging applications exploiting multiagent collaboration (e.g.
human-agent teamwork, crowdsourcing). The aim of this article is to pro-
vide an integrative perspective on team composition, team formation and
their relationship with team performance. Thus, we review and classify
the contributions in the computer science literature dealing with these
topics. Our purpose is twofold. First, we intend to identify the strengths
and weaknesses of the contributions made so far. Second, we pursue to
identify research gaps and opportunities. Given the volume of the exist-
ing literature, our review is not intended to be exhaustive. Instead, we
focus on the most recent contributions that broke new ground to spur
innovative research.

1 Introduction

In the last decades, there has been increasing interest in team-based work struc-
tures together with a focus on organisational efficiency [16]. On that account,
team composition and formation research is of interest to many fields of sci-
ence, also of computer science, especially within the area of multiagent systems
(MAS). In this paper, our understanding of team composition and formation
differentiates from the definitions provided by the multiagent field. We define
team composition as the process of deciding which agents will be part of a team.
We understand team formation as the process undertaken by agents to learn to
work together in a team, and through this learning decide the roles and inter-
nal organisation of the team. Our definition of team formation is in line with
the organisational psychology literature, which differentiates between the team
composition and formation processes [16, p. 16].

The aim of this article is: (i) to determine dimensions that will help to classify
MAS literature; (ii) to survey the most recent contributions in the literature on
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team composition and formation according to identified dimensions; and (iii) to
identify research gaps and opportunities by classifying the current state-of-the-
art on team composition and formation.

In order to structure our analysis, we have identified several dimensions that
will help us dissect the contributions in the literature:

1. WHO is concerned? The properties of the agents involved.
2. WHAT is the problem? The features of the task to complete by a team.
3. WHY do we do it? The objective function to optimise when compos-

ing/forming a team.
4. HOW do we do it? The organisation and/or coordination structure adopted

by the team in charge of performing a particular task.
5. WHEN do we do it? The dynamics of the stream of tasks to be completed

by agent teams.

Overall, our analysis of the literature indicates that MAS research focuses on
building systems whose agents interact to achieve a common objective or exploit
features of one another to achieve self-interested goals. The concept of agent
teams is quite simplistic and it does not include the whole complexity of aspects
considered by the organizational psychology (OP) literature. For instance, OP
assumes that human capabilities are necessarily dynamic [17] (evolve along time)
so that teams can successfully perform tasks in dynamic real-world scenarios and
in a variety of contexts. Furthermore, OP observes that the quality of human
resources (e.g. motivation, satisfaction, commitment), the ability of individu-
als to learn new capabilities, and the context constraining a team significantly
influence its performance [11,12,25,26]. The MAS literature has typically dis-
regarded significant organizational psychology findings, with the exception of
several recent, preliminary attempts (such as [3,10,13]). However, our analysis
of the literature indicates that Computer Science (CS) and OP exhibit also some
similarities. One of the crucial findings in CS that has been confirmed by organi-
zational psychology studies [32] is that team members have to be heterogeneous
to maximize team performance. When modeling agents, similarly to OP, the
Computer Science (CS) literature considers two main approaches: either there is
complete information about the properties of each agent; or agents are capable of
learning about their teammates through repeated interactions. We believe that
further analysis of the OP literature could be beneficial to CS.

For a long version of this article, containing both a review of the OP literature
review and a detailed description for each dimension above, we refer the reader
to [4].

2 Dimensions to Analyse the State of the Art

In this section we describe the meaning of each of the dimensions identified in
the introduction above.
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2.1 WHO Is Concerned?

MAS research mainly focuses on the interaction among intelligent agents. In
the team composition and formation literature, the focus is on the interaction
of cooperative and heterogeneous agents. That is, agents who share a common
goal, but have different individual properties. Here we classify the literature
depending on the agents’ individual properties along two dimensions: capacity
and personality.

2.1.1 Capacity: Individual and Social Capabilities of Agents
In many domains, a capability is defined as a particular skill required to per-
form an action. The capacity dimension has been exploited by numerous previous
works [2,6–8,18,23,24,28]. The majority of these approaches represent capabili-
ties of agents in a Boolean way (i.e., an agent either has a required skill or not).
When modeling agents’ properties, many existing approaches typically assume
extensive a-priori information about teammates (e.g. [2,8,15,28] just to name
a few). This is a strong limitation for real-life settings. Notice that in many
companies there is no central and extensive knowledge about all employees’
capabilities.

2.1.2 Personality: Individual Behaviour Models
Very recently some MAS contributions have started to consider the notion of
personality, i.e. individual behaviour model, to compose heterogeneous teams
[1,3,5,9,10,13,20–22]. We observe an increasing interest in building more real-
istic models considering agents’ behavioural patterns.

2.2 WHAT is the Problem? The Notion of Task

In its most general sense, a task is a course of action to achieve a goal. The
execution of a task is then usually equated to the execution of an action plan. In
the team composition and formation literature it is often the case that simplify-
ing assumptions are made and tasks are assumed to be solved by simple action
plans. For instance, an action plan can be seen as a set of actions, or even as
a set of competences. Thus, we identify two main approaches: individual-based
and plan-based.

2.2.1 Individual-Based Approaches
Given a task, it is generally assumed that if the joint capabilities of agents in a
team fulfill those required by the task, then the team is capable of solving the
task. Existing work on team composition focuses on two categories of individual
properties: capacity and personality. Regarding capacity, there are many models
in the MAS literature that define a task as a set of requirements on agents’
capacities. These requirements are either direct (a task makes explicit a set of
demanded capabilities [2,7,8,23]), or indirect (sub-tasks are matched to agents’
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capacities [24] or task complexity levels are matched to graded agents’ capabil-
ities [6]). Regarding personality, some works define task types and match them
with different personalities [9,10]. Others highlight the importance of diversity
in personalities within a team [3] or communication style (associated with per-
sonality type) [13].

2.2.2 Plan-Based Approaches
The notion of task in plan-based approaches is normally understood either as a
set of actions or as a sequence of actions that are assigned to the individual mem-
bers of a team. Some authors [1,5] employ an indirect planning method driven
only by the most informed agents to solve a set of actions. Other approaches
consider a task as a sequence of actions and let all agents in a team jointly vote
on the possible alternatives from a discrete set of possible actions [20–22].

2.3 WHY Do We Do It? The Objective(s)

The motivation of individual efforts or actions is to attain or accomplish a certain
state of affairs: a goal. A large body of the literature proposes team composition
and formation algorithms to attain at least one of the following team objectives:
minimizing overall cost (e.g. cooperation cost, team cost), maximizing social util-
ity, or maximizing the quality of an outcome. Regarding the first objective, there
are various costs associated with team composition and formation problems (e.g.
communication costs, or agent service costs). The reviewed models in the MAS
literature minimizing overall cost [8,15,23] compose teams based on individual
competences, though do not take into account individual motivations to com-
plete some assigned task. A second objective considered in the team composition
and formation literature is maximizing social welfare. That is, maximizing the
utility function of a team. Typically, the utility obtained is then allocated to
the individual members of the team [1,6,7,10,30]. The literature focusing on
maximizing social welfare considers both agent competences and motivation.
Motivation increases by making agents compete (like in crowdsourcing teams
[30]), or by giving agents the freedom to select their collaborators (like in [6]
or [1]). Finally, researchers in MAS propose a number of methods where agents
try to maximize the quality of solutions whilst minimizing the time to achieve
them, namely to maximize team performance [3,13,18–20,24,29]. To do this,
one of the crucial findings in CS is that team members must be heterogeneous.
Further variables that have been used by computer scientists in the area of MAS
to compose teams are: agent reputation [24], personality of humans and agents
[3,10,20], synergy between team members [19], and feeling of fairness among
team members [29].

2.4 HOW Do We Do It? The Organisation

There are two aspects to be considered while discussing the societal structure of
teams, that is: which agents will be members of a team, and how teams will be
organized to solve tasks.
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2.4.1 Team Composition
Team composition is the process of deciding which agents will be part of a team.
Although team composition in MAS has mainly focused on building teams of
software agents, that is, agent teams, there is a growing number of works con-
sidering either mixed teams [13], where agents and humans cooperate to achieve
common goals [27], or human environments, where people are supported by soft-
ware [14]. In MAS, we distinguish between two groups of methods (or processes)
to compose teams: exogenous and endogenous. Exogenous team composition is
when there exists an algorithm external to the agents that determines the com-
position of teams. The majority of reviewed works focuses on these methods to
compose either the best team for a given task [7,8,19,23,28] or a set of teams
to solve an incoming set of tasks [2,3,9,31]. Endogenous methods for organizing
teams incorporate algorithms enabling agents to decide on team composition by
themselves. In detail, agents are equipped with negotiation and decision-making
mechanisms that they employ to agree among themselves on a team structure
[6,10,24]. Therefore, team composition occurs without explicit external com-
mand and in a distributed manner.

2.4.2 Team Formation
Team formation is the process of deciding the roles and internal organisation of
a team. This organisation can be imposed or be the result of self-organisation.
The resulting organisations can be categorized as hierarchical or egalitarian.
A hierarchical structure considers a team leader who is responsible for and
makes the decisions affecting the team. This organisation type is imposed by
defining two or more types of agents (such as requesters and contributors [10],
mediators and workers [24], or best-response agents and ad-hoc agents [1]). An
egalitarian structure assumes that all workers in a team are equally informed
and have the same rights. The leadership within a team is shared and existing
team roles result from the team’s task requirements. We find this team structure
in Groupsourcing [30], Robust Teams [8,23], Ad-hoc teams [5–7], Mixed Teams
[13], Learning Teams [18,19] or Voting Teams [20–22].

2.5 WHEN Do We Do It? The Dynamics

The literature on team composition and formation mostly considers that tasks
are static in the sense that their requirements do not change during their execu-
tion. However, some works consider that there is a stream of tasks that dynam-
ically appear to be completed. Thus, there could be multiple tasks to be solved
concurrently and new tasks may arrive in an asynchronous, localized manner.
The different works in the literature consider different issues in this dynamic
process. For instance, the number of tasks to be serviced, task and team mem-
bers localization, team size per task or time limitations. Hence, the literature
can be classified depending on two main aspects: the succession of tasks and the
concurrency of tasks.
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The simplest case is represented by a one-shot task. There is neither succes-
sion nor concurrency, and hence the problem of team composition is normally
reduced to finding the best team for the only task [8,15,23,28]. When tasks come
in sequence without concurrency, then the problem can be reduced to finding the
best team for each task while using the learned experiences in the composition
of each new team [2,19]. If tasks come in succession and can be simultaneous,
the need for dealing with multiple teams acting at the same time becomes the
key issue. Finally, the succession of possibly simultaneous tasks represents the
most complex scenario [6,7,10,24]. Here memory becomes a crucial element as
it lets agents learn from the past experiences and build their beliefs based on
this knowledge.

3 Discussion

The aim of this article is to review the most recent, representative and relevant
literature on team composition and formation and identify research gaps and
opportunities for further research. In this final section, we focus on identifying
research opportunities:

– Establish a connection with the OP literature. A goal of organizational
psychology is to improve organizational performance by placing the right peo-
ple in the right jobs, thus enhancing the fit between the individual and the
organization. This includes the methods for building effective teams. Never-
theless, research on team composition and team formation in CS and OP has
evolved separately. The MAS literature has typically disregarded significant
OP findings, with the exception of several recent, preliminary attempts (like
[3,10] or [13]). This body of research has focused on algorithms that help
automate team formation and composition. Heuristics for team composition
and formation investigated by the OP literature have much potential for MAS
research.

– Exploration of complex agents. The CS literature is in need of analysing
more complex examples where humans are modeled as agents. While some
of the human properties may not make sense in an agent context, some do.
For instance, the dynamics of competences through learning and experience
and the cultural values could be used to program more sophisticated agents,
specially when interacting in mixed teams involving humans. Additionally,
OP research highlights motivation as an important factor for team perfor-
mance [12]. The majority of MAS literature on team composition and team-
work assumes that agents always behave according to their capabilities and
knowledge. While in MAS research it is shown that motivation increases by
introducing competition mechanisms (like in crowdsourcing teams [30]), or
by giving agents freedom when selecting their collaborators (like in ad-hoc
teams [1]), there are only early attempts to include agents’ motivation as an
important factor for team performance.

– Study of plan-based approaches. Regarding the tasks that are executed
by agent teams, CS focuses on team members’ properties required to perform
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a task rather than on a detailed planning of task execution. The majority of
approaches assume that the joint capabilities of agents in a team are enough to
solve a given task. There are some preliminary attempts to include planning,
though they are very simplistic. The majority of methods do not consider
time constraints, action dependencies, action failure, plan robustness, task
dynamic changes and hence, the vast literature on planning has not yet been
integrated into team formation methods.

– Exploration of complex approaches for task execution. Since in CS
agents can be engineered depending on the needs (i.e. agents can be designed
with different properties, such as personality or memory, depending on the
whole system design), researchers can study different settings depending on
the dynamics of task arrival (one task or many, one time or many). The CS
literature uses complex scenarios to let agents build their beliefs based on
past experiences and compose new teams according to these learned beliefs.
However, while executing tasks, there are no contributions that explore suc-
cessive or simultaneous settings. Hence, the state of the importance of agent
learning when executing tasks.

– The study of team properties. Although individuals’ properties have been
extensively studied and considered, there is still a need for modeling the global
properties of agent teams. Such modeling should go beyond considering simple
properties such as the sum of the agents’ individual capabilities or the Boolean
representation of whether the team can perform a task or not.
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Abstract. Agent-based software engineering has been proposed as a means of
mastering the complexity associated with the development of large-scale dis-
tributed systems. However, agent-oriented software engineering has not been
widely adopted, mainly due to lack of modeling languages that are expressive
and comprehensive enough to represent relevant agent-related abstractions and
support the refinement of design models into code. Most modeling languages do
not define how these abstractions interact at run-time, but many software
applications need to adapt their behavior, react to changes in their environments
dynamically, and align with some form of individual or collective normative
application behavior (e.g., obligations, prohibitions). In this paper, we propose a
conceptual framework to developing adaptive normative agents. We believe the
proposed approach will advance the state-of-the-art in agent systems so that
software technologies for dynamic, adaptive, norm-based applications can be
developed and implemented.

Keywords: Multiagent systems � Software modeling � Software adaptation �
Normative systems

1 Introduction

Agent-Oriented Software Engineering (AOSE) emerged as a new technology for
building complex systems. These systems are characterized by being distributed and
composed of autonomous entities that interact with each other [17]. Multiagent Sys-
tems (MASs) are societies in which these heterogeneous and individually designed
entities (agents) work to accomplish common or independent goals [12]. Thus, the use
of agents for constructing such complex systems is considered a promising approach in
many areas [18]. However, the successful and widespread deployment of large-scale
MASs requires a unifying set of agent-related abstractions to support modeling lan-
guages and respective methodologies. Furthermore, there is still a poor understanding
about some MAS abstractions such as those used to define different forms of adaptation
and to represent concepts involving normative behavior. In addition, most modeling
languages do not define how these abstractions interact at run-time [2], but many
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software applications need to change their behavior and react to changes in their
environments dynamically.

Self-adaptive software systems are software programs that monitor themselves and
their operating environment and take appropriate measures when circumstances change
[13]. One of the main advantages of self-adaptive software is its ability to manage the
complexity arising from highly dynamic and non-deterministic operating environments.
According to [11], for software to be considered self-adaptive it needs to: (i) have the
ability to observe changes in its operating environment; (ii) have the ability to detect and
diagnose changes in the operating environment and assess its own behavior; (iii) have
the ability to change its own behavior in order to adapt to the new changes; and
(iv) support dynamic behavior, i.e., its internal and external behavior should be able to
be changed intentionally and automatically. Although various approaches [11, 13]
describe how agent-oriented systems can perform self-adaptive, they do not focus on
modeling and implementing software agents. Thus, properties related to agents and
considered important for self-adaptive systems such as autonomy, learning, reasoning
and proactivity, are not explicitly addressed in these approaches [10].

Norms are understood as mechanisms to regulate the behavior of agents, repre-
senting the way in which agents understand the responsibilities of other agents [12].
Norms have several properties [14]. These properties include: Addressee, Condition
(e.g., Activation, Expiration), Motivation (e.g., Rewards, Punishments), Deontic
Concept and State. The description of each property is provided as follows:
(i) Addressee is used to specify the agents or roles responsible for fulfilling a norm;
(ii) Activation is the activation condition for a norm to become active, (iii) Expiration is
the expiration condition for a norm to become inactive; (iv) Rewards are used to
represent the set of rewards to be given to an agent for fulfilling a norm; (v) Punish-
ments are the set of punishments to be given to an agent for violating a norm;
(vi) Deontic Concept is used to indicate if a norm states an obligation, a permission or a
prohibition; and (vii) State is used to describe the set of states being regulated. Several
authors observed that most modeling languages do not represent some important
concepts present in MASs such as those related to adaptation and norms [2]. Never-
theless, norms and adaptation are relevant and indispensable to the internal and external
design and run-time models of the MAS. Many types of practical applications of
multiagent systems, such as [4, 6, 8, 9], need to support adaptive and normative
mechanisms in design and run-time. The paper is organized as follows. Section 2
discusses the proposed metamodel. Section 3 presents the ANA modeling language.
Section 4 presents related work. Section 5 presents our conclusions and future work.

2 A Conceptual Framework

The ANA metamodel (Adaptive Normative Agent) enables the structural and adaptive
behavior of agent-based software to support norms. Based on the distinction proposed
by Beydoun et al. [2] about design and run time, the proposed metamodel aims to
represent the relationships and entities internal and external to the software agent.
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Figure 1 shows the external agent design-time representation, which aims to rep-
resent how agents relate to each other and to other entities of the environment in which
they reside. This metalevel representation was adapted from TAO [16] and FAML [2].

Agents transform the environment, so it is necessary to consider the environment
state and the “mental states” of each agent to understand how they work. The agent
behavior is characterized by its plans, actions, reasoning type and active norms in the
environment. These features are related to general agent characteristics such as inter-
action, autonomy and adaptation [10, 14, 15]. In addition, agents can interact by sending
and receiving messages from other agents within the environment. Agents are adaptive
entities, since they can adapt their status and behavior with respect to the changes and
constraints of the environment. When it executes actions, the agent can change its
mental state, introducing new perceptions about the environment by sending and
receiving messages from other agents. These concepts were included in the metamodel
to make it possible to use the BDI architecture for the reasoning about the agent.

An agent role guides and constrains the agent behavior by describing the goals it
needs to reach when playing a certain role [10]. TAO [15] has introduced the concepts
of duty and right related to the role an agent is playing. However, these concepts are not
enough to show that an agent needs to comply with the goals of the role, because the
agent has no advantage if it decides to fulfill or violate the duties of that role. If an agent
does not see any advantage in achieving the goals of the role, it will only fulfill its
individual goals. For this reason, the concept of norms has been introduced in the ANA
metamodel, in order to restrict the behavior of agent roles. Norm properties include
rewards and punishments, leaving to the agent the task of deciding its interest in
complying with the goals of that role.

An organization in turn divides the agents of a multiagent system into groups and
roles, both defining the structure of different groups of agents and sub-groups within an
organization [3]. Establishing an organization involves the specifications of social
plans, objectives and norms. TAO defines the concept of axiom, which agents and
sub-organizations must satisfy. In FAML, the concept of convention has been estab-
lished as an agreement between the organization and the agent. However, the concepts
used by TAO and FAML are not provided to regulate the behavior of agents without
removing their autonomy.

Fig. 1. External agent design-time representation.
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Figure 2 shows the internal agent design-time representation which explicitly
describes the agent internal properties and how they relate to each other. To express the
mental state of an agent the model needs to capture its mental components such as
beliefs, goals, intentions, plans and actions [14]. MentalState is responsible for
checking how a norm can affect the beliefs and desires of an agent and its used to
capture the state and behavior of the agent at a moment in time. The AgentDefinition
entity function initializes all agents in the system and to specifies a function of the role
to be used when an agent intends to play a certain role.

A Plan is composed of actions and is related to a set of goals that the agent can
access and execute. The GoalCondition attribute characterizes the goals for which the
plans can be applied. The FailureCondiction attribute characterizes when a plan will not
be able to achieve the desired goal. The SucessCondition attribute describes when a
plan can be deemed to have successfully achieved a goal. An Action entity comprises
the following attributes: (i) PreCondition refers to the conditions (system events) that
must be performed before an action; (ii) PosCondition defines the conditions (system
events) that most hold after the execution of the action; and (iii) Satisfaction attribute
describes the level of satisfaction that the agent will have by performing a given action.
For agents to support adaptive plans, a PlanSpecification entity, we can set plans on
how to monitor, analyze, decide and effect internal changes of the agent so that it can
reasoning about norms. In AgentGoal, the Motivation attribute describes the level of
motivation that an agent has to accomplish a specific goal.

Figure 3 shows the classes related to the Enviroment where agents “live” at
run-time. These classes coexist with instances of the agent design-time representation,
that is, those shown in Figs. 1 and 2. The classes related to Enviroment focus on
features that exist only in the run-time environment. Finally, Fig. 4 shows the classes
related to the internal agent run-time representation. These classes include: (i) plans and
actions; (ii) relationships between actions and messages; (iii) communication and the
relationship between messages and protocols; (iv) mental states and the relationship
with the BDI architecture; (v) the relationship between the previous abstractions and
the states of the environment; and (vi) the adaptive reasoning performed by the agent to
adapt the norm-related activities in the system.

Fig. 2. Internal agent design-time representation.
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3 ANA-ML

This section proposes a modeling language, ANA-ML (Adaptive Normative Agent
Modeling Language), to support the development of adaptive normative agents. This
metamodel enables structural and behavioral software agent adaptations able to reason
about norms. ANA-ML was proposed to introduce adaptation and norm-related
abstractions in the modeling language MAS-ML [15]. The mechanisms adopted in

Fig. 3. External agent run-time representation.

Fig. 4. Internal agent run-time representation.
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ANA-ML were the creation of a profile that focuses onthe definition of new classes,
restrictions and stereotypes based on the MAS-ML. The ANA-ML metamodel is pre-
sented in Fig. 5. The metaclass Element is a superclass of the metaclass Classifier, which
in turn is a superclass, for example, of the metaclass Class. This allows the metaclasses
Norm and EnvironmentClass to be used by any sub-metaclass of Classifier. Further, the
metaclasses AgentCollect, AgentAnalyze, AgentDecision and AgentEffector are related
to the metaclass AgentBehavior, being a sub-metaclass of BehavioralFeature, which
allows us to model behavioral entities. The metaclass Classifier is related to the meta-
classes StructuralFeature and BehavioralFeature. A structural characteristic is a char-
acteristic of a classifier used to represent the structure of an instance itself. A behavior
characteristic is a characteristic of a classifier that specifies a behavioral aspect of the
instances. So, the metaclass StructuralFeatures is a generalization of the metaclass
Property, where the class attributes are represented with instances of Property, and the
metaclass BehavioralFeatures is a generalization of the metaclass Operation, defined in
[15]. The metaclass AgentClass was created to represent agents. Furthermore, we
created stereotypes for an agent to understand the responsibilities and restrictions
addressed to it by norms. To represent, beliefs the stereotype <<belief>> was created.
New stereotypes were created to represent the mental state of the agent, such as:
(i) <<desire>> to represent the set of desires; (ii) <<intention>> to represent the set of
intentions, and are instantiated as attributes.

An action is represented through the metaclass AgentAction that extends
AgentBehavior. The agent plans are represented by AgentPlan, which extends
AgentBehavior. AgentBehavior extends BehavioralFeature and was created to repre-
sented all agent behavior. The AgentBehavior has the stereotype <<Importance>>,

Fig. 5. ANA-ML diagram.
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which defines the level of an agent motivation to realize a goal or of an agent satis-
faction to execute an action [12]. A new metaclass called Norm that extends the Class
metaclass has been created to specify the restrictions imposed by the environment.
A norm is related to the metaclass AgentBehavior through the relationship Restriction.
Futhermore, a norm is related to the OrganizationClass through the relationship
Agregation. The metaclass AgentPlan is associated with the metaclass Adapta-
tionPolicy. This metaclass was created to verify that the plan started by an agent is in
accordance with the system adaptation policies, since an unpredictable behavior could
cause the system to fail.

Organizations extend the notion of agents, but there are other properties and
relationships. The change we made in the MAS-ML metaclass OrganizationClass was
the incorporation of the concept of norms, which represent in a more precise and
restrictive way normative behavior than axioms limited to represent the overall orga-
nizational constraints [15]. On the order hand, norms such as obligations, permissions
or prohibitions were incorporated to represent agent behaviors linked to their roles in an
organization [12]. The role of the agent is defined by the AgentRoleClass metaclass.
However, roles have been incorporated into a set of norms and the agents decide how
to deal with them. It is important to mention that intentions, desires and plans are
internal properties of an agent and not part of its role. New metaclasses are created to
specify the adaptive behavior of an agent, and include: (i) AgentCollect to monitor the
norms in the environment; (ii) AgentAnalyze to analyze what possible plans can deal
with the norms addressed to the agent; (iii) AgentDecision to make decisions based on
differents kinds of strategies and; (iv) AgentEffector to execute the actions and plans in
the setting of a specific agent behavior in the environment so that agents can adapt
based on the active norms.

There are many advantages of using ANA-ML. These advantages include the
ability to: (i) represent all abstractions associated with a MAS application both at
design and run-time; (ii) specify adaptation and norm-related static relationships;
(iii) represent adaptation and norm-related dynamic interactions; and (iv) represent the
dynamic interactions involving abstractions related to adaptation, norms, agents,
organizations and environments. Indeed, to the best of our knowledge, it is not possible
to model explicitly abstractions such as agent adaptation and norms, and their rela-
tionships and interactions, using any existing modeling approach presented in the
literature.

4 Related Work

In recent years, various modeling languages have been proposed for MASs: Adelfe [1],
FAML [2], AML [5], NormML [7], MAS-ML [14] and Gaia [18]. However, there is
still a need for a modeling language that describes concepts related to adaptation and
norms and: (i) supports these concepts as first-class citizen abstractions; (ii) supports
these concepts through an explicit description of a MAS metamodel; (iii) can be used to
model the structural and dynamic aspects often described in MASs for these concepts;
and (iv) promotes the refinement of these models from design into code.
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Some modeling languages and methodologies such as, AML [5], MAS-ML [14],
Adelfe [1], FAML [2] and Gaia [18] do not support the modeling of norms.
Approaches such as NormML [7] also make the modeling of several elements of a
norm possible. From the set of modeling languages [5, 7, 14], and methodologies [1, 2,
18] we have reviewed just one of them (NormML) is able to model all the properties of
the elements described in the Sect. 1. However, NormML does not support the rep-
resentation of adaptation-related abstractions. Further, in terms of abstractions for
adaptation, although only Adelfe [1] supports representing adaptive agents using
adaptive workflows, it does not introduce the atomic elements an agent needs to adapt
its behavior.

5 Conclusions and Future Work

This paper proposes a metamodel approach to developing adaptative normative agents.
This work assumes that introducing abstractions related to adaptation and norms in
MAS representation languages results in a new metamodel that supports these
abstractions. We are in the process of defining a multiagent system modeling language
based on the proposed structural and dynamic properties presented in the ANA
metamodel. ANA-ML addresses specific norm and adaptation-related MAS charac-
teristics that are not explicitly addressed in a satisfactory way in the models available in
the literature, which include Adelfe [1], FAML [2], AML [5], NormML [7], MAS-ML
[15] and Gaia [18].
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Abstract. Epistemic logic plays an important role in artificial intelli-
gence for reasoning about multi-agent systems. Current approaches for
modelling multi-agent systems with epistemic logic use Kripke semantics
where the knowledge base of an agent is represented as atomic proposi-
tions, but intelligent agents need to be equipped with formulas to derive
implicit information. In this paper, we propose a metamodelling app-
roach where agents’ state of affairs are separated in different scopes,
and the knowledge base of an agent is represented by a propositional
logic language restricted to Horn clauses. We propose to use a model
driven approach for the diagrammatic representation of multi-agent sys-
tems knowledge (and nested knowledge). We use a message passing for
updating the state of affairs of agents and use belief revision to update
the knowledge base of agents.

Keywords: Model-driven engineering · Epistemic logic · Modal logic ·
Knowledge base

1 Introduction

Our approach for modelling multi-agent system is based on combining metamod-
elling and epistemic logic with diagrammatic specifications and logic statements.
We use the basic modal system K [5] for epistemic logic and enhance the mod-
elling with the use of model-driven engineering techniques. Traditionally, Kripke
structures have been used to give the semantics of epistemic logic by repre-
senting the information state of several agents [5]. Although Kripke structures
can be used to model the cognitive states of other agents but the knowledge
representation of different agents in a Kripke model are not structured. In our
approach, agents’ information states are modularized into scopes. Scopes include
states where the knowledge base of a state is represented by horn clauses mak-
ing agents capable of deducing new information. We propose to use metamodels
for specifying the information state of agents. Using metamodels for defining
domain specific modelling languages has potential as languages can be easily
customized. However, model-driven engineering using metamodels has not been
explored for modelling multi-agent systems.
c© Springer International Publishing AG 2017
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Our work is closely related to the deductive model of belief proposed by
Konolige [8] where agents’ beliefs are described as a set of sentences in a formal
language together with a deductive process for deriving consequences of those
beliefs. Deductive model of belief provides a model for agents’ problem solv-
ing ability based on the reasoning about other agents’ problem solving ability.
Konolige introduced the concept of belief subsystem which can model fairly
complicated and confusing situations where agents believe that other agents
have belief subsystems of varying capabilities. Some of these scenarios would be
useful in representing situations where agents have different beliefs. In real-life,
different sources will expose agents to different information, which can natu-
rally lead to disagreement. In our approach, we use several distinct elements to
represent and to reason about knowledge in a MAS setting. We use Diagram
Predicate Framework [11] for the diagrammatic representation of agents’ state
of affairs where the knowledge base is represented using Horn clauses. We apply
category theory for structuring the knowledge of different agents and combine
our approach with Delgrande’s inconsistency-based contraction [3] for knowledge
base revision. Our proposed approach of modular information states can be used
to represent different knowledge of agents, and leads to a simple mechanism to
update the knowledge base of agents. We introduce the application of cate-
gory theoretical operations for extracting the local and global knowledge base of
agents which opens up a new formal way of modelling multi-agent systems.

The paper is organized as follows. In Sect. 2, we present a language for repre-
senting the knowledge base of agents. Section 3 presents the modelling artifacts
for specifying multi-agent systems. Section 4 provides details of how agents com-
municate information and update their knowledge base, Sect. 5 concludes the
paper with a direction for future work.

2 Knowledge Representation of Multi-agent Systems

Unlike Kripke models, states in our multi-agent model are associated with knowl-
edge bases (KB). The knowledge base is given by a restricted form of the propo-
sitional logic language LHC based on a finite set of atoms (atomic propositions)
P = {⊥, p, q, r, . . .}, where P includes the distinguished atom ⊥ (false). The
language LHC over P is given by a set of horn clauses as defined in [3]. A horn
clause can be written as a rule in the form α1 ∧ α2 ∧ . . . ∧ αn → α, where n ≥ 0,
and α, αi (1 ≤ i ≤ n) are distinct atoms and → represents implication. Let ϕ
be a horn clause in LHC , if n = 0 then ϕ represents a ground atom and → α
is written as α. We will use body(ϕ) to refer to the set of atomic propositions
to the left of → and head(ϕ) to refer to the consequence of ϕ. We use ⊥ in the
consequence of a clause to represent an integrity constraint [3]. In other words,
a clause with ⊥ in the consequence represents an impossible situation. A horn
clause ϕ can be derived from a set of horn clauses Φ, written Φ � ϕ if ϕ can be
obtained by the inference relation given in [3]. A set of horn clauses Φ is incon-
sistent if Φ � ⊥. We use the notation Φ∗ = Cn(Φ) = {ϕ : Φ � ϕ} to represent
the set of all logical consequences of Φ. A scope of an agent consists of one or
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Fig. 1. An example model of an agent a and its scopes

more states representing epistemic alternatives. To express what an agent know
in its states or about other agents, we need a language of epistemic logic Lk

which is defined as: ϕ ::= p|¬ϕ|(ϕ∧ϕ)|(ϕ∨ϕ)|(ϕ → ϕ)|Kaϕ. Here p is an atomic
proposition and Ka is a knowledge operator. For an agent a, Kaϕ is interpreted
as “agent a knows ϕ”.

Figure 1(left) shows an example where the knowledge of an agent a is repre-
sented diagrammatically. The example illustrates a scope A of agent a consisting
of two states a0 and a1. These two states are representing two epistemic alter-
natives of agent a. We use KB(a0) and KB(a1) to refer to the knowledge bases
of states a0 and a1, respectively. In scope A, agent a knows that it is cloudy
(represented by the ground atom c) and rain implies cloudy (represented by
horn clause: r → c), but agent a does not know if it is raining or not. There-
fore, he cannot distinguish between states a0 and a1 where r ∈ KB(a0) and
r /∈ KB(a1) (i.e., uncertain about r). What agent a knows about agent b’s epis-
temic alternatives are represented in the internal scope B. The internal scope B
represents the information state of agent b where agent b knows that it is windy
(represented by the ground atom w) but he cannot distinguish between b0 and
b1 where c ∈ KB(b0), r ∈ KB(b0) and c /∈ KB(b1), r /∈ KB(b1). Figure 1(right)
illustrates this model with hierarchically structured information. Distinguished
clauses that are true only in a particular state are represented inside the rectan-
gular box representing the state. Horn clauses that are commonly known among
all the agents are represented in a global knowledge base Θ. Horn clauses that
are commonly known among all the states in a scope are visualized in a local
knowledge base (e.g., ΓA, ΓB in Fig. 1). For brevity we will not display all the
logical consequences inside the boxes. Note that local knowledge bases implicitly
include the global knowledge base. Therefore in Fig. 1(right), Γ ∗

A = Cn({r → c, c})
and Γ ∗

B = Cn({r → c, w}). We apply a pullback operation for extracting the local
and global knowledge bases of agents which is a very common construction in
category theory [1]. Below we formalize the notion of local and global knowl-
edge base of agents. In order to apply category theory, we need to constitute
a category for knowledge base where the objects are sets of horn clauses and
morphisms are given by the inclusion mapping of horn clauses.

Definition 1 (Inclusion mapping of horn clauses). Let Φ and Ψ be two
sets of horn clauses. An inclusion mapping f : Φ → Ψ exists if ∀ϕ ∈ Φ, Ψ � ϕ.
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Definition 2 (Local knowledge base). Let s0, s1, . . . sn be states of agent
a in scope A1 and Φ0 = KB(s0), Φ1 = KB(s1), . . . knowledge bases comprised
of horn clauses. The local knowledge base ΓA1 of scope A1 is the information
commonly known by agent a in scope A1 and is obtained by the limit of the
inclusion mappings Φ0 → ΦC , Φ1 → ΦC , . . . Φm → ΦC where ΦC is the combined
knowledge base of Φ0, Φ1, . . . Φm.

Definition 3 (Global knowledge base). Let ΓA1 , ΓA2 , . . . ΓAn be the local
knowledge bases of scopes A1, A2, . . . An. The global knowledge base Θ is the
information commonly known in scopes A1, A2, . . .An and is obtained by the
limit of the inclusion mappings ΓA1 → ΓC , ΓA2 → ΓC , . . . ΓAn

→ ΓC where ΓC is
the combined knowledge base of all the local knowledge bases.

Fig. 2. Local and global knowledge base

Figure 2 shows the knowledge bases of different agents and their local and
global knowledge bases. All the arrows in the figure represent inclusion mappings
of horn clauses.

Theorem 1. The limit of a set of inclusion mappings of horn clauses {Φ0 →
Ψ,Φ1 → Ψ, . . . Φm → Ψ} is a consistent knowledge base if at least one of
Φ0, Φ1, . . . Φm are consistent.

Proof: Let Γ be the limit of the inclusion mappings and Φi(0 ≤ i ≤ m) be a
consistent knowledge base. Since ∀γ ∈ Γ , Φi � γ, it is not possible that Γ is an
inconsistent knowledge base while Φi is a consistent knowledge base. ��

In Fig. 2 the colimit ΘC represents the combined knowledge base of all the
agents and the colimit ΓC represents the distributed knowledge of a set of agents.
There exists an inclusion mapping from ΘC to the language LHC . It is possible
that the colimits might be inconsistent. However, a consistent ΓC supports col-
laboration of the agents’ knowledge.
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3 Metamodelling with DPF

We use Diagrammatic Logic [4] and the Diagram Predicate Framework (DPF)
[11] for the formal development of metamodel specifications. A metamodel spec-
ifies the abstract syntax of a modelling language that often includes a set of
modelling concepts, their attributes and their relationships, as well as the rules
for combining these concepts to specify valid models. In the context of this
paper we develop a metamodel for hierarchical representation of agents’ knowl-
edge. In DPF, a (meta)model is represented by a diagrammatic specification
S = (S,CS : Σ) consisting of an underlying graph S together with a set of
atomic constraints CS specified by a predicate signature Σ. A predicate is used
to specify constraints in a model by means of graph homomorphisms. DPF pro-
vides a formalization of multi-level metamodelling by defining the conformance
relation between models at adjacent levels of a metamodelling hierarchy [10].

The graph in Fig. 3(b) represents the specification of a multi-agent model
S1 = (S1, C

S1 : Σ). Constraints are added into the structure by predicates.
Figure 3(a) shows the predicates used for constraining the model S1. Each pred-
icate has a name p, a shape graph (arity) α(p), a visualization, and a semantic
interpretation. For instance, the intended semantics of <mult(n,m)> is that
for each instance of X, f must have at least n and at most m instances. The
predicates are constraining the model S1 by means of a graph homomorphism
δ : α(p) → S1 from the arity of the predicate p to the graph of the model S1.
The model S1 specifies that an agent may have a scope consisting of a number
of states. An agent’s scope may have internal scopes of other agents. An instance
(I, ι) of S1 is shown (represented in abstract syntax) in Fig. 3(c). The instance
(I, ι) of S1 is given by a graph I together with a typing graph homomorphism
ι : I → S1 that satisfies the constraints CS1 . The diagram shown earlier in
Fig. 1 is the concrete syntax of this instance. The semantics of the predicates are
provided in a fibred manner [4]. That is, the semantics of a predicate p is given
by the set of its instances. The multiplicity predicate <mult(n,m)> is used to
add an atomic constraint on edge ‘contains’ in Fig. 3. This atomic constraint
specifies that every Scope instance must contain at least one State instance.
The irreflexive predicate <irreflexive> is used to add an atomic constraint on
edge ‘internal’. The atomic constraint specifies that a Scope instance cannot
have reflexive reference of type ‘internal’.

We use the concept of a single ‘State’ in the multi-agent model to represent
the condition of an agent and use the word ‘information state’ to represent
an instance of a multi-agent model. An instance of an agent’s state is valid if
the associated knowledge base is consistent. Let (M, ι) be a multi-agent model
instance consisting of a set of agents A (instances of Agent) and Φ = KB(sa) be
a set of horn clauses representing the knowledge base of a state sa in scope A of
an agent a ∈ A. The state sa is consistent or satisfiable if Φ � ⊥. We define that
a propositional logic formula ϕ is true in sa, written as (M, ι), sa |= ϕ, as follows:

(M, ι), sa |= p iff p ∈ Φ∗ (Φ∗ is the set of all logical consequences of Φ)
(M, ι), sa |= ¬p iff p /∈ Φ∗
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Fig. 3. A DPF specification S1 for multi-agent model

(M, ι), sa |= (ϕ ∧ ψ) iff (M, ι), s |= ϕ and (M, ι), s |= ψ
(M, ι), sa |= (ϕ ∨ ψ) iff (M, ι), s |= ϕ or (M, ι), s |= ψ

Let us consider that a scope A contains a set of states, S. Any formula ϕ gen-
erated by the language of epistemic logic Lk is true in scope A (written as
(M, ι),A |= ϕ) or in a state sa ∈ S (also written as (M, ι), sa |= ϕ) as defined
below:

(M, ι), A |= p iff ∀s ∈ S (M, ι), s |= p
(M, ι), A |= ¬p iff ∃s ∈ S (M, ι), s � p
(M, ι), A |= (ϕ ∧ ψ) iff ∀s ∈ S (M, ι), s |= ϕ and (M, ι), s |= ψ
(M, ι), A |= (ϕ ∨ ψ) iff ∀s ∈ S (M, ι), s |= ϕ or (M, ι), s |= ψ
(M, ι), A |= Kaϕ iff ∀s ∈ S (M, ι), s |= ϕ
(M, ι), A |= Kbϕ (b ∈ A ∧ b �= a) iff (M, ι), B |= ϕ where agent b’s scope B
is an internal scope of A
(M, ι), sa |= Kaϕ iff (M, ι), A |= Kaϕ
(M, ι), sa |= Kbϕ (b ∈ A ∧ b �= a) iff (M, ι), A |= Kbϕ

An instance of a multi-agent model (i.e., an information state of an agent) is
valid if it satisfies all the domain constraints specified in the DPF specification
and contains only valid states for agents.

4 Message Passing Communication

We envision a system where agents collaborate with each other by exchang-
ing messages which include epistemic information. These messages are used to
update the knowledge bases of agents and their information states. The agents
have their own knowledge base, and in addition they are aware of other agents’
knowledge bases.
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Fig. 4. Predicates for annotating message instance

A message is an instance of the multi-agent model where the agents are anno-
tated with [S] and [R] (<sender> and <receiver> predicates). Figure 4 shows
the predicates and the abstract and concrete syntax of a message. A message
contains a scope of an agent with a set of states. The states have an associated
knowledge base which contains a set of propositional horn clauses. An incom-
ing message from the sender agent is used to update the internal scope of the
receiver agent. Two kinds of update operations are performed in order to update
the internal scope of the receiver agent: (i) product of states (in the category
of sets), and (ii) knowledge base revision. The product operation deals with the
higher order information and the revision operation updates the knowledge base
of states. Figure 5 illustrates an agent b sending a message to agent a. Agent b
informs agent a that he does not know if it is foggy (represented by f) or not.
The figure shows the effect of an update operation where a product is formed
to update the information states of the internal scope B. After performing the
product operation, the knowledge base of the states are revised based on the
knowledge base from the message.

Fig. 5. Example effect of an update

We consider Delgrande’s inconsistency based contraction [3] for knowledge
base revision. The purpose of this type of revision is to modify the knowledge
base in such a way that adding new horn clauses from the message does not
result in an inconsistent knowledge base. While modifying the knowledge base
we want to retain as much as possible from the old knowledge base. We use
Delgrande’s definition of i-reminder set for the horn language:
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Definition 4 (Horn i-Reminder Sets). Given a knowledge base Φ in LHC
and a set of new horn clauses Ψ , Horn i-reminder sets of Φ w.r.t. Ψ , written
Φ ↓i Ψ is the set such that K ∈ Φ ↓i Ψ iff (i) K ⊆ Φ, (ii) K ∪ Ψ � ⊥, (iii) �K ′

such that K ⊂ K ′ ⊆ Φ, K ′ ∪ Ψ � ⊥.

While updating the knowledge base Φ of a state s of an agent a due to the
new information Ψ of a message, we propose to use Horn i-reminder sets. If
there are more than one element in Φ ↓i Ψ , multiple states are produced by
replacing s containing different possibilities of revised knowledge base. However
other strategies may be followed to revise Φ such as Horn i-Contraction [2].

5 Conclusion and Future Work

Epistemic logic was first introduced by Hintikka in [7] and later on used by
numerous researchers for modelling multi-agent systems where the information
state of multi-agent systems are given by Kripke semantics [5,6]. One issue with
this approach is that models become very big in size as the number of epistemic
alternatives increases. In this paper, we presented a model driven approach where
the states are modularized in scopes which clearly represents agents dimension of
epistemic alternatives. To extract the local and global knowledge base of agents,
we use pullback, limit and colimit operations.

In future, we will investigate reasoning algorithms to rule out uncertainty.
Reasoning about uncertainty may play an important role in optimizing resources
via strategies. In [9], we introduced a categorical approach for metamodelling
epistemic game theory. As part of the future work, we will investigate how game
theoretic concepts can be applied in a multi–agent system environment using
model driven engineering approaches.
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Abstract. Current BDI agent frameworks often lack necessary mod-
ularity, scalability and are hard to integrate with non-agent applica-
tions. This paper reports ongoing research on LightJason, a multi-agent
BDI framework based on AgentSpeak(L), fine-tuned to concurrent plan
execution in a distributed framework; LightJason aims at efficient and
scalable integration with existing platforms. We state requirements for
BDI agent languages and corresponding runtime systems, and present
the key concepts and initial implementation of LightJason in the light
of these requirements. Based on a set of requirements derived for scal-
able, modular BDI frameworks, the core contribution of this paper is the
definition of a formal modular grammar for AgentSpeak(L++), a mod-
ular extension of AgentSpeak(L), and its underlying scalable runtime
system. A preliminary validation of LightJason is given by means of an
example evacuation scenario, an experimental analysis of the runtime
performance, and a qualitative comparison with the Jason platform.

Keywords: Agent programming language · Scalability · Multiagent-
based simulation

1 Introduction

Agent-oriented programming (AgOP) [18] is about building systems consisting
of software agents maintaining mental states, based on declarative logical lan-
guages. The Belief-Desire-Intention (BDI) paradigm [16] has become the preva-
lent approach to AgOP and multi-agent systems (MAS). Such agent programs
consist of statements in first-order logic, allowing agents to deduce new facts,
commit to plans and eventually execute actions. A very popular language for
programming BDI agents is AgentSpeak(L) [15]. Jason [4] has been instrumen-
tal to the popularity of AgentSpeak(L) by providing a BDI agent framework that
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combines an extension of AgentSpeak(L) with an interpreter and provides inte-
grated development environment (IDE) plugins for JEdit and Eclipse. However,
analysing the level of usage of BDI agent frameworks in software engineering
practice reveals a sobering picture. A look at the major programming indices
Tiobe [20], Redmonk [17] and PopularitY [13], which measure the popularity
of programming languages, shows that the world of practice is still dominated
by imperative and object-oriented languages. Only Tiobe lists any logic-based
languages: The major proponent Prolog is ranked 33rd. AgOP languages are not
represented at all. Furthermore, in their study of MAS application impact, [12]
show that among the agent languages, the only ‘true’ BDI language with some
application impact is Jack, a proprietary language, while the use of languages
like Jason or GOAL is restricted to academic prototypes. The hypothesis under-
lying our research is that part of the reasons for this dire state are elementary
shortcomings of AgOP languages regarding modularity, maintainability, software
architecture interoperability, performance, and scalability. This paper reports
ongoing research on a multi-agent framework based on AgentSpeak(L) which
aims at an efficient and scalable integration into existing platforms, enabling
non-agent-aware systems to incorporate agent-based optimisation techniques
to solve distributed problems. We present the initial version of LightJason, a
BDI agent framework fine-tuned to concurrent plan execution in a distributed
environment.1

2 Requirements and State of the Art

Requirements. Over the past years, we have gained experience in modelling
and engineering multi-agent applications based on the BDI paradigm (most
notably in domains of traffic and industrial business processes), but also with
developing agent programming languages and runtime platforms. While we con-
sider the BDI abstraction appealing and intuitive for modelling sociotechnical
systems, we were often confronted with the limitations of today’s agent plat-
forms. From these limitations, we derived a number of requirements for BDI
agent platforms, which extend the list of general requirements from [4, p. 7]) and
are summarised as follows: (1) Integrability in existing software architectures.
(2) Modularisation of agents and underlying data structures. (3) Agent scripting
language with strict language syntax. (4) Action checking during parsing time,
not during run time. (5) Avoid action-centric reasoning cycle as argued by [1].
(6) Parallel execution of plans in separated execution tasks. (7) Agent generation
mechanism for easy instantiation of large numbers of agent. (8) Hierarchically
structured belief bases and actions in semantic groups.

Discussion of State of the Art. The main concepts of BDI frameworks are
mostly based on the Procedural Reasoning System (PRS) [7,8] and the first
robust implementations such as dMARS [6]. As [10] and subsequent surveys

1 For a much more comprehensive version of this short paper, we refer to [2].
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point out, virtually all existing multi-agent frameworks are not designed for pro-
ductive use (performance, scalability) and easy integration with specific domains.
The design of agent-based scripting languages leads to challenges in maintain-
ability; e.g. Bordini et al. [3, p. 1300] state that: “[T]he AgentSpeak(L) code is
not elegant at all. The resulting code is extremely clumsy because of the use of
many belief addition, deletion, and checking (for controlling intention selection)
[. . . ] [and] thus a type of code that is very difficult to implement and maintain.”
Though this is a paper from 2002, the situation has not changed much. MAS
platforms like Jason provide a separate runtime system, these approaches raise
issues regarding scalability and consistency, especially when combining existing
systems with MAS. In the case of Jason, this also can lead to ill-defined execu-
tion behaviour of agents, especially regarding clarity when an iteration of the
agent control cycle has ended (see requirement 2 above).

In this paper, we focus on the comparison with AgentSpeak(L)/Jason as the
most prominent (open-source) representative of BDI languages/platform. We
compared the legacy Jason 1.4 branch, which is still in use in our research group
for small-scale agent-based traffic simulation (e.g. [5]), and the quite recently
published Jason 2.0 branch with our requirements. Jason 1.4 lacks support for
all the above-mentioned requirements except a partially support for modular
agents (requirement 2), due to its include functionality. Jason 2.0 additionally
supports a hierarchical structuring of agents (requirement 2), but this feature
is limited to beliefs and plans2. Also, one new feature of Jason 2.0 is parallel
execution of plans [22], which addresses requirement 2. However, like Jason 1.4,
Jason 2.0 still heavily relies on synchronised data structures in their architecture
design, implying slow-downs due to locking and CPU context switches during
each agent cycle. In their approach adding concurrency to the reasoning cycles
in Jason, [22] provided benchmark results regarding scalability; their test setup
with only two CPU cores and synthetic benchmarks (e.g. nested for-loops and
Fibonacci sequence) resulted in a linear increase in execution time for up to 500
agents, which would also be expected for single-thread applications.

In order to tackle the above requirements, we start from the architecture
design of Multi-Agent Scalable Runtime platform for Simulation (MASeRaTi)
[1], as an attempt to tackle the scalability issues in modern MAS. We created a
modified, light version of AgentSpeak(L) (named AgentSpeak(L++)) and build
a Java-based implementation of the MASeRaTi architecture.

3 LightJason Architecture and Data Model

There is broad agreement in the AgOP literature that “[a] multi-agent system
is inherently multithreaded, in that each agent is assumed to have at least one
thread of control [21, p. 30]” meaning that agents should be able to pursue more
than one objective at the same time. To implement this conceptual notion of con-
currency at the technical level, we refer to the basic notion of a thread [19] as a
“lightweight process”, and that all threads are running within the same process.
2 https://git.io/vXqup.

https://git.io/vXqup
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Thus, in LightJason, an agent is be controlled by a thread during the reason-
ing process and stores all data for the reasoning internally, by following the
thread-local-storage model. Our general approach in LightJason is to conceive
AgOP as a combination of Imperative, Object-Oriented and Logic Programming,
see [2, p. 6]. To get into a more detailed view, an agent is not one single soft-
ware component but it is split up into two different elements, i.e. agent-mind
and agent-body. This approach is a reverence to the Mind-Head-Body model
proposed by Steiner in [9]. The symbolic representation of an agent’s mind is
stored as logic literals, as in Prolog or AgentSpeak(L). All literals of LightJason’s
agents are stored within a belief base for getting access during runtime. During
execution the agent asks for particular literals, initiating a unification process.
As this process is run many times, we optimised the internal data structure rep-
resenting the logic elements for parallel execution and avoiding cost-intensive
back-tracking. The Imperative Programming paradigm is used to describe the
execution behaviour of agents in LightJason (similar to the Patterns of Behav-
iour (PoBs) in the InteRRaP architecture [11]). In contrast, to InteRRaP, we
provide for parallel execution of PoBs, so that actions, assignments or expres-
sions can be run or evaluated in parallel. Finally, LightJason is Java-based; the
internal representation of agents is written in an Object-Oriented Programming
(OOP) style with concurrent data structures, allowing us to create inheritable
agent objects running in a multithreading context and easier integration with
domain-specific software systems. To further parallelise execution and gain more
scalability, we made extensive use of state-of-the-art Java techniques, such as
lambda-expressions3 and streams4.

4 AgentSpeak(L++) Language Definition

We regard an agent as a hybrid system, which combines different programming
language paradigms, allowing programmers to describe complex behaviour. This
abstract point of view allows a flexible structure – also for non-computer sci-
entists – to parameterise or specify a software system. The whole syntax was
designed as a logic programming language, by which all elements could be reduced
to terms5 and literals6, defining a symbolic representation of behaviour and
(environment) data. This allows modelling a generalised multi-agent system,
which can later be concretised for different applications, i.e. scenarios and sup-
ports the agent programmer to design the behaviour by scripting beliefs, rules,
plans and actions. Our first contribution is the definition of a scripting lan-
guage based on a modified and extended AgentSpeak(L) grammar. We modu-
larised the grammar into subgrammars to obtain a more abstract structure of
the agent programming language. The main grammar definition of LightJason is
hierarchically structured into the modules depicted in Fig. 1 and is explained in
3 http://www.webcitation.org/6lfbGeOlc.
4 http://www.webcitation.org/6lfbNP7nX.
5 Term: https://git.io/viKWQ, EBNF: https://git.io/viKWx.
6 Literal: https://git.io/viKlt, EBNF: https://git.io/viKlI.

http://www.webcitation.org/6lfbGeOlc
http://www.webcitation.org/6lfbNP7nX
https://git.io/viKWQ
https://git.io/viKWx
https://git.io/viKlt
https://git.io/viKlI
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Fig. 1. Modular grammar structure

detail in [2, p. 7ff.]. This allowed us to get a more flexible parsing component,
which could be split up into a layer-based structure.

Built-in Actions. The language structure and the underlying architecture of
our implementation allows to create a flexible action interface. In comparison
to Jason, we can detect the agent is running, if the agent source code is syn-
tactically correct and all actions can be executed. If the action does not exist,
the parsing process will fail. The built-in actions are organised in packages. In
our framework we support actions related to various types of computation. For a
complete overview of these actions and how they can be implemented, we refer to
[2, p. 14] and our unit test agent complete.asl7, published in the appendix of [2].

5 Evaluation and Discussion

Evacuation Scenario. In this section we illustrate the capabilities of Light-
Jason on a grid-based evacuation scenario, where agents needed to reach an
exit to leave the grid. The AgentSpeak(L++) code for the corresponding walk-
ing agent is displayed in the listing below. For finding a route to the exit the
agent used the Jump Point Search (JPS+) with Goal Bounding [14] algorithm,
which, after an initial O(n2) preprocessing of the grid, outperforms A∗ by two to
three orders of magnitude in speed. To demonstrate the clarity of LightJason’s
grammar, we grouped all plans and respectively actions describing a moving
behaviour, e.g.

+! movement/walk/forward <-
move/forward ();
!movement/walk/forward.

+! movement/walk/right <-
move/right ();
!movement/walk/forward.

The concrete agent with its source code is available in [2].

Preliminary Validation. To validate our results, we conducted first tests with
LightJason implementation of the evacuation scenario. The goal was to investi-
gate whether the design and implementation of LightJason leads to good scalabil-
ity and cycle consistency regarding the routing model, and number of concurrent
running agents. We chose a grid-based scenario with 250 × 250 cells on an iMac
with an Intel R© CoreTM i7-3770 and 16 GB RAM. Each agent received the same

7 https://git.io/vi67u.

https://git.io/vi67u
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Fig. 2. Number of agents plotted against cycles until all agents left the scenario.

exit destination (140, 140); it disappeared once it reached the approximate des-
tination (±10 cells). Figure 2 illustrates the run-time behaviour of the agents. It
(not surprisingly) shows that with an increasing number of agents, each agent
needs more cycles to complete its task. This can be attributed to additional
invocations of repair plans when an agent’s path got obstructed by other agents.
This scales sub-linearly up to roughly 1000 agents. After that point, the mainly
egoistic approach of each agent prevents them to find a free path to the exit,
resulting in plan-failures and necessary re-routing. From a technical perspective
we also observed that the CPU utilisation is constantly at around 70% for 15000
agents (for detailed plots we refer to [2]). The constant CPU load shows that the
workload induced by agents is distributed fairly and evenly, avoiding spikes and
idle times. Furthermore we observed a low utilisation of the JVM’s survivor space
(roughly 3.5 MB after the initialisation spike), reflecting the design in relying on
lazy bindings and LightJason’s ability to share references to concurrently used
data structures, e.g. plans, which only differ in their context and parameters.

Discussion. In this paper we presented our design and implementation of an
agent framework, introducing LightJason, an AgentSpeak(L) variant. The key
aspects we focused on were modularity, flexibility, scalability and deterministic
execution behaviour. The AgentSpeak(L++) language supported by LightJason
reflects AgentSpeak(L) as implemented by [4], we differ on a number of aspects,
in terms of the language features and – to a larger extent – in the software archi-
tecture underlying the implementation. Among others the most notable addi-
tions to AgentSpeak(L) are lambda-expressions, multi-plan definitions, explicit
repair-planning, multi-variable assignments, parallel execution and thread-safe
variables. When considering to port an existing Jason code to LightJason it is
important to understand, that by design in LightJason all plans which conditions
evaluate to true get instantiated. Here we argue, that in comparison to Jason,
a non-synchronised system’s behaviour results in a considerably more plausible
multi-agent system, considering the requirements formulated by [21].

Additional Features. Most of the AgentSpeak(L) expressions find their equiv-
alents in LightJason’s AgentSpeak(L++). Major additions are expressions for
parallel execution and unification (@). As it is in general possible to design an
agent to run plans sequentially, we argue, that for performance reasons it is
sensible to make use of parallel execution whenever possible.
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Jason 2.0. With the quite recent release of Jason 2.0, there now exist new
features8 in Jason which are similar, but independently developed, to some of
our own. Jason 2.0 introduces modules and namespaces to modularise beliefs,
goals and plans. In our approach we go even further by integrating those con-
cepts deeply into the fundamental agent grammar. Thus it is possible for us
to, for example, modularise actions, functions or beliefs by building hierarchical
structures in arbitrary depth allowing greater flexibility than in Jason. Another
new feature of Jason 2.0 are concurrent courses of actions [22]. As parallel exe-
cution is a fundamental aspect of scalability, we made this an integral part of
LightJason’s architecture by mainly using state-of-the-art Java 1.8 developing
techniques and features to enable concurrency at a very fine granularity.

6 Conclusion and Outlook

The contribution of this paper is a flexible agent programming framework Light-
Jason, which can be easily integrated into existing systems. The key features of
LightJason are the simplification of the agent’s reasoning cycle and the sup-
port of some important requirements including modularity, maintainability, and
scalability, combined with state-of-the-art techniques in software development.
At the core of LightJason is AgentSpeak(L++), a declarative agent scripting
language extending Jason. We provide a formal grammar definition describing
the features of AgentSpeak(L++). For the sake of usability, LightJason sup-
ports many built-in actions and a structure to load actions in a pre-processing
step of the parser. Thus, by parsing the agent’s source code it is possible to
check that the agent is syntactically correct and can be executed. We further
provide generator structures that enable automated creation of large numbers
of agents which can be further customised by the user. We also support a fully
concurrent and parallel agent execution model of an agent. This paper describes
ongoing work. Our next steps will involve a formal definition of the semantics of
AgentSpeak(L++). The reader will have noticed that AgentSpeak(L++) does
not contain language elements for communication. This is intentional, because
in our view, communication is a matter of the runtime system rather than of
the compilation mechanism. Yet, agent communication is one of the next fea-
tures to be added to LightJason. Also, while we performed an initial qualitative
comparison with Jason, a thorough experimental benchmarking remains to be
performed. Our project can be found under http://lightjason.org providing fur-
ther documentation9 and source code10.
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Abstract. Modelling with agents focusses on the structure of a software
system, while modelling with workflows focusses on the behaviour. Our
research aims to combine and integrate the strengths of each of these
concepts in a unified modelling approach. This current paper presents a
technical implementation and proof-of-concept of that approach in the
so-called Paffin (Processes and Agents for a Full Integration)
system. An application scenario is also discussed.

Keywords: Agents · Workflows · Modelling · Integration · High-level
Petri nets

1 Introduction

Agents, as autonomous components of a software system, emphasise the struc-
ture of the system. Workflows, though, are processes, which emphasise the behav-
iour of a system. The strengths of each concept lie in the ability to easily model
and represent the focussed aspect, even in large and complex scenarios.

In previous work [14,17] we presented a conceptual approach of how to com-
bine and integrate agents and workflows. The goal of that approach is to provide
and unify the strengths of both agents and workflows. The approach does not
assume the main modelling abstraction to be either exclusively agent or work-
flow, but instead considers an entity. That entity can, at run- and modelling-time,
dynamically act and be interacted with as agent, workflow, both or something
in between. This current paper now presents the actual, technical implemen-
tation and proof-of-concept of the approach, the Paffin system, as well as an
application of it to our software engineering teaching project.

The paper is structured in the following way. Section 2 shortly describes the
concepts, before Sects. 3 and 4 present the Paffin system and its application
respectively. Section 5 discusses the results and Sect. 6 concludes the paper.

2 The Agent Activity

Agents represent a system as a structural abstraction of components. Work-
flows, on the other hand, represent a system as a behavioural abstraction of
c© Springer International Publishing AG 2017
N. Criado Pacheco et al. (Eds.): EUMAS 2016/AT 2016, LNAI 10207, pp. 67–75, 2017.
DOI: 10.1007/978-3-319-59294-7 7
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Fig. 1. Agent Activity concept. (modified from [17])

processes1. Together, structure through agents and behaviour through workflows
capture the essential and primary aspects of any software system.

The conceptual approach to integrate and combine these aspects consid-
ers the most basic level. Agent actions can be classified as either send message,
receive message or execute some internal action. These are the fundamental agent
actions. Workflows consist of tasks. Workitems2 can be requested by a resource,
which then confirms or cancels the associated activity. These are the basic work-
flow operations. Fundamental agent actions describe what agents can do and
basic workflow operations describe what can happen in a workflow. In order to
create something that is both agent and workflow, that something needs to be
able to execute both. The Agent Activity (AgAc) is a modelling abstraction
that integrates agent actions and workflow operations.

Conceptually, an AgAc represents an abstract activity consisting of a num-
ber of agent actions and workflow operations. The concept is illustrated in Fig. 1.
AgAcs are conceptually atomic, meaning that they, and all actions and oper-
ations within them, are treated as a single management element that either
happens fully or not at all. By merging actions and operations into a single con-
struct the AgAc enables the description of an integrated entity that can alternate
between agent and workflow and also act as a hybrid of both. Examples of pos-
sible hybrid behaviour include communicating workflow processes (i.e. processes
that communicate to solve problems through data exchange or negotiation),
task-based interactions between agents (i.e. agents interacting as engines and
resources based on tasks, cf. [18]) and agent-enhanced workflow tasks (i.e. tasks
containing complex agent functionality to better facilitate user support). For
more details on the AgAc concepts please refer to [17].

3 Processes and Agents for a Full Integration

The Paffin system (Processes and Agents For a Full INtegration) is a proof-of-
concept for the conceptual approach described above. It implements the AgAc

1 Note that, while traditionally associated with business processes, we consider work-
flows to represent any kind of processes, including those inside a software system.

2 We use the terminology from [16] to distinguish between task states, i.e. workitems
as tasks available for execution and activities as currently executing tasks.
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Fig. 2. Compilation of the Agent Activity transition.

as a full fledged framework for the creation of integrated agent/workflow appli-
cations. The Paffin system is implemented with reference Petri nets [11] in
Renew3. The majority of the code are Petri nets inscribed with Java.

From a technical point of view, the Paffin system is a straightforward exten-
sion of the Capa agent framework (Concurrent Agent Platform Architecture,
[8]). The Paffin system is currently still actively being developed. In its cur-
rent form, the prototype already supports the full functionality defined by the
AgAc concept. The following describes the implementation of the AgAc and
the overall system architecture.

The Agent Activity Transition: The AgAc is implemented as a standard-
ised Petri net structure. The AgAc net structure represents an AgAc in the
behaviour of Paffin integrated entities, called process-protocols. Within it, the
Agent Activity Object (Aao, another reference net) encapsulates the state
of an instance of an AgAc, including the internal process of actions and oper-
ations. The AgAc net structure implemented in the Paffin system is shown,
with all technical inscriptions, in the lower part of Fig. 2.

An AgAc models an abstract, singular activity. During modelling a special
AgAc transition, shown in the upper part of Fig. 2, is used within the process-
protocols. During compilation of the system a custom compiler is used to trans-
late all AgAc transitions into AgAc net structures. Figure 2 illustrates this
compilation process. Elements of the inscription tuple on the AgAc transition
are parsed onto the net structure transitions for triggering, aborting and finishing
the AgAc. During runtime, the system executes the AgAc net structure, while
maintaining the singular AgAc transition as representation for monitoring.

3 Reference Net Workshop. Available at www.renew.de.

www.renew.de
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Fig. 3. Paffin architecture.

The PaffinArchitecture: The architecture of the Paffin system is illustrated
in Fig. 3. The figure showcases the different components of the architecture and
how they are related to one another.

Process-protocols (topmost level of Fig. 3) and the AgAcs contained in them
are executed by Paffin integrated entities. Each Paffin entity contains a tech-
nical backend and additional components to facilitate agent and workflow man-
agement. Capa base functionality provides mechanisms of the Capa agent basis
that are adopted without change. These include the knowledge base and (process-
)protocol factory. Application specific decision components (DCs) are custom
components that describe continuous, proactive entity behaviour. The WFMS
Engine DC and WFMS Resource DC are standardised DCs. They facilitate the
connection between the corresponding backends and the management system on
the platform level. Finally, the GUI Connector DC realises the connection to a
graphical user interface (GUI) for a human workflow user. For a clear encapsula-
tion and separation between functionality and GUI, the control of the GUI was
moved to a specialised Paffin entity.

The platform/management level of the Paffin architecture largely adopts
the infrastructure for Capa agents. A special, platform-specific Paffin entity is
added to that infrastructure, which realises global workflow management aspects.
That WFMS Paffin entity also controls the database for the platform, which
contains additional data for workflow tasks inside AgAcs.
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Fig. 4. Example: internal AgAc process for an extended task.

4 Application Example

In previous work [15], the processes of our yearly teaching project have been mod-
elled as workflow Petri nets [16]. The processes serve as a model for the content
and the structure of the exercise’s descriptions. The results are process-oriented
worksheets that explicitly represent the control flow of the teaching processes.
These worksheets prepare the students for using the Paose methodology (Petri
net-based, Agent-Oriented Software Engineering, [5]) to build complex multi-
agent systems in the teaching project.

Currently, we are developing a technical environment to execute and sup-
port the worksheets, and in future work development with Paose itself, in
a computer-facilitated way. This environment supports the communication
between the teachers and the students. If a student, for example, needs more
time than anticipated to solve a task, help from a teacher may be required. In
such a situation the workflow instance should notify a teacher.

In Fig. 4 the internal process of an AgAc for a task from the above men-
tioned situation is shown. If the student needs more time than expected the
AgAc automatically asks for help. The AgAc of Fig. 4 starts on the left, fol-
lowed directly by the request of the workitem. After this point there are three
possibilities: (1) The student finishes the activity and confirms it, which correctly
terminates the AgAc. (2) The student cancels the activity, which reenables the
task as a workitem so it can be requested again. (3) The student exceeds the pre-
defined work time and may require help to solve the activity. This is determined
as an internal action through the knowledge of the executing Paffin entity. If
the working time is in excess, a help request is sent to the teacher.
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In this scenario, the workflow task instance autonomously decides to act when
a teacher is notified of potential issues a student might be having. This means
that the instance is exhibiting agent properties and mechanisms in addition to its
workflow characteristics. Similar scenarios occur throughout the teaching project
and in the Paose approach itself. Agent properties for workflows may be used to
automatically verify results or provide intelligent and dynamic hints for exercises.
On the other hand, workflow properties may be used for agents that represent
complex development processes to divide and distribute the workload, as well
as organise the collaboration. Implementing the teaching and Paose support
environment with the Paffin prototype framework allows us to naturally model
any such integrations and combinations of agent and workflow mechanisms.

5 Discussion and Related Work

The target domain for applying the Paffin system are complex, distributed
environments that exhibit distinct emphases on structure and behaviour. In
inter-organisational contexts, for example, organisations are both their part (sub-
workflow) of the overall inter-organisational workflow, as well as an actor and
interaction partner. This duality is perfectly captured by Paffin entities exe-
cuting AgAcs. The AgAcs executed by the Paffin entity model the organ-
isation as an actor (agent actions), a workflow (workflow operations) or as a
hybrid (mix of agent actions and workflow operations). The Paffin entity can
consequently represent itself both as the actor and as the inter-organisational
subworkflow.

As mentioned in the previous section, distributed software development,
especially with Paose [5], is another target domain. Paose arranges, designs
and implements multi-agent systems according to roles and interactions. This
correlates well with an arrangement through structure/agents and behaviour/
workflows. Furthermore, Paose considers not only the emerging system as a
multi-agent system, but the development teams as well. This creates a com-
plex web of relations between actors/roles/agents and processes/interactions/
workflows on multiple levels of abstraction. Paffin entities are capable of
exploiting these relations between structure and behaviour through the use of
AgAcs.

Generally, the Paffin system enables system modellers to explicitly incor-
porate both structural and behavioural aspects on the same abstraction level
when developing a system. This incorporation allows for AgAcs to directly and
natively model the complex correlations and interdependencies between struc-
ture and behaviour. This is a major strength of the AgAc approach and Paffin
system, which allows them to realise a “full” integration of agents and workflows.
A “partial” integration only emphasises either agents or workflows and enhances
the chosen concept with properties and mechanisms from the other one (see dis-
cussion about related work). A “full” integration, as provided by AgAcs and
the Paffin system, doesn’t emphasise one concept over the other, while still
providing the capability to exploit any mechanism from either concept wherever
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it is best suited. Beyond that, the “full” integration also makes combinations of
these mechanisms available, as illustrated in the previous section.

Overall, AgAcs and the Paffin system are quite expressive and powerful.
Still, first evaluations have shown that this expressiveness and power are difficult
to handle and utilise in modelling. Consequently, modelling tool support is a
research focus. Currently, the Paffin system mostly utilises established tools
from Capa and Paose. These tools are specialised for agents. This means that
the agent aspects within the Paffin system are suitably covered, but some
of the AgAc and workflow aspects are not. Improving these tools to better
represent and model all aspects within the Paffin system is an important focus
of future work. Beyond that, the adaption of the Paose methodology itself is
also being considered and will help to support system modelling by providing
suitable practices for integrated agent/workflow development.

Related Work. Agents have often been used to implement and enhance work-
flows, e.g. in [2,6,10]. [7] provides an extensive survey on this topic. Using
workflows to implement and enhance agents is more rare but can be found in
e.g. [9,12,13]. These combinations utilise properties from agents or workflows to
enhance and improve the other concept. This represents only a “partial” integra-
tion (see above), as modellers are still provided with only one of the concepts.
The AgAc approach provides modellers with the abilities to use both agents
and workflows as equal, fully integrated modelling abstractions.

There is some research that exhibits a larger degree of integration. Jadex
Active Components [3] combine agents, active objects and components into a
novel modelling abstraction. Active components can implement workflows while
maintaining agent mechanisms, but do not offer the same kind of modelling flex-
ibility as AgAcs w.r.t. the dynamic integration in the same modelling artefact.

Another approach providing a larger degree of integration is the WADE plat-
form [1], on which agents can execute workflow tasks. Similarly, [4] utilises BDI
agents and mental concepts to emphasise process flexibility. These works rely
heavily on agents and their properties, but still emphasise workflow modelling.

6 Conclusion

This paper presented the Paffin system. The Paffin system is a technical
implementation and proof-of-concept of the conceptual Agent Activity app-
roach. Agent Activities allow the modelling of hybrid entities, which can act
and be interacted with as agent, workflow, both or something in between.

Ongoing work focusses on modelling support. For example, the employment
of meta-modelling techniques can simplify modelling of AgAcs. Suitable meta-
concepts could conceal low-level technical details of Petri nets modelling. The
teaching project support system mentioned in Sect. 4 is one application focus
for future work. Beyond that, the system is set to be extended to fully support
distributed software development in Paose.
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In conclusion, the Paffin system already confirmed that the Agent Activ-
ity could be implemented as envisioned. The applications we are currently build-
ing with the framework, will enable us to further evaluate modelling with these
integrated hybrid entities.
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ICATPN 1997. LNCS, vol. 1248, pp. 407–426. Springer, Heidelberg (1997). doi:10.
1007/3-540-63139-9 48

17. Wagner, T., Moldt, D.: Integrating agent actions and workflow operations. In:
Müller, J.P., Ketter, W., Kaminka, G., Wagner, G., Bulling, N. (eds.) MATES
2015. LNCS (LNAI), vol. 9433, pp. 61–78. Springer, Cham (2015). doi:10.1007/
978-3-319-27343-3 4

18. Wagner, T., Moldt, D.: Workflow management principles for interactions between
petri net-based agents. In: Devillers, R., Valmari, A. (eds.) PETRI NETS
2015. LNCS, vol. 9115, pp. 329–349. Springer, Cham (2015). doi:10.1007/
978-3-319-19488-2 17

http://dx.doi.org/10.1007/3-540-63139-9_48
http://dx.doi.org/10.1007/3-540-63139-9_48
http://dx.doi.org/10.1007/978-3-319-27343-3_4
http://dx.doi.org/10.1007/978-3-319-27343-3_4
http://dx.doi.org/10.1007/978-3-319-19488-2_17
http://dx.doi.org/10.1007/978-3-319-19488-2_17


EUMAS 2016: Algorithms



A Decentralized Approach to Solve Group AHP
with Agreements by Consensus

Miguel Rebollo(B), Alberto Palomares, and Carlos Carrascosa
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Abstract. The analytical hierarchical process (AHP) is a multi-criteria,
decision-making process that has demonstrated to be of a high utility to
achieve complex decisions. This work presents a method to apply it in
grupal decisions, where the weights that each user assigns to the crite-
ria are different and private. A combination of consensus process and
gradient ascent is used to reach a common agreement that optimizes the
utility of the decision using the information exchanged in the local neigh-
borhood exclusively.

The AHP problem is modeled through a multilayer network. Each one
of the criteria are negotiated by consensus with the direct neighbors on
each layer of the network. Furthermore, each node performs a transver-
sal gradient ascent and corrects locally the deviations from the personal
decision to keep the best option.

The process locates the global optimal decision, taking into account
that this global function is never calculated nor known by any of the
participants. If there is not a global optimal decision where all the par-
ticipants have a not null utility, but a set of suboptimal decisions, they
are automatically divided into different groups that converges into these
suboptimal decisions.

Keywords: Complex networks · Consensus · Gradient descent ·
Analytical hierarchical process · Agreement

1 Introduction

The Analytic Hierarchical Process (AHP) is a muli-objective optimization
method. The decision makers provide subjective evaluations regarding to the
relative importance of the different criteria and the preference of each alterna-
tive for each criteria [12]. The result is a ranking of the considered alternatives
that includes the relative score assigned to each one of these alternatives. The
main advantage of this process is that it allows (i) to organize the information
in a efficient and clear way, even for complex problems; and (ii) synthesize and
visualize the effects of changes in the levels or preferences. Furthermore, it is
possible to measure the consistence of the model, since a perfect consistency
is very difficult to be achieved due to the subjectivity introduced to judge the
relative importance of each criteria.
c© Springer International Publishing AG 2017
N. Criado Pacheco et al. (Eds.): EUMAS 2016/AT 2016, LNAI 10207, pp. 79–91, 2017.
DOI: 10.1007/978-3-319-59294-7 8
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The AHP can be used for a single used to take a decision, but also for a
group of people, such as a committee or a group of experts, to achieve a common
agreement. There are works that extends the original AHP problem. But these
approaches assume that all the actors are able to exchange information. This
work proposes a method for group decision making based on AHP, where the
participants are connected though a network and they interact exclusively with
their direct neighbors. A combination of consensus [17] and gradient ascent is
used as optimization method [21].

The proposed solution considers each criterion as a layer in a multiplex net-
work. A consensus process is performed in each layer, trying to achieve a common
decision for the corresponding criteria for all the participants. Simultaneously, a
gradient ascent is executed across the layers, trying to keep the preferred value
for each one of the participants in the decision. This joint process converges to
the desired, agreed decision. This decision is the optimal decision of the group
if some conditions are fulfilled.

The rest of the paper is organized as follows. Section 2 explains the related
techniques that have been combined and used to define the final proposed
method to solve AHP in a decentralized and distributed way. The method is
detailed and analyzed in Sect. 3 and, finally, Sect. 4 shows the results. Section 5
closes this work with the conclusions.

2 Related Works

2.1 The AHP Process

The AHP begins with the definition of the criteria used to evaluate the alter-
natives, organized as a hierarchy. The importance of each criteria is defined
through its weight wα ∈ [0, 1]. For example, let’s assume that a new leader has
to be chosen among three candidates: Tom, Dick and Harry. To evaluate them,
their age, experience, education and charisma are going to be considered. The
criteria hierarchy and the weights associated to each criterion α are show in
Fig. 1.

Once the criteria are defined, a pairwise matrix is created, assigning a relative
judgement or preference value to each pair of alternatives. The value aij repre-
sents the preference of the alternative i over the alternative j for the considered
criteria, and aij = 1/aji (Table 1).

From this pairwise matrix, the local priority lαi is calculated, which defines the
preference of the alternative i for the criterium α. The local priority is calculated
as the values of the principal right eigenvector of the matrix.

Finally, all the local priorities are synthesize across all the criteria in order
to calculate the final, global priority pi for each alternative. There exist many
methods to calculate the priorities. The most usual ones are the mean of the rows
of he pairwise matrix to calculate lαi , and the weighted average pi =

∑
wαlαi for

the global priority.
There are approaches to extend AHP into grupal decision problems, but

they are centralized solutions and use complete information. In this work, the
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Fig. 1. Example of criteria hierarchy for a AHP

Table 1. (Left) Local priority matrix with the relative importance of each candidate
regarding to their experience. (Right) Final priorities for the selected candidates. Dick
is selected candidate, with the higher global value

participants are connected through a network that bounds the possible informa-
tion exchanges. An agreement in the final decision is reached through a combi-
nation of a consensus process and a gradient ascent (see Fig. 2).

2.2 Consensus on Networks

Consensus means reaching an agreement on the value of a variable which might
represent, for example, a physical quantity, a control parameter, or a price.
Agents are connected through an acquaintances network whose topology con-
straints the possible interaction between them. This is one of the most promising
research subjects in the MAS area that is currently emerging [8,9,11,13,20].

The theoretical framework for solving consensus problems in agent networks
was formally introduced by Olfati–Saber and Murray [16,17]. Let G be a graph
of order n with the set of entities E as nodes. Let (G,X) be the state of a
network, where X = (x1, . . . , xn)T ∈ R

n and xi is a real value that is associated
with the node ei ∈ E. A consensus algorithm is an interaction rule that specifies
the information exchange between the agents and all of their neighbors in the
network in order to reach the agreement. Consensus is reached in the network
when x1 = . . . = xn. It has been demonstrated that a convergent and distributed
consensus algorithm in discrete-time exists and it converges to the average of
their initial values.

xi(t + 1) = xi(t) + ε
∑

j∈Ni

(xj(t) − xi(t)) (1)
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where Ni denotes the set formed by all nodes connected to the node i (neighbors
of i) and ε is the step size, 0 < ε < mini 1/di, being di the degree of node i. This
expression, when is executed by the agents, converges to the average of their
initial values.

An interesting modification of the consensus introduces weights in the agents,
which represent their importance in the system. Let w = (w1, w2, . . . , wn)T be
a vector with the weight associated to each node. The following algorithm (see
[16], p. 225) can be used to obtain the value of the weighted average consensus

xi(t + 1) = xi(t) +
ε

wi

∑

j∈Ni

(xj(t) − xi(t)) (2)

where Ni denotes the set formed by all nodes connected to the node i (neighbors
of i) and ε is the step size. The algorithm converges to the weighted average of
the initial values of the state of each agent xi(0) if ε < mini di/wi, being di the
degree of node i [18].

Other works have extended the consensus algorithm for its application in
large-scale systems [5], for its usage as a clustering technique [14], for treating
problems derived from a failure in communications [10], or for applications in
arbitrary directed graphs [7]. However, the application of the consensus algo-
rithm to dynamic networks, where participants may enter and leave during the
consensus process, is still an open issue.

2.3 Distributed Gradient Descent

Consensus leads to the average value of the network. But agreement processes
frequently involve the optimization of some global utility function. Centralized
methods usually require data fusion and distribution along the network, which
supposes a high computational and communication cost when the systems scale.
Decentralized approaches take advantage of scalability, adaptation to dynamic
network topologies and can handle data privacy. Coupled optimization problems
can be solved using a variety of distributed algorithms. A classical way is to
iteratively refine an estimate of the optimizer using incremental subgradient
methods [1]. It is used in static networks, where the topology does not change
during the process. Matei [15] studies how the degree distribution in random
networks affects the optimal value deviation, defining some metrics to evaluate
the quality of the approximated solution. One way of accelerating the consensus
process has been proposed by Pereira [19]. This new method is applied to random
sensor networks. It is based on the study of the network spectral radius, requiring
a complete view of the network to obtain that radius. The relation among the
connection probabilities in a random network and the convergence speed has
also been studied [19]. This relation also determines the optimal ε value that
minimizes the convergence time. The work of Zanella [2] applies the Newton–
Raphson method to distributed convex optimization problems. To minimize the
optimization function, it uses a consensus process that converges to the exact
solution in contrast to the subgradient–based methods. This last work has been
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extended to consider asynchronous transmission [3] and the multi-dimensional
case in order to optimize an n-dimensional function [4].

The combination of consensus and gradient models can be expressed as a two
step process [21]

xi(t + 1) =
∑

j

wijxj(t) − α∇fi(xi(t)) (3)

where W = [wij ] is a symmetric, double stochastic matrix (note that it has the
same properties demanded to the consensus process to converge) and ∇fi(xi(t))
performs a gradient descent to minimize a cost function.

2.4 Multilayer Networks

Multilayer networks are a recent formalism created to model the phenomena
that appears in complex networks in a more realistic way. Usually, relations do
not occur isolated in one network and notions such as network of networks, mul-
tilayer networks, multiplex networks or interdependent networks are defined. In
multilayer networks, links of different type exist among the nodes. For example,
in a group of people, links representing friendship, working relations or fam-
ily ties can be defined. Or in a communication model, different media, such as
phone and mail, can be considered. Each one of this different links form a net-
work in one layer. The interdependence among layers is defined through cross
links between the nodes that represent the same entity in each network. These
cross links models the transference of information that passes from one layer to
the others.

A multilayer network (see Fig. 2, left) is formally defined [6] as a pair M =
(G,C) where G = {G1, . . . , Gp} is a family of graphs Gα = (Eα, Lα),∀α ∈ [1, p]
called layers, and C = {Lαβ ⊆ Eα × Eβ ,∀α, β ∈ [1, p], α �= β} is the set of
connections between two different layers Gα and Gβ . The elements of each Lα

Fig. 2. (Left) Multilayer network example with 20 agents and 5 layers. (Right) Example
of network, where each agent has its own values for the criteria an a preferred option.
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are called intralayer connections and the elements of C are the interlayer ones
or crossed layers. The characteristic of the multilayer network is that all the
layers have the same set of nodes E1 = . . . = Ep = E and the cross layers are
defined between equivalent nodes Lαβ = {(eα, eβ),∀e ∈ E;α,β ∈ [1, p]}.

In the present work, multilayer networks are used to represent the different
criteria that form the decision. Each criterion will be negotiated in one layer.

3 Decentralized AHP Using Consensus in Multiplex
Networks

Lets consider the participants connected in an undirected network. The topol-
ogy is not relevant, but all the nodes must be connected in one component. Lets
consider only the criteria that are the leafs of the hierarchy defined for the AHP
problem, with

∑
wα = 1, different and private for each one of the participants.

Lets create a multilayer network, where each layer represents one of the final
criteria. Each layer is weighted using the weight defined for the criteria. For
example, the problem exposed in Fig. 1 has 4 criteria: experience, education,
charisma and age. Therefore, a network with 4 layers is created. Furthermore,
the weights associated to each one of them are 0.547, 0.127, 0.270 and 0.056
respectively. An utility function can be defined for each preference of the partic-
ipants using a gaussian function with mean lαi and standard deviation 1 − wα

i

(see Sect. 3.1). This function is used by the participant to perform the gradient
ascent, trying to keep as near as possible to its preferred distribution.

Each participant has its own criteria and the goal of the system is to agree the
best candidate according to all the agents involves in the decision. Therefore, a
consensus process is executed in each layer in order to find the weighted average.
But this process considers the criteria as independent and it does not converge in
the value that optimize the decision. The combination of the consensus process
with a gradient ascent, as it is defined in Eq. 4, corrects the deviation produced by
the consensus and each participant tries to maintain the decision that maximizes
its own local utility. This decentralized process leads to a consensus value near to
the global optimum, considered as the sum of the local utility functions. Observe
that this global utility function is never calculated and the participants reach
this value exchanging information with their direct neighbors.

xα
i (t + 1) = xα

i +
︷ ︸︸ ︷
ε

wα
i

∑

j∈Nα
i

(xα
j (t) − xα

i (t)) +ϕ∇ui(x1
i (t), . . . , x

p
i (t))︸ ︷︷ ︸

(4)

The result of the process is a common and agreed priority for the alterna-
tive evaluated in each layer. All the alternatives can be evaluated at the same
time using independent consensus process if a vector of preferences is exchanged
instead one alternative at a time.

If the global utility function is a smooth one and all the participants have
an utility ui > 0 for any final decision, the proposed method converges to the
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optimal decision for the group. But if there is no point in which all the partic-
ipants have a positive utility, the resulting global utility function will have one
(or more that one) local maximum that may alter the convergence process. In
those cases, we allow the nodes to break the links with those neighbors that are
pulling them to an undesired area. To do that, it is enough with breaking the
communications and stopping exchange information with them. In this case, the
network can be split in several groups and each one of them will reach a different
decision.

The advantage of this distributed approach is that avoids the bottlenecks
problems that arise in mediated solutions. Individual agents are not conscious of
a final, global solution, but of the convergence to an agreed compromise among
its near neighbors. Furthermore, the system is scalable since new nodes can be
added without additional notifications to the rest of the network.

3.1 Utility Function

Utility functions have some common properties in any optimization problem:
independence, completeness, transitivity and continuity. As we propose a model
with cooperative agents, we’ll assume that the utility functions have a maximum
and this maximum will be the starting point for all the agents. Furthermore,
the function must be a decreasing one. The normal distribution fulfills all this
properties. Therefore, it has been the selected one for the utility function ui

of the agents. We can assume that agents are initially situated in its maximum
value, which corresponds with the mean value of the utility function. The weight
assigned to the term can be used in the dispersion measure. An agent does not
desire changes in its more relevant term. Therefore, any change in its value must
decrease drastically its utility. On the other hand, the agents would allow changes
in terms with low importance, which might slightly decrease their utilities. In
the case of a normal distribution, the standard deviation is the parameter that
rules this behavior. If we use σα

i = 1 − wα
i we obtain the desired behavior. The

utility function is defined as follows:

uα
i (xα

i ) = e
− 1

2

(
xα

i −lαi
1−wα

i

)2
(5)

All this individual functions are combined in one unique utility function for
the agent.

ui(xi) =
∏

α

uα
i (xα

i ) (6)

This definition corresponds to a renormalized multi-dimensional gaussian distri-
bution such that the maximum utility for the agent i is ui(xi(0)) = 1.

The global utility of the system is the sum of the individual utilities of the
agents. This value is never calculated in the system directly and the function is
known by none of the participants in the agreement.

U =
∑

i

ui(xi) (7)
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4 Application Example

Lets consider a group of 9 agents that are going to take a decision using AHP. A
bi-dimensional example has been chosen to be able to represent it graphically, so
just 2 criteria will be considered. Figure 3 shows the utility function calculated
from the initial preferences of each participant.

Fig. 3. (Left) Local utilities ui(xi) as defined in Eq. 6 from the AHP criteria for each
of one the 9 participants. (Right) Final global utility function U (Eq. 7) to locate the
optimal decision, defined as the sum of the individual, local utility functions. These
functions is not calculated, nor known by the participants, but the process converges
to the maximum of this function.

Figure 4 shows the initial and final status of the process. When the combined
process stops, all the participants have reached the same point, which corre-
sponds to the common decision agreed by the agents. For this solution to exist,
the only condition is that all the participants have a positive utility ui > 0 along
the complete solution space.

Fig. 4. Initial and final states for a decision in a group of 9 participants using two
criteria. An agreed solution exists and it is located correctly by the group using local
information only.

Figure 5 shows the evolution of the value for each criterion (left and right) for
each one of the participants (in a different colour) along the process. It converges
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to the final decision. If these values are considered as the x and y coordinates,
it matches with the point that corresponds to the solution in Fig. 4.

Fig. 5. Evolution of the values for each criteria for each one of the participants. The
convergence is guaranteed if ∀i ui > 0 in all the solution space (Color figure online)

Nevertheless, when this condition is not fulfilled when some of the partici-
pants has an utility equal to zero in some areas of the solution space. In that
case, the shape of the global utility function will show peaks and valleys, with
local optimal values. Then, the convergence to the optimal solution is not guar-
anteed and, as it is shown in Fig. 6, the process halts on any value, depending
on the initial preferences and the distribution of the utility functions over the
solution space.

Fig. 6. Example of convergence to a suboptimal solution because participants refuses
to move towards the best solution for the group since its has zero-utility for some
individual agent.

Our proposal to solve this additional problem is to allow break links among
the participants. When a participant detects that the solution guides towards a
point with zero-utility, the agent can decide to break the link to those neighbors
who are pulling from the preferences. As Fig. 7 shows, in this case the network
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is broken into groups, each one of them converges to a different agreement. The
optimal decision is located by the group formed by those participants whose
utility function is positive in the best solution. Actually, this solution is reached
if the agents with zero-utility are just removed from the system. Despite doing
so, we allow this participants to reach another decision forming a separate group.

Fig. 7. Initial and final states for an AHP process allowing to break links and reconnect
to near neighbors. This solutions guarantees the convergence of a subgroup to the best
possible decision, along with another agreements around suboptimal solutions.

Figure 8 shows the evolution of the criteria in such a case. It can be clearly
observed how more that one decision is taken. In this case, the network is divided
into 4 groups: the bigger one arrives to the best decision, and another group
formed by two agents arrives to another private agreement. Finally, another
two participants remain isolated. The dendrogram of this figure shows the group
formation, and the last graphic shows the global utility value, taking into account
the sum of the solutions reached by the different groups.

Finally, the performance of the algorithm has been analyzed using networks of
different sizes. The obtained results are shown in Fig. 9. Experiments were run in
a 3.2 GHz Intel Core i5, with 8 GB of RAM. Random networks from 100 to 1000
nodes have been generated, with 10 repetitions of each size. The AHP process
has been executed over these networks and the obtained execution time has been
averaged. The execution time takes into account the AHP process exclusively.
The time needed to create the network and define the individual weights for
the different criteria and alternatives are not included. The experiments show a
quadratic cost for the algorithm in the studied network sizes. Bigger networks
need to be analyzed. The main drawback of the current implementation is that
the calculation of the ϕ parameter (see Eq. 4) to guarantee the convergence of
the method is a centralized one (the ϕ parameter is related with the value of
the Lipschitz constant for each utility function) and the cost is too high to be
calculated in bigger networks (beyond 4 magnitude orders with respect to the
execution time).
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Fig. 8. (Top) Evolution of the criteria and convergence into separated groups. (Bottom)
Group division and global utility obtained by this process

Fig. 9. Execution time of the algorithm with different network sizes
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5 Conclusions

This work has presented a method based on a combination of consensus and
gradient ascent to solve group AHP in a decentralized environment, where the
participants in the decision making process exchanges their preferences with
their direct neighbors to reach an agreement that allows the team to select
the alternative with the highest utility for the group. This work can be easily
extended to the case of having networks of preferences (ANP) or the case of
changes in the local priorities or the weights of the criteria during the process.
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Abstract. This paper proposes, for the first time in the literature, the
use of hypergraphs for the efficient formation of effective coalitions. We
put forward several formation methods that build on existing hyper-
graph pruning, transversal, and clustering algorithms, and exploit the
hypergraph structure to identify agents with desirable characteristics.
Our approach allows the near-instantaneous formation of high quality
coalitions, adhering to multiple stated quality requirements. Moreover,
our methods are shown to scale to dozens of thousands of agents within
fractions of a second; with one of them scaling to even millions of agents
within seconds. We apply our approach to the problem of forming coali-
tions to provide (electric) vehicle-to-grid (V2G) services. Ours is the first
approach able to deal with large-scale, real-time coalition formation for
the V2G problem, while taking multiple criteria into account for creating
the electric vehicle coalitions.

1 Introduction

Coalition formation (CF) is a paradigm widely studied in multiagent systems
and economics, as means of forming teams of autonomous, rational agents work-
ing towards a common goal [2]. One domain where the formation of coalitions
comes naturally into play is the so-called vehicle-to-grid (V2G) problem. In V2G,
battery-equipped electric vehicles (EVs) communicate and strike deals with the
electricity Grid in order to either lower their power demands, or return power
back to the network when there is a peak in the request for power. This helps
the Grid to maintain a balanced power load [13]. G2V is V2G’s “sister” problem,
where EVs connect and draw power from the Grid without overloading it [14].
In both cases, the coordination of EVs efforts, is essential.

As such, several recent approaches have called for the formation of EV coali-
tions in order to tackle the V2G problem [9–11]. The existing approaches, how-
ever, typically exhibit the following characteristics: (a) they attempt to form
optimal coalitions or coalition structures; and (b) they either attempt to form
coalitions with respect to a single criterion, or employ lengthy negotiation pro-
tocols in order to capture various coalitional requirements while respecting the
constraints of individual agents.
c© Springer International Publishing AG 2017
N. Criado Pacheco et al. (Eds.): EUMAS 2016/AT 2016, LNAI 10207, pp. 92–108, 2017.
DOI: 10.1007/978-3-319-59294-7 9
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The inherent hardness of the optimal coalition structure generation prob-
lem [12], however, and the fact that negotiation protocols can be lengthy and
thus highly time consuming, severely restricts the practicality and scalability of
such algorithms: they can handle at most a few hundred EVs. In reality though,
there exist hundreds of thousands of EVs that connect to the Grid, and could
potentially offer their services; any formed coalition would be required to possess
a multitude of desirable characteristics (e.g., high collective storage capacity, and
high collective discharge rate); and, if the aim is to balance electricity demand in
real time, any such service should be offered by the appropriate coalition almost
instantaneously.

In this paper, we overcome the aforementioned difficulties by employing,
for the first time in the literature, hypergraphs to achieve the timely formation
of coalitions that satisfy multiple criteria1. In our approach, EV agents that
share specific characteristics are organised into hyperedges. Then, building on
the existing hypergraphs literature [6,17], we propose algorithms for (i) hyper-
graph pruning, to focus on interesting parts of the search space; (ii) hypergraph
transversal to identify sets of vertices (agents) that combine several desirable
characteristics; and (iii) hypegraph clustering, that allows the identification of
clusters of high quality agents. Moreover, we put forward (iv) a heuristic forma-
tion algorithm that benefits from pruning and generates high quality coalitions
near-instantaneously, while scaling linearly with the number of agents.

In contrast to existing approaches, we do not attempt to generate an optimal
coalition structure, nor do we attempt to compute a single optimal coalition.
Instead, we exploit the hypergraph representation of our problem in order to
select agents and form highly effective coalitions, while being able to scale to
dozens of thousands of agents within fractions of a second; and, in the case of
our heuristic method, even to millions of EV agents in seconds.

Though here we apply it to the V2G problem, our approach is generic and
can be used in any coalition formation setting. It is perhaps surprising that
a powerful model like hypergraphs has not been so far exploited for devising
efficient coalition formation methods, despite its intuitive connections to the
concept of coalitions. Regardless, we are not aware of any work to date that
has exploited hypergraphs and related algorithms in order to perform real-time,
large-scale, multi-criteria coalition formation, as we do in this paper.

2 Related Work

Here we review related work, and highlight its differences to our approach. To
begin, Valogianni et al. [14] propose an adaptive smart charging algorithm that
adjusts the power drawn from the Grid for charging EVs, based on each EV
owner’s utility from charging. The approach employs reinforcement learning for
capturing agent needs and behaviour; and an optimization module schedules
the charging of each EV to maximise its utility subject to network constraints.
Though effective, it does not focus on the problem of feeding the network with
1 A sketch of these ideas appeared in a short ECAI-2016 paper [5].
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power drawn from EVs in a coordinated fashion, and as such there is no men-
tioning of EV coalitions in that work.

By contrast, an attempt to explicitly sell power in the regulation market via
the formation of EV coalitions is presented in [10]. In that work, EV coalitions
provide the following service to the Grid every few seconds: they either scale
down their power draw (or discharge); or they scale it up, and request more
power. The approach is quite effective, but there is a need for a complicated
EV selection process by an aggregator agent, and simulations presented in that
paper involved a pool of 300 vehicles only.

A paper adopting a game-theoretic perspective on the formation of coali-
tions in the Smart Grid is [15]. It constitutes an attempt to solve the optimal
coalition structure generation problem (CSG). Forming virtual energy consumer
coalitions, manages to flatten the demand in order to get better prices in what
could be a G2V arrangement. By solving the CSG, it finds the best VEC for
every consumer on the market; and guarantees a core-stable payoff distribution
outcome. Unfortunately, this solution is shown to work on social graphs with
only a handful of agents. By contrast, our approach manages to produce high
quality solutions in milliseconds, and scales to the millions.

Two recent papers which study cooperative games defined over graphs that
impose constraints on the formation of the coalitions, are [3,4]. Specifically, they
assume that the environment possesses some structure that forbids the creation
of individual coalitions, due to limited resources and existing physical or even
legal barriers. This is captured by an undirected graph providing a path con-
necting any two agents that can belong to the same coalition. Both of these
papers, however, do not employ hypergraphs in any way. Hypergraphs have in
fact been used for modelling agent interactions in cooperative game settings
where agents can simultaneously belong to multiple coalitions [8,18]. Neverthe-
less, all of these papers [3,4,8,18] focus on studying the theoretical problem
of achieving coalitional stability via appropriately distributing the payoff among
the agents; rather than providing algorithms for large-scale coalition formation in
real-world settings, as we do in this work. By contrast, two papers that study the
generation of optimal coalition structures while focusing on stability are [1,16].
These approaches scale to thousands of agents - but not to millions, as ours
(which does not form optimal coalitions), and do not tackle multiple formation
criteria.

A paper that is more related to our work here, in the sense that it exploits con-
straints among vehicles for coalition formation, is the work of Ramos et al. [11].
They propose the dynamic formation of coalitions among EVs so that they can
function as virtual power plants that sell power to the Grid. However, that work
also attempts to tackle the optimal CSG problem. The method relies heavily on a
inter-agent negotiations protocol; and is empirically shown to produce solutions
that are close to optimal (98%), but this is when tested in scenarios with a few
dozens of agents only. Moreover, there is only a single criterion for the formation
of a coalition—namely, the physical distance among the EVs. Physical distance,
however, is not a very natural criterion; and, in any case, it is imperative that
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a multitude of criteria is taken into account—such as capacity, discharge power,
and perceived reliability (see, e.g., [9]). Our approach, by contrast, is able to
take into account any number of natural criteria to form EV coalitions.

3 Our Approach

In order to develop multi-criteria coalition formation algorithms that gener-
ate coalitions efficiently, we employ the concept of a hypergraph. A hypergraph
H = (V,E) is a generalization of a graph, where each hyperedge e ∈ E can
contain any number of vertices (or nodes) in the set V . Vertices in H corre-
spond to agents; while we view a hyperedge as corresponding to some particular
attribute or characteristic possessed by the agents in the hyperedge. In the V2G
setting, the agents correspond to EVs (i.e., an EV is represented by a node in our
hypergraph); while the hyperedges correspond to vehicle characteristics. More
specifically, a hyperedge corresponds to a “quality level” of some EV attribute,
as we explain below.

In order to represent the different quality of the various hyperedges, and
utilize it in our algorithms, we mark each hyperedge with a weight.2 These
weights define the degree of a node: The degree deg(u) of a node u is the sum of
the weights of its edges. Intuitively, a high degree node is a high quality one. This
fact is exploited in our algorithms below. A hyperedge (of a given quality) will
be also called a category. The (quality of the) categories to which an EV belongs
will be influencing the decisions of our hypergraph pruning algorithm, which we
describe in Sect. 3.2 below. A node that belongs to a hyperedge characterizing
the quality of a given agent attribute, cannot belong to some other hyperedge
characterizing the quality of the same attribute.

To illustrate the use of hypergraphs in our setting, consider for example the
hypergraph of Fig. 1, which contains the hyperedges e1...6 and vertices u1...7.

Fig. 1. A simple hypergraph Fig. 2. Pruning a simple hypergraph

2 In our implementation, the weight of the edges, according to the quality of each
attribute (capacity, reliability and discharge), are as follows: {extremely-high: 8, very-
high: 7, high: 6, medium-high: 5, medium-low: 4, low: 3, very-low: 2, extremely-
low: 1}. Thus we have 24 edges + 1 containing commitment of EVs.
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It is clear in this example that vertices may belong to multiple hyperedges:
the hyperedge e1 contains the vertices u3,4,6,7, while the vertex u1 belongs in
the hyperedges e2, e5, e4. Vertices in Fig. 1 correspond to EVs; while the hyper-
edges correspond to the “quality” of the following EV attributes: capacity, dis-
charge rate and observed reliability. The meaning of these attributes is intu-
itively straightforward, but will be nevertheless explained in Sect. 3.1 below. Each
attribute is related to at least one hyperedge in the hypergraph. For instance,
in Fig. 1, the capacity attribute is represented by three hyperedges in the hyper-
graph: low-capacity, medium-capacity, and high-capacity. As noted above, no
node can belong in more than one capacity-related hyperedges. In our figure,

– the hyperedge e1 represents the nodes which have high capacity;
– the hyperedge e2 contains nodes that have low capacity;
– e3 and e4 include the vehicles with high and low discharge rate, respectively;
– finally, e5 contains nodes that are expected to the highly reliable.

For example, node u1 is a low-capacity, low-discharge but highly reliable vehicle—
while node u3 is a high-capacity, low-discharge and highly reliable one.

Organizing the information relating to specific agent attributes using hyper-
edges, enables us to both access this information efficiently, and keep it orga-
nized. Moreover, in many settings, agent characteristics captured by hyperedges,
naturally correspond to criteria according to which we can form coalitions. For
example, it is conceivable that we want to use agents with high capacity from the
respective high-capacity edge, if our goal is to form coalitions with high capac-
ity. Our approach of using hypergraphs is even more generic than what implied
so far, since we can easily define hyperedges that contain agents which are or
are not permitted to connect with each other, for various reasons; and since we
can exploit the hypergraph to allow the formation of coalitions according to a
multitude of criteria.

3.1 Criteria for Forming Coalitions

The algorithms presented in this work can be employed by any entity or enter-
price (such as the Grid, utility companies or Smart Grid cooperatives) that
wants to form EV coalitions for the V2G problem, using any set of criteria of its
choosing. Here we identify three such natural criteria, namely reliability, capacity
and discharge rate. These formation criteria are consistently mentioned in the
related literature, though perhaps not with these exact names, and not explicitly
identified as such [9,10,14].

First of all, a coalition has to be consistently reliable, i.e. it should be able to
serve the power that has been requested without any disruptions. For a coalition
to be reliable, its members must be reliable too, and gaps in reliability must be
met with backup agents. We define agent reliability as the estimated probability
that an agent will fulfill its promises. The promise of an agent is its commitment
on being connected to the Grid during a specific time slot in order to contribute
via providing energy to the Grid, if so requested. Such slots naturally correspond
to electricity trading intervals.
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In addition, a coalition must fulfill a capacity requirement. The capacity of
a coalition is the amount of electricity (measured in kWh) the coalition will
be offering to the Grid; while the capacity of en EV is, similarly, the amount
of electricity (in kWh) the EV will be offering to the Grid. In fact, gathering
enough EV capacity to cover the Grid needs during high demand periods, is the
main objective of any V2G solution.

Another factor in the V2G problem is the discharge rate of a coalition (or, of
a single EV)—the rate by which the coalition (resp., the EV) is able to provide
(electrical) energy to the Grid over a specified time period. Discharge rate is
measured in kW. A high coalitional discharge rate could be required in cases
where capacity should be offered within a small amount of time, for example
when the Grid is under a heavy demand load. Naturally, a coalition has a high
discharge rate if its members discharge rates are high; for our purposes, we
assume that the discharge rate is additive, i.e., the discharge rate of a coalition
is the sum of its EVs discharge rates. In Sect. 4, we will be forming coalitions
in order to meet specific capacity and discharge rate targets; and observing how
reliable the coalitions meeting these targets are.

Now, the hypergraph used in our current implementation was designed
so that it could easily satisfy requests pertaining to these particular criteria.
As such, there was a total of 25 hyperedges in the hypegraph—{extremely-
high, very-high, high, medium-high, medium-low, low, very-low, extremely-low} ×
{capacity, discharge rate, reliability}; and a committed one, containing EVs that
have stated they will be connecting to the Grid during the particular slot.

In our model, we assume that, at any time step that this is required—due
to a consumption peak, an unplanned event, or the need to regulate frequency
and voltage—the Grid (or some other entity) advertises its demand for a V2G
coalition with several desirable characteristics. As noted in [9], individual EVs
are well-suited for providing services at short notice. What we show in this paper,
is that we can select agents from a huge pool of EVs to form coalitions that are
able to provide large amounts of power at short notice, and with high reliability.

3.2 Pruning the Hypergraph

An important aspect of using hypergraphs for dealing with large state-spaces,
is the resulting ability to perform node and edge pruning. Since dozens or hun-
dreds of thousands of our EVs populate the hypergraph, and each one is a
member of several hyperedges, running the algorithms without pruning would
require an enormous amount of computing power. However, due to the nature
of the hypergraph, and the way we store our vehicles and their attributes, it is
extremely easy and effective to narrow down the number of vehicles and edges
used, by leaving out EVs that are less promising as coalition members. For
example, if achieving a high capacity for the to-be-formed coalition is a key
goal, then, intuitively, we can narrow down our search for coalition members
by focusing only on nodes belonging to the set of hyperedges (or “categories”)
highcapacity ∪ veryhighcapacity ∪ exhighcapacity.
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To illustrate pruning, Fig. 1 shows a hypergraph that contains all EVs. In
order to reduce the size of the hypergraph and thus the computing requirements,
we could keep only EVs belonging to at least one high quality edge, as shown in
Fig. 2.

Algorithm 1. Pruning the hypergraph
1: procedure Pruning(H, CategoriesKept)
2: for Hyperedge ∈ H do
3: if Hyperedge ∈ CategoriesKept ∩ Committed then
4: NewHEdges ← NewHEdges ∪ HyperEdge
5: NewNodes ← NewNodes ∪ HyperEdge.nodes
6: end if
7: end for
8: NewHGraph ← Hypergraph(NewNodes,NewHEdges)
9: end procedure

Algorithm 1 is our implementation of pruning. The algorithm iterates over
all hyperedges in the given hypergraph H, and keeps only the nodes belonging
to hyperedges that correspond to the specified “categories of interest” (Cate-
goriesKept in Algorithm 1).

In our implementation, the CategoriesKept are heuristically selected, and
depend on the algorithms. For instance, the minimal transversal algorithm
requires a more aggressive pruning, since its complexity is sensitive to the num-
ber of nodes used as input (cf. Sect. 3.3), and we therefore empirically feed it
with as few hyperedges as possible.

Our experimentation indicates that the use of pruning can lead to a signifi-
cantly smaller hypergraph, and to vast improvements in terms of execution time
for our algorithms. In our simulations, the hypergraphs are pruned to about 1/20
of the initial size of the EVs pool, without sacrificing the methods’ performance
(cf. Sect. 4.1). Moreover, pruning using Algorithm1 is almost instantaneous.

3.3 Minimal Transversal Algorithm

Using hypergraphs allows to use an intuitive approach for locating agents for
coalitions: to generate the set of minimal transversals for the high-value hyper-
edges [6]. A transversal (or hitting set) of a hypergraph H, is a set T ⊆ V with
hyperedges X where X = E (i.e., vertices in T belong to all hyperedges in E).
A minimal transversal is a set that does not contain a subset that is a hitting
set of H. As such3, generating several minimal transversal sets for high-quality
hyperedges is expected to identify agents which are high-quality and should be
used in the formation of a coalition. Subsequently, we join those agents together
until our criteria are met.
3 Of course there can be more than one minimal transversals, and it is not necessary

that they have the same cardinality.
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Our approach with the minimal transversal set is to prune all edges but those
of extremely high quality that are also “committed”, as seen in Algorithm2.
Then we generate progressively the minimal hitting sets, using an algorithm
similar to [6]. That is, we first generate the minimal hitting sets containing one
node, then those with two, and so on. Then we randomly pick agents belong-
ing to those minimal transversals, until the coalitions requirements are met. If
the requirements are met during the progressive minimal transversal generation
process, no further minimal transversals are generated.

To illustrate this concept with the help of Fig. 1, we prune the hypergraph to
keep only the high-quality edges e1, e3, e5, leaving us with the nodes u1, u3 . . . u7

and edges e1, e3, e4, as seen in Fig. 2. Then we generate all minimal transversals.
Those generated first are the ones with two nodes (since there are no mini-
mal transversals with one) i.e. the following {u3, u5}, {u1, u7}, {u6, u1}, {u3, u7},
{u3, u6}. Last, we generate the final minimal transversal with three nodes,
{u1, u5, u4}.

This method creates a set of agents with uniformly distributed high-quality
characteristics. Though this is desirable in theory, in practice the results vary
depending on the generated minimal transversal set. There are characteristics
which might be of higher importance than others and this cannot be taken
into account by the transversal algorithm due to its nature. Regardless, this
method could be of much use for creating a base of quality agents; for uniformly
improving the quality of an already formed coalition by adding agents from the
minimal transversal sets; and for creating versatile coalitions without focusing
on specific attributes.

Line 6 of Algorithm 2 is our implementation of minimal transversal [6].
Though there is no known polynomial time algorithm for the general hypergraph
transversal problem, the algorithm given was shown experimentally to behave
well in practice, and its memory requirements are polynomially bounded by the
size of the input hypergraph, though it comes without bounds to its running time.

Algorithm 2. Coalition formation using minimal transversal
1: procedure MinimalTransversal(H)
2: H ← Prune(H, exhigh) � exhigh signifies all hyperedges with exhigh qualities
3: T = ∅, C = ∅ � Start with an empty coalition

4: for i=1 to |E| do � where |E| is the number of edges in the (pruned) H

5: Create the union U of minimal transversal sets with size i, generated from H.
6: T = T ∪ U

7: while C does not meet the criteria do
8: Randomly select an unselected node ∈ T and add it to C

9: end while

10: if criteria have been met then
11: return formed coalition C

12: end if
13: end for

14: end procedure
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3.4 Clustering Algorithm

The second approach is to create clusters of agents. After creating said clusters,
we efficiently calculate the best cluster and then sample EVs from that group
until our coalition criteria are met.

In more detail, we first generate a hypergraph of EV agents with the char-
acteristics described previously. Then, hypergraph clustering is performed. The
hypergraph clustering itself is an implementation of that proposed in [17], and
is conducted as follows.

We begin by implementing functions that calculate

– the Incidence Matrix: A matrix H with entries h(u, e) = 1 if u ∈ e and 0
otherwise.

– the Weight Matrix: A diagonal matrix W containing the weights of the hyper-
edges.

– Du and De: Matrices containing the node and hyperedge degrees respectively.
– the Adjacency Matrix: A matrix defined as A = HWHT − Du.

The matrices above are used for the final calculations of the hypergraph Lapla-
cian matrix. This a matrix representation of a graph, that has information on
the degrees of the nodes, and their connections with the hyperedges (cf. [17],
Sect. 5).

As explained in [17], having the Laplacian, enables us to calculate the Φ
eigenvectors [Φ1 . . . Φk] corresponding to the k lowest eigenvalues. These can then
define X = [Φ1 . . . Φk], a matrix that can be employed for k-way partitioning to
cluster our agents. This is achieved via running the k-means algorithm [7] on
the row vectors of X [17]. As explained in [17], the rows of X are representations
of the hypergraph vertices in the k-dimensional Euclidean space. Of course,
choosing a value for k has to be decided empirically. In Sect. 4.4 we will be
testing different values for k. After generating the clusters, we are given the task
to locate the “best” cluster among them. To do this efficiently, we simply sort
them by looking at the average of the node degrees. This provides us with a
cluster that is better than the rest. We then sample nodes from the best cluster
until our criteria are met. Algorithm3 summarizes the method.

Algorithm 3. Coalition formation using hypergraph clustering
1: procedure Clustering(H)
2: H ← Prune(H, (vhigh ∪ exhigh)) � exhigh and vhigh signify the sets of extremely

high and very high quality hyperedges respectively

3: Generate k clusters using the algorithm described in 3.4 [17]

4: C = ∅ � Start with an empty coalition
5: Find the best cluster, A, by comparing the sum of node degrees of each cluster.

6: while C does not meet the criteria do
7: Randomly select a node ∈ A and add it in C

8: end while

9: end procedure
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3.5 A Heuristic Algorithm

While using a minimal transversal generates quality sets of agents, computing the
degree of a node can identify single agents with many quality attributes. As an
example, when we have a reliable coalition as a base but we require more capacity,
we can use the sorted list we have generated, to pick agents with high capacity.
Intuitively, this approach will result to picking high overall quality agents for our
coalition. We can also create coalitions by using only the best available agents.
Moreover, we can use the aforementioned sorted-by-degree list of nodes in order
to “fill gaps” and improve on the quality of already formed coalitions.

Thus, our heuristic method operates as follows. (1) First, we prune the
hypergraph to include only “promising” nodes and hyperedges. For instance,
we exclude nodes not in extremely high or in very high hyperedges. (2) Then
we sort the remaining nodes based on their node degree. (3) Finally, we pick
the highest degree nodes from the list until the coalition criteria are met. By
starting at the top of the list, we can guarantee that agents have many positive
characteristics.

We can see at step (1) above, that this algorithm, like the rest of our methods,
employs pruning. As such, it does exploit the hypergraph structure. However,
in practice the algorithm can deliver excellent results without much pruning. In
our experiments in Sect. 4 below, the heuristic approach is shown to outperform
the rest while pruning only the non-committed nodes in the hypergraph. In
fact, one strength of this approach is that it does not rely on pruning, since
its complexity is low: essentially, that of the algorithm employed for sorting
(i.e., O(nlogn), since we use with Python’s built-in Timsort algorithm). By not
relying on pruning, the algorithm can focus on promising nodes with high node
degree (and, therefore, quality), irrespective of the exact hyperedges to which
they belong.

3.6 A Simple Sampling Method

For interest, and in order to have a benchmark for the rest of our algorithms,
a simple sampling algorithm was also developed. The algorithm takes random
samples until the specified goals are achieved.

4 Experiments and Results

In this section we present the evaluation of our algorithms. First we explain
how the EV population is generated, and the time this generation process takes.
Then, the performance of the algorithm is evaluated in terms of the quality of
the formed coalition and also in terms of execution time and scaling behavior.
All figures and tables present average values over multiple runs. Specifically, we
generated 20 hypergraphs with 20, 000 EVs each, and then ran each algorithm
on every hypergraph 10 times, and took the averages (and the average of those
averages). Our experiments were run on a Sandy Bridge i7-2600K at 4.2 GHz.
All the tests were running on a single thread on Python, meaning that there is
a lot of room for optimization.
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4.1 Generating the EV Population

To generate the population for each type of experiment we create the vehicles one
by one, by first generating its properties as follows. The capacity of each vehicle
is generated from a Gaussian distribution with mean value 100 and σ = 80.
The discharge rate of each vehicle is generated from a Gaussian distribution
with mean value 10 and σ = 5. The reliability of each vehicle is picked from a
Gaussian distribution with mean value 0 and σ = 1. Each EV’s commitment of
being connected to the Grid is a true/false variable, with a 0.9 probability of
being true. If true, then the EV is inserted in the committed hyperedge. When a
vehicle has its properties created, it is added in the pool of available EVs. The
computational complexity of generating the hypergraph is, as expected, O(n).

The coalition requirements are set to values which are commonly used in the
regulation market [9], namely the following two. First, each coalition must have a
total capacity of at least 10MWh. The discharge rate must also be at least 1MW
[9] These values are kept constant throughout all experiments—except when we
test scaling against an increasing capacity goal, where capacity is treated as a
variable.

Creating the hypergraph is a problem that scales linearly with time. Specifi-
cally, generating the hypergraph, including the vehicles and distributing them to
hyperedges, takes a very small amount of time and scales linearly up to a million
within a minute (Table 2). As mentioned above, the initial EV population was
20, 000 nodes. However, before feeding the nodes to the algorithms, we pruned
the hypergraph to keep promising nodes. Table 1 shows the average hypergraph
size finally fed to the algorithms.

Table 1. Pruning results

Algorithm Nodes after pruning Edges after pruning

Transversal 1148.4 4

Clustering 1218.8 7

Heuristic 18012.6 25

4.2 Forming the Coalitions

We now proceed to evaluate the performance of our algorithms. Our evaluation
will examine (a) how fast and (b) by selecting how many vehicles they can meet
the set requirements. Naturally, the faster an algorithm forms a coalition that
meets all the requirements, the better. Moreover, coalitions with fewer vehicles
are preferable, since intuitively, this allows for a more efficient allocation of
resources, and also means that fewer EVs will share the payoff associated with
forming the coalition (exactly how this payoff allocation will occur, is a problem
we do not deal with in this paper).

To begin, in all Figs. 3, 4, 5 and 6:

– In all subfigures, the horizontal axis depicts the progression of the coalition
size.



Efficient Multi-criteria Coalition Formation 103

Fig. 3. Coalition formation with the
heuristic algorithm

Fig. 4. Coalition formation with the
clustering algorithm

– Capacity subfig. On the first graph of each figure, the capacity of the coalition
is displayed. We can see how it is increased by selecting the appropriate agents
until the goal (horizontal line) is reached.

– Reliability subfig. The second graph displays the mean reliability of our
coalition.

– Discharge subfig. The third and last graph displays the discharge rate of the
coalition. The goal of 1,000 kW is shown as a horizontal line.

Heuristic Algorithm. As explained in Sect. 3.5, this algorithm attempts (in a
rather “greedy” manner) to identify the best EVs from the hypergraph. As we
can observe in Fig. 3, it takes on average only 58.5 vehicles to reach the goal
requirements, which is the most efficient use of resources observed across all our
methods. The reliability achieved is also high, reaching a value of more than
1.5. We remind the reader that the mean reliability of our pool of EVs is 0.
This approach is also the most time and memory efficient of all. Specifically the
algorithms average completion time is only 25 ms for these experiments, and it
also scales linearly into the millions as seen in Fig. 9 below.

Clustering Algorithm. This method performs clustering, as explained in Sect. 3.4,
and then takes random samples from the best cluster. Figure 4 depicts its perfor-
mance when using k = 3 clusters. Unfortunately, we cannot control how exactly
the clusters are formed, so we do not have a guarantee that high quality vehicles
will be clustered together. This leads to a mediocre result with an increased aver-
age coalition size, and a slightly-over-the-average reliability. The average size of
coalitions meeting both requirements is 98. The average time required for the
method’s completion is 709 ms. In Sect. 4.4, we show how different k values affect
our results.

Transversal. Using the transversal algorithm and taking nodes from a list of
minimal hitting set. Figure 5 shows its performance. The transversal algorithm
appears to work quite well since the average coalition size is only 64, slightly
higher than that achieved by the heuristic approach. The reliability of the



104 F. Christianos and G. Chalkiadakis

Fig. 5. Coalition formation with the
minimal transversal algorithm

Fig. 6. Coalition creation with the sim-
ple sampling algorithm

coalition is high, reaching values over 1.1. It can also scale quite well, reach-
ing thousands of vehicles (cf. Fig. 7), but not as well as the heuristic approach.
The average time to completion was 120 ms.

Simple Sampling. Figure 6 depicts our results for the Simple Sampling method.
The average coalition size achieved with this algorithm is 109.3. The average
completion time was 24 ms. As expected, this algorithm achieves the weakest
results among all our algorithms. The algorithms’ performance is summarized
in Table 2 for convenience.

Table 2. Summarizing the performance results

Algorithm Heuristic Clustering Transversal Simple sampling

Mean coalition size (# EVs) 58.5 98 64 109.3

Mean running time (ms) 25 709 120 24

Mean generat.+Run. time (ms) 1041 1725 1136 1040

4.3 Scaling Behaviour

We now test the scaling behaviour of our algorithms. First, we show how our
algorithms scale with time when the capacity goal is increased. Then, we show
how they scale as the number of EVs under consideration increases.

In Fig. 8 we can see how the transversal, heuristic and clustering algorithm
scale against an increasing capacity goal (assuming any other goal remains fixed).
The starting size of the available agents was kept constant at 20, 000 EVs for
this experiment. We observe that the scaling behaviour of the heuristic algorithm
against an increasing capacity goal is superlinear. Nevertheless, its total required
execution time is low, since it takes the algorithm 0.9 s to reach the goal capacity
of 300,000 kWh. The transversal algorithm scales with steps. The main reason for
this is that the minimal transversal sets are generated before we select the agents
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of a coalition. If a minimal transversal set does not achieve the goal capacity,
we generate a new one with more agents, till we reach the set capacity goal.
This generates a step pattern, the first stages of which are shown in Fig. 8. In
Fig. 8 we actually manage to see only one step because generating the minimal
transversals with 3 EVs is enough to find good coalitions for all goals from
40,000 kWh onwards (while it was enough to generate the minimal transversals
with 2 EVs to cover the 10,000 kWh capacity goal).

Fig. 7. Scaling against an increasing
EV population

Fig. 8. Scaling against an increasing
“capacity” goal

Now, the running time of the hypegraph clustering algorithm is largely inde-
pendent of the size of the stated capacity goal. This is because the clustering
itself, which is the part of the algorithm that requires the most processing power,
takes place regardless of the final coalition requirements. Indeed, we observe in
Fig. 8 that after an initial jump due to increased sampling requirements (cf.
lines 6–8, Algorithm 3) when moving from a goal of 10,000 to 40,000 kWh, the
algorithm’s running time remains largely unaltered.

Figure 7 displays scaling against the initial EV population. The coalition goals
were kept constant, and the same for all algorithms. The heuristic algorithm
shows a linear scaling in time as the agent size grows. Specifically, the heuristic
algorithm can scale up to a million agents within an acceptable time.

Figure 9 demonstrates this behaviour, starting from 50, 000 EVs. Of course,
one expects that when the population reaches several millions, the complexity of
the sorting algorithm will kick in, creating bottlenecks. Regardless, the fact that
linear scalability is maintained up to 1, 000, 000 agents is reassuring. By contrast,
looking at Fig. 7, we observe that the transversal and clustering algorithms scale
superlinearly.
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Fig. 9. Scaling of the heuristic algo-
rithm

Fig. 10. Evolution of the average size
of coalitions produced with the hyper-
graph clustering method, when varying
the number of clusters

4.4 Varying the Number of Hypergraph Clusters

We test our clustering algorithm further by modifying the number of clusters,
k, since this is a parameter that can be optimized empirically, as explained in
Sect. 3.4.

Figure 10 displays the relation between k and the average coalition size that
results from the clustering method (and which achieves the set goals). Creat-
ing a larger number of clusters results in smaller, and thus better, coalitions.
Regardless, even when k = 15, the clustering algorithm still produces coalitions
with more EVs than the heuristic one.

5 Conclusions and Future Work

In this paper, we demonstrated how to employ hypergraphs for creating coali-
tions based on multiple criteria. The existence of several hypergraph transver-
sal and clustering algorithms makes hypergraphs easy to work with. Moreover,
the ability to select almost instantaneously parts of the hypergraph that are
interesting, offers a significant advantage, enabling one to generate coalitions
with desirable characteristics within seconds. This makes hypergraph use quite
attractive for real-world, real-time scenarios.

We presented several coalition formation methods that employ hypergraphs
for tackling the V2G problem, and evaluated their performance. Our proposed
heuristic algorithm, in particular, was shown to be the most effective and efficient
of our methods, as it is able to use a minimal number of EVs to provide the
required capacity, discharge rate, and reliability to the Grid in a few milliseconds;
while it exhibits exceptional scaling behaviour with respect to the number of EVs
under consideration. Ours is the first approach that is able to deal with large-
scale coalition formation for the V2G problem, while taking multiple criteria
into account for creating the EV coalitions.
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We are currently working on a hybrid method that combines the transversal
and the heuristic approach. At the moment this algorithm yields similar results to
the heuristic approach. Future work includes improving the clustering algorithm
by equipping it with an alternative method for representing the vertices in the
Euclidean space; and for identifying promising clusters.
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Abstract. In coalition formation with self-interested agents both social
welfare of the multi-agent system and stability of individual coalitions
must be taken into account. However, in large-scale systems with thou-
sands of agents, finding an optimal solution with respect to both metrics
is infeasible.

In this paper we propose an approach for finding coalition structures
with suboptimal social welfare and coalition stability in large-scale multi-
agent systems. Our approach uses multi-agent simulation to model a
dynamic coalition formation process. Agents increase coalition stabil-
ity by deviating from unstable coalitions. Furthermore we present an
approach for estimating coalition stability, which alleviates exponential
complexity of coalition stability computation. This approach enables us
to select a solution with high values of both social welfare and coalition
stability.

We experimentally show that our approach causes a major increase
in coalition stability compared to a baseline social welfare-maximizing
algorithm, while maintaining a very small decrease in social welfare.

Keywords: Coalition formation · Coalition stability · Multi-agent
simulation

1 Introduction

Coalition formation is a process of grouping of agents into coalitions in order
to increase the agents’ cooperation. Examples of coalition formation include
task allocation or collective purchasing. A goal of coalition formation is often
to increase social welfare of the multi-agent system. However, such a goal can
generate unrealistic solutions if the agents prefer their own profit to the global
social welfare. These self-interested agents would deviate from the computed
social welfare-maximizing coalitions. Consider the following example1. Three
agents x, y, and z, can form coalitions with the following distribution of profit:
{x = 2, y = 2, z = 3}, {x = 3, y = 3}, {x = 1, z = 1}, {y = 1, z = 1}, {x = 0},

1 In this example we assume that social welfare is equal to sum of coalition values,
which are in turn calculated by summing up agents’ profits.
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{y = 0}, and {z = 0}. The first coalition yields the highest total social welfare
of 7. However, agents x and y would jointly deviate from this coalition and form
the second coalition in order to maximize their own profit.

In coalition formation with self-interested agents, stability of the coalitions,
which measures the coalition’s ability to de-incentivize any sub-coalition of
agents from leaving the coalition, must be addressed as a concept that along
with the social welfare influences the coalition formation algorithms and solu-
tions. Coalition formation is usually split into three sub-problems [17]: coalition
structure generation, solving the optimization problem in each coalition, and
division of the coalition’s profit among its agents. Coalition stability is relevant
to the profit division sub-problem, and is addressed in literature mainly through
the concept of a core, which is a set of allocations to the agents in a coalition,
such that these allocations cannot be improved upon by allocations to a sub-
set of these agents. While the core is a strong concept, its computation in a
setting where coalition values are generated by general polynomial-time func-
tions requires an evaluation of all 2|C| possible sub-coalitions of each coalition
C containing |C| agents. In this setting checking whether a solution is in the
core is co-NP-complete [7], and determining whether the core is non-empty is
ΔP

2 − complete [7]. This complexity makes the use of the core in large-scale
systems with thousands of agents infeasible. Therefore instead of the core we
approach coalition stability using multi-agent simulation. Instead of looking for
stable distribution of the coalition value to the agents, we specify an allocation
scheme beforehand and let the agents utilize this information to choose more
stable coalitions.

Specifically, the contributions of this paper are the following:

1. An algorithm for large-scale coalition formation of thousands of agents that
uses deviations of the agents in order to increase coalition stability. Our app-
roach uses multi-agent simulation, in which agents make decisions about join-
ing, leaving, and deviating from coalitions. We show the approach in Sect. 3,
and we discuss a deviation strategy in Sect. 3.1. Finally, we evaluate our algo-
rithm experimentally in Sect. 4.

2. An approach for selecting sub-optimal solutions based on their social welfare
and coalition stability. We discuss the ways to select a solution out of a pool of
solutions for which stability is unknown and expensive to compute in Sect. 3.2.

To the best of our knowledge our approach is the first that uses multi-agent
simulation to find suboptimal coalition structures with respect to social wel-
fare and coalition stability in large-scale multi-agent systems, in which coalition
values are computed using arbitrary polynomial-time functions.

2 Problem Statement

We study the coalition formation problem, in which agents a1, a2, . . . , an ∈ A
form coalitions Ci such that each agent belongs to exactly one coalition.
We assume that the agents have full information about each others’ states.
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A coalition structure CS is a set of all coalitions Ci that the agents formed.
The task is to find a coalition structure that maximizes its social welfare as well
as its stability.

In order to measure the social welfare of the formed coalition structure, we
first define v(C) as a value of coalition C, and v(CS) as a value of the coalition
structure as

v(CS) =
∑

C∈CS

v(C), (1)

where v(C) is assigned to the coalition C by a polynomial-time function. The
social welfare is represented by a gain metric, which was defined in [8] as g(CS) =
v(CS)−v(CS0)

n , where CS0 denotes the coalition structure of singleton coalitions.
The gain shows how much on average an agent benefits from coalition formation.
We use gain to measure the social welfare of a coalition structure.

Self-interested agents maximize their own profit, which we define for agent
aj participating in coalition Ci as

pCi
(aj) = v(Ci ∪ {aj}) − v(Ci), (2)

where the coalition values v(Ci ∪ {aj}) and v(Ci) are computed right after and
right before the agent entered the coalition respectively. The profit reflects mar-
ginal contributions of agents to the coalitions, [3] describes games that use this
profit sharing scheme as Labor Union games. This definition of profit guarantees
that the allocation to the agents granted at the point of entry to the coalition
will not change later regardless of further additions of agents to the coalition.
We discuss other profit sharing schemes in Sect. 5.

In order to measure stability of coalition structure CS we need to determine
stability of all coalitions Ci ∈ CS. Determining the coalition stability is com-
putationally expensive, because it requires evaluation of all 2|C| sub-coalitions.
We therefore introduce stabilityα to approximate the stability of coalition struc-
tures. We say that a coalition C is α−stable if no sub-coalition D with 〈1, α〉
members can be formed in which some agents would benefit more and no agent
would benefit less than in C. Formally,

C is α−stable iff �D ⊂ C, |D| ≤ α:
∃aj ∈ D: pD(aj) > pC(aj) ∧ ∀aj ∈ D: pD(aj) ≥ pC(aj). (3)

We denote Sα as the set of α−stable coalitions in CS, for which it holds that
∀α: Sα+1 ⊆ Sα. Finally we define stabilityα of a coalition structure in terms of
α as

stabilityα(CS) =
|Sα|
|CS| (4)

where |CS| denotes the number of coalitions in CS. It holds that

lim
α→maxCi∈CS(|Ci|)

stabilityα(CS) = stability(CS), (5)



112 P. Janovsky and S.A. DeLoach

where stability(CS) is the true stability of CS, which we define as the ratio of
stable coalitions in CS. Since stabilityα is non-increasing with respect to α, it
can serve as an upper estimate of the coalition structure stability.

Finally, we use the price of stability

PoS(CSsw, CSsa) =
g(CSsw)
g(CSsa)

(6)

to show the ratio between the gain of social welfare maximizing solutions CSsw

and the gain of solutions reached by behavior of self-interested agents CSsa.

3 Methodology

We find solutions to coalition formation using multi-agent simulation. We extend
a multi-agent simulation framework for large-scale coalition formation proposed
in [8], in which the agents maximize the social welfare. In that framework the
agents use strategies to decide about leaving their coalitions and joining new
coalitions. The coalitions are evaluated by a polynomial-time valuation func-
tion f : C → R. This process repeats in an iterative fashion, resulting in an
agent-driven search of the state space of coalition structures. While [8] shows
almost-optimal performance in small-scale scenarios and stable gain in large-
scale scenarios, it does not consider stability of the solutions.

In order to increase stability of coalition structures we extend the algorithm
from [8] by first allowing the agents to create more stable sub-coalitions within
their coalition by the process of deviation, and second by selecting the best
solution out of the pool of solutions generated by the simulation with respect to
both social welfare and stability.

3.1 Deviation

Deviation allows agents to leave their current coalition along with other agents
from the same coalition. We allow the agents to deviate from their coalitions
in order to guide the search towards more stable coalition structures. There are
two conditions that a sub-coalition of agents D ⊂ C must satisfy in order to be
able to deviate from a coalition C: (1) ∀aj ∈ D: pD(aj) ≥ pC(aj), and (2) ∃aj ∈
D: pD(aj) > pC(aj). These conditions are satisfied by sub-coalitions in which no
agent loses profit by deviation and at least one agent gains profit. If an agent finds
a sub-coalition that satisfies these conditions, this sub-coalition will deviate from
their current coalition C and form a new coalition, thus increasing the stability
of the original coalition. Considering all 2|C|−1 possible sub-coalitions that an
agent can be part of is infeasible, therefore agents use a heuristic to guide their
search. Some possible heuristics are adding agents to the sub-coalition in order of
increasing and decreasing profit, and in random order. Our experiments showed
that most stable coalitions were found using the increasing profit heuristic. We
therefore let the agents to form the sub-coalitions by adding other agents in order
of increasing profit. An agent keeps adding other agents to the new sub-coalition
as long as the above-mentioned conditions are met.
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Deviation is performed in our model after the agents decide on leaving and
joining coalitions. Each iteration of the simulation therefore consists of two steps:
social welfare maximization by leaving and joining coalitions, and stability max-
imization by deviation. The agents deviate recursively i.e. they try to deviate
from the new coalition created by their deviation.

3.2 Solution Selection

An inherent advantage of using multi-agent simulation for coalition formation
is the fact that it creates a pool of solutions by storing all coalition structures
encountered during the search. At the end of the simulation, [8] selects from this
pool a solution that maximizes the gain. We propose to select a solution based
on both gain and stability metrics. However, computing stability of a coalition
structure is computationally expensive, therefore we use stabilityα to estimate
the true stability of the solutions.

We compute stabilityα in an iterative fashion for increasing α ∈ 〈1, αmax〉.
We only have to determine whether a coalition is α-stable if it is (α − 1)-stable.
We mark a coalition C α-stable if in all permutations of all combinations of α
agents from C some agents lose or no agent gains profit2. We then calculate
stabilityα using Eq. 4.

After stabilityα of all coalition structures is computed, a multi-criteria opti-
mization is used to select a best coalition structure based on its gain and
stabilityα. Common approaches of multi-criteria optimization are finding Pareto
optimal solutions and designing a fitness function. In our experiments we used
a simple fitness function that allows us to give preference to any of the criteria:

f(CS,α) = wg · gnorm(CS) + ws · stabilityα(CS), (7)

where gnorm(CS) ∈ 〈0, 1〉 is a normalized gain of CS, α ∈ 〈1, n〉 is an input para-
meter that represents the trade-off between quality of solution stability estimate
and computation time, and wg and ws are weights assigned to the two criteria3.
Finally, the best coalition structure is returned, such that

CSbest = argmax
CS

f(CS,α). (8)

Figure 1 shows the effect of deviation and solution selection. A combination
of both of these approaches yields solutions with higher stability while only
sacrificing a small fraction of the gain.

4 Experimental Analysis

We tested our algorithm in two coalition formation scenarios: collective energy
purchasing and resource sharing.
2 All permutations must be considered because the order in which agents join coalitions

determines their profit.
3 Given the values of gnorm(CS) and stabilityα(CS) for each CS, Pareto optimal

solutions can also easily be found.
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Fig. 1. Gain and stabilityα of coalition structures generated by a single simulation
with 100 agents, 15 iterations, and α = 4. With no deviation and no solution selection,
a coalition structure is selected randomly from A, since only the gain is maximized.
Solution selection without deviation returns B. Deviation without solution selection
returns C, and deviation used along with solution selection returns D.

The collective energy purchasing scenario, proposed in [20], models agents as
households that buy electricity based on their requested daily energy profiles.
Electricity can be bought at spot and forward markets. The spot market pro-
vides amounts of energy based on the current demand, while the forward market
provides cheaper electricity which has to be bought ahead of time. Agents form
coalitions in order to make their aggregate energy profiles more predictable so
they could exploit the reduced prices of the forward market. The valuation func-
tion which represents the payment of a coalition was proposed in [20] as

v(C) =
T∑

t=1

qt
S(C) · pS + T · qF (C) · pF + κ(C), (9)

where pS and pF represent unit prices at the spot and forward markets, respec-
tively, qt

S(C) represents the amount of energy to be bought at the spot market
at time t, and T · qF (C) represents the total amount of energy to be bought at
the forward market for time interval T (in our experiments, T = 24 represents
a length of a daily energy profile). κ(C) = −|C|γ was proposed in [6] to rep-
resent the penalty for the coalition size. An algorithm given in [20] computes
optimal energy amounts for a coalition given the coalition’s aggregate energy
profile. Using this algorithm, we obtain energy amounts qt

S(C) and qF (C) that
we use to compute the coalition value v(C). For this scenario we used a dataset
of daily energy profiles of households in Portugal [11]. For each household we
averaged daily energy profiles of all days in January 2014 into a single average
daily energy profile. The unit prices were set to pS = −80 and pF = −70, as
suggested in [20]. We use negative values because the coalition value v(C) is
maximized. Following [6] we set γ = 1.1.

The resource sharing scenario, proposed in [8], models a market in which
cooperation is rewarded. Agents operate with resources, each agent can either
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have a surplus or shortage of each resource. Agents within coalitions are able to
transfer their resource surpluses to agents with shortages. The coalition value
depends on the amount of resources transferred. The valuation function was
proposed in [8] for k resources as

v(C) =
k∑

l=1

min(b+C [l], b−
C [l]) + κ(C), (10)

where b+C [l] is the positive balance for resource l, which is the sum of surpluses
of resource l over all agents in coalition C, and b−

C [l] is an absolute value of
the negative balance computed with the shortages, respectively. κ(C) = −|C|γ
[6] captures the penalty for the coalition size. We used an international trade
dataset provided by the World Trade Organization [12], which stores import and
export amounts in US dollars between 167 countries in 17 commodity types. The
amount of each resource of each agent was computed as the difference between
export and import amounts of the given country in the year 2014. Positive and
negative values of the resulting resource amounts denote surplus and shortage
respectively. Similarly as in [8], we set γ = 2 for the resource sharing scenario to
prevent the grand coalition from being the trivial gain-maximizing solution.

Because the use of κ as a coalition size penalty causes agents to form small
coalitions, we instead define κ as κ = min(−|C|+μ, 0)γ , which effectively allowed
us to increase the average coalition size and thus make the problem harder to
compute due to its exponential complexity. In our experiments we set μ = 10.

Several agent strategies were studied in [8]. In our experiments we use the
local search strategy [8], in which the agents perform a best response move to new
coalitions i.e. the agents select coalitions which grant them maximal marginal
profit. If the search reaches a local optimum for all agents, a random jump is
applied by all agents in order to escape this optimum.

We used two values of α for evaluation of stabilityα. For the solution selection
algorithm, we set αss = 3 to allow the algorithm to quickly compute stabilityα of
multiple solutions, and for the final stability verification we set α = 4 to obtain
a better final stability estimate. In order to give equal preference to both gain
and stability we set the weights wg = ws = 1.

In order to achieve reasonable run-times of our algorithm, we used the fol-
lowing number of iterations N in our experiments. For instances with number of
agents n < 100 we set N = 100 and for instances with n > 100 we set N = 10.

We ran our Java implementation of the proposed algorithms on 2.7 GHz Intel
Xeon E5 CPU with 2 GB of memory. We averaged our results over 10 random
runs 4.

4.1 Experiment Results

We compared results of our algorithms with the baseline multi-agent simulation
algorithm for coalition formation [8] using the stabilityα and price of stabil-
ity metrics. Average values of stabilityα and price of stability are shown in
4 Random runs are necessary because agents make decisions in random order.
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Table 1. Trade-off between average stability and average price of stability achieved by
our algorithms with α = 4 and n = 〈20, 5000〉.

Algorithm Results

Deviation Solution selection Average stabilityα Average PoS

No No 0.3914 -

Yes No 0.6299 1.0308

No Yes 0.6665 1.0210

Yes Yes 0.8185 1.0629

Table 1. The first row of Table 1 shows results of the baseline algorithm. The
following rows show how the average stabilityα increases when we plug in the
proposed stability-increasing methods. As expected, the average price of stability
is increasing with the increase in stabilityα, but the increase in price of stability
is very low compared to the significant improvement in stabilityα. Table 1 there-
fore shows that our algorithms find solutions with much higher stability while
only sacrificing a fraction of the social welfare.

Stability of our solutions is depicted in Fig. 2a in collective energy purchasing
scenario and in Fig. 2c in resource sharing scenario. The use of solution selection
algorithm never decreases the stability of the solutions, therefore the solutions
generated by the solution selection algorithm always dominate the baseline algo-
rithm with respect to stability. This dominance is not guaranteed by the devi-
ation algorithm. However, in most instances the deviation algorithm achieves
higher stabilityα than the baseline algorithm. Finally, the highest increase in
stabilityα is achieved in majority of instances when the deviation and the solu-
tion selection algorithms are used together. As shown in Table 1, the average
stabilityα increases from 39% achieved by the baseline algorithm to 82% achieved
by the combination of deviation and solution selection algorithms.

The solution selection algorithm evaluates stabilityα of all coalition struc-
tures for given αss. Figure 2b shows stabilityα and gain for varying values of
αss, where α = 5. As expected, the stabilityα of the selected solution is increas-
ing with increasing αss, since higher αss provides a better stability estimate.
However, due to the inherent trade-off between coalition stability and social
welfare, the gain decreases with increasing αss. Figure 2b only shows algorithms
that include solution selection and are therefore affected by changing αss.

The number of iterations N affects the quality of the resulting coalition
structure. We show stabilityα and gain of our algorithm for varying numbers
of iterations N in Fig. 2d. With the increasing number of iterations the agents
have more opportunity to cooperate by creating coalitions, which leads to an
increase in gain. However, higher social welfare might result in lower stability of
the coalitions. This effect is most obvious in the results of the baseline algorithm,
in which due to the increase in gain the stabilityα drops significantly. However,
when we plug in the stability-increasing approaches proposed in this paper, the
decrease in stabilityα is much slower.
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Fig. 2. (a, c) Stability achieved by our algorithms and the baseline algorithm [8] in the
collective energy purchasing and resource sharing scenarios: combination of deviation
and solution selection algorithms yields highest stability. (b) Effect of αss on stabilityα

and gain: higher αss yields better stability estimate and therefore increases stability of
the selected solution. (d) Effect of number of iterations N on stabilityα and gain: higher
N yields higher gain because the agents have more opportunity to form coalitions,
which naturally leads to a decrease in stability. Decrease in stabilityα achieved by our
algorithms is significantly lower than the decrease achieved by the baseline algorithm.
Error bars show standard deviation of aggregated variables.
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Fig. 3. Run-time of our algorithms and the baseline algorithm [8] in collective energy
purchasing scenario with number of iterations N = 10.

In practice the run-time of an algorithm is an important factor. Figure 3
shows the run-time of our algorithm for increasing numbers of agents. Interest-
ingly, the run-time does not change significantly when we plug in the proposed
stability-increasing algorithms. Deviation of the agents has a higher impact on
run-time than solution selection, because it is executed by all agents in each
iteration. Run-time of our algorithm can be decreased by decreasing the number
of iterations N , however such an approach might yield solutions of lower quality,
as shown in Fig. 2d.

We also experimented with the state-of-the-art algorithm for coalition for-
mation C-Link [6] in order to determine its ability to create stable coalitions.
C-Link, like our approach, can also be used with arbitrary valuation functions,
and social welfare of its solutions is comparable with results of the baseline
algorithm [8]. Even though C-Link was not designed for use with self-interested
agents, the algorithm might still inherently create stable coalitions. However,
our experiments showed that the only stable coalitions in solutions generated
by C-Link in the collective energy purchasing and resource sharing scenarios are
singleton coalitions, which by definition in Eq. 3 are always stable. This result
shows that multi-agent simulation, especially along with the stability-increasing
methods proposed in this paper, is better suited for coalition formation of self-
interested agents than other state-of-the-art coalition formation algorithms.

5 Discussion

We will now discuss some design choices that have to be made when designing
a multi-agent system for coalition formation of self-interested agents. We will
discuss various profit sharing schemes, definitions of stability, and behaviors of
self-interested agents. Then we will analyze time complexity and convergence of
our algorithms. Finally we will discuss practical usefulness of our approach.

Several profit sharing schemes have been proposed in the literature. Equal
sharing [14] divides the coalition value equally among all its agents, fair value
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sharing [3] defines agents’ payoff as marginal contribution to the coalition, labor
union sharing [3], which we use in our experiments, defines agents’ payoff as
agents’ marginal contribution to the coalition at the time of entry, and Shapley
sharing [3] assigns payoffs based on agents’ Shapley values. Among these sharing
schemes, labor union is the only one in which consequent additions to the coali-
tion do not affect agent’s payoff assigned at the time of coalition entry. It is the
only sharing scheme that models marginal contribution and at the same time is
reasonably computationally efficient, which is why we used it in our experiments.

Several concepts have been used to describe coalition stability. Nash equilib-
rium describes a state in which no agent has an incentive to unilaterally deviate.
A stronger concept is a core, which is a set of profit assignments to agents, such
that no subset of agents in a coalition has an incentive to jointly deviate from
the coalition. Our definition of stability in Eq. 3 is following the concept of the
core. One might also consider a stricter version of the definition, in which all
deviating agents must benefit by the deviation, i.e. ∀aj ∈ D: pD(aj) > pC(aj).
However, this strict definition of stability yields high stability values for arbitrary
coalitions, and therefore renders the problem less interesting.

Our algorithm searches the state space of coalition structures using three
actions of the agents: leave a coalition, join a coalition, and deviate from a
coalition. We designed these actions in order to search for coalition structures
with high values of both social welfare and coalition stability. However, the
space of possible agents’ actions is not limited to actions used in this paper.
For example, agents from multiple coalitions could jointly deviate, agents could
decide whether to allow other agents to enter their coalition, agents could force
other agents in their coalition to leave, etc. Adding new actions to the agents’
action space will lead to new behavior of the multi-agent system. When designing
agents’ actions we must take into account the specific problem that is being
solved, the effect of the actions on agents’ behavior, and the computational
complexity of the designed actions.

Searching the exponential state space of coalition structures can lead to expo-
nential worst-case time complexity of the search algorithms. However, we show a
polynomial time complexity of both deviation and solution selection algorithms
with respect to number of agents n and a constant αss bound. Deviation of
a single agent requires sorting the agents in the coalition by marginal profit.
The agents can deviate recursively, therefore the complexity of deviation of a
single agent is O(

∑n
i=1(i · log(i))), for which an upper bound is O(n2log(n)).

Solution selection searches through all permutations of all combinations of size
〈1, αss〉 of agents in a coalition. Evaluating a single coalition therefore requires
O(

∑αss

i=1(i! · (
n
i

)
)) steps. For αss << n it holds that

αss∑

i=1

(
i! ·

(
n

i

))
≤ αss · αss! ·

(
n

αss

)
≤ αss · nαss , (11)

therefore the worst time complexity of finding stabilityα for a single coalition
with α = αss is O(nαss). The worst-case time complexity of the solution selection
algorithm is therefore O(N · nαss+1), given the input of N coalition structures,
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each containing at most n coalitions. Worst-case time complexity of the baseline
coalition formation algorithm is O(N · n2), as was shown in [8].

Building on the complexity analysis above, Table 2 shows worst-case time
complexity of our algorithms. Since we treat αss as a small constant, we get
a polynomial complexity for all proposed algorithms. The analysis in Table 2 is
very conservative, since we assume that each coalition structure contains n coali-
tions, each coalition is composed of n agents, and each sub-coalition deviating
from coalition C is of size |C| − 1. The analysis does not include complexity of
the valuation functions, as these are given as an input to the simulation. How-
ever, both collective energy purchasing and resource sharing valuation functions
require constant time with respect to the number of agents n, and therefore do
not affect the complexity analysis. Our algorithm is centralized, therefore we do
not assume any additional cost of communication between agents, as would be
the case with algorithms that distribute the computation among the agents.

Table 2. Worst-case time complexity of our algorithms and the baseline [8] as a func-
tion of number of iterations N , number of agents n, and a small constant αss. In our
experiments we set αss = 3.

Algorithm Worst-case time complexity

Deviation Solution selection

No No O(N · n2)

Yes No O(N · n3 · log(n))

No Yes O(N · nmax(αss+1,2))

Yes Yes O(N · nmax(αss+1,3) · log(n))

An important aspect of an algorithm is its convergence behavior. The baseline
algorithm converges if the random jump is not used [8]. Similarly, if the agents
were only allowed to deviate, the simulation would converge from any initial
state because each deviation splits coalitions and decreases the average coalition
size. Therefore separate maximization of social welfare, as well as separate max-
imization of coalition stability, is guaranteed to converge. However, combining
these steps in order to maximize both metrics does not guarantee convergence,
because social welfare and coalition stability are somewhat contradictory goals.

Our algorithm can be used in real-world scenarios where coalition stability
has to be considered. Solutions with high stability are more realistic, because
they reflect decision making of self-interested agents. Such decision making might
lower the social welfare of the solution, but as we showed in Table 1, the price of
stability of our solutions only slightly increases with major increase in stability.
Furthermore, the weights wg and ws in Eq. 7 can be adjusted to give preference
to either the social welfare or stability.
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6 Related Work

Many algorithms have been proposed that search for a coalition structure with
optimal or sub-optimal social welfare without considering coalition stability.
Among them we highlight dynamic programming approaches [5,15,22], hierar-
chical clustering for large numbers of agents [6], and approaches that use multi-
agent simulation [8,10,13]. We refer the reader to a recent comprehensive survey
on coalition structure generation in [16].

Theoretical properties of stability in coalition formation have been studied
extensively. [18] provides an overview of social-welfare and stability in the coali-
tion formation setting. [14] studies the existence of core stable coalition struc-
tures with respect to profit sharing rules and agents’ preferences over coalitions.

Algorithms have been proposed to find stable coalitions in coalition formation
games. [3] proposes algorithms to find Nash equilibria for various profit sharing
schemes. Unlike [3], which assumes deviations of single agents only, we look
for coalitions that are stable with respect to deviations of groups of agents. [1]
computes profit sharing between agents that grants stability of the solutions
for subadditive games only. Again, we do not require such restrictions on the
valuation functions. An iterative approach for finding core-stable coalitions was
proposed in [2]. While the approach in [2] is similar to ours, it can only be
used in small scale scenarios due to its high complexity, as was shown in [4],
where the algorithm from [2] was improved and empirically tested. An auction-
based algorithm for creation of stable coalitions in large scale e-marketplaces is
proposed in [21]. Coalition stability in a request for proposal domain is studied
in [9], in which a negotiation protocol for coalition formation is introduced.
There stability is demonstrated by showing that allowing agents to deviate from
pure strategy profiles is not beneficial. It is unclear whether algorithms proposed
in [21] and [9] can be modified for use with general polynomial-time valuation
functions. Finally, [19] proposed algorithms that maximize social welfare and
find stable payoff division among agents. However, the algorithms restrict the
allowed size of coalitions, which renders the algorithms unusable in large-scale
problem instances where large coalitions might occur.

7 Conclusion

Algorithms that find stable coalition structures are often proposed for settings
that restrict the properties of the valuation functions. Practical aspects of the
high complexity of finding stable coalitions for large-scale multi-agent systems
are often not considered.

In this work we proposed an approach for increasing coalition stability in
large-scale coalition formation with self-interested agents and arbitrary valuation
functions. We modeled agent behavior using multi-agent simulation, in which we
let agents to choose profitable coalitions and deviate from unstable coalitions.
At the end of the simulation, we selected a solution out of a pool of generated
coalition structures based on its social welfare and stability. We experimentally
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showed that our approach is able to increase the stability of the solutions in two
real-world scenarios. We also showed that the necessary price for this increase
in stability that our algorithm incurs to the social welfare is very low.

Some open questions and areas of further research, which we plan to investi-
gate, include coalition formation of agents with limited information, distributed
asynchronous simulation of coalition formation, and coalition formation with
dynamically changing valuation functions.
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Abstract. The problem of finding the optimal coalition structure arises
frequently in multiagent systems. Heuristic approaches for solving this
problem are needed because of its computational complexity. This
paper studies two such approaches: tabu search and simulated annealing.
Through simulations we show that tabu search generates better quality
solutions than simulated annealing for coalition games in characteristic
function form and those in partition function form.

1 Introduction

In a multi-agent system, the agents work together and take cooperative actions
to achieve complex tasks [18]. The effective formation of coalitions is therefore
essential. Many situations require the formation of not just a single coalition but
a coalition structure, i.e., an exhaustive partition of agents into non-overlapping
coalititions. A primary challenge is to generate a coalition structure in which the
entire system performance is maximised.

The optimal coalition structure generation problem is commonly modelled as
a cooperative game in either characteristic function form or in partition function
form [3]. The former are called characteristic function games (CFGs) and the
latter partition function games (PFGs). In both CFGs and PFGs, the value of a
coalition structure is given as the sum of the values of its coalitions. For CFGs,
the value of a coalition is given in terms of its members. For PFGs, the value of
a coalition depends not only on its members but also on how the external agents
are organized. In other words, some externalities are inherent in PFGs.

For CFGs and more so for PFGs, finding an optimal coalition structure is
computationally hard. A number of deterministic methods have been developed
for PFGs [1,9,22] but they have exponential time complexity. This presents the
need for developing effective heuristic methods for finding a good enough solution
as quickly as possible, especially for games with a large number of agents. Such
methods are important for example in mission critical systems where a group
of agents representing emergency responders need to partition their resources so
the emergency situation is handled optimally. In these systems the agents need to
react quickly and time lost looking for the absolute optimal can severely impact
on handling the emergency. A quick locally optimal solution would be better
c© Springer International Publishing AG 2017
N. Criado Pacheco et al. (Eds.): EUMAS 2016/AT 2016, LNAI 10207, pp. 124–139, 2017.
DOI: 10.1007/978-3-319-59294-7 11
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than a delayed globally optimal one because the situation may have changed
during the time.

In the existing literature on heuristic methods, various approaches such as
simulated annealing, genetic programming, particle swarm and ant colony have
been studied for optimal coalition structure generation for CFGs (see Sect. 6 for
details). However, the use of tabu search has so far not been studied even for
CFGs although tabu search was previously shown to work well for other search
problems such as bin packing [7], power systems network partitioning [4], crew
scheduling [6], quadratic assignment [16], and vehicle routing [2]. Moreover, the
use of heuristics for PFGs has been little explored in the literature.

Given this, we aim to compare two heuristic methods: tabu search and sim-
ulated annealing for finding an optimal coalition structure for both CFGs and
PFGs. A key difference between tabu search and simulated annealing is that the
former has a memory for recording the moves made during the search while the
latter is memory-less and relies only on a random selection of next move. Since
the latter requires less resource it might be more useful especially when there is
a large number of agents provided the quality of its solution is good enough. Our
objective is to determine how its performance compares to that of tabu search.

For evaluating the performance of a method, we consider the quality of solu-
tion generated and also the time taken to generate it. Since performance depends
on the type of input data, we empirically measure average performance over a
range of inputs. For this, we consider ten different probability distributions (see
Sect. 5 for details) from which the input data is drawn randomly and then calcu-
late average performance. Simulation results indicate that tabu search performs
better than simulated annealing for CFGs and PFGs; given the same amount
of time, tabu search yields a solution that is closer to the exact optimum than
the solution generated by simulated annealing. Both tabu search and simulated
annealing methods we implemented have anytime property; the quality of solu-
tion generated improves with the running time.

The main contributions of this paper are: (i) it provides the first compar-
ative evaluation of tabu search and simulated annealing for coalition structure
generation, (ii) the evaluation is done for both CFGs and PFGs, and (iii) the
evaluation is conducted extensively over a wide range of input data.

The paper is organised as follows. We begin in Sect. 2 by defining the prob-
lem. Section 3 is a description of tabu search and Sect. 4 of simulated anneal-
ing. Section 5 provides details of simulations set-up and a performance analysis
of these two methods. Section 6 is about related literature and Sect. 7 draws
conclusions.

2 Problem Specification

A coalitional game is a tuple 〈A, v〉 where A = {1, . . . , n} is a set of n agents
and v is a coalition value function. The definition of v depends on the type of
coalition game. There are two types of coalition games: CFGs and PFGs.
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Definition 1. A coalition structure is an exhaustive partition of A into non-
overlapping coalitions.

In accordance with convention, the coalitions in any coalition structure will
be arranged in the increasing order of their smallest members with the agents
in the coalition being arranged in alphabetical order.

For example, for A = {1, 2, 3}, the 5 possible coalition structures are:
{{1}, {2}, {3}}, {{1, 2}, {3}}, {{1, 3}, {2}}, {{1}, {2, 3}}, and {{1, 2, 3}}.

For n agents, there are Bell(n) ∼ Θ(nn) possible coalition structures, i.e.,
the number of coalition structures is exponential in n. Let ΠA denote the set
of all possible coalition structures and |ΠA| the cardinality of ΠA. We will first
introduce CFGs and then PFGs.

CFGs: For these games, the value of a coalition depends solely on its members.
v is a mapping of the form v : 2A → R. It is a function that assigns a utility
value to each subset, i.e., a coalition of A with v(φ) = 0. All non-empty subsets
of A are valid coalitions. A coalition is denoted by C ⊆ A and the set of all
possible coalitions as CA. The cardinality of the this set is |CA| = 2n − 1.

Example 1: For A = {1, 2, 3}, v is defined as follows: v({φ}) = 0, v({1}) = 1,
v({2}) = 2, v({3}) = 1, v({1, 2}) = 4, v({1, 3})=1, v({2, 3})=3, v({1, 2, 3})=3.

PFGs: For these games, the value of a coalition depends on its members and
also on the coalition structure it is embedded in. v is a mapping of the form
v : 2A × ΠA → R. It is a function that assigns a utility value to each pair
comprised of (i) a subset C ⊆ A, i.e., a coalition and (ii) a partition in which C
is embedded.

Example 2: For A = {1, 2, 3}, v is defined as follows: v({1}, {{1}, {2}, {3}}) = 1,
v({1}, {{1}, {2, 3}}) = 2, v({2}, {{1}, {2}, {3}}) = 1, v({2}, {{1, 3}, {2}}) = 4,
v({3}, {{1}, {2}, {3}}) = 2, v({3}, {{1, 2}, {3}}) = 1, v({1, 2}, {{1, 2}, {3}}) = 7,
v({1, 3}, {{1, 3}, {2}})=5, v({2, 3}, {{1}, {2, 3}})=4, v({1, 2, 3}, {{1, 2, 3}})=3.

The value of a structure CS is the sum of the values of its constituent coali-
tions. Thus we have:

v(CS) =

⎧
⎨

⎩

∑

C∈CS

v(C) for CFGs
∑

C∈CS

v(C,CS) for PFGs

Between all the |ΠA| possible coalition structures, the problem is find one with
the highest value, i.e., an optimal coalition structure which is defined as follows:

CS∗ = arg max
CS∈ΠA

v(CS) (1)

Given the exponential number of possible structures, it is computationally infea-
sible to search the entire search space exhaustively. We therefore explore two
heuristic search methods: tabu search and simulated annealing.
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3 Heuristic Search Method 1: Tabu Search

We begin with a quick overview of tabu search and then describe the method
we implemented for optimal coalition structure generation. Tabu search [10] is
a general heuristic method that attempts to quickly find high quality solutions
by using a neighbourhood search guided with tabu memory. The basic concept
is to maintain a tabu list of points already visited in the search space and avoid
re-visiting them and those points which are known to be inferior to ones in the
tabu list. By avoiding solutions that are already visited, the method ensures
that new parts of the search space are being investigated. This also helps to
avoid local maxima and thus enables better solutions to be found as the search
progresses.

Algorithm 1. TACOS: Tabu search algorithm for finding an optimal coalition
structure
1: tabuList ← [ ] {Tabu list initially empty}
2: CS ← randomly generated CS; {Generate a random start point}
3: currentBest ← CS

4: for iterationCount ← 1, maxIterations do {see Table 2 for maxIterations}
5: Generate a neighbourhood N of CS

6: Find the bestCS and the worstCS in N

7: if worstCS not in tabuList then

8: Add worstCS to tabuList

9: end if

10: if v(bestCS) > v(currentBest) then

11: currentBest ← bestCS

12: end if

13: if bestCS not in tabuList then

14: add bestCS to tabuList

15: CS ← bestCS

16: else

17: CS ← A randomly generated coalition structure that is not in tabuList

18: end if

19: end for

20: Return currentBest

The tabu search method we implement is called TACOS (TAbu search for
COalition Structure generation). The algorithm (see Algorithm1) starts by con-
structing a random coalition structure as the initial starting point. The start
point is the current best solution. This start point and its value are added as
the first entry in the tabu list. The tabu list is an array that contains a list of
coalition structures that is forbidden from being visited again as the search pro-
gresses. For the starting coalition structure, a neighbourhood is generated using
neighbourhood operators. Four operators (explained in detail at the end of this
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section) were tested: Split, Merge, Shift and Extract to enable choosing the best
combination. Between these four, the best combination was Shift and Extract.

Using Shift and Extract, a neighbourhood is generated and a local maximum
and a local minimum are identified within it. The local minimum is added to
the tabu list so that future iterations will rule out these candidates from being
visited again (adding all the other solutions will result in a larger tabu list which
will slow down the performance). If the local maximum is better than the current
best, then the current best is updated.

During any iteration, if the local maximum is not in the tabu list, it is added
to the list and search is continued from this point. On the other hand, if the
local maximum is in the tabu list, it will not be explored as this point and its
neighbourhood has already been visited. A random structure is then repeatedly
generated until one that is not in the tabu list is found. This new structure
becomes the continuation point for search.

The above process continues for a fixed number of iterations after which the
current best solution is returned as the optimal one. It must be noted that the
choice of neighbourhood operators (see Line 5 of Algorithm 1) is a key determi-
nant of the performance of tabu search.

Neighbourhood Generation: Although tabu search is a general method, the
neighbourhood operators are problem specific. They must be defined such that
the search space is explored effectively and repeated generation of the same
coalition structures is avoided. Well designed neighbourhood operators are cru-
cial to the success of tabu search. We defined the following four neighbourhood
operators:

Merge: The immediate neighbour im(CS) of a coalition structure CS is the
grand coalition if CS is the grand coalition. Otherwise, it is the structure
obtained by merging the first two coalitions in CS. The neighbourhood Nm

of CS is a set of coalition structures defined as follows:

Nm(CS) = im(CS) ∪ im(im(CS)) ∪ . . . ∪ im(GrandCoalition)

Extract: The neighbourhood Ne of a coalition structure CS is a the coalition
structure obtained by making all the agents in the largest coalition of CS
singletons.

Split: The immediate neighbour is(CS) of a coalition structure CS is CS if
CS is comprised of all singletons. Otherwise, it is the structure obtained by
splitting the largest coalition in CS into two equal sized coalitions with split
occuring in the middle. The neighbourhood Ns of CS is a set of coalition
structures defined as follows:

Ns(CS) = is(CS) ∪ is(is(CS)) ∪ . . . ∪ i(AllSingletons)

Shift: The immediate neighbour ish(CS) of a coalition structure CS is CS if
CS is the grand coalition. Otherwise, it is the structure obtained by moving
the first agent from the second coalition of CS into the first coalition. The
neighbourhood Nsh of CS is a set of coalition structures defined as follows:

Nsh(CS) = ish(CS) ∪ ish(ish(CS)) ∪ . . . ∪ i(GrandCoaliiton)
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In order to study the efficacy of the above four operators, Algorithm1 was
tested for various combinations of these operators on ten different types of input
data (details of input data are in Sect. 5). Between these combinations, the Shift
and Extract combination yielded the best quality solutions. Thus for comparing
the performance of TACOS with SA, the Shift and Extract combination was
used.

4 Heuristic Search Method 2: Simulated Annealing

Simulated annealing (SA) is a randomized local search method analogous to
the metropolis algorithm [14]. It is based on the process of annealing in metal-
lurgy [19]. As in gradient descent, this method iteratively generates random solu-
tions. But in contrast to strict gradient descent, SA allows for a more extensive
search for an optimal solution by accepting inferior solutions with some non-zero
probability.

Algorithm 2. Simulated annealing algorithm for finding an optimal coalition structure

1: CS ← randomly generated CS; {Generate a random start point}
2: bestCS ← CS

3: InitialTemperature ← 1.0 {Initialize temperature}
4: α ← 0.99 {Initialize α used to update temperature}
5: for iterationCount ← 1, maxIterations do {see Table 2 for maxIterations}
6: Generate the neighbourhood N of CS using Shift and Extract

7: CS′ ← A structure from N chosen uniformly at random

8: if v(CS′) ≥ v(CS) then

9: CS ← CS′ {Update CS}
10: else

11: Probability ← e
v(CS′)−v(CS)

t {Set probability of accepting an inferior solution}
12: CS ← CS′ {Update CS}
13: end if

14: if v(CS) ≥ v(bestCS) then

15: bestCS ← CS {Update bestCS}
16: end if

17: t ← t × α {Update t}
18: end for

19: Return bestCS

The SA method we implemented is given in Algorithm2. The method starts
with a randomly chosen start point called CS. During each iteration, a random
neighbour CS′ of CS is generated. The structure CS′ is a randomly chosen
structure from the neighbourhood N of CS generated using the combination
of Shift and Extract operators (because as with TACOS, the Shift and Extract
combination was found to be the best for SA). If the value of CS′ is better,
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then CS′ becomes CS. Otherwise, with probability e
v(CS′)−v(CS)

t CS′ becomes
CS. The temperature is updated. The process is repeated for a fixed number of
iterations and the best solution found is returned as the optimal solution.

5 Performance Evaluation

The TACOS and simulated annealing methods were implemented in Python
and their performance was evaluated in terms of two criteria: solution quality
and time to generate the solution. Let CSTACOS be the coalition structure
returned by TACOS, CSSA that for simulated annealing, and CSOPT be the
exact optimal solution. The solution quality for TACOS (and analogously for
SA) was measured as follows (Table 1):

v(CSTACOS)
v(CSOPT )

× 100 (2)

For performance evaluation, the input data, i.e., the values of coalitions (see
Eq. 1) is generated from a wide range of probability distributions taken from the
literature [15,24]:

1. Uniform (Standard): Python Mersenne twister pseudorandom number
[13]: for all C ∈ CA, the value v(C) ∼ U(0, 1).

2. Uniform (Sandholm): For all C ∈ CA, the value v(C) ∼ U(0, |C|).
3. Normal (Rahwan): For all C ∈ CA, the value v(C) ∼ N(μ, σ2) where

μ = 10 × |C| and σ = 1.
4. Exponential: For all C ∈ CA, the value v(C) ∼ |C|× exp(λ), where λ = 1.
5. Modified Uniform: Each coalition’s value is first drawn from U(0, 10 ×

|C|), the value is then increased by a random number r ∼ U(0, 50) with a
probability of 0.2.

Table 1. A comparison of tabu search and simulated annealing.

Tabu search Simulated annealing

Moves are random but recorded in
tabu list to guide the search toward
unexplored space

Moves are random and there is no
record of moves

Advantage: Guided search and
structured neighbourhood so only
new solution space is explored
avoiding repetition

Advantage: No neighbourhood
structure, so search is quicker.
Memory-less so requires less resource

Disadvantage: might cause a
constrain on system resources

Disdvantage: Random selection could
result in repeated moves and unguided
jumps could leave the exploration
stuck in worse parts of search space
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6. Modified Normal: Each coalition’s value is first drawn from N(0, 10 ×
|C|), the value is then increased by a random number r ∼ U(0, 50) with a
probability of 0.2.

7. NDCS: For all C ∈ CA, the value v(C) ∼ N(μ, σ2), where μ = |C| and
σ =

√|C|.
8. Beta: For all C ∈ CA, the value v(C) ∼ |C|×Beta(α, β), where α = β = 0.5.
9. Gamma: For all C ∈ CA, the value v(C) ∼ |C| × Gamma(k, θ), where

k = θ = 2.
10. Agent-based Uniform: Each agent a in a coalition C is a given a random

power drawn from ρa ∼ U(0, 10) to reflect its average contribution in all the
coalitions it is a member of, then for every coalition C containing agent a, the
actual power ρc

a of a in C is ρc
a ∼ U(0, 2ρa). The value of C ∈ CA is the sum

of the powers of all member coalitions. For all C ∈ CA, v(C) =
∑

a∈C ρC
a .

For the above distributions, the quality of solution for each method was evalu-
ated for up to 25 agents for CFGs and 9 agents for PFGs. Note that, although the
heuristic methods can run for larger games, finding the exact optimum (needed
for calculating the solution quality given in Eq. 2) for them is computationally
impractical. We present results for 25 agents for CFGs and 9 agents for PFGs.
Both TACOS and the SA method we implemented are oblivious to the type
of probability distribution from which the values of coalitions are drawn ran-
domly. All simulations were run on a PC equipped with and Intel Xeon E5630
Processor running at 2.53 Ghz (2.8 Ghz Turbo) and 12 GB RAM.

The performance of both TACOS and SA depends on (i) the probability dis-
tribution from which the values of coalitions are drawn and (ii) the random start
point. Some probability distributions require more iterations than others to reach
the same quality of solution. The number of iterations for each distribution was
fixed based on a preliminary evaluation of TACOS and SA. The number of itera-
tions is listed in Table 2. For each probability distribution, average performance
was measured as follows:

CFGs. The value of a coalition depends only on its members.
Step 1: For a probability distribution, generate a data set comprised of all

possible coalition structures and their associated values. A data set is
generated as follows. For each possible coalition, randomly draw a value
from the probability distribution. The value of a coalition structure is the
sum of the values of its coalitions as given in Eq. 1.

Step 2: For a probability distribution, generate ten different data sets by
repeating Step 1.

Step 3: Repeat Step 2 for each of the ten probability distributions.
PFGs. The value of a coalition depends on the structure it is embedded in.

Step 1: For a probability distribution, generate a data set comprised of
all possible coalition structures and their associated values. A data set is
generated as follows. For each possible coalition structure, randomly draw
a value from the probability distribution for each constituent coalition.
The value of the structure is the sum of the values of its coalitions as given
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Table 2. The number of iterations for each distribution. Time is in milliseconds
(rounded to the next decimal).

Probability

distribution

CFGs (for 25 agents) PFGs (for 9 agents)

Number of iterations Avg. time (ms) Number of iterations Avg. time (ms)

TACOS SA TACOS SA

Uniform (Standard) 10000 20000 5500 25 75 9000

Uniform (Sandholm) 750 3000 400 250 375 90000

Normal (Rahwan) 50 150 30 10 20 3500

Exponential 200000 500000 120000 500 1000 180000

Modified uniform 100000 200000 55000 500 1500 180000

Modified normal 100000 200000 55000 500 1000 180000

NDCS 7500 30000 4000 500 1000 180000

Beta 600 2400 350 100 150 35000

Gamma 100000 350000 55000 100 250 35000

Agent-based uniform 200000 400000 120000 500 1500 180000

in Eq. 1. The difference between CFGs and PFGs is that, for the latter,
a random value for a coalition is drawn for each structure it is embedded
in. But for the former, the value of a coalition is drawn only once. Thus,
for PFGs, depending on the random values drawn, externalities may be
positive or negative [5].

Step 2: Repeat Step 2 for each of the ten probability distributions.

Since both TACOS and SA are sensitive to the start point which is random,
these algorithms were run ten times for each data set. Average solution quality
(with solution quality calculated as per Eq. 2) and average running time were
then measured across the ten runs for each data set and across the ten data sets
for each probability distribution.

TACOS versus Simulated Annealing: The average performance of TACOS
was compared with the average performance for SA for each of the ten probability
distributions. The results are as shown in Fig. 1 for CFGs and in Fig. 2 for PFGs.

Consider the results in Fig. 1 for CFGs. These results are for a system com-
prised of 25 agents. For each of the ten distributions, TACOS performed better
than SA although the difference in performance varied form distribution to dis-
tribution. For the Normal (Rahwan) distribution, the performance of TACOS
and SA was very close with the solution quality being 99.9% of the exact opti-
mum. For the Beta and Uniform (Sandholm) distributions, TACOS achieved
99.9% and 98.7% respectively. The quality of solution was least for the Modified
Normal and Modified Uniform distributions.

Consider the results in Fig. 2 for PFGs. These results are for a system com-
prised of 9 agents. While running the TACOS and SA algorithms for more than
9 agents is easy, computing the exact optimum is computationally demanding.
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Fig. 1. A comparison of TACOS and simulated annealing for CFGs.
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Fig. 2. A comparison of TACOS and simulated annealing for PFGs.
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Although a 9 agent system is small, its analysis nevertheless helps in a compara-
tive evaluation of TACOS and SA. For PFGs, TACOS generated better solutions
than SA for each of the ten probability distributions. For the Gamma distrib-
ution, the heuristic solution for TACOS coincided with the exact optimum, for
Normal (Rahwan) TACOS generated 99.96% of exact optimum while SA per-
formed just fractionally below this level. For the Uniform (Standard), Beta, and
Uniform (Sandholm) TACOS’s solution was over 96% of the exact optimum.
TACOS performed worst for the NDCS distribution achieving 80% of the exact.

Thus for both CFGs and PFGs, TACOS performed better than SA for each
of the ten probability distributions. However, TACOS consumes more resource
than SA in terms of its memory requirements.

Anytime Property: A key feature of both TACOS and SA is that their aver-
age performance improves with execution time; the more the time spent running
them, the better the results for CFGs and PFGs. This anytime property is illus-
trated in Fig. 3 for TACOS for CFGs for each of the ten probability distributions.

6 Related Work

Existing methods for optimal coalition structure generation can be categorised
into two types: exact and approximate. Exact algorithms return the absolute
optimal solution by systematically exploring the space using methods such as
dynamic programming to find an optimal one. Examples include [20,23,28].
Approximation methods that come with a guarantee on the quality of approxi-
mation include [1,9,22,24,26]. These methods in general have exponential run-
ning time (although polynomial time may be achieved by imposing restrictions
on the coalitions that can form) which means that it is difficult for them to
scale to large systems. Heuristic methods also generate approximate solutions
but although they generally generate good solutions, there are no guarantees on
the quality of solution. The advantage of these methods is that they typically
have polynomial running time. The methods we explore in this paper belong
to this class. In the remainder of this section, we will place our research in the
context of existing heuristic methods that have previously been developed for
coalition structure generation.

In their unpublished report Murillo et al. [17] used tabu search for set par-
titioning. The problem they addressed is to partition a set of objects so that
similar items go into one class by assuming that the number of distinct classes
is given (this is a special case of CFGs). They showed that tabu search performs
better than simulated annealing and genetic algorithms. However, their simu-
lations are limited to only five classes. There are two differences between their
work and our paper. First, the problem we solve is much more general; we focus
on determining the optimal coalition structure without knowing the number of
partitions in the optimal structure. Thus, in their work, it is known that the
optimal structure will contain, for example, five partitions. We find an optimal
partition without knowing in advance how many coalitions that partition will
contain. Second, they conducted simulations for a very restricted scenario in
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Fig. 3. An illustration of the anytime property of TACOS for CFGs.
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which the optimal partition contains at most five classes (i.e., coalitions). We
consider CFGs of up to 25 agents and determine the optimal structure without
knowing the number of coalitions in it. Third, they only considered CFGs while
we considered both CFGs and PFGs.

Sen and Dutta [25] used genetic algorithms to find optimal coalition struc-
tures. They showed empirically that a good enough solution can be achieved.
This work is an exception to other existing literature in that the simulations are
conducted for CFGs and PFGs. They considered a particular search space for
simulations by imposing a strict regularity on it. In contrast to this work, we do
not impose any regularity on the search space. The simulations we conducted
are comprehensive; we evaluated the average performance over 10 different prob-
ability distributions for the values of coalitions.

Heuristic techniques such simulated annealing [12], greedy search [8], particle
swarm [11], and ant colony optimisation [27] have previously been used for CFGs.
Ant colony and particle swarm optimization are decentralized methods in that
a group of entities simultaneously search for an optimal solution. In contrast,
simulated annealing and tabu search are centralized methods. See [21] for a
detailed survey of coalition structure generation methods.

In summary, our aim in this paper is to focus on centralized approaches. To
date, tabu search has not been used for coalition structure generation. Given
this, we studied the efficacy of tabu search which is a memory-based method rel-
ative to simulated annealing which is a memory-less method. Note that, although
simulated annealing was used in [12], its evaluation was limited in that its per-
formance was evaluated for only one specific probability distribution where the
value of any coalition is a random number between 0 and 1 was used. In contrast,
our evaluation is comprehensive in that we evaluated and compared tabu search
and simulated annealing for the ten different types of probability distributions
(listed in Sect. 5). Furthermore, unlike previous work on heuristic methods, we
consider both CFGs and PFGs.

7 Conclusions

In this paper, we implemented two heuristic methods, tabu search (TACOS)
and simulated annealing and compared their average performance over a range
of input data. Each of the two methods implemented is oblivious to the type
of probability distribution. For both CFGs and PFGs, TACOS performed better
than SA for each of the ten probability distributions. The price to pay for better
performance is the extra memory requirement for TACOS. Both TACOS and
SA have anytime property.

This paper evaluated the performance of TACOS and SA for small PFGs.
Further work is needed to extend the results to larger PFGs. In addition, this
paper used the same neighbourhood operators for CFGs and PFGs. A redefi-
nition of operators particularly suitable for PFGs could improve performance.
This too needs further research.
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Abstract. Renewable sources are not used to their full potential for
electricity generation. Unpredictability of solar and wind power forces
renewable generators to bid conservative generation amounts in a day-
ahead market in order to avoid fees for failure to provide generation.
In this paper we propose an approach to increase the use of renewable
sources, which allows renewable generators to hedge against generation
unpredictability by forming coalitions with energy stores. Inside these
coalitions renewable generators purchase availability of energy stores to
generate power when needed. Renewable generators use this availability
to avoid fees for failure to provide committed generation whenever the
current generation is lower than the committed value. We experimentally
show that our approach allows renewable generators to commit to 100%
of the predicted generation, thus increasing the use of renewable sources.
We also show that our approach generates profit incentives for both
renewable generators and energy stores to form coalitions.

Keywords: Renewable sources · Large-scale coalition formation ·
Multi-agent simulation

1 Introduction

Weather-related unpredictability of power generation by renewable resources
forces renewable generators to produce conservative amounts of power. Elec-
tricity is traded ahead of time in a day-ahead energy market. In this market
generators bid amounts of energy that they will be able to generate at given
time slots. Since in the electricity market the supply must always match the
demand, a failure to deliver the committed amount of energy can have major
negative consequences, and it is therefore penalized. Consequently, the renew-
able generators, due to weather unpredictability, are forced to bid amounts that
are lower than the predicted generation, thus decreasing the use of renewable
resources [2].

In this paper we propose an approach that can be used to increase the use
of renewable resources by forming coalitions between renewable generators and
c© Springer International Publishing AG 2017
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a high number of energy stores. We are not concerned with the type of energy
stores, however we require them to be able to provide energy at a time that
they commit to. This capability can be viewed as a commodity for which there
is demand among the renewable generators. A renewable generator can buy
coverage of some portion of the generation that it commits to. If the renewable
generator is able to produce the entire amount of committed energy, it only pays
the store owners for the coverage it ordered. On the other hand, if the renewable
generator is not able to generate the committed energy, it can use part of the
ordered coverage in order to avoid fees for failure to provide energy. A store
owner is paid for the uncertainty coverage as well as for the amount of energy
provided to the grid.

Specifically, this paper provides the following contributions:

1. An approach to increase use of renewable energy sources using coalition for-
mation of renewable generators and energy store owners. We show our model
of renewable sources and energy stores in Sect. 2, and we describe how to use
multi-agent simulation for coalition formation of renewable generators and
energy store owners in Sect. 3.

2. Experimental evaluation of the coalition formation process between renewable
generators and energy store owners. We show that our approach increases use
of renewable resources by increasing profit of renewable generators in Sect. 4.

2 Model

We model the renewable generators and energy store owners as agents in a multi-
agent system. We describe all variables used in our model in Table 1. Renewable
generators are modeled using a triplet (gc(t), gr(t), ur) for time t corresponding
to the time slots. This triplet represents the generation committed and actually
generated by the renewable generator, and a coverage uncertainty that the gen-
erator is willing to pay for. The energy store owners are modeled as a triplet
(sb, se,m) which represents the beginning and end of a time interval within which
the store can provide power, and the maximum total amount of provided power.

2.1 Renewable Generators

In order to increase the use of renewable resources, an incentive has to be given
to renewable generators to bid higher energy amounts in the day-ahead market.
In this section we derive this incentive in a form of a profit function. We assume
this profit function to be of the following form:

pr =
∑

t

pr(t) =
∑

t

(pg · min(gc(t), gr(t)) − cc(t) − cf (t)), (1)

representing the fact that the renewable generator is paid for its generation, but
has to pay for uncertainty coverage and failure to provide committed generation.
This profit function assumes that ∀t : gc(t) = ge(t), i.e. that the renewable
generator will always commit to generate the estimated amount of energy.
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Table 1. Description of model variables

pr(t) Profit of a renewable generator r that participates in coalition formation

pr0(t) Profit of a renewable generator r that does not participate in coalition
formation

gc(t) Generation committed by a renewable generator

ge(t) Estimated generation of a renewable generator

gr(t) Real generation achievable by a renewable generator, not observable

gsc(t) Generation committed by an energy store

gsr(t) Real generation provided by an energy store

ur[%] Percentage of gc to be requested as coverage for uncertainty

u(t)[%] Percentage of gc(t) granted by energy stores as coverage for uncertainty

m Maximum total amount of power to be distributed by an energy store

sb, se Energy store availability begin, end

pg Price for generation

pc Price for uncertainty coverage

pf Price for failure to provide committed generation

cc(t) Cost of uncertainty coverage

cf (t) Cost of failure to provide committed generation

c0[%] Commitment of a renewable generator that does not participate in
coalition formation

t Time

The cost of uncertainty coverage cc(t) depends on the uncertainty coverage
parameter u(t) as follows: cc(t) = pc ·u(t) ·gc(t). The uncertainty cost is indepen-
dent of the real generation gr(t), since the uncertainty coverage is paid for before
the value of gr(t) is known. The uncertainty cost is calculated using the percent-
age of the coverage actually provided u(t), for which it holds that ∀t : u(t) ≤ ur,
since the store owners can commit less than the value requested by a renewable
generator.

The cost of failure to provide committed generation cf (t) is determined using
a difference between amounts of generation committed and actually provided as
follows:

cf (t) = pf · max(gc(t) − (gr(t) + u(t) · gc(t)), 0). (2)

Profit of a renewable generator in the coalition formation setting is therefore
expressed as

pr =
∑

t

pr(t) =
∑

t

(
pg · min(gc(t), gr(t)) − pc · u(t) · gc(t)

− pf · max(gc(t) − (gr(t) + u(t) · gc(t)), 0)
)
. (3)
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Without coalition formation the renewable generator is forced to bid a lower
amount to prevent paying the cost for failure to provide committed energy. On
the other hand, the uncertainty coverage cost does not apply to this renew-
able generator. The profit of a renewable generator that does not participate in
coalition formation with energy store owners is therefore

pr0 =
∑

t

pr0(t) =
∑

t

(
pg · min(c0 · ge(t), gr(t))

− pf · max(c0 · ge(t) − gr(t), 0)
)
. (4)

2.2 Energy Stores

In order to simplify the problem we assume that energy stores are always able
to sell their stored energy, either to renewable generators through the coalition
formation process, or to some other party. We also assume that stores are always
able to provide the committed amounts of energy. This assumption eliminates
factors such as different types of stores, or whether stores buy the power from
other subjects.

Following is the profit function of an energy store owner:

p =
se∑

t=sb

(pg · gsr(t) + pc · gsc(t)). (5)

This profit function must satisfy the following constraints: 0 ≤ ∑se
t=sb

gsc(t) ≤ m
and ∀t : gsr(t) ≤ gsc(t), which limits the total amounts of energy committed and
provided by the store. An energy store is incentivized to participate in coalition
formation with renewable generators if

∑se
t=sb

pc · gsc(t) is positive, which happ-
ens when a renewable generator purchases the uncertainty coverage from this
store.

3 Coalition Formation Using Multi-agent Simulation

To simulate coalition formation of renewable generators and store owners we
use the multi-agent simulation approach proposed in [4]. There a simulator is
proposed in which agents leave and join coalitions in an iterative manner. This
coalition formation process is used to search the state space of coalition struc-
tures, which are sets of coalitions, in order to find coalition structures with high
social welfare. During the simulation agents use strategies to decide whether to
leave their coalitions and which coalition to join. The strategy that achieves best
results combines agent’s best response, in which an agent searches for a coalition
to which it can bring most benefit, with random jumps whenever a local opti-
mum is reached. In this work we will therefore base the agents’ strategy on that
strategy. The coalitions are assigned values by a specified valuation function.
Quality of solutions is represented in [4] by a social welfare, which is a sum of
values of all coalitions in a coalition structure. The simulation generates a pool
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of coalition structures, from which a coalition structure with the highest social
welfare is selected as the solution.

There are several differences between the approach in [4] and coalition for-
mation of renewable generators with energy store owners. First, unlike in [4],
coalition formation between renewable generators and energy store owners is
not concerned with social welfare. Both renewable generators and energy store
owners are self-interested agents, which seek only to maximize their own profit.
This difference can be implemented by changing agents’ strategies to find best
fitting coalitions based on agents’ profit instead of coalition value. Second, each
coalition in our setting must always contain exactly one renewable generator.
In terms of coalition formation we call these agents coalition leaders. Coalition
leaders do not leave or join coalitions. On the other hand coalition leaders affect
the profit of agents joining the coalitions, which consequently affects the behav-
ior of the other agents. Finally, since the iterative coalition formation process
yields a pool of coalition structures, a single coalition structure must be selected
as the solution. Unlike in [4], in which the solution is selected based on social
welfare, in our setting we select a solution with the highest profit of renewable
generators gained from participation in coalition formation.

Algorithm 1. Simulation of coalition formation between renewable generators
and store owners

Input: number of energy stores, number of renewable generators, number of iter-
ations N , number of time slots.
Output: coalition structure with highest profit of renewable generators.

1: initiate energy stores and renewable generators
2: create a coalition for each renewable generator
3: for iteration in 1 : N do
4: for all energy stores in random order do
5: if energy store.strategy.leave then
6: energy store.coalition.recompute profit of energy stores after energy store
7: energy store.coalition ← energy store.strategy.pick coalition
8: calculate energy store.profit
9: end if

10: end for
11: save current coalition structure
12: end for
13: choose coalition structure with highest profit of renewable generators

The simulator for coalition formation of renewable generators and energy
store owners is shown in Algorithm 1, and it works as follows. First, renewable
generators are created and assigned estimated generation values for each time
slot. Then energy stores are created and assigned the beginning and end of avail-
ability sb and se, and maximum total amount of power m (line 1). Then we create
coalitions, each containing one renewable generator (line 2). After this initial-
ization step the simulation begins. In the simulation energy stores are deciding
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whether they should leave their coalitions and which coalitions they should join.
When an energy store joins a coalition, its profit is increased, and the coalition
is updated (lines 5–8). If an energy store leaves a coalition, profit of all stores
that joined the coalition after this store is recalculated, since the distribution of
their power might have changed after the removal (line 6). Finally, we select the
coalition structure with highest profit of renewable generators (line 13).

4 Experimental Analysis

We experimentally evaluate the coalition formation algorithm in the renewable
domain in order to show that our approach creates profit incentives for renewable
generators to participate in coalition formation. We will also show that our
coalition formation approach increases use of renewable resources.

The experiments were performed using the following setup. We tested our
approach in scenarios with 50 renewable generators. Generation amounts for 24
time slots corresponding to one day were generated for each renewable generator
at random from a uniform distribution U(0, 100), and the generators were given
estimates of these amounts drawn from a normal distribution with standard
deviation σ = 20. Parameters of the stores sb, se, and m were generated randomly
from uniform distributions U(0, 23) and U(0, 100) respectively. We set prices as
follows: pg = 50, pc = 10, and pf = 100. As a baseline we use a scenario in which
renewable generators do not participate in coalition formation, in which case
renewable generators only bid commitment percentage c0 = 80% of predicted
generation ge(t) to hedge against uncertainty. We let the simulation run for 10
iterations and then selected a coalition structure with highest sum of profit of
renewable generators. All results were averaged over 10 random runs.

Fig. 1. Summarized profit of 50 renewable generators with 100 to 1000 energy stores

Figure 1 compares summarized profit of renewable generators that participate
in coalition formation pr with their profit in case they did not participate pr0.
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Generation profit is constant, since it is independent of the number of energy
stores. On the other hand, with increasing number of energy stores the cost for
failure to provide committed generation decreases and the cost of uncertainty
coverage increases because the generators can cover more uncertainty. Since the
decrease in the cost of failure to provide committed generation is larger than the
increase in the cost of uncertainty coverage, the resulting profit is increasing.
In scenarios with over 300 energy stores the profit of 50 renewable generators is
greater if they participate in coalition formation.

Over all, the amount of renewable generation is increased because the gener-
ators are able to bid higher values. In Fig. 1 the generators not participating in
coalition formation only bid 80% of the predicted generation ge(t), while gener-
ators utilizing coalition formation bid 100% of ge(t). Table 2 shows amounts of
renewable generation with and without coalition formation as well as energy store
use and total generation. Our approach yields a 13.5% increase in total renew-
able generation. Total generation of renewable generators and energy stores is
increased by 30.4% due to coalition formation.

Table 2. Increase in renewable generation caused by coalition formation (CF) of 50
renewable generators and 1000 energy stores

Generation type Generation amount Increase in generation

Renewable generation without CF 45,837 –

Renewable generation with CF 52,012 13.5%

Energy store generation 7,780 –

Total generation with CF 59,792 30.4%

5 Related Work

Coalition formation has been proposed in literature to increase the integration
of renewable resources. [8] uses law of large numbers to show that coalitions of
renewable generators can benefit from their spacial distribution, since the adverse
effects of prediction uncertainty are mitigated. Coalitions of renewable generators
are also studied in [5]. There a profit sharing mechanism is proposed that is used
to distribute profit after coalitions of renewable generators are formed. Even
though the goals of [5,8] are similar to our goals, their approaches are different
since they study homogeneous coalitions of renewable generators.

Coalition formation has been studied extensively. First approach for finding
optimal coalition structures used dynamic programming [7]. This approach was
further improved in [6]. Hierarchical clustering algorithm for large-scale coalition
formation was proposed in [1]. Their algorithm finds high-quality sub-optimal
coalition structures. The algorithm is however not suitable for coalition formation
of self-interested agents, as was shown in [3]. Finally, [4] proposes a simulation
framework for large-scale coalition formation. This framework is best suited for
our scenario, since it is easily extensible to model self-interested agents, and it
can be used to model renewable generators as well as energy stores.
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6 Conclusion

In this paper we proposed an approach to increase use of renewable sources by
allowing renewable generators to hedge against uncertainty by forming coalitions
with energy stores. In these coalitions energy stores offer to cover generation that
renewable generators committed to, but are unable to deliver due to prediction
uncertainty. We model renewable generators and energy stores as self-interested
agents, and we use multi-agent simulation to create coalition structures by allow-
ing energy stores to leave and join coalitions based on their preference.

We experimentally show that our approach increases use of renewable
resources. With the support of coalition formation with energy stores, renew-
able generators can afford to bid higher amounts of generation in the day-ahead
market. In our experiments we show that renewable generators can bid 100%
of the predicted generation and still gain profit, even when facing high fees for
failure to provide committed generation. In our experimental setting our app-
roach increased the use of renewable resources by 13.5%. We also show that
forming coalitions with energy stores increases profit of renewable generators,
which incentivizes them to increase renewable generation.

Acknowledgments. This work was supported by the US National Science Founda-
tion via Award No. CNS-1544705.
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Abstract. Distributed learning in expert referral networks is a new
Active Learning paradigm where experts—humans or automated
agents—solve problems if they can or refer said problems to others with
more appropriate expertise. Recent work augmented the basic learning-
to-refer method with proactive skill posting, where experts may report
their top skills to their colleagues, and proposed a modified algorithm,
proactive-DIEL (Distributed Interval Estimation Learning), that takes
advantage of such one-time posting instead of using an uninformed prior.
This work extends the method in three main directions: (1) Proactive-
DIEL is shown to work on a referral network of automated agents,
namely SAT solvers, (2) Proactive-DIEL’s reward mechanism is extended
to another referral-learning algorithm, ε-Greedy, with some appropriate
modifications. (3) The method is shown robust with respect to evolving
networks where experts join or drop off, requiring the learning method
to recover referral expertise. In all cases the proposed method exhibits
superiority to the state of the art.

Keywords: Active learning · Evolving referral network · Proactive skill
posting

1 Introduction

Learning-to-refer in expert referral networks is a recently proposed active learn-
ing setting where an expert can refer problem instances to appropriate colleagues
if she finds the task at hand difficult to solve [1]. Such a network draws inspi-
ration from the real world examples of expert networks among physicians or
within consultancy firms. The key problem is learning to direct the referrals
based on the subject matter of the problem and on estimated expertise of col-
leagues. The state-of-the-art referral learning algorithm, DIEL (Distributed Inter-
val Estimation Learning), has been further improved in an augmented learning
setting where experts can advertise their top skills to colleagues upon joining
the network [2]. The modified algorithm, dubbed proactive-DIEL, demonstrated
superior performance even in the presence of noise in skill self-estimates and
showed empirical evidence of being near-Bayesian-Nash Incentive Compatible,
i.e., misreporting skills to receive more referrals provided little or no benefit.

Results presented in [2] were limited to synthetic data with well-behaved (e.g.
Gaussian) distributions. In this work, we use a suite of 100 real SAT solvers as
c© Springer International Publishing AG 2017
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experts and SAT problem distributions as topics, and show that proactive-DIEL’s
superiority over DIEL also holds when the problem distributions and the behavior
of the experts is not predictable in the aggregate, i.e., it is not following a known
parameterizable distribution. Then we show that the reward-penalty mechanism
and initialization proposed in proactive-DIEL translates well to another referral
algorithm with some suitable modifications: proactive-ε-Greedy obtained supe-
rior performance than its corresponding non-proactive version. Finally, we relax a
major assumption stated in both [1,2] by allowing dynamic addition and drop-off
of experts, and demonstrate proactive-DIEL’s strong resilience to such changes in
network nodes and topologies even when substantial (e.g. multiple 20% changes).

After discussing related work, we review the DIEL model, describe skill post-
ing and outline the distributed referral learning algorithms. Next, we describe
our experimental set-up, and present our results and observations. We end with
some general conclusions and some future research ideas.

2 Related Work

In terms of the learning setting and referral learning algorithm, our primary basis
for this work was [1] which first proposed a novel learning setting in a context of
Active Learning where experts are connected through a network and can refer
instances to one another. The proposed algorithm (DIEL) built upon research
on interval estimation learning, a reinforcement learning technique which strives
to strike a balance between exploration and exploitation, first proposed in [3,4],
and successfully applied to estimate the accuracy of multiple labelers in [5].
The referral framework drew inspiration from earlier work in referral chaining,
first proposed in [6] and subsequently extended, for example, in [7–10]. In the
current work, we have adopted the setting, along with some of the algorithms
and assumptions for comparison.

This learning setting was further extended in [2], by allowing advertisement
to colleagues (partially available priors), and the original DIEL algorithm mod-
ified, both for improved performance and to encourage incentive compatibility.
There is a large body of literature where truthful mechanism design is the prin-
cipal focus [11–14]. We have implemented and extended the same mechanism
used in proactive-DIEL in our present work, without however proving incentive
compatibility for our newly introduced algorithms, or taking any further steps
to establish strategyproofness [15].

Finally, we used SATenstein [16], a highly parameterized Stochastic Local
Search (SLS) SAT solver for experimental validation of proactive-DIEL on a real
task of SAT solving. With a rich design space of 2.01 × 1014 candidate solvers
drawing inspiration from most of the prominent SLS SAT solvers proposed in
the literature, high-performance SATenstein solvers for specific SAT distrib-
utions can be obtained by using an automatic algorithm configurator. In our
experiments, we used 100 such solvers obtained from the experiments in [17].
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3 Referral Network

3.1 Preliminaries

Referral Network: Represented by a graph (V,E) of size k in which each
vertex vi corresponds to an expert ei (1 ≤ k) and each bidirectional edge 〈vi, vj〉
indicates a referral link which implies ei and ej can refer problem instances to
each other.

Subnetwork: The subnetwork of an expert ei is the set of experts linked to ei

by a referral link.

Scenario: Set of m instances (q1, . . . , qm) belonging to n topics (t1, . . . , tn) that
are to be addressed by the k experts (e1, . . . , ek).

Expertise: Expertise of an expert/question pair 〈ei, qj〉 is the probability with
ei can solve qj .

Referral Mechanism: For a query budget Q = 2 (fixed across all our experi-
ments), consists of the following steps.

1. A user issues qj (initial query) to a randomly chosen expert ei (initial expert).
2. Initial expert ei examines the instance and solves it if possible. This depends

on the expertise of ei wrt. qj .
3. If not, a referral query is issued by ei to a referred expert, ej , within her

subnetwork. Learning-to-refer involves improving the estimate of who is most
likely to solve the problem.

4. If the referred expert succeeds, she communicates the solution to the initial
expert, who in turn, communicates it to the user.

Advertising Unit: A tuple 〈ei, ej , tk, μtk〉, where ei is the target expert, ej is the
advertising expert, tk is the topic and μtk is ej ’s (advertised) topical expertise.

Advertising Budget: The number of advertising units available to an expert,
following [2], set to twice the size of that expert’s subnetwork. Effectively means
that each expert reports her top two skills to everyone in her subnetwork.

Advertising Protocol: A one-time advertisement that happens right at the
beginning of the simulation or when an expert joins the network. The advertising
expert ej reports to each target expert ei in her subnetwork the two tuples
〈ei, ej , tbest, μtbest〉 and 〈ei, ej , tsecondBest, μtsecondBest

〉, i.e., the top two topics in
terms of the advertising expert’s topic means.

Further details regarding the assumptions involving expertise, network para-
meters, proactive skill posting mechanism and simulation details can be found
in [1,2].

3.2 Referral Algorithms

From the point of view of a single expert, the decision to refer a problem is
essentially an action selection problem where an action corresponds to picking
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one of a possible set of connected experts. Here, we give a short description of
the action selection procedure of the referral algorithms we considered and cite
relevant literature for further details.

DIEL: DIEL uses Interval Estimation Learning for action selection. The action
a is chosen for which the upper-confidence interval UI(a) is largest, where

UI(a) = m(a) +
s(a)√

n

m(a) is the mean observed reward, s(a) is the standard deviation of the observed
rewards and n is the number of observations so far. The intuition behind DIEL
is to combine exploitation (via high mean) and exploration (via high variance)
as needed. Following the earlier work [1,2], we initialize the mean reward, stan-
dard deviation and number of observations for all actions to 0.5, 0.7071 and 2
respectively for a smooth start (this is equivalent to an initialization with the
two rewards of 0 and 1).

Proactive-DIEL: Proactive-DIEL differs from DIEL in two key ways [2]. First,
the mean reward and standard deviation of the rewards are initialized differently.
Standard deviation is initialized to 0 (to put more emphasis on the advertised
priors). In presence of an advertisement unit, 〈ei, ej , tk, μtk〉, the mean reward
rewardmean(ei, tk, ek) is initialized to μtk . In absence of such advertisement unit,
(recall that the budget was assumed to suffice for advertising an expert’s top
two skills only) proactive-DIEL initializes the rewards as if the expert’s skill was
the same as on her second best topic, that is, with μtsecondBest

, effectively being
an upper bound on the actual value. Second, in addition to binary rewards
indicating success and failure, a failed task receives a probabilistic penalty to
discourage willful misreporting.

ε-Greedy: Unlike DIEL, ε-Greedy’s action selection choice is guided purely by
the mean reward (it greedily picks the highest one) [18]. As a diversification step,
with a small probability ε, a random action (in this case, selecting a connected
expert at random) is chosen. There are several ways to choose an effective value
for ε. In this work, we set ε to α∗K

N (where K is the subnetwork size and N is
the number of total observations). The value of the hyper-parameter α is set
by a parameter sweep on a training set created with the same distributional
parameters as the test set (for parameter description, see [1]).

4 Experimental Setup

The data set presented in [1] consisted of 1000 scenarios, each with 100 experts,
10 topics and a referral network. We use a random subset of 200 such scenarios
in all our experiments. Our performance measure is the overall task accuracy of
our multi-expert system.

The 100 SATenstein solvers we used are obtained by configuring
SATenstein2.0 version (described in [17]) on six well-known SAT distributions.
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Each of these solvers is configured on one of the six SAT distributions. We used
the test sets of the SAT distributions as our pool of tasks. Detailed descriptions
of the SAT distributions can be found in [16]. We carried out our experiments
involving SAT solvers on a cluster of dual-core 2.4 GHz machines with 3 MB
cache and 32 GB RAM running Linux 2.6.

5 Results

Before delving into the details, we first give a short description of our key
findings:

– On an application where SAT solvers are experts, SAT distributions are top-
ics and the task is to solve a SAT instance, our results show that here too
proactive-DIEL beats DIEL in the early phase of learning.

– Proactive-ε-Greedy, the distributed referral learning version of ε-Greedy we
proposed that uses proactive skill posting, beat the original version under the
condition of truthful reporting of skills.

– While DIEL was well able to cope with small changes to the network,
proactive-DIEL proved substantially more robust in the face of large and
repeated changes, while consistently maintaining higher performance.

5.1 SATenstein SLS Solvers as Experts

All performance comparisons between DIEL and proactive-DIEL so far, have been
on synthetic data [2]. We were curious to evaluate how that translates to a real
task where, for instance, the noise on self-estimates does not follow a known
parameterizable distribution. For this, we constructed a referral network of SAT
solvers. Besides the importance of SAT solvers in industry and academia, what
made this domain an attractive choice for us was our access to a large num-
ber of solvers with varying expertise on six well-known SAT distributions via
SATenstein [16], and the fact that solutions can be verified trivially.

For our experiments, the budget C for solving each instance is set to 1 CPU
second. A solver earns a reward of 1 if it finds a satisfying solution within C
seconds, and 0 otherwise (on top of this, proactive-DIEL computes additional
penalties depending on advertised skills). Expertise estimates for the SAT solvers
are computed based on the number of correct solutions on a set of background
data on the SAT distributions under consideration. Figure 1(a) gives an inkling
how expertise levels between solvers may differ on two tasks. Figure 1(b) presents
a comparison of the performance of proactive-DIEL with that of DIEL when
applied to a referral network of SAT solvers (we considered 10 different referral
networks randomly selected from our data set), with skill postings determined
by these expertise self-estimates. We see that, while the eventual performance
levels are very similar, proactive-DIEL ramps up significantly faster than its pre-
decessor, in spite of the noise and uncertainty on the expertise self-estimates.
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Fig. 1. Expertise estimates of a subset of solvers on background data of two SAT
distributions and performance comparison with SATenstein solvers as experts.

Fig. 2. Performance comparison of proactive-ε-Greedy and ε-Greedy.

5.2 Proactive-ε-Greedy

We extended the ε-Greedy algorithm with the reward-penalty mechanism used
in proactive-DIEL in a straightforward way, with the exception that we do not
impose a penalty during a diversification step even when the referred expert fails.
Figure 2 shows that, with a similar initialization, the new algorithm (proactive-
ε-Greedy) performs substantially better than the old. Figure 2(b) shows that
this performance improvement holds even in the presence of noise in the self-
estimates. Following [2], we considered μ̂ = μ + N (0, σnoise), where μ̂ is an
expert’s own estimate of her true topic-mean μ, and σnoise is a small constant.

5.3 Evolving Networks

In practice, networks are not static – new experts join in and old experts leave –
and robustness to such network changes is crucial for a referral algorithm’s per-
formance on real-world data. In these results, we explore a steady rate of net-
work changes occurring at regular intervals (every 50 iterations, an iteration
being 1000 initial queries). It is clear from Fig. 3 that proactive-DIEL is much
more resilient to these network changes than DIEL (smaller dip, faster recovery).
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Fig. 3. proactive-DIEL on dynamic networks.

The acid test for proactive-DIEL is shown in Fig. 3(b), where its recovery in the
face of a repeated 20% network change, with noisy self-estimates, led to only
minimal degradation1.

6 Concluding Remarks

In this work, we extended the referral-learning method proposed in [2] in three
directions. First, we obtained experimental validation of proactive-DIEL’s supe-
rior performance over DIEL in learning to refer among actual agents (SAT solvers)
without distributional assumptions. Next, we extended the initialization and
reward-penalty technique proposed in proactive-DIEL to other methods and show
an improved performance resilient to noisy self-estimates. Finally, we showed
proactive-DIEL’s robustness to evolving networks under severe network changes,
an excellent property of proactive-DIEL hereto unexplored.

Possible future extensions to our work include:

– Strategyproofness: While willful skill misreporting was shown to be of little
or no benefit when all other experts report truthfully in proactive-DIEL [2], we
are yet to empirically evaluate the same for ε-Greedy. Also, a stronger degree
of incentive compatibility, strategyproofness, would require truthfulness for
optimal performance in all cases.

– Expertise drift: Whereas we explored experts joining and dropping off the
referral network, the expertise of individual experts did not change with
time. But in practice expertise may improve with practice or degrade due
to fatigue or other factors. Devising algorithms to deal with time-varying
expertise would be a meaningful research challenge.

1 Note that the choice to use 50-iteration bursts is purely for visualization reasons
and our results do not change qualitatively when we consider similar changes dis-
tributed across the entire course of the simulation. We also ran experiments with a
large one-time network change from which both DIEL and proactive-DIEL recovered
well.
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– Continuous rewards: With the experiments with SAT solvers, it is very
easy to conceive continuous rewards. If we treat (cutoff - run time) as reward,
we would get 0 reward on a failure and higher rewards will imply faster
solutions. Exploring reward mechanisms to handle continuous rewards could
further improve network performance as an effective referral will maximize
not only solution likelihood but also solution quality.
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Abstract. We put forward an innovative use of probabilistic topic mod-
eling (PTM) intertwined with reinforcement learning (RL), to provide
personalized recommendations. Specifically, we model items under rec-
ommendation as mixtures of latent topics following a distribution with
Dirichlet priors; this can be achieved via the exploitation of crowd-
sourced information for each item. Similarly, we model the user her-
self as an “evolving” document represented by its respective mixture
of latent topics. The user’s topic distribution is appropriately updated
each time she consumes an item. Recommendations are subsequently
based on the divergence between the topic distributions of the user and
available items. However, to tackle the exploration versus exploitation
dilemma, we apply RL to vary the user’s topic distribution update rate.
Our method is immune to the notorious “cold start” problem, and it can
effectively cope with changing user preferences. Moreover, it is shown to
be competitive against state-of-the-art algorithms, outperforming them
in terms of sequential performance.

Keywords: Recommender systems · Applications of reinforcement
learning · Graphical models · Crowdsourcing

1 Introduction

In this paper, we introduce a system that provides high quality, personalized
recommendations, with minimal user interaction and without relying to others’
ratings. We achieve that by (a) employing the key assumption that users can be
viewed as the amalgamation of items they consume and (b) by exploiting, to the
best extent possible, available crowdsourced information related to the items.

Our solution takes into account the richness, complexity, and evolution of
user preferences by exploiting latent features, while at the same time identifying
preference shifts, and adapting in a dynamic, transparent manner. Regarding the
cold-start problem, we are able to perform high-quality suggestions. Further, the
system presents computational efficiency, thus suitable to cope with large-scale
c© Springer International Publishing AG 2017
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data sets. Last, it designed to be domain-agnostic, hence minimizing the fine-
tuning effort from the practitioner. Our work builds on the “you are what you
consume” approach put forward by [3], but, crucially, employs probabilistic topic
modeling (PTM) [17] and intertwines it with reinforcement learning (RL) [9]
techniques.

Specifically, we model both items and users as distributions of topics with
Dirichlet priors over crowdsourced corpora of documents, found in on-line com-
munities producing peer-reviewed, unbiased information—here we use Wikipedia
movie synopses. We thus replace explicit attributes (e.g. movie categories) by
latent features in both user and item distributions. We adapt our recommenda-
tions policy using concepts from the RL literature. We inflict drastic changes to
the user model only if there are strong indications of a decaying predictions per-
formance. This is accomplished by the alteration of the system’s learning rate:
minimum changes are imposed if performance is strong when compared to its
average within a past ratings window; on the other hand, we increase the learning
rate significantly in order to move out of a series of low-rated recommendations.
Moreover, we adopt an ε-greedy exploration strategy that occasionally selects
random items to avoid “local maxima” in the recommendations space. Last but
not least, we successfully tackle user preference shifts.

In summary, our approach (i) requires no clustering, does not predict ratings,
and does not use hard-coded attributes (e.g. categories, genres, etc.); (ii) exploits
crowdsourced information, which is widely available—and usually implies good
quality, objective, peer-reviewed sources of information; (iii) requires minimal
user interaction limited to user ratings; (iv) is unbiased and immune to external
noise and “information poisoning”, as it does not consider other users’ behaviors:
it just adheres to user’s preferences; (v) it can cope with the “cold-start” problem
(i.e. given limited or no background information about new users, we should be
able to adjust the user interaction with the system in order to suggest proper
items after a small number of iterations) since it does not require other users’
ratings; (vi) it can cope with evolving user preferences, and even mood-changes;
on the technical side, intertwining PTMs with RL methods is innovative and
interesting; (vii) it provides intuition on the actual user interests, since these
correspond to the PTM-inferred topics that relate to the particular user mostly
(i.e., the most frequent ones in its associated topics distribution); (viii) allows
for the easy online update and enrichment of items and user models and (ix) can
scale-up by employing industry-proven algorithms; (x) it is not domain-specific,
and could be used for cross-domain recommendations.

2 Related Work

Collaborative filtering (CF) techniques exploit ratings from similar users or items
and try to predict the user’s preference for each item, ignoring other background
information [2,4,14,16,18]. CF algorithms received acclaim on the Netflix contest
[10–12]. Nevertheless, CF suffers from the cold-start problem, requiring the a
certain amount of ratings to operate. Similarly, newly-introduced items need a
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minimum number of ratings. The same issue applies to CF variations, where a
considerable amount of transactions (e.g. purchases) needs to be available.

Content-based recommender systems have been proposed to work along with
CF algorithms and form hybrid systems [6,13]. Melville et al. [5] proposed a
content-based predictor to boost existing user data and exploit it for personalized
recommendations using CF. Hoffman [15] introduced latent class variables in a
mixture model setting, to search for user communities and profiles that present
special interest.

[2] have also proposed the use of PTMs [1,19] for making recommendations
for scientific articles; while [20] used topic modeling (via a generative model
based on Latent Dirichlet Allocation) to exploit movie reviews and boost the
performance of a CF system. These works, however, still rely on the ratings of
multiple users (in the spirit of CF), and do not maintain an evolving user model,
as we do in this paper—nor do they intertwine PTM with RL techniques.

We build on the work of [3] who, however represent users and items by
multivariate Gaussian distributions over movie categories; our use of PTMs is
a generic method providing immediate insights about user preferences, via the
topics describing the user.

3 Theoretical Background

Here, we provide some background on PTMs and the key RL techniques used
in this work. PTMs treat data as arising from a generative process that defines
a joint probability distribution over observed and hidden variables correspond-
ing to the underlying topic structure of a document, and then apply tractable
Bayesian inference (e.g., sampling-based) methods to estimate the posterior dis-
tributions of the hidden variables.

In the Latent Dirichlet allocation (LDA) [1], all M documents are represented
by mixtures of K topics with Dirichlet priors and N words in total. The para-
meters are the following: ααα is the parameter (a vector of positive reals) of the
Dirichlet prior on the per-document topic distributions, βββ is the parameter (a
vector of positive reals) of the Dirichlet prior on the per-topic word distribution,
θi is the topic distribution for document i, φk is the word distribution for topic
k, zij is the topic for the jth word in document i, and wij is the specific word.
The LDA employs the following processes:

1. Select θi ∼ Dir(ααα), Dir(ααα): the Dirichlet distribution for ααα, for the document
i ∈ {1 . . . M}

2. Select φk ∼ Dir(βββ), Dir(βββ): the Dirichlet distribution for βββ, for the word
k ∈ {1 . . . N}

3. For each word wij : i ∈ {1 . . . M}, j ∈ {1 . . . Ni}, with Ni being the number
of words of document i
(a) Select zij ∼ Multinomial(θi)
(b) Select wij ∼ Multinomial(φzij

)
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In the MAS and RL literature several algorithms have been suggested for
the variation of a learning rate, which governs the extent to which an agent’s
decisions are influenced by recent knowledge [9]. We focus on the WoLF (“Win
or Learn Fast”) principle adopting the concept of taking drastic measures when
the agent is losing, and make small or no changes in case of a win streak [7,
8]. The decision is made considering the relation between the overall average
performance and the performance within the k last steps. Hence, we introduce
a δwin and a δlose variation to the learning rate, for the cases the recommender
predictions keep performing well, or worsen, respectively. Further, we adopt an
ε-greedy strategy, to combat the “exploration vs. exploitation” dilemma [9], the
recommender will suggest the most preferable item with probability 1 − ε; and
chooses a random item otherwise.

4 Our Model

We offer personalized recommendations to a set of Z users U = {u1, . . . , uZ},
taken from a set of M available items Y = {y1, . . . , yM}. Users are first asked
to select from a set at least one movie they like most. Upon this, the system
returns a suggestion and asks users to rate it, in order to update their model. We
use LDA to model both items and users as mixtures over topics with a Dirichlet
prior. A set of assumptions are made for this model to apply: (a) There is
descriptive information freely available for all items, (b) The descriptions are
non-trivial. This means that we need at least a couple of paragraphs of text, (c)
The descriptions are objective and do not contain other information than that
which illustrates the characteristics/behavior/function of the item.

4.1 Item Modeling

Items yi ∈ Y, |Y | = M, 1 ≤ i ≤ M are represented by documents belonging to a
corpus D, containing M documents. There are N words in total in the corpus
vocabulary. We set the number of topics associated with the corpus to K. For
each document, we choose:

1. θi ∼ DirK(ααα), where θi is the distribution of topics in document i, and
DirK(ααα) is the Dirichlet distribution of parameter ααα.

2. φk ∼ DirN (βββ), where φk is the word distribution for topic k, and DirN (βββ) is
the Dirichlet distribution of parameter βββ.

ααα and βββ are the Dirichlet parameters of topic distributions per document and
word distributions per topic, respectively.

4.2 User Modeling

Similarly, each user uj is modeled after a document represented by an evolving
mixture of topics with Dirichlet prior. The distribution of topics mixture, fol-
lows, like items, a Dirichlet distribution. Hence: θj ∼ DirK(ααα), where θj is the
distribution of topics in the single document that models the user, DirK(ααα) is
the Dirichlet distribution of parameter ααα, and K the number of topics.
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4.3 Item-Model and User-Model Updating

After the necessary preprocessing steps (i.e. stop word removal, stemming, and
so on), the input corpus consisting of M crowdsourced documents is used to
derive the final LDA model. This procedure is repeated for various number of
topics K, until we reach a number that yields the lowest perplexity [21] score
in a test set consisting of Mtest documents. A simplified, tractable approach is
viable via approximation methods utilizing sampling by [22]:

perplexity(Dtest) = exp{−
∑Mtest

d=1 logp(wd)
∑Mtest

d=1 Nd

} (1)

The number of words of document d belonging to the test set, is Nd. A decrease
in perplexity is an indication of an increase in the predictive strength of the
model.

Apart from the initial modeling of a set of available documents, new doc-
uments still need to be added to the corpus D. There are two alternatives:
(a) model recalculation in batches; and (b) on-line LDA which is described by
[23] and allows on-the-fly incorporation of new documents on the model. In our
case, the corpus is fixed. In real-world environments, depending on the size and
complexity of available documents, the practitioner is free to choose a suitable
solution.

Then, in order to update the user-model, we need to incorporate three key
factors: (a) The user’s ratings of items that she consumes; (b) the possibility
that she favors other types of items than those she used to, hence reflecting a
mood shift; and (c) a potential exhaustion of preferable items.

Each time the user consumes an item, she provides a rating. This rating is
used in the Bayesian updating of her topic mixture. As the topic distribution
of the document that models the user is unknown, we utilize Bayes rule to take
into account observations (user ratings), a likelihood function and a marginal
probability, so as to derive a posterior distribution.

The likelihood function associates the prior with the observations, while pre-
serving the form of the overall model. The posterior which is produced represents
the updated belief for the prior, given the evidence. Using the posterior beliefs
f(θθθ|y), we are able to update our unknown model. In our case we use the Dirichlet
and the multinomial distributions, which are conjugate. This is a useful prop-
erty, which allows us to perform easy updates to the prior’s hyperparameters,
using a closed form equation, we will show below.

Given documents y and with topics mixtures θθθ, we have:

θθθ ∼ Dir(ααα = 〈a1, . . . , aK〉) (2)

y ∼ Mult(θθθ = 〈θ1, . . . , θK〉) (3)

In detail, the topic mixtures θθθ are described by:

Dir(θθθ|a1, . . . , aK) =
Γ (a1 + . . . + aK)
Γ (a1) . . . Γ (aK)

K∏

i=1

θai−1
i (4)
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Given the evidence (document y) the posterior becomes:

f(θθθ|y) ∝ f(θθθ, y) = f(θ1, . . . , θK |α1, . . . , αK)f(y|θ1, . . . , θK)

∝
K∏

j=1

θ
aj−1
j

K∏

j=1

θy(j)

j =
K∏

j=1

θ
aj−1+(y(j))
j (5)

The updated hyperparameters of the Dirichlet prior are:

aj
′ = aj + y(j) (6)

Therefore, we can update the user model by simply adding to each topic θk the
respective topic counts from the document y that was just rated. Furthermore, we
incorporate the user rating by repeating this step n times. For a user, depending
on the t-th rating r of an item that was recommended, we update the user model
by taking n samples, using:

n ∝ Δt
r − 1 (7)

where: Δt is the variable learning rate (a real number) for the t-th recommended
item and r is the actual rating.

Items that have been positively rated by the user, can be thought as having
greater influence on the overall user preferences. Further, the intuition behind
the Eq. 7 is that items rated by 0, 1 and 2 should have minimal or no influence on
the evolution of the user’s model. Contrary to that, items rated between 3 and
5 should contribute proportionally to their significance. We empirically found
suitable values of Δt to lie between 1.0 and 4.0. Adjusting this variable learning
rate allows us to move away from less promising areas of the search space (see
Algorithm 1).

4.4 Recommendation Phase

The recommendation phase consists of two main functions: (a) the querying of
the available low-dimensional representation of items to obtain the most appro-
priate, and (b) the monitoring of the system performance and adjustment of the
learning rate. Once LDA has been run on the corpus and the initial user models
have been built, the recommendation algorithm is displayed in the pseudocode
of Algorithm 1.

Given the fact that both users and items are represented by the same distrib-
ution, we assess their similarity by employing the cosine distance Dcosine metric,
which is a common measure in the information retrieval domain:

Dcosine(P,Q) = 1 −
∑n

i=1 Pi × Qi
√∑n

i=1 Pi × √∑n
i=1 Qi

(8)

where P , Q are distributions of the same type and same size.
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Algorithm 1. Item recommendation
1: procedure RecommendItem

2: with probability ε choose a random item, request a rating and go to updateUser:, with

probability 1 − ε continue

3: for each item yi ∈ D do

4: Calculate the cosine distance Dcosine(yi||uj) between the item and the user uj and

store it in an array

5: end for

6: Find the (non-recommended) item with the smallest cosine distance, ask user for a rating

7: updateUser:

8: Update the average of user ratings ruj
and the average rating for the latest ξ recommenda-

tions rujξ

9: if ruj
> c rujξ

then % with c ≥ 1

10: Δt+1 = Δt + δlose

11: else

12: Δt+1 = Δt − δwin

13: end if

14: Update user-model

15: end procedure

5 Experiments

We chose the cinema movies domain due its significance and popularity both
scientifically-wise and business-wise. Instead of using domain-specific sites (e.g.,
IMDB), we chose Wikipedia as our source, which offers a large collection of
lemmas with detailed plot summaries, actively checked for objectivity and clarity
by a large number of contributors.

5.1 Information Collection, Pre-processing and Topic Model
Selection

We developed a workflow, which operates on any on-line source with an API,
for initial information collection. Further, we employed the MALLET [24] topic
modeling toolkit which implements the LDA algorithm (plus necessary pre-
processing tools - e.g., stop words removal). Regarding topic number optimiza-
tion, we ran LDA on two sets of documents from Movielens 1M and 10M datasets,
consisting of 3,137 and 8,721 text documents (containing movie synopses) respec-
tively. We split our corpus, using a ratio of 80–20%, to yield training and test
sets and calculated the perplexity for varying topic numbers according to Eq. 1.
We found that the optimal number of topics is 280 and 240 respectively. We
relaxed this to 75 topics as a trade-off between perplexity and computational
cost.

Experimental Setup. Our algorithmic variants include: (a) one with a fixed
learning rate Δ, set to 4.0 and no exploration and (b) one with variable
Δ ∈ [1.0 . . . 4.0] and ε-greedy exploration set to 0.30. For both variants we
update the user type taking n samples as in Eq. 7. Moreover, we optionally
introduce “time-compensation” by multiplying (or not), the number of samples
returned by Eq. 7 with an integer proportional (by a factor of 1.0 at our setup)
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to the current recommendation step number, hence favoring most recent ratings.
We set c = 1.1, ξ = 3, dwin = 0.05, dlose = 0.3. Last but not least, we validated
the operation of our algorithm against a random setting, and investigated its
adaptability to user mood shifts. For our experiments, we used 5 sets of 100
randomly-selected users from the Movielens 1M and 10M datasets1, having 200
or more ratings each. We intentionally chose users with 200 or more ratings
because we wanted to illustrate the non-trivial long-term learning behavior of
our algorithm.

We compare our algorithm, BYLI-LDA with 2 existing methods: the “Bayes
As You Like It (BYLI)”, suggested Babas et al. (on the 1M dataset), and a
sophisticated (with automatic retraining) implementation of the alternating least
squares (ALS) algorithm for large, sparse matrix factorization (LSMF) by [16],
on the Myrrix software. In detail, we check against a trained version of LSMF
(using all database ratings for training, minus those of the 100 users in the
set) and an untrained version of LSMF (as in [3]). Note that LSMF, being a CF
method, has to first collect a small number of ratings in order to be able to return
good recommendations, and thus cannot provide a meaningful recommendation
at the first iteration.

The performance of recommendation algorithms is typically assessed by their
Root Mean Square Error (RMSE); and RMSE calculation requires ratings pre-
dictions. Our algorithm, on the other hand, does not predict ratings, but simply
suggests movies sequentially, based on its beliefs regarding the evolving user type.
Actually, many algorithms do not explicitly calculate ratings, but just predict
movie rankings. However, there is no standard way in the literature to transform
a set of ranked results into predicted ratings, but these are typically calculated
in a different way per algorithm (a fact that is justified by the suggestion of
extra parameters such as user bias, item bias etc. [18]).

Regardless, we calculate RMSE by introducing a transformation function
calculating the predicted rating of a recommendation: r(i, j)predicted ∝ g(i, j).
The transformation function g(i, j) returns the predicted rating for an item i
and a user j. We take a training set consisting of 80% of the movies each user
has rated, and apply our algorithm. Next, we calculate the similarity vector of
the movies in the training set and the user model, using our preferred similarity
metric. Further, we calculate the distribution of ratings of each user and divide
the similarity vector into parts whose lengths correspond to the frequency of each
rating. For the test set (20% of users’ ratings) we apply again our algorithm,
get the user-item distance and calculate the predicted rating r(i, j)predicted and
calculate the RMSE. The average RMSE is 1.14542, higher compared to errors
reported on the literature for this dataset, typically from 0.8 to 1.0. Since we do
not predict ratings, however, this result is not a cause of major concern: As we
detail below, our algorithm performs very well when evaluated wrt.: (a) sequen-
tial performance, indicated by average per recommendation ratings across 200

1 Datasets: Movielens 1M : 1M ratings, 6,040 users, 3,952 movies. Movielens 10M :
10M ratings, 71,567 users, 10,681 and movies. We found nontrivial data on
Wikipedia for 3,137 movies on the 1M dataset and 8,721 movies on the 10M dataset.
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Fig. 1. BYLI-LDA vs BYLI; sequential recommendation performance on the 1M
Movielens dataset
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Fig. 2. BYLI-LDA vs BYLI and LSMF; sequential recommendation performance on
the 1M Movielens dataset

recommendations over 10 runs; and (b) average ratings across all recommenda-
tions. All averages were taken across the 5 user sets.

Results and Evaluation on Movielens 1M. Our algorithm presents a stable
behavior in all its variants, as it is clear from Fig. 1. This is also clear from the
standard deviation that is displayed on Table 1 ranging from 0.0966 to 0.1019.
Clearly, the results from the variants with exploration perform slightly better
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Table 1. Mean standard deviation

Variant Std

Fixed Δ 0.09657605

Fixed Δ (time compensated) 0.09774386

Variable Δ/ε-greedy ε = 0.3 0.1019049

Variable Δ/ε-greedy ε = 0.3 (time compensated) 0.1009336

Table 2. Average ratings of all methods for Movielens 1M and Movielens 10M.

Methods 1M 10M

LSMF - pretrained 3.6848 3.677518

LSMF - untrained 3.6540 3.646337

BayesYouLikeIt (BYLI) 3.6112 -

BYLI-LDA - Variable
Δ/ε-greedy ε=0.3
(time compensated)

3.600598 3.541764

BYLI-LDA - Variable
Δ/ε-greedy ε=0.3

3.59699 3.540057

BYLI-LDA - Fixed Δ
(time compensated)

3.59421 3.533575

BYLI-LDA - Fixed Δ 3.593851 3.53371

Dataset average 3.581564 3.512422

compared to those without exploration. Furthermore, at closer inspection of
Fig. 1 as the number of recommendations per user increases, all variants and
especially those with exploration improve their recommendations.

Furthermore, as we see on Table 2, our algorithm performs similarly with
BYLI, which is 0.18% better2. The variations that favor recent ratings perform
slightly better than those who do not. Moreover, from the 60th recommendation
onward, BYLI presents a decaying behavior, in contrast to BYLI-LDA whose
sequential performance is far more stable. Regarding the LSMF, both its versions
(“trained” and “untrained”) present a decaying performance and after the 120th
recommendation are outperformed by BYLI-LDA (Fig. 2).

Results and Evaluation on Movielens 10M. In this dataset, the average
rating is 3.512422 instead of 3.581564 at the 1M dataset. Similar to the 1M
experiments, our algorithm displays a stable behavior here too, as Fig. 3 shows.

The recommendations are better than the dataset average on all variations of
our algorithm. Contrary to that, as we see on Fig. 4, the trained version of LSMF
performs much better compared to the 1M dataset, due to increase of the training
dataset by 10 times. On the other hand, it still exposes a decaying behavior
2 BYLI had been evaluated on MovieLens 1M only.
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Fig. 3. BYLI-LDA Variants; performance on the 10M Movielens dataset
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starting around the 55th recommendation and converges to our algorithm. As in
the case of the 1M dataset, the variants with variable learning rate exploration
perform better compared to those with fixed learning rate and no exploration.
Moreover, the favoring of newer ratings over older ones produces slightly better
results on the variants with variable learning rate and exploration. The opposite
happens (as in the case of 1M) to the fixed learning rate variants. The results
are presented on Table 2 as well.
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5.2 Behavior Against Random

The MovieLens dataset consists of a large number of high ratings (yielding an
average of 3.5815 out of 5). Hence, we expect random recommendations to offer
adequate results, in terms of average score. Thus, to validate the proper operation
of our method, it is essential to display its behavior against a random algorithm.

Our setup consists of 5 50-user sets. Users were exposed to 200 randomly cho-
sen movies belonging to two distinct movie types, (a) a desirable type rated by 5
and (b) a hated type rated by 1. We see in Fig. 5 that BYLI-LDA without explo-
ration recommends the best item until exhaustion of available desirable items,
and switches to the recommendation of the hated items left. It is interesting to
note the behavior of the ε-greedy variants of BYLI-LDA when using small val-
ues for ε (i.e., 0.02), Then, the inevitable repeated introduction of hated items,
alters the user-type in order to encompass latent characteristics that allow the
future recommendation of such items. Subsequently, the average rating exposes a
decaying behavior which in addition, follows the mode switch around the 100th
recommendation. Nevertheless, the average rating is distinct and significantly
higher compared to that of the random setting, hence confirming the proper
operation of our algorithm. By contrast, higher values of ε (0.2) introduce sig-
nificant noise (in terms of a large volume of hated items), rapidly deteriorating
the performance of the algorithm. Obviously, in a real setting, this does not
occur, as the distribution of hated items is totally different. On the contrary,
as our Movielens experiments showed, exploration is absolutely desirable as it
enhances the overall performance by avoiding local maxima.

Capturing Changing User Preferences. We simulated the occurrence of a
preference (or a “mood shift”) on a user with 200 ratings equally split between
a desirable item type: b and a hated type: a. The behavior of BYLI-LDA (fixed
Δ, no exploration) in this setting is as in Fig. 6. First, we ran our algorithm on
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Fig. 5. BYLI-LDA variants vs random



Probabilistic Topic Modeling, Reinforcement Learning, and Crowdsourcing 169

0 50 100 150 200

rating number

m
ov

ie
 ty

pe

Original recommendations      
Recommendations with temporary mood shift        

a
b

Fig. 6. Behavior when there is a mood shift (Color figure online)

a setting without mood shifts (black line with squares). The algorithm recom-
mended first all available items of the desirable type, leaving for the end the
hated items. On the other hand, we introduced from the 20th to the 40th rec-
ommendation (red line with diamonds), a temporary mood shift towards hated
items. Our algorithm, instantly adapted and switched for 20 recommendations
to type a. When the mood shift was over, BYLI-LDA switched again to the type
b until the exhaustion of available items, hence recommending the remaining
items of type a.

5.3 Discussion

All BYLI-LDA variants exhibit good sequential performance across all exper-
imental settings. We note that our algorithm requires minimum tuning, and
recommends items that consistently receive high actual ratings.

Table 3. Depiction of the first few most important topics and their respective words,
for a specific user

Topic # Words

46 Time virus future learns troop open search

71 Monster creature human giant fire body brain

70 Bank rob robbery work police crew kill thief

Our method, in contrast to LSMF (requiring an existing minimum number
of recommendations), tackles the cold-start problem by providing personalized
recommendations to a single user, in the absence of any other information. Fur-
thermore, compared to both BYLI and LSMF, our algorithm provides insights
about user preferences by providing the topics that describe the user through her
item consumption history, as shown in Table 3. The algorithm and infrastructure



170 E. Tripolitakis and G. Chalkiadakis

we developed allow the application of our platform to different domains with
minimal effort.

The application of a variable learning rate in conjunction with exploration
using a simple method such as ε-greedy enhances performance, offering further
research potential. Another interesting result is the fact that the favoring of the
most recent ratings, improves the performance of our algorithm. Intuitively, this
could be regarded as an indirect way of boosting exploration by relaxing the
adherence of user preferences to dominant topics, across time.

6 Conclusion and Future Work

In this paper, we employed PTM (in particular LDA) for modeling an evolving
user type as a mixture of latent attributes. As such, we offer interpretable recom-
mendations and enhance the intuitions available on each recommendation step.
Furthermore, we studied the effects of varying learning rate and a simple explo-
ration approach, during user model updating, with minimal parameter tuning.
Our approach is domain agnostic, and avoids the cold-start problem. Moreover,
by using a peer-reviewed, objective corpus, along with its personalized user type
updates, it cannot be easily “poisoned” by externally introduced bias. Though it
does not surpass state-of-the-art approaches in this particular domain in terms
of average recommendation ratings, it exhibits superior sequential performance.
For all these reasons, it can be conceivably used as a complementary method to
existing state-of-the-art approaches. Future work includes examining the impact
of the number of topics K on algorithmic performance, employing more sophis-
ticated RL algorithms, and applying our approach to different domains.
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Abstract. When multiple agents learn a task simultaneously in an envi-
ronment, the learning results often become unstable. The problem is
known as a concurrent learning problem and several methods have been
proposed to resolve the problem so far. In this paper, we propose a new
method that incorporates the expected failure probability (EFP) into the
action selection strategy to give agents a kind of mutual adaptability. We
confirm the effectiveness of the proposed method using Keepaway task.

1 Introduction

In the near future, a robot is expected to expand the work field into human
living environment more deeply and widely. However, it is very difficult for a
robot designer to take all relevant properties of the circumstances into account
since they change depending on the target, learning method, available sensors,
and so on. Therefore, it is desired for a robot to have the ability to adapt to
the environment based on perceived information and experienced actions all by
itself. Reinforcement learning (RL) [25] is one of such techniques.

Reinforcement Learning is a type of machine learning where the robot tries
to solve a given task through trial-and-error searches using a valuation value
called a reward or a penalty. In RL, due to the trial and error search, there is a
possibility of finding a good solution that exceeds our expectation. Furthermore,
the calm change in the environment is allowable. As RL, methods based on Tem-
poral Difference (TD) learning, such as TD, Q-learning (QL), and Sarsa, are well
known [25]. Their mathematical foundation is in dynamic programming. For QL,
the optimality in a Markov decision process environment is guaranteed, but the
rationality (the definition will be given later in 2.1) in a non-Markov environ-
ment is not guaranteed. Especially, multi-agent environment that is treated in
this paper will be a non-Markov environment since multiple agents learn a task
simultaneously in an environment.
c© Springer International Publishing AG 2017
N. Criado Pacheco et al. (Eds.): EUMAS 2016/AT 2016, LNAI 10207, pp. 172–186, 2017.
DOI: 10.1007/978-3-319-59294-7 15
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Despite important applications [3–6,16,19,21,22,24,26,27], it is difficult to
apply RL to real-world problems because, first, learning requires too many trial-
and-error searches. Second, no general guideline exists on how to design suit-
able reward and penalty signal values, though there are some works that deal
with this problem [15,23]. While these are essentially neglected in theoretical
researches, they become serious issues in real-world applications. Namely, unac-
ceptable results may arise if inappropriate values were assigned to them [12,13].

In this paper, we are interested in approaches that treat reward and penalty
signals independently and enhance successful experiences strongly to reduce
the number of trial-and-error searches. They are known as exploitation-oriented
learning (XoL) [14,15]. XoL has four features. (1) XoL learns more quickly by
strongly tracing successful experiences. (2) XoL treats, rewards and penalties as
independent signals, letting these signals be handled more intuitively and easily
than the handling of concrete values. (3) XoL does not pursue optimality in
itself, but it can be acquired with multi-start technique by resetting all memory
to get a better policy. (4) XoL has its strength in the class that exceeds MDPs
because it is a Bellman-free method.

One example of XoL learning methods with a type of a reward is Profit
Sharing (PS) [7,8]. PS has a certain degree of rationality in a non-Markov envi-
ronment. It has also validity in a multi-agent environment [9–11]. In addition,
Rational Policy Making algorithm (PARP) [12,13] and Improved PARP (Imp-
PARP) [26] can avoid penalties and ensure the rationality. Recently, as an
improved type of ImpPARP, a method that uses Expected Failure Probabil-
ity (EFP) [17,20] (with the probability of which the agent will receive penalty
in the future, if the agent use the rule in the state) has been proposed.

We propose a new XoL, PSwithEFP, by incorporating EFP into the action
selection strategy. PSwithEFP can learn a may-be-not-best but safer policy that
avoids penalties in shorter time. The effectiveness of the proposed method is
evaluated in a multi-agent environment using Keepaway task [24]. Under a multi-
agent environment, there is a problem called concurrent learning problem [1,2]
where learning performance degrades due to the discrepancy among learning
agents since each agent cannot know policies learned by the other agents. We
will apply PSwithEFP and other RL methods to Keepaway task and show the
effectiveness of PSwithEFP.

2 Reinforcement Learning

2.1 Definition of Terms

A subject in RL is commonly called an agent. After receiving sensory inputs
from the environment, the agent selects an action to perform. Sensory inputs
and the selected action consist of a unit, called a step. The sensory inputs from
the environment referred to as a state. A pair of a state and an action that is
applicable in the state is referred to as a rule. If the agent selects the action a
in the state s, the rule is described as rule(s,a) or simply, sa. A function that
maps a state to an action is called a policy. A policy is deterministic if there is
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only one action for each state. A policy is rational if all of expected rewards per
an action are positive.

In TD method, QL, Sarsa and, PS, parameters called a weight is given to
each rule. The weight is a value-function, which represents an expected reward.
The agent receives a reward or a penalty after applying rule(s, a) when a certain
condition is satisfied. A reward is given if the target was achieved and a penalty
is given when the target became unachievable, though there are some works
about an indirect reward (i.e. [9,10]). Typically, it is given to both of rule(s, a)
and the state s.

yx a z

xa za yb

a b
zx b yx y

xb yaxa za yb

a a a b

a detour

episode 1 episode 2

a detour

a

b
yx

z

a
a

b

b

xa ; rule " if x then a "

x, y, z ; sensory input

a, b ; action

; reward

a)

b)

Fig. 1. (a) An environment of 3 sensory inputs and 2 actions. (b) An example of an
episode and a detour

A sequence of steps that states from the initial state and ends with a reward
or a penalty is called an episode. For example, when the agent selects xb, xa, ya,
za, yb, xa, za, and yb in Fig. 1(a), there are two episodes (xb · xa · ya · za · yb)
and (xa · za · yb), as shown in Fig. 1(b). If different rules are selected for the
same state, that is, if the episode contains a loop, the loop is referred to as a
detour. For example, an episode (xb · xa · ya · za · yb) has two detours (xb) and
(ya · za), as shown in Fig. 1(b). Rules that always exist in detours are referred
to as an ineffective rule. If not so, it is called an effective rule. After obtaining
the episode 1 of Fig. 1(b), rule xb, ya and za are ineffective rules and rule xa
and yb are effective rules. When the episode 2 is experienced furthermore, rule
za changes to a effective rule. A rule that has been directly given a penalty is
called a penalty rule. If all rules for a state are penalty or irrational rules, the
state is called a penalty state. If a destination after applying a rule is a penalty
state, the rule is also classified as a penalty rule. If a rational policy does not
receive any penalties, the policy is called a penalty avoiding rational policy.

2.2 Profit Sharing (PS)

PS learns a rational policy by propagating a reward backward along an episode
when a reward is given. Assume that the action at was used in the state st at
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time t and let Q(st, at) be a reward shared to rule(st, at). In this paper, we use
the following geometric decreasing function to propagate the reward backward;

Q(st, at) = SN−tR, t = 1, 2, . . . , N, 0 < S < 1, (1)

where R is the reward value, N is the episode length and S is the parameter
called the discount rate.

2.3 Roulette Wheel Selection

The action selection method is one of the key elements of RL methods. In this
paper, we use a roulette wheel selection. In the roulette selection, the probability
of selecting rule(s, a) is defined as follows;

p(a|s) =
Q(s, a)

∑NA

j=1 Q(s, aj)
, (2)

where p(a|s) is the probability of selecting the action a in the state s. NA is the
number of available rules in the state.

2.4 XoL Methods to Avoid a Penalty

In RL, design of the reward is an important issue. If we use inappropriate
values for a reward and a penalty, agents would not be able to receive any
rewards [12,13]. XoL has been proposed to solve this problem by treating penalty
separately from reward. For example, PARP improved the learning speed by
avoiding penalty rules actively. In the following, we describe PARP and Imp-
PARP briefly.

PARP and ImpPARP. PARP finds out penalty rules by searching the rule
space that have been experienced until then. It therefore needs to store all expe-
rienced rules and the resulting states. It requires memory of the square order of
the number of states. As the number of states increases, required memory for
the learning becomes formidably large. ImpPARP has been proposed in order
to solve this problem.

ImpPARP reduces the memory requirement by limiting the scope of the
penalty rule exploration to the episode that just ended with a penalty. Therefore
the order of the memory is reduced from the square order to the order of the
number of states. On the other hand, the propagation speed of penalty rules
becomes slower than PARP.

Expected Failure Probability. EFP was proposed in order to resolve the
problem of delayed propagation of penalty in ImpPARP. EFP is defined for a
rule and gives a probability that the episode will end with penalty after all if
the rule is used. We can generally find out penalty rules faster than ImpPARP
using EFP since EFP propagates swiftly like QL.
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The theoretical expression of EFP of rule(s, a) is given as follows;

p(E|rule(s, a)) = p(F |rule(s, a)) +
NB∑

k=1

p(sk|rule(s, a))p(E|sk), (3)

where NB is the number of states, p(E|rule(s, a)) is a probability that the trial
will fail if rule(s, a) is used, that is, our EFP, and p(F |rule(s, a)) is a probability
that the trial will fail just after the rule is used, p(sk|rule(s, a)) is a probability
that the state will move to the state sk after rule(s, a) is used, and p(E|sk) is a
probability that the trial will fail after it transits the state sk.

The online calculation can be performed as follows;

– If the agent receives a penalty just after applying rule(s, a),

pt(E|rule(s, a)) = (1 − η) × pt−1(E|rule(s, a)) + η. (4)

– If the state moves to the state sk after applying rule(s, a),

pt(E|rule(s, a)) = (1 − η) × pt−1(E|rule(s, a)) + η × p(E|sk), (5)

p(E|sk) =
NA∑

i

p(ai|sk)p(E|rule(sk, ai)), (6)

where pt(E|rule(s, a)) is EFP of the rule(s, a) at the iteration time t and the
initial value is zero. η (0 < η < 1) is the failure probability propagation rate.

Original EFP and Original EFP+. EFP was used as follows in papers [17,
20]; if pt(E|rule(s, a)) exceeds γ, rule(s, a) is labeled as a penalty rule and
removed from selection candidates, where γ is the threshold value about a
penalty rule. This method is referred to as original EFP.

In the original EFP, if all rules in a state became penalty rules, the agent
cannot act any more. One solution of this dead end is to select a rule with the
lowest EFP among them. In this paper, this method is referred to as original
EFP+.

3 Calculation of the Failure Probability Propagation
Rate

The failure probability propagation rate η is determined empirically in general.
In this section, we propose how to determine η by n̂, giving the number of times
that the same rule can fail continuously, and γ, the EFP value pn. It is possible
to set η matched to the environment.

From Eq. (4), we can derive the following equation.

pn = (1 − η) × pn−1 + η (7)
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If we set p0 = 0, we can get the following equation,

pn =
n∑

k=1

η(1 − η)k−1 (8)

that is,

pn = η
1 − (1 − η)n

1 − (1 − η)
. (9)

Then,
pn = 1 − (1 − η)n (10)

Since pn̂ ≤ γ < pn̂+1, we have

1 − n̂+1
√

1 − γ > η > 1 − n̂
√

1 − γ (11)

pn is the EFP value in the case of failure in n times continuously and n is
the number of times that the failure continues. We can use Eq. (11) by setting
the EFP value in the case of failure in n times continuously to the threshold
value about a penalty rule named γ in original EFP and original EFP+. For
example, if we set n̂ = 3 and γ = 0.8, η is 0.415. If we consider the case that the
agent receives a penalty when it selected an action a in the state s, the value
of p(E|rule(s, a)) at first is 0.415. If the agent receives a penalty continuously
in the same condition, p(E|rule(s, a)) will be 0.658, and it reaches to 0.8 in the
third times of the penalty acquisition. As a result, it has been achieved that the
rule is regarded as a penalty rule after the agent received three penalties. It is
consistent with the meaning of n̂ = 3.

4 Proposal of PSwithEFP

In original EFP and original EFP+, EFP is not utilized sufficiently, since EFP
never affects to the action selection probability until EFP exceeds the threshold
γ. In this paper, we incorporate EFP to the action selection method Eq. (2) as
follows;

pe(a|s) =
(1 − p(E|rule(s, a)))Q(s, a)

∑NA

j=1(1 − p(E|rule(s, aj)))Q(s, aj)
, (12)

where pe(a|s) is a probability of action selection. Furthermore, since the selection
probability of the action is also used in the calculation of EFP, Eq. (6) becomes
as follows;

p(E|sk) =
NA∑

i

pe(ai|sk)p(E|rule(sk, ai)). (13)

By this modification, EFP can affect the action selection directly and imme-
diately and no rule is excluded as a penalty rule. This means that more suc-
cessful rules are selected with larger probability and that it never occurs that
an important rule is excluded as a penalty rule. The method is referred to as
PSwithEFP.
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5 Application to the Keepaway Task

5.1 Keepaway Task

The proposed method, PSwithEFP, is applied to Keepaway Task [24] in order to
show the effectiveness in a multi-agent environment. Keepaway task is a Robocup
soccer sub-task and it aims that the keeper team keeps the ball in a limited area
without being deprived of the ball by the taker team as long as possible. We use
3 keepers (keeper 1, keeper 2 and keeper 3) and two takers (taker 1 and taker 2).
This 3-vs-2 keepaway task occupies a 290 [cm] × 240 [cm] playing field. These
agents are initially located as shown in Fig. 2 where pink agents are keepers,
yellow agents are takers. The red circle is the ball. Therefore keeper 1 is the
ball-holding agent. In this paper, the purpose of learning is to keep the ball in
the area and make passes among keepers as many times as possible without
being stolen by takers. A reward is given when they made a pass successfully. It
is important for keepers to learn cooperative behaviors such as making a pass
to the other taker agent or moving to an open space to catch the ball.

Fig. 2. Environment for keepaway task (Color figure online)

Three keepers perform learning independently for a common weight table
and two takers do not perform learning. In a multi-agent learning environment,
concurrent learning problem often occurs. That is, even if a keeper selects an
effective rule to pass a ball, if the other keeper does not select an appropriate
rule corresponding to it and loses the ball as a result, then both keepers will
equally receive a penalty. As a result, the rule, pass a ball, may be labeled
as a penalty rule. Then the learning performance of original EFP and EFP+
may be significantly lowered by concurrent learning problem, since actions are
not selected from penalty rules. We will show that PSwithEFP can solve this
problem.
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5.2 Simulation Setting

Basic Setting. When the ball is deprived by a taker or goes out of the field,
one trial ends. Then, each agent is relocated to the initial positions as shown in
Fig. 2 and another trial starts. When a keeper passes a ball to the other keeper
successfully, both keepers will receive a reward. A keeper that had the ball will
receive a penalty, if the ball is stolen by a taker or goes out of the field. One
experiment contains 30,000 trials and 30 experiments were done with different
random seeds where η of EFP is 0.415 that is derived from Eq. (11), reward and
initial value of Q are 10 and 100, respectively, discount rate of a reward is 0.8
that is also used in PS and EFP, learning rate and discount rate of Sarsa and
QL are 0.8 and 0.2, respectively, and λ of Sarsa(λ) is 0.8. These values were
determined by preliminary experiments.

1

2 3

4

40[deg]

70[deg]70
[d

eg
]

Fig. 3. Angular relationships Fig. 4. Distance index

State Variables. The state variables are mainly composed by three types of
sensory inputs. One group contains angular relationships between keeper 1 and
the other agents or the ball as shown in Fig. 3. For example, if there is taker 2 in
the position of the front right 70◦ of keeper 1, we have received the flag “3” as
the sensory input about the angular relationship between keeper 1 and taker 2.
Another is a distance index between keeper 1 and the ball as shown in Fig. 4. The
others are six distance labels among keeper 1 and the other agents as shown in
Fig. 5 where TAKER is the closest taker agent to keeper 1. In Fig. 5, the number
1, 2, and 3 are assigned in the order closer to keeper 1. For example, the flag
“A” means that keeper 2 is the closest to keeper 1, and the taker that is closest
to keeper 1 is the farthest. Therefore we have 18, 432 states.

Actions. We prepare the following six macro actions;

– Stop(): stay at the current location,
– Dribble(α): dribble in the direction α,
– Kick(α): kick in the direction α,
– Go Ball(): turn to the ball and moves one step,
– Go Left(): turn by 45◦ to the left and move one step,
– Go Right(): turn by 45◦ to the right and move one step,
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flag keeper 2 keeper 3 TAKER

A 1 2 3
B 1 3 2
C 2 1 3
D 3 1 2
E 2 3 1
F 3 2 1

Fig. 5. Distance label

where α is selected from the set {ahead, left, right}, “ahead” means the front
direction and “left” or “right” is 45◦ to the left or right. Dribble() and Kick()
are achieved by pushing the ball forward, but the pushing strength of Dribble()
is one third of Kick().

Fig. 6. Action selection

Keeper 1, the ball keeper, selects an action by two stages as shown in
Fig. 6. Fist, keeper 1 selects an action from the set {Stop(), Dribble(), Kick()}
using roulette 1 where the maximum weights of {Dribble(ahead), Dribble(Left),
Dribble(Right)} and {Kick(ahead), Kick(Left), Kick(Right)} are assigned to the
weights of Dribble() and Kick(), respectively. Second, if the selected action is
one of Dribble() or Kick(), the direction α is selected with another roulette
(Roulette 2). Keeper 2 and keeper 3 select an action from the set {Stop(), Go
Ball(), Go Left(), GoRight()}. Taker agents always use “Go Ball().” Each agent
selects an action in the order of keeper 1, keeper 2, keeper 3, taker 1 and taker 2.
If one action has been completed, the next agent selects and executes an action.
Furthermore, Sarsa and QL could not learn successfully, since this task is non-
Markovian environment.

5.3 Results and Discussion

Figure 7 shows the results of the number of successful passes for original EFP+,
PS, PSwithEFP, Sarsa, Sarsa(λ) and QL. 30 experiments were carried out chang-
ing random seeds. The horizontal axis is the number of trials, and the vertical
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Fig. 7. Average pass success times

axis represents the average number of successful passes every 30 experiments. It
is plotted each 1000 trials.

From Fig. 7, we can confirm that Sarsa, Sarsa(λ) and QL were not able to
learn anything because they are strongly affected by the concurrent learning
problem and they require many trial and error searches even if there is no con-
current learning problem.

In the case of original EFP+, the average number of successful passes
increased up to about 1.2 until around 15000 trials. Then, it lowered finally
down to about 0.8 at 30000 trials. This is due to the concurrent learning prob-
lem. In contrast, in the case of PSwithEFP, it does not seem to be affected by
any concurrent learning problem. Even if EFP value of a rule increased by other
keeper’s failure, the rule is not excluded from action candidates but the selection
probability of the rule decreases. This allows the other keepers to learn more,
and, if the rule is truly useful, it will be used in the better situation and the EFP
will decrease. However, in the case of PS, keepers learn the skill successfully, but
PSwithEFP is more speedy in learning and more successful in the number of
passes than PS. There are two results of PSwithEFP in Fig. 7. Three keeper
agents use an individual weight table in PSwithEFP(individual) though they
use a common weight table in PSwithEFP(common). PSwithEFP(individual) is
better than PSwithEFP(common). Therefore, the best keeper’s strategies will
not similar among them. We use PSwithEFP(individual) in the next section.

All of 30 experimental results for PSwithEFP shown in Fig. 8. This figure
shows that the learning efficiency depends on the random seed but the learning
itself is still successful.

It shows the effectiveness of PSwithEFP in this experiment. Furthermore, it
also shows the robustness to the concurrent learning problem.
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Fig. 8. 30 results of PSwithEFP.

6 Proposal of How to Use PSwithEFP

6.1 Basic Concept

Though we showed the effectiveness of PSwithEFP in multiagent learning called
Keepaway task, rather large variation was observed in the final numbers of suc-
cessful passes. This is due to the exploitation-oriented aspect of PS. As well
known, the initial PS learning often has a large impact upon the final result.
Therefore we propose how to use PSwithEFP in order to reduce the problem.

6.2 How to Use PSwithEFP

Our proposal is as follows;

First, we run multiple times PS from the initial state like multi-start
method. Next, we select non-convergence performance one among them.
Then, we start the learning with our PSwithEFP after setting the learned
results to the initial parameters.

If we follow this procedure, we can reduce the influence of exploitation-oriented
aspects of PS as shown in the next subsection. Note that we use PS in the first
stage to save the computational power.

6.3 Simulation Results and Discuccsion

First, we show some results where agents learned with PS during the initial 5000
trials and PSwithEFP was simply used for the rest of 25000 trials without any
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Fig. 9. 5 trials of PSwithEFP

Fig. 10. Best result of PSwithEFP
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selection after the initial stage. Figure 9 containes typical five results (from No.
1 to No. 5) among them.

In Fig. 9, No. 1 and 3 give lower performance than the others. In these cases,
PSwithEFP was hindered effective exploitation of large range of the rule space,
because agents had found out a fairly good but not best set of rules and reinforced
them intensely in the first stage. On the other hand, in No. 4, agents exploited
large range of the rule space in the first stage with PS so that PSwithEFP could
learn efficiently.

Next, the learned results of No. 4, the best result in the initial stage, was set
to the initial prameters of PSwithEFP and the rest of 25000 trials was done. The
results are given in solid lines in Fig. 10. It shows 10 experiments for different
random seeds. The solid line decorated with circle mark is the result of original
PSwithEFP shown in Fig. 7.

From Fig. 10, it is clear that the variation in Fig. 8 was improved by proposed
method in this section. Especially, the proposed method has obtained better
results than the result of PSwithEFP in Fig. 7, and indeed, even the worst result
in Fig. 10 exceeds all results in Fig. 7. This shows the effectiveness of our proposed
method through these numerical experiments.

7 Conclusions

In this paper, we proposed PSwithEFP, a kind of XoL methods, to avoid a
penalty and to achieve the goal. We applied our method to a multi-agent envi-
ronment called Keepaway task and confirmed the effectiveness.

In the future, the proposed method should be applied to other problems, e.g.
biped walking robot [4], the course classification support system in NIAD-UE
[16], Deep-Q network [18], and so on.
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Abstract. Many researchers focus on resource intensive tasks which
have to be run continuously over long periods. A Grid may offer resources
for these tasks, but they are contested by multiple client agents. Hence,
a Grid might be unwilling to allocate its resources for long terms, lead-
ing to tasks’ interruptions. This issue becomes more substantial when
tasks are data inter-dependent, where one interrupted task may cause
an interruption of a bundle of other tasks. In this paper, we discuss a
new resource re-allocation strategy for a client, in which resources are
re-allocated between the client tasks in order to avoid prolonged inter-
ruptions. Those re-allocations are decided by a client agent, but they
should be agreed with a Grid and can be performed only by a Grid.
Our strategy has been tested within different Grid environments and
noticeably improves client utilities in almost all cases.

Keywords: Continuous inter-dependent tasks · Resource re-allocation ·
Client’s decision-making mechanism

1 Introduction

Recently much research has focused on smart systems which, for example, mon-
itor the level of pollution in the environment [5]. These systems have to acquire
and process data continuously to be able to produce up-to-date results, and the
tasks which process these data have to be run continuously and for long periods
of time [7,8]. It is desirable for these tasks to run without interruption, but short
interruptions whose duration depends on the nature of a task, may not affect
significantly the controlled parameters e.g., temperature. These tasks also have
to be executed for so long periods of time that a Grid is unable or unwilling
to allocate them for the whole period at once. This means that a task will be
interrupted after some agreed period of time and it has to obtain new resources
[8]. A task might also be interrupted unexpectedly due to a resource failure.
Here, we assume that the resource availability changes near-periodically over
time [1,9,11], allowing its peaks to be approximately overseen in the future [8].

These tasks can also depend on each others’ data, i.e. one task might require
data from other tasks in order to run. For example, two data streams which
c© Springer International Publishing AG 2017
N. Criado Pacheco et al. (Eds.): EUMAS 2016/AT 2016, LNAI 10207, pp. 187–201, 2017.
DOI: 10.1007/978-3-319-59294-7 16



188 V. Haberland et al.

monitor temperature and humidity are linked as the weather observation in the
airport [12]. Other use cases include traffic monitoring (control) on a road [19],
where the vehicles’ speed and location are streamed in order to identify traffic
congestion. These scenarios show continuous tasks linked in terms of data and
it would be realistic for these tasks to run simultaneously.

Some research e.g., [10,13], focuses on execution of inter-dependent tasks,
but it is generally lacking decision making mechanisms for a client in respect
of allocation and execution of such tasks. The dependence among tasks is often
depicted in terms of the data exchange and has an explicit connection between
sender and recipient tasks. In our model, the tasks do not have just an explicit
dependence, but also an implicit one which means that a failure of the recipient-
task affects the execution of the corresponding sender-task as much as the sender-
tasks affect the execution of their recipients. We also take into account that tasks
are not executed just once, but have to be executed continually over the long
term, where any failed tasks might affect a controlled parameter.

Hence, if data is not received in time by a recipient-task, then the client’s
system will produce erroneous results to some degree, i.e. the longer this delay,
the larger the probability that the last received data from a sender-task is signifi-
cantly different from the current data that would be received. As time passes, the
recipient-task has to stop eventually, avoiding to produce substantially deviated
results. In comparison, other work generally does not focus on how a client agent
can avoid or shorten these delays in the case of highly contested Grid resources
and how those delays may affect its system.

We propose a new resource re-allocation strategy, SimTask, for a client which
allows a client agent to exchange the allocated resources among its own tasks by
negotiating with the Grid Resource Allocator (GRA). The aim of this exchange is
to avoid long interruptions which cause a significant change in the parameter con-
trolled by the interrupted task e.g., a significant drop in temperature. This strat-
egy incorporates a decision-making mechanism for a client agent (referred further
as a client) to initiate resource re-allocation and choose the most appropriate
task for donating resources. The agents’ abilities [21] as to decide autonomously
and respond actively to any changes are crucial for this mechanism, considering
the large number of negotiating agents at the same time.

The paper is structured as follows.1 Section 2 discusses related work in respect
of the inter-dependent tasks. Then, Sect. 3 describes the formal model, while
Sect. 4 presents our SimTask re-allocation strategy. The evaluation results are
discussed in Sect. 5, and Sect. 6 concludes the paper.

2 Related Work

In this paper, we focus on the tasks which run near-continuously [7,8] over time,
and also depend on each other’s data. In other words, each task sends a data point
to another task, while processing new input data. Hence, these tasks have to be
1 The authors thank King’s College London for sponsoring this work as a part of Ph.D.

research [6].
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run simultaneously in terms of processing each input data point as soon as it has
arrived, and repeat this processing over time. Much research e.g., [10,13,15,23],
considers processing of inter-dependent tasks in Grid systems where dependen-
cies are presented as a directed acyclic graph. In particular, Meriem and Belabbas
[15] dynamically allocate tasks to resources, which arrive as a continuous stream
over time. Dynamic allocation is meant to respond to any resource availabil-
ity changes in a Grid, and resolve the problem of load-balancing at run-time.
Although all this work considers task dependencies in resource allocation, tasks
are not considered to be repeated continuously in real-time. Nevertheless, this
research describes relevant concepts which can be applicable to continuous tasks
such as spare time [23], which defines the maximal time of task execution before
it affects the schedule of dependent tasks. Other work considers a cyclic task
graph [17,18,22], where tasks are executed repeatedly over time and each task
in a cycle obtains and sends data. Here, the cycles of task dependencies are
represented in terms of data, instructions, etc.

There are other examples of inter-dependent tasks that were discussed in the
literature. For example, the work [14] focuses on accomplishing a high-level task
by completing a number of time-constrained possibly inter-dependent other tasks
e.g., gathering information from the Web in order to offer appropriate products
to the customers. Motwani et al. [16] focus on continuous queries (e.g. continuous
tasks), which process stream data from multiple sources. A continuous query is
the type of query which is issued once for a particular data-type and then runs
continuously, updating a client with new results without being issued repeat-
edly [3,20]. In the work [16], one query may consist of a number of sub-queries
(operators), where the outputs of these sub-queries might be shared with other
queries or sub-queries. Although this work discusses the techniques to approxi-
mate the query outputs in the case of scarce resources, it does not focus on how
data delays or failed sub-queries might affect the results from other sub-query
or query, or whether the latter query can even be performed.

Different platforms (engines) e.g., Apache Storm [2], attempt to solve the
problems of scalability, performance and memory usage in terms of execution
of data streams. However, the problem of tasks’ inter-dependencies as discussed
above and how they can be run without some input data is not the focus of
these engines. Note that in an open and dynamic computational environment
such as a Grid, where other clients also require resources, it might be difficult
to re-allocate a task without affecting other clients’ interests.

3 Formal Model

In this work, we consider that tasks have inter-dependencies, where some tasks,
sender-tasks, send data to other tasks, recipient-tasks. The dependencies among
tasks are presented as a rooted tree Tr, where data streams flow from the bottom
to the top of this tree (i.e. from leaf to root). Each node of this tree denotes a
task i and each edge indicates a data inter-dependence between sender-task i ∈ N

and recipient-task j ∈ N with a weight αi,j ∈ [0, 1]. The weight denotes the level
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of importance of the data from a particular sender-task for the corresponding
recipient-task, i.e. each edge has a direction from the lower-layer tasks (senders)
towards the upper-layer tasks (recipients) of the tree. In this way, some tasks
in the middle of the tree are also senders and recipients at the same time. We
assume that each sender-task has only one corresponding recipient-task, but
every recipient-task might have one or more sender-task(s). We also assume
that the sum of weights for all sender-tasks which are connected directly to the
same recipient-task is equal to 1.0, and the smaller this weight αi,j , the less
impact sender-task, i, has on the work of recipient-task, j. This model of task
inter-dependencies can follow, for example, a scenario of data aggregation from
multiple sources by counting, adding, etc. the data instances over some time [4].
We also consider a sub-tree sTrk ∈ Tr with the root task k ∈ N.

Here, we define an abstract parameter P which is estimated by client tasks.
This parameter Pi,Si

(t) ∈ R for task i ∈ N with the corresponding set of
direct sender-tasks Si = {m, ..., k} at time t is a real-life characteristic (e.g.
temperature), which is continuous or can be presented as continuous over time
t ∈ R, considering |(Pi,Si

(t + Δt) − Pi,Si
(t)) /Pi,Si

(t)| � 1 where Δt ∈ R is
an arbitrary small time step. The parameter Pi,Si

(t) is estimated directly by
task i, if this task belongs to the lowest layer of a tree, i.e. Si ∈ ∅. If task
i belongs to any upper layer of a tree, i.e. Si �= ∅, then Pi,Si

(t) is estimated
as a linear combination of all parameters Pj �=i,Sj

(t) sent by its sender-task(s)2

Pi,Si
(t) =

∑
j∈Si

αj,i ×Pj �=i,Sj
(t) , Si �= ∅, i, j ∈ N, where Sj can be empty set.

3.1 Status and Layer

In our model, each task i has its status Statusi (t) of execution at time t, which
can be: ‘interrupted’ means a task is not running and does not possess resources;
‘stopped’ denotes a task is not running (i.e. its recipient-task is interrupted or it
has produced inaccurate results for too long), but it possesses resources; ‘inac-
curate’ means a task is running, but at least one of its sender-task(s) either does
not send any data or sends inaccurate data; ‘accurate’ means a task is running
and all its sender-tasks send accurate data. A task produces inaccurate data
when at least one of its sender-tasks has status other than ‘accurate’.

We also consider that each task i belongs to a specific layer Layeri in a tree,
and sends its data, except the root task, to the corresponding recipient-task j
which belongs to the nearest upper layer, i.e. Layerj = Layeri + 1. Note that
the lower layer tasks are stopped when a recipient-task on the top of a sub-tree
or the whole tree is stopped or interrupted. This means that if sender-tasks have
no tasks to send their data to, they are stopped. This dependence shows the
continuous and real time nature of the tasks.

3.2 Damping and Delay Time

As we discussed a notion of short interruption, we define a damping time which
determines for how long a task can be interrupted or stopped without substantial
2 A linear combination is chosen for a greater clarity of evaluation of SimTask.
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negative consequences for parameter estimation e.g., a significant rise in tem-
perature. If any task has been interrupted or stopped, then it does not estimate
this parameter any more. In this way, a parameter changes in a way which is not
under control of a client. Hence, the longer this task is not running, the higher
probability that the change of this parameter might have a substantial negative
effect for a client. We consider that this effect occurs when the damping time
τdam
i (td), starting at time td ∈ R, has passed for task i. That is, the absolute

difference ΔPi,Si
(t) between the last produced value of parameter Pi,Si

(td) by
task i before interruption and the linearly extrapolated value of this parameter
P ex

i,Si
(t) at time t becomes larger than the predefined threshold ηdam

i ∈ R. This
threshold is determined by the nature of this parameter.

A delay time determines for how long a task can be running when it has
to use inaccurate data for its calculations and it stops after this time. A delay
time τdel

i (tdl, t), starting at time tdl ∈ R, for recipient-task i ∈ N is the duration
of time when this task can still run, but it has to use inaccurate input data
for its calculations due to the interruption of some (at least one) sender-task(s)
from its sub-tree sTri. This time ends when the absolute difference ΔPi,Si

(t) =∑
j∈Si

αj,iΔPj �=i,Sj
(t), Si �= ∅ at time t becomes larger than the predefined

threshold ηdel
i ∈ R, where ηdel

i < ηdam
i . Note that the difference ΔPi,Si

(t) is
a linear combination of such differences for the lower layer tasks which belong
to a sub-tree sTri and have the statuses of execution as ‘inaccurate’, ‘stopped’
or ‘interrupted’. As for the lowest layer tasks, i.e. Sj = ∅, these differences at
time t are calculated as ΔPj,Sj

(t) = Pj,Sj
(tdl)−P ex

j,Sj
(t), where Pj,Sj

(tdl) is the
last value of parameter produced by task j before its interruption at time tdl.
The difference ΔPi,Si

(t) may change dramatically if some sender-tasks switch to
other statuses of execution. The delay time for recipient-task i becomes longer
(i.e. ΔPi,Si

(t) becomes smaller), if at least one of its sender-task(s) switches to
the ‘accurate’ status, and shorter if this switch is opposite.

3.3 Client Utility

In our model, each task is near-continuous [7,8], and hence each task i has peri-
ods of interruption τ int

i,l ∈ R and execution τexe
i,l ∈ R, and the pairs of consecutive

interruption and execution periods
(
τ int
i , τexe

i

)
l

have a counter l ∈ N within a
total duration of task execution τ tot ∈ R. Each τ int

i,l starts at tend
i,l−1 and ends at

tstr
i,l , while each τexe

i,l starts at tstr
i,l and ends at tend

i,l . τ tot starts at tstr
tot , when a

client has submitted initial resource requests for all its tasks, and ends at tend
tot for

all tasks. The start and end times for τ tot are the same for all tasks as they are
expected to be run simultaneously. If one task is interrupted, this starts affecting
negatively the lower layer tasks from the same sub-tree and all upper layer tasks
from the same branch at once. We also consider a cumulative duration of inter-
ruption τ cum

i,l =
∑l

k=1 τ int
i,k for each task i which reflects on the overall success

of task execution.
In addition to single and cumulative interruptions [7,8], our model of inter-

dependent tasks also considers inaccurate processing of data as a factor which
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negatively affects client utility. That is, the longer the task is running with
inaccurate input data (not running), the more substantial becomes a nega-
tive impact on client utility. The impact of any negative factor (interruption or
inaccurate data processing) is designed as the corresponding damping function
SI

(
τ int
i,l

)
for a single interruption, CI

(
τ cum
i,l

)
for a cumulative interruption and

IP
(
τ̂del
i (tdl, t)

)
for a duration of inaccurate data processing τ̂del

i (tdl, t), starting
at tdl. The duration τ̂del

i (tdl, t) denotes a part of delay time τdel
i (tdl, t) which

has passed till time t. Each damping function produces values from the interval
]0, 1], where 1 denotes no impact. These functions comply with our assump-
tion that the client’s estimation of the parameter becomes gradually rather than
immediately unrealistic after the task’s failure, which also echoes the notion of
short interruption. Only execution periods contribute positively to client utility,
and the amount of such contribution is affected negatively by these damping
functions:

SI
(
τ int
i,l

)
=

1

e

(
τ int
i,l −τmax

int[i](td)
)

/εint[i](td) + 1
,

CI
(
τ cum
i,l

)
=

1

e

(
τcum
i,l −τmax

cum[i](td)
)

/εcum[i](td) + 1
,

IP
(
τ̂del
i (tdl, t)

)
=

1

e

(
τ̂del
i (tdl,t)−τmax

del[i](tdl,t)
)

/εdel[i](tdl,t) + 1
,

(1)

where τmax
int[i] (td), τmax

cum[i] (td) and τmax
del[i] (tdl, t) are inflection points, which denote

the durations of time after which client utility is noticeably affected by the
corresponding factor, and εint[i] (td), εcum[i] (td) and εdel[i] (tdl, t) determine the
speed of decrease of the corresponding damping functions around the inflection
points. As SI

(
τ int
i,l

)
and CI

(
τ cum
i,l

)
show the impact of interruptions on client

utility, their inflection points can be calculated in proportion to the damping
time τdam

i (td). In this work, τmax
int[i] (td) = τdam

i (td) as the damping time shows
how fast task’s interruption substantially affects client utility in terms of the
unobserved changes in the estimated parameter. Considering IP

(
τ̂del
i (tdl, t)

)

shows the impact of inaccurate data processing on client utility, its inflection
point is equal to the delay time τdel

i (tdl, t). The values of εint[i] (td), εcum[i] (td)
and εdel[i] (tdl, t) are calculated in proportion to their respective inflection points.

In our work, the effectiveness function E (t) [7,8] demonstrates the success of
task execution over time t. This function changes only during execution periods,
and it can be reduced, multiplying by the values of damping functions. First, an
estimate Es

(
t, E

(
tend
i,l−1

))
is linearly increasing during an execution period:

Es
(
t, E

(
tend
i,l−1

))
=

(
1 − E

(
tend
i,l−1

))
t + E

(
tend
i,l−1

)
tend
tot − tstr

i,l

tend
tot − tstr

i,l

. (2)

This estimate Es (·) starts increasing from the value of effectiveness function
E

(
tend
i,l−1

)
at the end of previous execution period τexe

i,l−1 towards the desirable
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end of execution at time tend
tot when the value of effectiveness function is equal to

1. The full effectiveness function is presented below:

E (t) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Es
(
t, E

(
tend
i,l−1

))
SI

(
τ int
i,l

)
CI

(
τ cum
i,l

)
IP

(
τ̂del
i (tdl, t)

)
,

if τexe
i,l �= 0 and τdel

i (tdl, t) �= 0,

Es
(
t, E

(
tend
i,l−1

))
SI

(
τ int
i,l

)
CI

(
τ cum
i,l

)
,

if τexe
i,l �= 0 and τdel

i (tdl, t) = 0,

E
(
tend
i,l−1

)
, if τexe

i,l = 0.

(3)

Note that the values of SI
(
τ int
i,l

)
and CI

(
τ cum
i,l

)
are constants within an exe-

cution period τexe
i,l (i.e. τexe

i,l �= 0), while the values of IP
(
τ̂del
i (tdl, t)

)
decrease

within this period. IP
(
τ̂del
i (tdl, t)

)
affects the effectiveness of task execution

only when task i is using inaccurate input data (i.e. τdel
i (tdl, t) �= 0) from its

sender-task(s). The utility Ui for each task i is calculated as the square under
the broken curve of E (t), i.e.

Ui = 1/Smax

Li∑

l=1

∫ tend
i,l

tstri,l

E (t) dt. (4)

Smax = τ tot/2 is the largest possible square under E (t) if task i has no failures
till tend

tot and Li is the number of execution periods within
[
tstr
tot , t

end
tot

]
.

The total client utility Utotal is calculated as a sum of all Ui with the respec-
tive coefficients �i which denote the task’s level of relevance for the client.

Utotal =
N∑

i=1

�i × Ui, (5)

where N denotes the total number of client tasks. The sum of �i over all client
tasks is equal to 1.0, where the total sum of all �i from the same tree layer is
equal for each layer. In this way, the upper layer tasks have a more substantial
impact on the client’s utility, according to our model.

4 Re-allocation Strategy

In this paper, a novel re-allocation strategy SimTask for a client is proposed
which allows a client to exchange the allocated resources among its own tasks
by negotiating such exchange with the GRA. The tasks which lost resources
can resume their execution instead of other tasks, and the tasks which have
donated their resources to other tasks are called donor-tasks. Note that a client
is only allowed to ask the GRA to re-allocate resources among its own tasks,
but it cannot ask the GRA to re-allocate resources from another client’s tasks.
The aim of this internal resource re-allocation is to avoid too long interruptions
which might lead to substantial utility loss. As long as the length of time is only
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considered as a resource allocated by the GRA, then a task cannot share this
resource with the other task, but it can donate this resource to the other task.
Note that the scalability of this approach can potentially be increased if tasks
are clustered into relatively data-independent groups with their respective trees
and client agents, which is the focus of our future research.

A problem following from resource re-allocation is not only which task to
stop in order to launch the interrupted one with a smaller loss in the client
utility, but also to which extent the GRA is willing to make an exchange of the
allocated resources between client tasks. Hence, the GRA is assumed to allow
such re-allocations, but only with a penalty due to its own resource cost, i.e. a
task might be allocated a much shorter donor’s remainder of execution period.

4.1 Condition to Use the Strategy

A client decides whether an interrupted task has not been running for too long
and, therefore, it needs to be donated resource from another client’s task. The
resource re-allocation from one task to another one might not be beneficial for a
client, because another task has to be interrupted instead of the current one and
the re-allocated remainder of execution period can be shortened by the GRA.
However, if any task is interrupted for so long that its damping time τdam

i (td) is
passed, then the client’s utility will be substantially decreased. Hence, we argue
that the interrupted task has to receive resources before its damping time is
exceeded. Then, the condition for resource re-allocation is:

τ̂ int
i,l (t) > kdam

i ∗ τdam
i (td) , (6)

where τ̂ int
i,l (t) is the current duration of interruption and kdam

i ∈ [0, 1] determines
a portion of τdam

i (td) which becomes critical for a client’s task. That is, if the
duration of interruption becomes longer than a specified part of the damping
time, a client starts negotiation with the GRA in respect of resource re-allocation
from a chosen donor-task to this task i.

4.2 Criteria to Choose a Donor-Task

When a client decides that the interrupted task should be donated a resource
from another task, then it has to choose a donor-task whose remainder (or a part
of it due to the GRA’s penalty) of the execution period might be re-allocated to
this interrupted task. Here, a client aims to choose a donor-task which will have
the least impact on the client’s utility, if it loses its resources. We distinguish two
criteria to choose the best donor-task, where the first one shows the duration of
time which can be allocated for the interrupted task and the second one considers
the dependencies between a donor candidate and other tasks.

The Execution Period’s Remainder. Generally, a client prefers to allocate a
longer execution period for the interrupted task, and this execution period should
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preferably end at the maximum of resource availability [7,8]. In the context of
this paper, it is only important to note that our previously developed negotiation
strategy, ConTask, was intended for a client to start the next interruption period
in the proximity of a peak of resource availability. Hence, it is desirable for the
donor’s remainder of execution period to have at least one maximum of resource
availability. A client also considers that the re-allocated remainder τ rem

j,l (t) can
substantially be shortened by the GRA.

Hence, a client is designed to find donor-task j with a remainder τ rem
j,l (t) of

execution period which is closer to an arithmetical average τ rem
av (t) between the

minimum acceptable τ rem
min (t) and the maximum available τ rem

max (t) remainders
among all client tasks which possess resources at time t. The maximum available
remainder τ rem

max (t) is the longest remainder available among the client tasks.
The minimum acceptable donor-task’s remainder τ rem

min (t) of execution period
should ideally end around the next maximum of resource availability from the
current point in time. However, if all available remainders have no peaks of
resource availability, the minimum acceptable remainder τ rem

min (t) is calculated
as τ rem

min (t) = krem × τ rem
max (t), where krem ∈ [0, 1] is a chosen coefficient.

Assume Remj,l (t) is the first criterion for a client to choose the best donor-
task. This criterion is a function which formally reflects the client’s preference in
respect of the duration of the execution period’s remainder as discussed above
and its values are from 0 to 1, i.e. from the worst to the best donor-task. If the
execution remainder is shorter than the minimum acceptable one, this function
will return a negative number, which is then algorithmically substituted by 0.
Although those tasks are not excluded as possible donors, they are unlikely to
be chosen. This function is presented below for the donor candidate j at time t.

Remj,l (t) =

(
τ rem
j,l (t) − τ rem

min (t)
)

×
(
τ rem
max (t) − τ rem

j,l (t)
)

(τ rem
av (t) − τ rem

min (t)) × (τ rem
max (t) − τ rem

av (t))
. (7)

The Donor-Task’s Dependencies. A client aims to minimise the negative
impact on its utility when a donor task loses its resource. Assume that a client has
a list of donor candidates and each of them has some remaining execution time.
However, the data from these candidates have different levels of importance in
respect of their corresponding recipient-task(s). If the recipient-task of the donor
candidate is running, then a client has to estimate when this task will be stopped
due to inaccurate input data, considering the corresponding donor candidate is
interrupted. If the data from this donor candidate is of less importance for its
corresponding recipient-task, then the delay time for this recipient-task will be
longer. The longer delay time means the longer task is able to run with inaccurate
data, contributing into the client utility. In the case when the recipient-task i of
the donor candidate has already been ‘stopped’ or ‘interrupted’, the desirable
donor candidate j for a client should still be of less importance to this recipient-
task as defined by the weight αj,i.

Consequently, a client prefers more as a donor that task j at time t which has
the smallest level of importance for its recipient-task. This condition means that
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the most preferable donor candidate should ideally have the longest remaining
delay time τ̌del

i (tdl, t) = τdel
i (tdl, t)−τ̂del

i (tdl, t) for its recipient-task i in the case
it is chosen as a donor if its recipient-task is running, or the smallest level of
importance αj,i if its recipient-task is not running among all donor candidates.
Hence, a variable Coni

j (tdl, t) is determined at time t for each donor candidate
j, which value varies from the least 0 to most 1 preferable donor candidate (this
applies to other variables below).

Coni
j (tdl, t) =

⎧
⎪⎪⎨

⎪⎪⎩

τ̌del
i (tdl, t) − τ̌del

min (t)
τ̌del
max (t) − τ̌del

min (t)
, when task i is running,

αmax − αj,i

αmax − αmin
, when task i is not running.

(8)

where τ̌del
max (t) and τ̌del

min (t) would be the longest and shortest remaining delay
times at time t among all running recipient-tasks of donor candidates as if those
candidates were chosen as donors, while αmax and αmin are the largest and
smallest levels of importance among all client tasks (not only donor candidates).

The donor candidates from the lower layers of a tree are considered to be
more preferable for a client as compared to the donor candidates from the upper
layers, because interruption of an upper layer task will decrease the client utility
more significantly than interruption of a lower layer task. The root task indicates
the highest layer Nlay − 1, while the lowest layer of a tree is identified as a zero
layer. Hence, a variable

Layj = 1 − (Layerj/(Nlay − 1)), Layj ∈ [0, 1] . (9)

is defined, which value varies between 0, i.e. the least, and 1, i.e. the most
preferable donor candidate.

A client also considers a status of execution Statusj (t) (see Sect. 3.1) of a
donor candidate j at time t. A client does not consider tasks with the status
‘interrupted’ as possible donor candidates. The ‘stopped’ donor candidates are
considered to be the most preferable for a client in terms of the least nega-
tive impact on the client utility. However, if a donor candidate has the status
‘inaccurate’ or ‘accurate’ and it is interrupted, then this will affect negatively
all other dependent tasks which are running without or smaller error. That is,
the statuses ‘inaccurate’ and ‘accurate’ are regarded as equally non-preferable
statuses. Finally, we introduce a variable Statj (t) for a donor candidate j as:

Statj (t) =

⎧
⎪⎨

⎪⎩

0, if Statusj (t) = ‘interrupted’,
λ, if Statusj (t) = ‘inaccurate’ ∨ ‘accurate’,
1, if Statusj (t) = ‘stopped’,

(10)

where λ ∈]0, 1[. The second criterion for a client to choose the best donor-task
is a function Depi

j (tdl, t), j ∈ Si, j �= i, which determines the client’s decision in
terms of the values from 0 to 1, considering client preferences mentioned above.

Depi
j (tdl, t) = Coni

j (tdl, t) × Layj × Statj (t) . (11)
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A function Doni
j,l (tdl, t), which produces a value from 0 to 1 for each donor

candidate j, combines both client criteria, Remj,l (t) and Depi
j (tdl, t), as:

Doni
j,l (tdl, t) = Wrem × Remj,l (t) + Wdep × Depi

j (tdl, t) , (12)

where the weights Wrem and Wdep ∈ [0, 1] and their sum is equal to 1. In other
words, a client might prioritise the execution period’s remainder of a donor task
over the impact of this task’s interruption on a task tree, and vice verse. A client
chooses a donor candidate j for which Doni

j,l (tdl, t) is the largest at time t.

5 Evaluation

We evaluate the SimTask re-allocation strategy in terms of the client utility, com-
pared to the case when this strategy is not used, in various Grid environments
with different weights in respect of criteria to choose a donor-task. The different
environments are modelled by varying the probability of unexpected task inter-
ruption and an accuracy of the client’s estimation of the resource availability
maximum as this accuracy shows the level of periodic determinism in resource
availability fluctuations. The probability of unexpected task interruption denotes
the reliability of the Grid system in terms of resource failure and/or withdrawal.

The more accurate a client is able to identify the maximum of resource avail-
ability, the more favourable conditions are for negotiation during the tasks’
expected interruptions. The different priorities (see Eq. (12)) over criteria to
choose the best donor-task denote whether the most suitable remaining execu-
tion period τ rem

j,l (t) or the least relevant donor candidate in respect of other
tasks’ execution affects the client decision to the larger extent.

In our evaluation, a client has 40 tasks which are connected hierarchically as a
four-layer tree, where each task has three sender-tasks (if applicable) respectively.
The values of αi,j are generated randomly for each test, where all tasks have to
be run continuously and simultaneously for τexec

dl = 300000 virtual seconds.
The period of change in resource availability is equal to 3000 virtual seconds.
The average client utility is then calculated over 200 runs. Note that kdam

i (see
Eq. (6)) and λ (see Eq. (10)) are set to 0.5 and 0.6 for all tasks.

A possibility for a task to obtain a longer duration of an execution period is
simulated, following a periodicity of resource availability, where these durations
fluctuate periodically over time. The probability of successful negotiation also
increases when resources are more available. We also assume that in the resource
re-allocation negotiation the GRA is less greedy than in the ordinary negotiation,
because it re-allocates resources which are granted to a client. Hence, the re-
allocation negotiation has a high probability of succeeding. The change of an
estimated parameter Pi,Si

(t) can be modelled with any functional dependence
which satisfies the condition stated in Sect. 3.2. For transparency, it is modelled
as a periodic function over time, considering that this parameter should not
change abruptly (e.g. temperature).
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5.1 Grid Environments

In this section, we evaluate the change in the client’s utility for the different
probabilities of unexpected task interruption and levels of accuracy with which
a client estimates the maximum of resource availability. These different settings
simulate more or less favourable Grid environments for negotiation. The prob-
abilities of unexpected task interruption are considered in the interval between
1.E−02 and 1.E−06. The probabilities larger than 1.E−02 are considered to
be non-realistic, because all tasks would be interrupted almost every virtual
second. Figure 1 supports this assumption as it shows that the client utility
changes insignificantly above the probability 5.E−04 and it generally tends to
zero towards the larger probabilities. This occurs due to the fewer number of
unexpected task interruptions which is approximately the same for such small
probabilities and any possible difference averages over multiple runs.
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Fig. 1. The changes in the client utility in the different Grid environments

The different level of accuracy with which a client is able to estimate the
maximum of resource availability mean that a task might stop running farther
from the maximum of resource availability due to the client’s inability to estimate
this maximum accurately. Then, it will be more challenging for a client to obtain
an acceptable execution period through an ordinary negotiation with the GRA.
In this case, a client is more likely to use the SimTask re-allocation strategy in
order to run the interrupted tasks. We consider four different levels of accuracy in
the estimation of the maximum resource availability by a client, where a precise
estimation is indicated as ‘Exact’, while an inaccurate estimation with a small
deviation is indicated as ‘Small’, with a large deviation as ‘Large’, and with a
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very large deviation as ‘Very Large’ in Fig. 1. Here, a small deviation (positive or
negative) from the maximum resource availability is considered to be up to 1%
of the duration of a period (one virtual day) of resource availability fluctuation.
Large and very large deviations denote up to 2% and 4% of the duration of this
period respectively. Finally, we compare the cases when a client uses the SimTask
re-allocation strategy (i.e. ‘ReAll’) and when it does not use this strategy (i.e.
‘NoReAll’). In the cases ‘ReAll’, the weights which are used to choose the best
donor-task are Wrem = 0.3 and Wdep = 0.7 (see Eq. (12)), and these weights is
the most successful combination among all considered combinations as discussed
in the following section.

Figure 1 shows the average client utilities for the different probabilities of
unexpected task interruption in a logarithmic scale. Note that the SimTask re-
allocation strategy improves the client utility in almost all presented cases, except
for the two smallest probabilities when the maximum resource availability can
be estimated precisely. An effectiveness of the re-allocation strategy decreases
when the number of unexpected interruptions drastically drops and negotiation
conditions are favourable in terms of resource availability. However, in the cases
of small, large or very large estimation deviations, the SimTask re-allocation
strategy shows a noticeable improvement (especially, for the larger deviations)
in the client’s utility over the cases when this strategy is not used.

5.2 Client Priorities

We evaluate how the priorities for the two criteria which are used to choose the
best donor-task, might affect the client’s utility for the different probabilities of
unexpected task interruption. Here, we consider the different values of Wrem and
Wdep for the SimTask re-allocation strategy ‘ReAll’, which is compared to the
cases when this strategy is not used, i.e. ‘NoReAll’ and ‘NoReAll NoMax’. The
case ‘NoReAll NoMax’ also considers that a client cannot estimate the maximum
resource availability, while all other cases assume that a client can estimate it
with high precision. Figure 2 shows the average client utilities for the different
weights over various Grid environments, where Wrem and Wdep are indicated on
the labels ‘ReAll’ e.g., ‘ReAll 0.0 1.0’ denotes Wrem = 0.0 and Wdep = 1.0.

Generally, the utilities for the case Wrem = 0.3 and Wdep = 0.7 are larger
than for all other combinations of the weight coefficients. Note that a strict
prioritisation of one of the criteria, i.e. ‘ReAll 1.0 0.0’ or ‘ReAll 0.0 1.0’, gen-
erally show the smallest utilities among all weights’ combinations. However,
‘ReAll 0.0 1.0’ demonstrates the larger utilities for the smaller probabilities
(below 5.E−04). Hence, it is more beneficial for a client to prioritise the cri-
terion Depi

j (tdl, t) a bit more over the criterion Remj,l (t), i.e. ‘ReAll 0.3 0.7’.
Note that the difference in utilities is not large for the cases where the weights
are more balanced such as ‘ReAll 0.3 0.7’, ‘ReAll 0.7 0.3’ and ‘ReAll 0.5 0.5’,
while ‘ReAll 0.3 0.7’ usually shows the better utilities. However, the best choice
of those weights might depend on a use case. Finally, the SimTask re-allocation
strategy with any weights’ combination outperforms almost all cases ‘NoReAll ’.
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Fig. 2. The changes in the client utility with the different preferences criteria

6 Conclusions and Future Work

This paper presents a formal model for inter-dependent continuous tasks, where
some tasks depend on data from other tasks. This model takes into account
not only a direct data dependence between a sender and recipient-tasks, but
also a reverse dependence when a sender-task is stopped due to the interruption
(stopping) of its recipient-task. If a recipient-task does not receive data from
some (all) of its corresponding sender-tasks for some time, it stops due to a
substantial increase in its parameter estimation’s error. If one task is interrupted,
it affects its whole sub-tree and all corresponding recipients up to the root.

Here, a new re-allocation strategy, SimTask, has been introduced which
allows a client agent to re-allocate resources among its own tasks through nego-
tiation with the GRA, if ordinary resource negotiation becomes too long as
resources are contested by other clients. This strategy includes a decision mecha-
nism with two criteria to choose a donor-task if necessary. These criteria consider
the execution period’s remainder of each candidate and its importance for other
tasks in a tree. As evaluated, SimTask increases the client utility for almost
all probabilities of unexpected task interruption with the different estimation
accuracy of the maximum resource availability.
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Abstract. Electricity plays an increasingly important role in our soci-
ety. Indeed, we are moving toward the era of “everything electric”. The
needs evolving, it is mandatory to rethink the way electricity is produced
and distributed. This then introduces the concept of an autonomous and
intelligent power system called the Smart Grid.

One characteristic of the Smart Grid is its ability to control itself.
To do this, papers in literature suggest that the state of the controlled
network should be estimated.

This paper proposes an agent-based architecture to enable the transi-
tion to the Smart Grid, a design and an implementation of agent behav-
iors aiming at solving the State Estimation problem. Based on the Adap-
tive Multi-Agent System theory, the developed system allows from local
interactions between agents to estimate in a reasonable time and com-
putational complexity the state of a distribution system.

1 Introduction

Nowadays, electrical networks in the world are made of a set of nodes connected
with unidirectional links. This approach is used to facilitate the transport of
electricity. The electricity is generated at one point by the producer, and is
provided to consumers through the lines. Thus, the only control point is located
at the source and if a fault occurs on a network, it is easier to locate and to
isolate it. Although it has been used for decades, this approach is expected to
evolve with the concept of Smart Grid [1,3,6,20].

From the papers [3,6,20], the concept of Smart Grid can be defined as fol-
low: the Smart Grid is an autonomous electrical network able to adapt itself to
client’s needs in a secured, ecological and economical way. It enables bidirectional
exchanges of electricity and information through lines.

Roche [18] presents some motivations to move from classical electrical net-
works toward the Smart Grid: the increase of energy demand, the global warm-
ing, the increase of distributed and renewable generation and the depletion of
resources currently used for energy generation.

The demand in energy is growing fast. The worldwide energy demand is
expected to rise by over 150% from 2010 to 2050 under the Energy Technology
Perspectives 2010 (ETP 2010) Baseline Scenario and over 115% between 2007
c© Springer International Publishing AG 2017
N. Criado Pacheco et al. (Eds.): EUMAS 2016/AT 2016, LNAI 10207, pp. 202–216, 2017.
DOI: 10.1007/978-3-319-59294-7 17
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and 2050 under the Blue Map Scenario [10]. Moreover, since the 1960’s, the
temperatures of air and water are more and more away from normal conditions.
This is called the global warming. Given this situation, some governments have
decided to promote new technologies and the usage of renewable energy. Besides
the global warming, we are going to run out of currently used resources. For the
previously mentioned reasons, the number of distributed and renewable genera-
tors is going to increase quickly resulting in as many additional control points
which will obviously result in the increase of complexity to ensure voltage range
and more generally a good quality of service. It is therefore necessary to find a
solution to control this new network type.

One solution to control an electrical network is to firstly determine its state.
This is referred to as System State Estimation. Indeed, knowing the state of
an electrical network allows for example to detect faults in a network and also
to prevent or to remove them. Although efficient methods are known to solve
the State Estimation problem on transmission networks (such as in the paper
of Monticelli [15]), the Distribution System State Estimation is not trivial. This
is mainly due to the radial structure of such systems and the low amount of
sensors.

To handle the previously expressed problems, works have been realized in
order to reduce the computation complexity. In works such as [5,8,14,23,24],
problems are distributed between multiple agents and then aggregated to a
“Control Agent” (or an “Aggregator Agent”) able to interact with these smaller
entities. We notably can find, in the paper of Ghazvini et al. [9], a division of an
electrical network into multiple zones considered to be enough small to minimize
the complexity of computations made on it while maintaining their efficiencies.
This method reduces the complexity however the cutting into zones is not trivial
and the synchronization of these estimations brings other problems.

This paper presents an innovative approach based on Multi-Agent System
to allow the transition to the Smart Grid and notably the State Estimation by
exploiting the Newton-Raphson numerical method (see [17]) locally to each bus.

In the first part of this paper, the State Estimation problem and its potential
role in the Smart Grid is detailed. Secondly, the Adaptive Multi-Agent System
approach is described as an alternative to traditional methods. And finally, the
design and evaluation of the developed system is presented.

2 Problem Description

An electrical system is composed of various entities. Buses are nodes of the
network to which can be connected lines, producers, consumers, . . . These buses
can be equipped with voltage magnitude sensors or power sensors. All these
sensors give informations (voltage magnitude, injected power, . . . ) about the
state of a network. However, networks can’t be fully equipped because this is
too much expensive and sensors are not 100% accurate. So the problem is to
estimate the voltage of each bus in the network without having sensors at each
bus. Moreover, the amount of power consumed at consumer sites is generally not
known which increases the difficulty of the problem.
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The State Estimation problem can be defined as follow: finding the most
likely state of the system based on quantities that are measured and the model
of this system and filtering the errors of the sensors thanks to their redundancy.
Solving the State Estimation problem is the process of estimating the voltage
of each bus of a network. To do so, the topology of the network as well as the
values returned by sensors and an estimation of power injection at load buses
are known.

It exists three types of measurements. Real measurements are the one
provided by physical sensors, Pseudo-Measurements are rough estimations
of the power injected at consumer sites and Virtual Measurements are the
power injected at zero-injection buses (buses to which no generator nor load are
connected).

Let z be the set of measurements (real measurements, pseudo-measurements
and virtual measurements) at a given time t. These measurements can be
expressed as the sum of the real observed value and an error due to the impre-
cision of sensors:

z = h(x) + e (1)

With:

– x: the state vector of the network,
– h: the model of the network,
– e: the error vector of measurements.

In a State Estimation problem, the function h is known as well as the set of
measurements z.

For this multi-agent study, we consider consumers and producers connected
to the bus as an abstract and unique entity which is an integral part of the bus.
Consequently, the reader must have in mind that the sum of productions and
consumptions on a bus is referred to as “bus injection”.

The State Estimation problem can be solved by using the statistic method of
maximum likelihood estimation. By assuming the interdependence of measure-
ments and their Gaussian distribution, determining the state of a network can
be expressed as solving an optimization problem where the objective function is
formulated as a sum of Weighted Least Squares in which the weighted squares
are the differences between the model values and the measures weighted by the
precision of the corresponding measurement type.

The corresponding objective function to minimize is:

∑

s∈Sensors

(
zs − hs(x)

σs

)2

(2)

With zs the measure, hs(x) the value calculated with the model and σs the
variance of the distribution of the sensor s.

A lot of works have been done on transmission system state estimation.
However, classic optimization approaches applied to distribution systems have a
high computational complexity [11]. Also, few studies have been made to propose
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a multi-agent approach to solve the state estimation problem by applying a
decomposition of the problem in smaller problems easier to solve, followed by an
aggregation of these solutions [13,16,22].

The most part of these studies have formulated the problem as a Weighted
Least Square Minimization problem and solved it globally with global numeric
methods. It consists in minimizing the weighted square of errors between the
model and measured values.

Examples of the application of such method to distribution networks can be
found in the literature [4,12,19]. The main drawback of this kind of approach
is that it requires to work with the whole set of equations with large matrices
resulting in a resolution with a non-negligible complexity. In addition to state
estimation, some works have been done to improve the estimation made for
pseudo-measurements.

Most of these approaches are based on the Newton-Raphson numerical
method [17]. The Newton-Raphson method is a mathematical method to find an
approximation of the roots of a function. The resolution is iterative and requires
that the starting point is close to the solution.

In this study, we propose to evaluate the relevance of using an Adaptive
Multi-Agent System based on a local application of the Newton-Raphson method
for solving the State Estimation problem in distribution networks.

3 Adaptive Multi-agent Systems

To solve this problem, the Adaptive Multi-Agent Systems approach seems to
be particularly suitable and provides, thanks to its design process, an openness
allowing to add future features which is a mandatory for a system aiming at
controlling the Smart Grid. Moreover, the dynamic and distributed aspects of
these new networks confirm the relevance of such an approach.

An Adaptive Multi-Agent System is a Multi-Agent System in which the
emergence process is used to provide a global answer adapted to the problem
from local cooperative interactions between agents [21].

3.1 Cooperation

The cooperation in an Adaptive Multi-Agent System is the process of mutual
support between agents of this system. It is a question of finding the right equi-
librium between acting to reach its own goal and helping other agents to reach
their own without having a global knowledge of the system. In order to identify
the agent which is struggling the most, agents have the ability to assess their
criticalities.

3.2 Criticality

The criticality of an agent represents the state of dissatisfaction of it regarding
its local goal [7]. The criticality of an agent is a value assessing the difficulty
an agent has to reach its goal at a given situation. This value evolves and is
expected to be minimal for all agents when the problem is solved.
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4 An Adaptive Multi-agent System for the Distribution
of Intelligence in Power Systems

In this section, we present the developed multi-agent system aiming at solving
the State Estimation problem. This system was designed in accordance with
the Adaptive Multi-Agent System theory and following the ADELFE (Atelier
de Développement de Logiciels à Fonctionnalité Émergente) methodology (see
[2]). The developed system aims at estimating the state of an electrical system.
To achieve this, agents act locally to estimate the state of the bus they are
associated to. The State Estimation problem also consists in benefiting of sensors
redundancy to filter errors. The agents also have to cooperate to distribute the
errors among the voltage sensors. From the collective resolution, it emerges the
State Estimation of the global system.

This part presents the agentification of the entities composing an electrical
network, the interactions between these entities and the cooperative behaviors
of these agents.

4.1 Cooperative Agents

In order to allow a certain flexibility in the future evolutions of the developed
system, we have made the decision to agentify the buses as well as voltage sensors
as they are major actors in the State Estimation and are expected to evolve
during the solving process. Agents are autonomous in their decision-making and
act locally. Moreover, this fine granularity allows to reduce the impact a change
can have in the controlling system.

In our system, we have defined two types of agents: Bus Agents and Voltage
Magnitude Sensor Agents. For each bus, it’s possible to have two associated
agents: a Bus Agent and a Voltage Magnitude Sensor Agent. However, a Voltage
Magnitude Sensor Agent is present on the bus only if a voltage magnitude sensor
is attached to that bus.

– The goal of a bus agent is to determine a consistent voltage magnitude and
phase angle (according to the network) of the bus it is associated to.

– The goal of a Voltage Magnitude Sensor Agent is to determine the voltage
magnitude at the bus it is associated to thanks to the values returned by the
voltage sensor and the bus agent associated to the bus.

The Fig. 1 represents an example of a piece of power system as well as all the
used types of agent and their interactions.

4.2 Interactions Between the Entities

To give the ability to the agents to cooperate and reach their goal, they need to
be able to interact with other agents.
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Fig. 1. Multi-agent system coupled with a piece of power system

The different interaction types are the following:

Interactions Between the Bus Agents. The goal of Bus Agents is to deter-
mine the voltage magnitude and phase angle at the bus they are associated to.
To do that, they need to be aware of, at each step for each agent in its neighbor-
hood, the current estimation of voltage (magnitude and phase angle). The only
interaction between the Bus Agents is about the current value of their respective
voltage estimations.

Interactions Between the Voltage Magnitude Sensor Agents and the
Bus Agents. The Bus Agents need to know the value estimated by the Voltage
Magnitude Sensor Agent associated to the bus if any. Moreover, the Voltage
Magnitude Sensor Agents need to know the difference between their estimated
voltage magnitude and the one estimated by the Bus Agent associated to the
same bus.

Interactions Between the Voltage Magnitude Sensor Agents. The Volt-
age Magnitude Sensor Agents try to distribute the sensors errors among them.
Therefore, they need to communicate in order to cooperate.

4.3 Cooperative Behavior of Bus Agents

The behavior of a Bus Agent depends on the presence of a Voltage Magnitude
Sensor Agent on the bus.

– In the presence of a Voltage Magnitude Sensor Agent, the bus agent can get
the current estimated voltage magnitude of the Voltage Magnitude Sensor
Agent and uses it as its voltage magnitude estimation. Then, the bus agent
applies the Newton-Raphson method to estimate the phase angle value.
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Fig. 2. Behavior of a Bus Agent for the State Estimation problem solving

– In the absence of a Voltage Magnitude Sensor Agent, the bus agent applies
the Newton-Raphson method to estimate both the voltage magnitude and
the phase angle.

The Fig. 2 presents the behavior of a Bus Agent. This algorithm is mainly
based on the function NewtonRaphson.Compute. This function takes in parame-
ters the current estimated voltage (magnitude and phase) of the agent as well
as the current estimated voltage of its neighbors. From this information, the
function computes an iteration of the Newton-Raphson method and returns a
new voltage value.

In the decision phase, the bus agent calculates the voltage (complex number)
with the Newton-Raphson method. In the case in which it is not associated to a
Voltage Magnitude Sensor Agent, the bus agent uses the voltage value obtained
with the Newton-Raphson method. In the other case, the bus agent uses the
voltage magnitude estimated by the associated Voltage Magnitude Sensor Agent
and the voltage phase angle calculated with the Newton-Raphson method.

4.4 Cooperative Behavior of Voltage Magnitude Sensor Agents

Roughly, Bus Agents are expected to find the voltage which locally satisfies
the Kirchhoff’s Current Law (the sum of currents flowing into a bus must be
equal to the sum of currents flowing out of that bus). Voltage Magnitude Sensor
Agents are here to correct the value provided by voltage magnitude sensor by
cooperating with others Voltage Magnitude Sensor Agents to help Bus Agents to
reach their goal (which is satisfying the Kirchhoff’s Current Law on their bus).

The goal of a Voltage Magnitude Sensor Agent is to determine the real volt-
age magnitude thanks to the value given by the voltage sensor it is associated to
and the voltage magnitude estimation made by the bus agent associated to its
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bus. To do it, a Voltage Magnitude Sensor Agent knows at least one other Volt-
age Magnitude Sensor Agent. It allows each Voltage Magnitude Sensor Agent to
cooperate with the others. Moreover, contrarily to Bus Agents, Voltage Magni-
tude Sensor Agents can exchange messages.

Supposing the errors of voltage sensors are equitably distributed, each Volt-
age Magnitude Sensor Agent negotiates with its neighbors to determine its cor-
rect value.

In order to understand the cooperative behavior of a Voltage Magnitude
Sensor Agent, it is necessary to define some terms that will be used in the
following parts:

– The Estimated Voltage Magnitude Value is the supposed value of the
voltage magnitude at the associated bus by the Voltage Magnitude Sensor
Agent.

– The Offset of a Voltage Magnitude Sensor Agent is the signed differ-
ence between its Estimated Voltage Magnitude Value and the value returned
by the voltage magnitude sensor.

In order to minimize the objective function (see the formula (2)), Voltage
Magnitude Sensor Agents start with the voltage magnitude given by the physical
sensor. This obviously corresponds to the smallest squared value. It then changes
its value to match with the constraints imposed by the Kirchhoff’s Current Law.
If a Voltage Magnitude Sensor Agent has to increment its estimated value to solve
a constraint, it must be sure that another agent will decrease its own by the same
factor and vice-versa. Thus, it allows agents to change their estimated value as
long as it doesn’t increase the Weighted Squares sum without calculating it. As
the agents are cooperative, they will try to help each other by compensating the
offset a Voltage Magnitude Sensor Agent needs to do as long as this latter is
more critical.

The Fig. 3 details the three phases of a cycle of a Voltage Magnitude Sensor
Agent.

Criticality of a Voltage Magnitude Sensor Agent. The criticality of a
Voltage Magnitude Sensor Agent is the difference between its Estimated Voltage
Magnitude Value and the voltage magnitude calculated by the associated bus
agent with the Newton-Raphson method. In other words, a Voltage Magnitude
Sensor Agent is satisfied when the value it has found is equal to the one found
by the associated bus agent.

|estimatedV oltageMagnitude(self)−estimatedV oltageMagnitude(busAgent)|
(3)

Perception. The perception phase consists in acquiring all the informations
the agent needs to take a cooperative decision. During the perception phase, a
Voltage Magnitude Sensor Agent perceives:

– the criticality of each of its neighbors,
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Fig. 3. Behavior of a voltage magnitude sensor agent for the State Estimation problem
solving

– the messages previously sent by its neighbors,
– the last voltage magnitude sensed by the voltage sensor it is associated to,
– the voltage magnitude calculated by the bus agent of the bus it belongs to.
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Decision. The first part (1) of the decision process is to compare the value
estimated by the bus agent with the Newton-Raphson method and compare it
to the value currently estimated by the Voltage Magnitude Sensor Agent. This
gives the required offset. Then, the agent has to consider messages received
from its neighbors (2). As mentioned previously, only Voltage Magnitude Sen-
sor Agents can exchange messages. It exists three kinds of message: an off-
set request (REQUEST), a proposal (PROPOSAL) and an offset confirmation
(CONFIRM).

Offset Request. This type of message is intended to ask a neighbor to modify
its Estimated Voltage Magnitude Value in order to compensate the modification
the sender wants to do on its own Estimated Voltage Magnitude Value.

Proposal. Once an agent receives an offset request, it can answer with a Pro-
posal message to propose a modification of its own offset.

Offset Request Confirmation. The agent which has sent the first message
(Offset Request) may have received a proposal. If it still fits its needs, the agent
can confirm this operation.

In the case in which an agent receives an Offset Request, it has to decide if
it must help the sender. To do that, it observes the criticality of the sender. If
this latter is greater than its own, it answers with a proposal to inform it that
it can compensate the requested offset.

In the case in which an agent receives a proposal, it has to confirm the offset
it wants to be compensated.

Finally, in the case in which an agent receives an Offset Confirmation, it has
to fulfill its engagement because it is cooperative and change its value.

The following table summarizes these rules:

Condition Action

Received an offset
request and the emitter
is more critical

Send a proposal

Received a proposal Send a confirmation for absorbing the offset

Received a confirmation Absorb the offset

This cooperative behavior is intended to guarantee that if an agent moves its
estimated voltage magnitude from the one of its sensor, another agent will do
the same in the other direction. This behavior allows to distribute the voltage
magnitude sensors errors among the sensors.

Action. In the case where its Estimated Voltage Magnitude Value is different
than the voltage magnitude calculated by the bus agent, it means that the Volt-
age Magnitude Sensor Agent is not yet satisfied. Therefore, the agent has to
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broadcast an Offset Request to its neighborhood. Finally, the agent updates its
criticality value with the formula 3.

This cooperative behavior is aimed at distributing the sensors errors among
these latter. The following part presents the results of evaluations made on this
system.

5 Evaluation

Multiple evaluations have been made with the proposed system. In each case, at
least 1,000 resolutions have been made. This part presents the results of these
evaluations: Performance over the amount of voltage sensors, filtering quality,
computation time and self-adaptation.

In order to determine the quality of a solution to the State Estimation prob-
lem, it is, first and foremost, necessary to define a criteria of quality. A solution to
the State Estimation problem is considered as acceptable if the maximal relative
voltage magnitude estimation error is lower than 1%.

The relative voltage magnitude estimation error of a bus is expressed as a
percent of error and is calculated with the following formula:

Real Value − Estimated Value
Real Value

· 100 (4)

5.1 Performance over the Amount of Voltage Sensors

The Fig. 4 presents performance results on the application of the developed sys-
tem to solve the State Estimation problem on a 111-bus distribution system. On
this network, we have defined 6 configurations of voltage sensors. The first con-
figuration contains only one voltage sensor. The second one contains two voltage
sensors and so on.

Fig. 4. Performance evaluation on a 111-bus distribution system
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For each configuration, 1,000 resolutions have been made. For each of these
resolutions, a random noise has been added to the voltage magnitude sensors
values to simulate the imprecision of sensors.

On these 1,000 resolutions, we have measured the maximal voltage magnitude
estimation errors. Finally, for each configuration, we have calculated the minimal,
maximal and average of these maximal values.

We can observe on the Fig. 4 that with only two sensors, the system is able to
estimate the state of the network with a maximal relative voltage magnitude esti-
mation error lower than 1%. Moreover, this highlights the fact that redundancy
of sensors improves the accuracy of the State Estimation. The errors of sensors
being 1%, the results show that the system is able to improve the accuracy of
the estimation thanks to the redundancy of sensors.

5.2 Filtering Quality

For a given voltage magnitude sensor and its associated bus, we have observed
over 10,000 resolutions the values returned by the voltage sensor and the values
found by the system. This allows to determine whether or not the system is
able to provide better voltage magnitude estimation than the one provided by
sensors. The Fig. 5 presents the distribution of obtained value. It can be observed
that the Gaussian of the estimation is twice thinner than the one of the sensor.
The parameters of the Gaussian are presented in the Table 1. This results show
that the voltage magnitude estimations of the system are twice less wrong than
the values returned by the sensors.

σ is the standard deviation of the voltage sensor present at this bus. τ is the
standard deviation of the results obtained thanks to the system.

Fig. 5. Gaussian distribution of a voltage sensor and the State Estimation for a bus
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Table 1. Standard deviations and mean value of the bus observed

Real value (μ) 1.014676

Estimation standard deviation (τ) 0.0014324118

Estimation mean value 1.014665402

Sensor standard deviation (σ) 0.0033071471

Sensor mean value 1.014882942

5.3 Computation Time

For a given 111-bus network and a given configuration, good performances have
been observed. Generally, the system requires less than one second to provide an
accurate result. However, in some cases, the system needs up to 244 ms to provide
an accurate solution. This may be due to the imprecision of measurements and
special situations in which agents can be.

The following values have been measured:

Minimum Maximum Average

Time (in seconds) 0.104 0.244 0.13191

Number of cycles 303 714 381.591

5.4 Self-adaptation

Finally, an experimentation have been realized to determine the robustness of the
developed system. In this experiment, we are looking forward to determine if the

Fig. 6. Impact of the addition of a perturbation during the resolution process
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system is able to resist to perturbations. We have launched a State Estimation
solving on the 111-bus network. Then, at the cycle 1,000, we have introduced a
supplementary random noise to each voltage sensor values to observe the reaction
of the system. These noises have then been removed at the cycle 2,000.

As expected, the Fig. 6 shows that the system is able to adapt itself to per-
turbations and that it tries to find the most likely solution despite the noise
added to sensors values.

6 Conclusion and Perspectives

In this paper, we have highlighted the fact that moving from current electri-
cal network to the concept of Smart Grid requires a reconsideration of the way
electrical network problem are treated. After a brief introduction, the State Esti-
mation problem is presented as a Weighted Least Square optimization problem.
Then, the Adaptive Multi-Agent System theory is presented. After that, an inno-
vative approach, based on it, is proposed to solve the State Estimation problem.
The cooperative behaviors of the two types of agents of this system allows them
to locally estimate the state of the bus they are associated to and to filter the sen-
sor errors. The results of the evaluations made on the system show the relevance
of using an Adaptive Multi-Agent System for the Smart Grid in terms of per-
formance and self-adaptation. Research will be continued to improve the error
filtering. Also, an interesting perspective could be to evaluate the adaptation
capability over configuration changes. Moreover, in real situations, communica-
tion can be suddenly interrupted. It is therefore necessary to handle this case.
Finally, connecting the multi-agent system to a good quality network simulator
would allow to evaluate the robustness of the system against perturbations (load
evolutions, fault on lines, . . . ).
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Abstract. We present the agent-based model of the real-time spectrum
trading market. Real-time means that the frequency spectrum is allo-
cated to the operators in real-time and thus, the capacities of the oper-
ators are dynamically varying. The agent-based model consists of the
two levels. The first level (the wholesale market) deals with the spec-
trum distribution towards the operators, where the operators compete
for the spectrum resources. The second level (the retail market) presents
the place where the operators compete with each-other to provide their
services to the end-users. In our model, the operators are assumed to be
heterogeneous in terms of the quality of service (QoS) perception. The
heterogeneity of the operators exists due to the different placement of
their base-stations (BTSs) in the investigated region. The BTS in the
middle of the region is naturally favored, because of the unique spec-
tral efficiency it provides to the end-users. We numerically analyze the
volumes of the frequency spectra purchased by the operators, average
revenue and the retail price of the operators under the consideration of
three different pricing mechanisms.

Keywords: Agent-based modelling · Dynamic spectrum access · Retail
market · Spatial competition · Wholesale market

1 Introduction

The mobile Internet market shows strong evidence of the rapid traffic growth
due to the increased demand from the side of the legacy and emerging network
services. This is actually the fundamental motivation of the recent technological
and legislative movement towards the application of the dynamic spectrum access
(DSA) technique. The standard regulatory entities have the strong intention to
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support the roll-out of this mechanisms in order to intensify the growth and the
efficiency of the mobile spectrum market [1].

Within DSA scope, two types of spectrum market model can be recognized,
i.e. primary and secondary market [2]. In the former case, the spectrum usage
is licensed mainly in the long-term (months, years), while in the latter case, the
available spectrum can be distributed in an extremely short time scale (minutes,
hours) in order to accommodate the end-users’ demand. With the increased
granularity of the Internet traffic, specially the secondary markets raises its
importance. There exist many research [3–5] suggesting the adaptive and flexible
dynamically varying secondary spectrum market regimes that are aligned with the
prerequisites of the regulators to guide the evolution of the market mechanism.

Existing models of wireless access markets can be classified into two general
categories, the bottom-up and top-down models, respectively [6]. The bottom-
up approaches model each entity, and its interactions with other participating
entities at a granular level of detail. Moreover the entities are characterized by
the bounded rationality when dealing with their decisions [7]. The emergence of
macroscopic observable properties, i.e. global consequences of the microscopic
behavior and interactions are frequently studied withing the Agent-Based mod-
elling systems. This class of the models designed to the analysis of the spec-
trum markets efficiency were implemented successfully in various cases, i.e. the
enhancement of the spectrum utilization by allowing the incumbent users to fur-
ther lease the spectrum to the other entities) [8], the price dynamics in a com-
petitive spectrum market [9], the efficiency of the brokerage mechanism, auction
based approach and direct trading [10], determination of the network utilization
load whereby the economic impacts significantly affect the market economy [11]
and economic efficiency together with the level of the tax distortion [12].

There exist multiple agent-based papers dealing with the techno-economic
analysis of the markets. For instance, the cited smart grid market has received
attention lately from the agent community [13,14]. This paper presents the
agent-based spectrum trading model, which studies the competition of five sec-
ondary operators competing to serve a common pool of end-users. The opera-
tors dynamically lease the spectrum from the spectrum owner (e.g. state) on the
wholesale market, and then compete to sell the frequency resource on the retail
market to maximize their individual revenues. The operator’s choice regarding
the amount of the frequency spectrum is governed by the application of the rein-
forcement comparison. On the retail market, we examine the application of the
three previously reviewed pricing strategies (trial-and-error [15], successful-ratio
strategy [11] and linear-reward strategy [9]). We consider the 2-stage agent-based
model with incomplete information (i.e. rationally bounded agents) to study the
operators’ investment and pricing decisions as well as the interactions between
the operators and the end-users. In the model, we follow Hotelling principle [16],
which is usually used to model the distribution of consumers in the linear region.
Here, the mass of the end-users is uniformly located within the coverage of each
operators’ base-station (BTS). Each end-user inelastically demands one unit of
frequency spectra and purchases from the operator that charges the lowest price
for the given Quality-of-Service (QoS).
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So far, little attention has been paid to the role of the economy and pricing
in spatial competition among the operators with variable spectrum bandwidth
providing the wireless services to the stochastic number of the end-users. In
this paper, we focus on the investigation on the impact of the various pricing
strategies on the spectrum market efficiency (in terms of the operator’s average
profit). We also examine the role of the competition among the operators, where
exists the operator with the most feasible BTS coverage region, while those
located at the edge of the linear region are characterized by the effective-coverage
penalty.

2 System Model

The system diagram and corresponding interacting entities are shown in Fig. 1.
In the model we consider the spectrum owner, which is commonly represented
by the state, 5 operators dynamically leasing the frequency spectrum on the
wholesale market and set of the end-users that are placed in the linear region
following the Hotelling spatial distribution. Note that there is no interference
between overlapping effective regions of the operators’ network since they are
operated on different spectra, i.e., the interweave heterogeneous networks archi-
tecture [17]. The spectrum leasing price, denoted by p, is set by the spectrum
owner (e.g. state). Within the simulation scope, we pose rather relaxing assump-
tion regarding the fixed price for the frequency unit on the wholesale-market.
In real scenario, the price can vary based on the instantaneous demand for the
spectrum occurring on the retail market. However, in order to focus on the com-
petition of the operators on the retail market, we keep the wholesale price as
fixed. Thus, there are two distinct markets, the wholesale market, in which spec-
trum owner offers network resources to service providers, and a retail market, in
which service providers offer mobile communications to end-users.

Fig. 1. Real-time secondary spectrum market network and the corresponding entities

2.1 Wholesale Spectrum Market

At time slot t, the operator leases the frequency spectrum from the owner, which
corresponds to the expected total amount of frequency spectrum utilized by the
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end-users in the retail market. Here we can see some analogy with restructured
electricity markets. By contrast, existing mobile communications markets create
an oligopoly structure in which a few mobile network operators offer mobile
communications directly to users. This structure, much like the monopoly utility
structure of old, limits competition among service providers.

In order to create the vital wholesale spectrum market, we decided to look
for the inspiration in the smart grid electricity systems. The authors in [18] used
reinforcement learning allowing the service providers to learn the behavior of
the electricity network and the change of retail-price to make an optimal pricing
decision in the retail market. However it should be noted when dealing with the
wholesale spectrum trading model there are certain differences that should be
emphasized: (1) spectrum goods have a nonstorable character; (2) postponing its
consumption is impossible (consumption runs in real time). These facts makes
the situation with the wholesale spectrum trading more simplified compared
to the traditional wholesale electricity market. The traditional Markov decision
problem (MDP) could be successfully reduced to one state (under the assump-
tion that the spectrum consumption can not be postponed), which resemblances
typical multi-armed bandit problem. In our model the particular arms of the
bandit are represented by the volumes of the frequency spectra purchased on
the wholesale market by the operator.

There exist several heuristics methods capturing distinct ideas on handling
the exploration/exploitation trade-off in solving typical multi-armed bandit
problem. In this paper we decided to use reinforcement comparison [19] method
that maintains a distribution over actions which is not computed directly from
the empirical means. These methods also maintain an average expected reward
r(t). The probability of selecting an arm (frequency spectrum chunk) is computed
by comparing its empirical mean with r(t). The probability will be increased if
it is above average, and decreased otherwise.

The spectrum owner offers N frequency channels at the wholesale market.
Now, let us define the k-size vector of the available frequency spectrum chunks of
the j-th operator to be leased at the wholesale market as vj . Vector vj consists of
the elements vj(i) that represent the j − th operator’s choice regarding volumes
of frequency spectra to lease. In our simulations, the vector vj was filled in
with the values [0, 2, . . . , 1

2N ] that represents the number of frequency channels
purchased on the wholesale market. Note that in the LTE-A transmission, the
typical channel bandwidth is equal to 180 kHz and thus, we can easily derive the
corresponding wholesale spectrum volumes.

For the sake of the notation simplicity, we ignore the index j in the following
expressions, but it is important to mention that these quantities are unique
for each operator. The algorithm maintains a set of preferences, πi(t), for each
possible choice of the operator (i.e. for v(i)). At each turn t = 1, 2, . . ., the
probability pi(t) is computed using a Boltzmann distribution based on these
preferences:

pi(t) =
expπi(t)

∑k
j=1 expπj(t)

. (1)
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If v(i)(t) is played at turn t, and reward r(t) is received, the preference is updated
as:

πi(t)(t + 1) = πi(t)(t) + β(r(t) − r(t)). (2)

Also at every turn, the mean of the rewards is updated as:

r(t + 1) = (1 − α)r(t) + αr(t). (3)

Here, α is the step-size parameter that controls the weight of the mean reference
update.

Without going into details of supply dynamics, the reward r(t) is equal to
the gross profit of the operator’s total revenue minus the cost of goods sold. In
our model, the cost of goods are represented by the total expenses spent on the
wholesale market (which is directly related to the amount of the leased frequency
spectrum) and the total revenue is the profit achieved in the retail market due
to providing of the services to the end-users.

2.2 Retail Spectrum Market

We consider a limited geographical region in which the distribution of the end-
users follow Hotelling distribution. Five operators provide services to the users
within specified region. Each operator has just one BTS throughout the region,
however each has different effective coverage region, according to its placement.
We assume that the available bandwidth of the operators is finite and that all
sessions established between the users and the operators are of variable duration.

The model presented here is developed from the concept of utility function
that has been widely used in the recent literature. The idea is to employ this
concept derived from micro-economics [8] to mathematically depict the QoS
degree perceived by the users. We assume that a utility function U maps some
quality related-parameter r, 0 ≤ r ≤ ∞ onto an interval of real numbers. Here,
we assume that QoS is given by the spectrum efficiency of the end-user-operator
pair, thus this parameter should be included in the end-user utility function
(higher spectrum efficiency of end-user-operator pair results in higher utility).

Let us define the spectrum efficiency of the transmission between ith end-user
with respect to jth operator as:

ri,j = log2

[
1 +

Ps

N0

( di,j

L/4

)−2]
, (4)

where Ps is the signal power, N0 is the additive white Gaussian noise (AWGN)
variance, di,k is the distance between the i-th end-user and k-th base station and
L is the total length of the linear region (L = 1000m in our simulation setup).
We set Ps = 2N0, which guarantees the end-user a Signal-to-Noise ratio (SNR),
SNR = 3dB at the distance of L/4 = 250m from the operator’s BTS.

The utility of ith end-user with respect to jth operator is defined then as the
mapping Ui,j : R+

0 → 〈0, 1〉:s

Ui,j = e
−α( 1

ri,j
)β

. (5)
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In our model, the main focus is paid to the capacity of the network. The
operators purchase the limited (and variable) number of the available frequency
channels on the wholesale market and then, aim to maximize his total revenue
by selling the frequency resources on the retail market. Thus, it seems necessary
to measure the utility of the end-users jointly with the role of pricing from the
operators perspective. Here, the perception of the service for the end-users is
remarkably different if the price is increased (reduced). In practice, end-users
are satisfied with the service if both quality and price paid are considered as
acceptable [20].

From the above given discussion it seems reasonable to assign to each end-user
an acceptance probability Ai,j , for which we emphasize the dependence on QoS
(through the utility U) and the paid price p. Thus, the acceptance probability
of the i-th end-user to accept the offer of the j-th operator is a function of price
p and utility U variables, defined as a mapping Ai,j : 〈0, 1〉2 → 〈0, 1〉, which can
be expressed as:

Ai,j(Ui,j , pi,j) = 1 − e−cUδ
i,j(1−pi,j)

γ

, (6)

where δ, γ ≥ 0 are the parameters of sensitivity of the end-user to both, the
utility and the price, respectively.

2.3 Price Adaptation Process

The pricing strategy is the fundamental component of the gross operator’s total
revenue. In our model, we distinguish among three different strategies (trial-and-
error, successful-ratio and linear-reward strategy), which description is given in
this section.

Trial-and-Error Strategy. When the spectrum demand functions are unknown
and varying over time, possible solution to maximize the revenue of the operator
is to continuously adjust the spectrum price based on the observed cumulative
profit. Simple method to achieve this is the trial-and-error procedure as proposed
in [21]. In the trial-and-error approach, the prices are generated stochastically
and tried out for a given period of time. If profit of the operator is improved
after the adoption of a new price, that price is taken. Otherwise the operator
reverts back to the previous price and the whole process continues.

Successful-Ratio Strategy. The formula was recently proposed in [12]. Here,
the price of i-th operator is dynamically adjusted in each time period. The price
pi is adaptively accommodated as follows:

pi = pi,−1 + (Ψi,−1 − 0.5) · μ, (7)

where pi is the channel price of the ith operator in a current period and
Ψi,−1 is the acceptance ratio of the ith operator price in the previous period,
(Ψi,−1 ∈ [0, 1]). Parameter μ is the price change shaping parameter. In the price
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adaptation process, price evolution is dependent on the average acceptance of
the offered price by the end-users as follows:

Ψi =

⎧
⎪⎨

⎪⎩

1/2 (BWavail,i = 0) ∧ (Si = 0)
0 (BWavail,i > 0) ∧ (Si = 0)
Sidle−>conn

i

Si
(BWavail,i > 0) ∧ (Si > 0),

(8)

where Si represents the number of the end-users that maximize their acceptance
probability Ai presuming to connect to ith operator. BWavail,i is the number
of unoccupied frequency channels of ith operator and Sidle−>conn

i is the number
of end-users accepting the offer by connecting to i-th operator. Note that the
agent’s acceptance decision has a probabilistic character determined by the end-
user’s acceptance probability and thus, Sidle−>conn

i ≤ Si. The pricing definition
formulated in (7) ensures that the operators establish the price in the given time
frame based on their previous experience with the end-user price acceptance and
simultaneously, formula offers smooth price evolution.

Linear-Reward Strategy. This strategy was introduced in [9] for the appli-
cation in the dynamic spectrum agile markets. We have modified it to be used
in the 2-level game, taking into account the cumulative profit resulting from the
interaction on both, the retail and wholesale market, respectively.

The operators have a finite price level. Let pi,j , j ∈ [0,mi] be the mi price
candidate for the i-th operator. Then the strategy for seller i is defined to be
a probability vector pi = [pi,1, . . . , pi,mi

]T , where the operator i chooses action
ai,j with probability pi,j . The algorithm of the gradual price adaptation can be
described as follows:

– Define the initial probability vector pi(0) for each operator
– At every time instant t, the operator chooses the action ai,j related to the

probability vector pi stochastically.
– The operator receives the profit, which is interpreted in our model as the

difference between the revenue achieved in the retail market and the total
expenses spent for the spectrum resources in the wholesale market.

– Each operator updates the action probability vector according to the rule:

pi,j(k + 1) = pi,j(k) − ηui(k)pi,j(k) a(k) 
= pi,j , (9)

pi,j(k + 1) = pi,j(k) + ηui(k)
∑

s �=j

pi,s(k) a(k) = pi,j , (10)

i = 1, . . . , N, j = 1, . . . ,mi, (11)

where η is the step size parameter and ui is normalized profit of the ith
operator.

– The algorithm stops, when there are no incremental changes of the probability
vector pi between the iterations.
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3 Agent-Based Implementation of the Model

The pseudo-codes of the retail-activities of the end-users and operators are
described in this section. Note that the wholesale market consists solely of dis-
tributing the available frequency resources across all operators according to rein-
forcement comparison (see Eq. 1) and thus is for the sake of clarity omitted here
and the focus is paid on the retail-market activities.

Operator. The behavior of the agent representing the operator consists of two
main operations: request processing and price adaptation. Request processing is
carried out via a request queue, in which all incoming requests from the end-users
are stored until they are processed by the operator in the order in which they
arrived. The operator receives three types of requests from the end-users: PRICE
requests, CONNECTION requests and REMOVAL requests. A PRICE request
is handled by sending an actual price for a frequency channel to the sender of the
request, but only if the available bandwidth BWAV AIL is non-zero (otherwise
the BTS is not capable of accepting more end-users). Provided the end-user
accepts the price offer, it sends the CONNECTION request to the operator.
When the connection is finished and end-user has no willingness to use the
operator’s services, it sends the REMOVAL request to the operator. The detailed
operator’s actions are described in the following pseudo-code Algorithm 1.

Algorithm 1. The operator request processing (performed continuously)
1: for all Operators do
2: while request queue is not empty do
3: take the oldest request
4: identify the sender
5: identify the request type
6: if request type == PRICE then
7: if BWavail > 0 then
8: Send price to sender
9: else

10: Send N/A to sender
11: end if
12: else if request type == CONNECTION then
13: allocate a free channel to sender
14: BWavail ← BWavail − 1
15: ACK to sender
16: else if request type == REMOV AL then
17: free the channel allocated to sender
18: BWavail ← BWavail + 1
19: ACK to sender
20: end if
21: end while
22: end for
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End-User. The agent of the end-user can take one of three internal states –
IDLE, ACTIVE or CONNECTED. In the IDLE state, the agent is inactive and
transmits/receives no signal. In each time step, the end-user can be randomly
switched to the ACTIVE state with a probability Pact and it starts the spectrum
trading process by sending a request to each operator. Based on the price offered
by each operator and the corresponding utility, the end-user decides whether to
connect to one of the operators (and switch to the CONNECTED state) or return
to the IDLE state to repeat the same process in the next time step. Moreover,
when the operator is in the CONNECTED state in a particular time step, the
operator disconnects (switches to the IDLE state) with the probability Pdisc or
remains in the CONNECTED state with the probability 1 − Pdisc. Again, the
detailed pseudo-code of the end-user interactions is given in Algorithm 2.

Algorithm 2. Decision process of the end-user repeated in each time step
1: for all end-users do
2: if state == CONNECTED then
3: if uniform(0, 1) < Pdisc then
4: End-user disconnects
5: state ← IDLE
6: else
7: End-user remains CONNECTED
8: end if
9: else

10: if uniform(0, 1) < Pact then
11: state ← ACTIV E
12: for all Operators do
13: End-user sends price request to j operator
14: End-user calculates Uj

15: End-user calculates Aj(Uj , pj)
16: end for
17: j∗ ← arg max

j
(Aj) (j∗ is the index of the operator providing maximum A)

18: if uniform(0, 1) < APj∗ then
19: End-user connects to operatorj∗

20: else
21: state ← IDLE
22: end if
23: else
24: state ← IDLE
25: end if
26: end if
27: end for

4 Results

The agent-based simulations were conducted in Netlogo [22]. Moreover, the
RNetLogo package delivers an interface to embed the agent-based modeling



226 M. Vološin et al.

platform NetLogo into R environment and thus, all statistics were exported and
evaluated in R. The parameters of the agent-based simulation are summarized
in Table 1. The simulation framework consisted of 100000 simulation periods for
each spectrum pricing method. Within one simulation session, we eliminated the
first 15 000 periods to ignore the non-stationary development (transient state
of the model) of the performance characteristics caused by initial parameter
setting.

In the Fig. 2a we can see the average volumes of the frequency channels
traded on the wholesale market. Our assumptions were confirmed, since the
operator with central BTS purchases the highest volumes of the channels. The
operators located at the edge of the investigated region are naturally penalized
and their volumes are significantly lower. Applying the linear-reward on the
retail market results in the highest volumes of the purchased channels on the
wholesale market, followed by the successful-ratio and trial-end-error strategies.
Figure 2b illustrates the revenue of the owner of the frequency spectrum when
different pricing strategies are applied on the retail market. As we can see, the
spectrum owner’s revenue reaches the maximum, when the linear-reward strategy
is applied on the retail market.

Table 1. Table of parameters

Parameter Value Description

L L = 1000 m Length of the investigated region

Noperators 5 Number of the operators

Nend users 250 Number of the end users

Pact 0.35 Probability of activation

Pdisc 0.2 Probability of disconnection

α 0.2 Price shaping parameter

β 2 Price shaping parameter

γ 0.0001 Price sensitivity of the end-user

δ 2 Utility sensitivity of the end-user

c 4 Coefficient of the acceptance probability

μ 0.2 Price-learning parameter (successful-ratio strategy)

η 0.001 Price-learning parameter (linear-reward strategy)

N 100 Number of the frequency channels to be leased on the wholesale market

p 0.3 Wholesale price

α 0.1 Parameter of the reinforcement comparison algorithm

β 0.1 Parameter of the reinforcement comparison algorithm

Figure 2c investigates the average prices occurring on the retail market. Here,
we need to pay our attention to the case, when the linear-reward strategy is
used. Interestingly, the prices are significant higher compared to the other pric-
ing strategies and moreover, we do not see any relevant differences among the
prices of the central and boardening operators. This is not confirmed when apply-
ing remaining pricing strategies, where the central operator applies significantly
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higher prices compared to the other, less favorable situated operators. The sit-
uation with the linear-reward function suggests that the price increase is the
result of the spontaneously formed oligopoly situation of the operators. This
is perceived here as an emergent phenomenon identifiable via the price effects.
An oligopoly is a market form in which a market or industry is dominated by a
small number of sellers (oligopolists). Oligopolies can result from various forms of
collusion which reduce competition and lead to higher prices for consumers [23].

Due to the formation of the oligopoly market, the profits of the operators are
also increased. This fact is confirmed in the Fig. 2d, where we can observe that
the operators’ profit dominates in the scenario, when the linear-reward pricing
strategy is applied. In this case, the successful-ratio strategy performs the worst
and we can observe significant gaps in the operator’s revenue when comparing
it with other pricing strategies.

Fig. 2. Agent-based simulation results

5 Conclusions

In this paper, we implemented the 2-level agent-based model of DSA market,
where we distinguished between the wholesale and retail market. On the whole-
sale market, the operators compete to get the demanded frequency spectrum
channel that maximize their long-term revenue. In this case, we formulated the
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competition on the wholesale market as the typical multi-armed bandit problem,
where we applied conventional reinforcement comparison technique. On the other
hand, the operators on the retail market compete with their services to attract
the end-user demand. Three different pricing mechanisms were implemented in
order to shed the light on the mutual interactions of the agents (operators) on
both, the wholesale and retail market, respectively. The operator localized in
the center of the investigated region is capable of attracting the largest mass of
the end-users and to generate the highest revenue. It should be noted though
that we observed the emergence phenomena resulting from the agents interac-
tion, which is the formulation of the oligopoly market when the linear-reward
pricing strategy is applied. Further discussion regarding the oligopoly practices
in DSA needs detailed investigation, which will be the subject of the study in
our follow-up work.
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Abstract. Numerical agent models often include a number of parameters. The
values of such parameters are usually determined by using some numerical
parameter tuning method based on numerical empirical data. However, in many
cases no numerical empirical data are available, but properties for dynamic
patterns are known that should be fulfilled, as requirements. Classical numerical
parameter tuning methods normally cannot work with such dynamic properties,
as they can only be true or false. To remedy this, in this paper the notion of
approximate satisfaction of dynamic properties is introduced. It adds a numerical
measure to the logical notion of satisfaction. By doing this, numerical opti-
mization methods for parameter estimation become applicable to support the
design of dynamic agent models for which dynamic properties have been
specified as requirements.

1 Introduction

To model cognitive or social processes, often dynamic agent models are used, for
example, expressed by numerical relations such as difference or differential equations;
e.g., [13, 17]. A model description usually is based on (assumed) local mechanisms for
a process which describe how specific states within a process interact. As an example, a
mechanism can be modelled for the process that activation of a sensory representation
state for some stimulus s makes that as a response a preparation state for some action
a is activated. From a number of such local mechanisms the dynamic patterns of the
overall process or behavior emerge, for example, showing that the action a is per-
formed after sensing stimulus s.

A modeler may work from different viewpoints. One viewpoint is that the local
mechanisms are known and incorporated in the model, but the types of patterns that
may emerge from them are not known. Then by simulation experiments for different
characteristics, as represented by settings for initial values, parameter values, and input
from the environment, such emergent patterns can be explored. For example, the agent
shows action a after sensing stimulus s. Subsequently it can be investigated whether
such patterns are realistic in the sense that they also occur in the real world. If they
actually do occur, this contributes to validation of the model.
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Another viewpoint is that not only knowledge on the local mechanisms is available
at forehand and incorporated in the model, but also at least some behavioural patterns
are known at forehand, for which it is assumed that they occur in the real world. For
example, it is known that the occurrence of stimulus s always leads to a response a. In
this case dynamic properties describing such patterns can serve as a kind of require-
ments for the model. The model will not be considered satisfactory when it cannot
generate these patterns for at least some of the characteristics (settings for initial values,
parameter values, and input from the environment). In an informal sense often
requirements play a role in a modeling process: what behavior is the model expected to
show? However, in modeling such requirements usually are kept rather informal. Such
dynamic properties can play a role in a modelling process similar to the role of
requirements in a more general context within a software engineering process, as a way
of focusing the design process on what the system being developed is expected to
provide. In the example, the focus can be on mechanisms realizing a causal path from
stimulus s to action a: a mechanism for internally representing a sensed stimulus, a
mechanism for triggering action preparation from stimulus representations, and a
mechanism for action execution from an action preparation state.

For specification of such (required) dynamic properties in a more formal manner,
temporal logical languages have been developed, in which also numbers can be
incorporated; e.g., [8, 10–12, 18]. When the model does generate the patterns described
by the requirements for certain settings, this can be considered verification of the model
with respect to the requirements. When these requirements themselves are known to
correspond to patterns observed in the real world (validation of the requirements) and
when the model in turn was found to satisfy the requirements, via them validation of
the model is obtained.

Models usually have to take into account a number of characteristics of the situation
that is modelled. Such characteristics can involve, for example, specific quantities
describing the mental or neurological structures of a person (for example, the strength
of the association between sensory representation of s and preparation for a), or the
structure of a social network, or contextual elements of the external world. Usually in a
computational model parameters are used to represent such characteristics. The
advantage of having such parameters in a model is that they enable to use and tune the
model for different situations: for example, for persons with different mental or neu-
rological structures, for different social networks, or for different contextual elements in
the external world. In fact, the model represents a large space of possibilities indicated
by all combinations of values of the parameters, in addition to the initial values and
input from the environment over time.

For one given specific situation at hand the parameters have to be assigned values
that represent that situation: by finding such values, knowledge of the specific char-
acteristics of the situation is acquired. However, such a tuning to specific characteristics
is not always easy, as often a situation that is modelled does not simply show these
characteristics. They have to be acquired or estimated. To support this, numerical
parameter estimation methods are available; e.g., [2, 16]. They assume that empirical
numerical values for state variables of the model are given and they optimise parameter
values of the model by minimising a numerical error measure for the deviation of the
state variables of the model from these empirical values. These empirical values serve
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as a specific type of requirements for the model. However, such measurable empirical
values are not always easy to obtain. The existing parameter estimation methods cannot
handle other types of requirements, as usually no numerical error measures are known
for them.

The approach introduced in this paper opens the possibility to use parameter
estimation methods for any types of requirements by providing an error measure for the
extent to which a requirement is (dis)satisfied. This error measure is based on the
notion of approximate satisfaction introduced in this paper. This notion provides a
bridge between two worlds or communities: between numerical methods (e.g.,
parameter estimation methods for dynamical models) and logical methods (e.g., sat-
isfaction and verification of properties). Using approximate satisfaction enables to
integrate logical methods and numerical methods.

In this paper, in Sect. 2 dynamic properties in conceptual and in numerical-logical
representations are briefly introduced; more details can be found in Appendix A [20].
In Sects. 3 and 4 the notions of satisfaction and approximate satisfaction are intro-
duced. In Sect. 5 it is discussed how this can be used in heuristic parameter search for a
dynamic model.

2 Dynamic Properties

Dynamic properties can be expressed in different manners and types of representation,
from conceptual representations to more formal representations. In Appendix A [20] a
more detailed description of dynamic properties is presented. Here only a brief sum-
mary is included. A numerical dynamical model for which dynamic properties are
considered is assumed to describe a number of states X over time by state variables for
these states; for example, in such a model X(t) is used to denote the value of state X at
time t, and X(t + Dt) = X(t) + (…) Dt denotes a difference equation for state X, where
(…) is an expression in terms of one or a number of state values Y(t). Conceptual
representations of dynamic properties make use of (structured) natural language
expressions. These expressions refer to a number of aspects: states (also called state
variables), time points, relations between states and time points, state relations or state
properties, temporal order relations between time points such as ‘before’ and ‘after’,
‘later’, logical relations such as ‘when.., ..’, ‘and’, ‘or’, ‘not’, ‘eventually’, ‘always’,
‘never’, ‘during’, ‘for some time point’, or ‘for all time points’. An example of a
conceptual representation of a dynamic property is:

At any point in time t,
when at t the sensory representation state for stimulus s has level � 0.8,
at some point in time t’ > t the preparation state for action a has level � 0.7.

Formal numerical-logical representations of dynamic properties are expressed in a
hybrid numerical-logical manner using a sorted temporal predicate logic in which sorts
and expressions for numbers and (order and equality) relations between them are
incorporated. Sorts are assumed to be finite and to only contain elements named by
constants, which are denoted by nonitalic symbols. For real numbers, for example, this
means that representations are assumed within some given finite interval and in a fixed
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number of digits. A sort TIME is used for time points (real numbers), a sort VALUE
for values (real numbers), STATE and TRACE, each with the variable notations shown
below and with standard equality relation =. Sorts TIME and VALUE are also
equipped with an ordering relation < :

sort TIME VALUE STATE TRACE
variable  t, t', t1, t2, .... V, V1, V2, .... X,Y, ... tr, …

There are different, alternative ways to refer to values (see Table 2); two main
categories are functional and relational value indicators. Two functional value indi-
cators are: X(t) for any constant for a state X, and any time expression t, and V(tr, X, t),
for any constant or variable for state X, trace tr, and any time expression t. Here for
each state X, a unary function symbol X(..) from TIME to VALUE is assumed, and one
ternary function symbol V(.., .., ..) from TRACExSTATExTIME to VALUE. Alter-
natively, relational value indicators can be used: has_value(X, t, V) for any constant or
variable for a state X, time t and value V, or has_value_at(tr, X, t, V) for any constant or
variable for a state X, trace tr, time expression t, and value V. Here has_value(..) is a
relation on STATExTIMExVALUE and has_value_at(..) is a relation on TRACEx-
STATExTIMExVALUE. Sometimes the expressions with explicit references to traces
tr are called reified, in this case trace-reified. In Table 1 an overview is shown of some
different types of value indicators.

Here the relational representation holds (state(tr, t), has_value(X, V), true) (or the same
with false) is one that may be considered for languages such as TTL (see also Sect. 5),
situation calculus or event calculus. Note that in this expression has_value(X, V) is a term
expression, not to be confused with the relational expression has_value(X, t, V). For
reasons of transparency for a given dynamic property it is recommended to make a choice
for one and the same type of value indicators. The advantage of using X(t) is that it is most
intuitive, as the same notation is often used to describe numerical dynamical models, for
example, in the form of difference or differential equations. However, not all logical
languages allow functions. Moreover, no variables over states or traces are possible using
this representation, which limits the expressive power of the format. Two example for-
malizations of the earlier mentioned dynamic property by functional and relational value
indicators, respectively, are:

8t1½srssðt1Þ� 0:8 ! 9t2½t2 [ t1 ^ psaðt2Þ� 0:7� �
8t1½ ½9V1has value atðtr; srss; t1; V1Þ ^ V1 � 0:8� !

9t2½t2 [ t1 ^ ½9V2has value atðtr; psa; t2; V2Þ ^ V2 � 0:7� � �

Table 1. Value indicators

Functional Relational

plain X(t) has_value(X, t, V)
reified V(tr, X, t) has_value_at(tr, X, t, V) or holds (state(tr, t), has_value(X, V), true)
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Here srss is the formalization of the sensory representation state of s and psa of the
preparation state for a. Traces are also expressed by numerical-logical representations.
For example, assume that in trace tr the states srss and psa have the values at different time
points shown in Table 2. Note that underlined nonitalic symbols are used for constants.

To represent a given trace, the 4-ary relation trace(.., .., .., ..) on TRACEx-
STATExTIMExVALUE is used. Examples of information shown in Table 2 are for-
mally represented as trace(tr, srss, 2, 0.6) or trace(tr, psa, 2, 0.3). A trace with name
constant tr is represented as a set of instances (by name constants) of trace(tr, X, t, V)
with the same first argument tr. A set of traces is represented as a set of instances of
trace(tr, X, t, V).

3 Satisfaction of Dynamic Properties

For dynamic properties it can be checked whether they are satisfied in a given trace or
set of traces; see Table 3. Such a checking method basically follows the notion of
satisfaction relation in logic, or interpretation of a statement in an algebraic and/or
relational structure (e.g., [7]). It can be described for dynamic properties using any type
of value indicator. For the sake of simplicity and space limitation here it is shown only
for the reified relational type of value indicator. In that case numerical expressions are
generic numerical expressions such as V1 - V2 � V3; once the variables have been
instantiated, they can be evaluated in a generic manner simply by calculation of
arithmetical relationships. Let be a given set of traces represented by a set of
instances of trace(tr, X, t, V). The canonical structure for in which a closed
(i.e., without free variables) dynamic property A is interpreted consists of a number of
finite domains corresponding to sorts such as TRACE, TIME, STATE, VALUE, in
which each element has a name constant; for example for the sort VALUE all real
number representations in a fixed number of digits and between some lower and upper
bound (for example, the interval [0, 1] in two digits) can be chosen, and similarly for
the sort TIME. In addition, in this structure for these domains relations and
functions are defined for the (symbols for) relations and functions in the language, such
as has_value_at(…), and the ordering and arithmetical relations and functions used.
Here the relation corresponding to has_value_at(…) is defined in to describe the
information as given in the set of traces an instance of the relation has_value_at(m,
X, t, V) holds in iff the corresponding instance of trace(m, X, t, V) is included in
the set of traces , or shortly:

has_value_at(tr, X, t, V) in iff trace(tr, X, t, V) 2

Table 2. Simple example trace

State\time 0 1 2 3 4 5 6

srss 0.1 0.3 0.6 0.75 0.84 0.85 0.85
psa 0 0.1 0.3 0.5 0.6 0.64 0.66
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The idea of checking a property A (represented as a logical formula) in this
canonical structure is that the evaluation of whether A is true or false in
(indicated by eval(A, true) or eval(A, false)) is reduced in a compositional manner to
evaluating the truth of parts of the property (its sub-formulae) in the structure . This
can be done according to the scheme shown in Table 4 where A and B denote dynamic
properties or parts thereof. Here V can indicate any variable tr, X, t, V, and gne denotes
any generic numerical expression.

In an algorithmic sense a dynamic property can be checked by processing the
scheme in a top down-manner, where each line is interpreted as a definition of a routine
or procedure or method (with head or name in the left column) specified by calling one
or two of the others (indicated in the right column), and returning a value true or false
based on the outcomes of them. Note that all formulae involved are closed: they do not
have free variables; when a quantifier is eliminated for the variable instances are
substituted. Within the software environment of TTL [1, 15], such a checking method
has been implemented.

Note that a slightly adapted variant of this algorithm is applicable as well for partial
traces. In that case it may happen that neither eval(A, true) nor eval(A, false) can be
found true, as in the set of traces basic information to decide this is lacking. So in that
case three types of outcomes are possible:

Table 3. Description of a checking method

Evaluation of formula Evaluation of subformulae

1. eval(A ^ B, true) iff eval(A, true) and eval(B, true)
2. eval(A _ B, true) iff eval(A, true) or eval(B, true)
3. eval(A ! B, true) iff eval(A, false) or eval(B, true)
4. eval(¬A, true) iff eval(A, false)
5. eval(8V A, true) iff eval(A, true) for all instances of V
6. eval(9 V A, true) iff eval(A, true) for at least one instance of V
7. eval(A ^ B, false) iff eval(A, false) or eval(B, false)
8. eval(A _ B, false) iff both eval(A, false) and eval(B, false)
9. eval(A ! B, false) iff eval(A, true) and eval(B, false)
10. eval(¬A, false) iff eval(A, true)
11. eval(8V A, false) iff eval(A, true) for at least one instance of V
12. eval(9V A, false) iff eval(A, false) for all instances of V
13. eval(has_value_at(tr, X, t, V) true) iff trace(tr, X, t, V) 2
14. eval(has_value_at(tr, X, t, V), false) iff trace(tr, X, t, V) 62
15. eval(gne, true) iff expression gne evaluates to true
16. eval(gne, false) iff expression gne evaluates to false
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4 Approximate Satisfaction

Sometimes a dynamic property is not fulfilled in a trace or set of traces , but in some
sense it is not so far from a property that is fulfilled. In such a case the dynamic
property may be considered to be approximately satisfied, and it can be useful if some
measure can be determined expressing how far the property is from full fulfilment.
A notion of approximate satisfaction can play an important role in heuristic methods to
determine suitable values for parameters, as will be illustrated in Sect. 5.

The notion of approximate satisfaction can be defined in a precise manner as shown
in this section. The idea is to find values for deviations for values of states at the time
points relevant for the dynamic property so that this dynamic property is fulfilled if the
values of the states at these relevant time points are changed by adding these deviation
values to them. Before explaining the generic approach, as an example, consider
dynamic property A:

8t1\6½9V1has value atðtr; srss; t1; V1Þ ^ V1 ^ 0:8 !
9t2½t2 [ t19½9V2has value atðtr; psa; t2; V2Þ ^ V2 � 0:7� � �

In this dynamic property there are two state relations which can make it fail on a
given trace tr. For example, assume that trace tr is specified by Table 2 above (and the
specifications shown under this table). Until time point 3, the implication holds in a
trivial manner as the antecedent

9V1has value atðtr; srss; t1; V1Þ ^ V1 � 0:8

is not fulfilled. However, from time point 4 on the antecedent holds, and therefore the
consequent

9t2½t2 [ t1 ^ ½9V2has value atðtr; psa; t2; V2Þ ^ V2 � 0:7��

should also hold to have the property satisfied. But the consequent never holds, as the
value of state psa becomes at most 0.66. Nevertheless, as 0.66 is only 0.04 under the
required 0.7, in a sense the property almost holds: it holds approximately. How can
such a notion of approximate satisfaction be defined for this case?

The Idea of Approximate Satisfaction
The idea is to allow for some deviations, by adding (small) deviation values D1 and D2

to the value variables V1 and V2 in numerical expressions (but not in the has_value(..)
or has_value_at(..) atoms), and then check again. So property A is rewritten by the
following substitutions within numerical expressions:

V1 ¼[[ V1 þD1

V2 ¼[[ V2 þD2

236 J. Treur



By this substitution the following dynamic property A(D1, D2) with free deviation
variables D1 and D2 of sort VALUE is obtained:

8t1\6½9V1has value atðtr; srss; t1; V1Þ ^ V1 þD1 � 0:8 !
9t2½t2 [ t1 ^ ½9V2has value atðtr; psa; t2; V2Þ ^ V2 þD2 � 0:7� � �

By assuming that the absolute values of both D1 and D2 are at most equal to some
(small) nonnegative value D indicatingmaximal deviation, from this property A(D1, D2)
the following property Amd(D) can be obtained:

9D1; D2½A D1; D2ð Þ ^ jD1j �D ^ jD2j �D�

For the example trace tr shown in Table 1 this property Amd(D) holds when D is
chosen 0.04 (or higher).

A more general setup for this notion of approximate satisfaction is as follows. For
each dynamic property A, it will be explained how a number of deviation variables
D1,.., Dk of sort VALUE can be added, obtaining dynamic property A(D1,.., Dk). First,
the idea of requiring the absolute deviations |Di| to be at most D is generalized by
requiring some aggregation c(D1,.., Dk) of the deviations D1,.., Dk to be at most
D. Here c(D1,.., Dk) is a combination function which aggregates the values of an
arbitrary number k of deviations D1,.., Dk (which themselves can be positive, 0, or
negative) into a nonnegative value.

Properties of Combination Functions

Nonnegative c(D1, ..,  Dk) ≥ 0 for all D1, ..,  Dk

Values 0 for all Di iff the aggregation is 0 Di = 0 for all i ⇔ c(D1, ..,  Dk) = 0
Symmetric in its arguments c(D1, ..,  Dk) = c(E1, ..,  Ek) when 

E1, ..,  Ek is a permutation of D1, ..,  Dk

Monotonic for the |Di| c(D1, ..,  Dk) ≤ c(E1, ..,  Ek) when for all i 
it holds |Di| ≤ |Ei|

Monotonic for extension of arguments c(D1, ..,  Dk) ≤ c(D1, ..,  Dm) for k ≤ m
Indifferent for deviation values 0 c(D1, ..,  Dk) = c(D1, ..,  Dk, 0, …, 0) 

Examples of such combination functions are:

• Maximal absolute deviation cmd(D1, ..,  Dk) = max(|D1|,  …, |Dk|)
• Sum of absolute deviations csad(D1, ..,  Dk) = |D1| …+ |Dk|
• Sum of squares of deviations cssd(D1, ..,  Dk) = D1

2 + …+ Dk
2

To obtain values within the [0, 1] interval these functions can be combined with a
monotonic function mapping the real numbers � 0 into the [0, 1] interval, for
example, by rigorously mapping all values D above 1 to 1, or, more smoothly, for
example, by the logistic function defined by
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algoisticr;sðDÞ = [
1

1 + e rðD sÞ -
1

1 + ers
] (1 + e�rs)

with steepness r and threshold s, or by a negative exponential function 1-e-rD, or by a
broken, rational function rD/(1 + rD).

Defining a Formula for the Minimal Aggregated Deviation from Satisfaction
Given a dynamic property, expressed as a closed formula A (no free variables), to define
a formula A(D1,.., Dk) with added deviation variables D1,.., Dk, first as indicated in
Sect. 2 in a standard manner functional value indicators X(t) or V(tr, X, t) are replaced by
reified relational value indicators involving numerical variables Vi for the indicated
values, and relational has_value_at(..) atoms for these values, thereby taking care of
different variable names. Then for each variable Vi occurrence in a numerical expression
in A, a deviation variable Di of sort VALUE is introduced in A by a substitution

Vi ¼ [ [Vi þDi

Thus a formula A(D1,.., Dk) with free variables D1,.., Dk is obtained. Next, for a
chosen combination function c(..) define

Ac Dð Þ ¼ D� 0 ^ 9D1; ::;Dk½c D1; ::;Dkð Þ�D ^ A D1; ::;Dkð Þ ^ Q D1; ::;Dkð Þ�

Here Q(D1,.., Dk) is a formula that takes care that deviation values for the same
states at the same time points are kept equal:

QðD1; ::;DkÞ ¼ ^ðX1;t1Þ;ðX2;t2Þ2IA ½X1 ¼ X2 ^ t1 ¼ t2 ! DX1;t1 ¼ DX2;t2 �

This formula Ac(D) with free variable D has monotonicity properties such as

Ac Dð Þ ^ D0 �D ) Ac D0ð Þ
:Ac D0ð Þ ^ D�D0 ) :Ac Dð Þ

Moreover, define

Ac � Dð Þ ¼ Ac Dð Þ ^ 8D0½Ac D0ð Þ ! D�D0�

This formula defines at most one value D, as it holds

Ac � Dð Þ ^ Ac � D0ð Þ ) D ¼ D0

This value D defined by Ac*(D) is the minimal aggregated deviation possible
satisfying the formula Ac(D) for a given trace or set of traces . The formula
9D Ac*(D) is satisfied for a given set of traces if and only if such a D exists, and if it
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is satisfied, this provides a unique instance for D. Based on this Ac*(D) the degrees of
dissatisfaction and satisfaction can be defined.

Definition (Degrees of Dissatisfaction and Satisfaction)
For a given set of traces , for a closed dynamic property A the following is defined.
Here c(..) is a combination function.

Degree of dissatisfaction of dynamic property A

ddisscðAÞ ¼D if Ac � ðDÞ holds for someD� 1

1 otherwise

Degree of satisfaction of dynamic property A

dscðAÞ ¼ 1� ddisscðAÞ

If needed, the given set of traces is added as an argument or subscript to the
notations ddissc(A) and dsc(A). So, in this way the formula Ac*(D) or 9D Ac*(D) de-
fines the degree of dissatisfaction (and satisfaction) of property A. Checking this 9D
Ac*(D) for a set of traces successfully will provide an instance for D which is the
value of the degree of dissatisfaction for A with respect to . This will be discussed in
more detail in Sect. 5. Note that for equivalent formulae A � B it follows that Ac(D) �
Bc(D) from which it follows Ac*(D) � Bc*(D). Therefore

A � B ) ddisscðAÞ ¼ ddisscðBÞ ^ dscðAÞ ¼ dscðBÞ

Moreover, note that for Ac*(D) also alternative but equivalent variants are possible,
such as

9D1; ::;Dk½c D1; ::;Dkð Þ ¼ D ^ A D1; ::;Dkð Þ ^ Q D1; ::;Dkð Þ�^
:9E1; ::;Ek½c E1; ::;Ekð Þ\D ^ A E1; ::;Ekð Þ ^ Q E1; ::;Ekð Þ�

or

9D1; ::;Dk½A D1; ::;Dkð Þ ^ Q D1; ::;Dkð Þ^
:9E1; ::;Ek½c E1; ::;Ekð Þ\ c D1; ::;Dkð Þ ^ A E1; ::;Ekð Þ ^ Q E1; ::;Ekð Þ� �

The efficiency of checking may differ for different variants.

Composition Laws for Approximate Dissatisfaction and Satisfaction
A number of composition laws can be derived for the degrees of dissatisfaction and
satisfaction; see Table 4. For proofs, see Appendix B [20].
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These composition laws have similarities to those considered for logics for rea-
soning with uncertainty or vagueness; e.g., [5, 6, 9, 19].

5 Application in Parameter Search

As discussed in the introduction, a main motivation to define some approximate sat-
isfaction measure for a dynamic property for a set of traces was to obtain the possibility
to apply numerical heuristic approximation methods involving such dynamic proper-
ties. Suppose requirements for a model have been identified in the form of dynamic
properties, and there is confidence that they indeed describe the behavior that is
expected. Then a number of values of parameters can be tried until values are found
such that the model shows the behavior fulfilling the requirements. Usually this is
already done intuitively by a modeler. However, for models with many parameters the
question how to find proper values for the parameters poses a nontrivial search
problem. To be able to apply a standard heuristic search method, a measure is needed to
indicate how far from fulfillment the requirement is: an error measure. An error
measure usually aggregates the individual deviations for different states and time
points. For dynamic properties such an error measure was not available. As approxi-
mate satisfaction as introduced in this paper provides such an error measure for
dynamic properties, these heuristic methods can now be applied to requirements
expressed by dynamic properties.

Roughly spoken, for a given model and set of requirements written as one closed
conjunctive formula A, the formula 9D Ac*(D) defined in Sect. 4 is considered and the
proposed heuristic method follows a cyclic pattern using four processes that each can
be performed in an automated manner:

• Select values for the model parameters.
• Run a simulation to generate a trace for the chosen parameters.
• Check 9D Ac*(D) for the generated trace, thereby determining the degree of dis-

satisfaction D.
• Evaluate the chosen parameter values based on the degree of dissatisfaction found,

and propose improved parameter values.

Table 4. Composition laws

ddissc(T) = 0 ddissc(⊥) = 1 dsc(T) = 1 dsc(⊥) = 0
ddissc(A _ B) = min(ddissc(A), ddissc(B)) dsc(A _ B) = max(dsc(A), dsc(B))
ddissc(A ^ B) � max(ddissc(A), ddissc(B)) dsc(A ^ B) � min(dsc(A), dsc(B))
ddissc(A ^ B) = max(ddissc(A), ddissc(B)) dsc(A ^ B) = min(dsc(A), dsc(B))
for c(..) = max absolute deviation for c(..) = max absolute deviation
ddissc(A ! B) � min(1-ddissc(A), ddissc(B)) dsc(A ! B) � max(1-dsc(A), dsc(B))
ddissc(9X A(X)) = minc for X(ddissc(A(c))) dsc(9X A(X)) = maxc for X(dsc(A(c)))
ddissc(8X A(X)) � maxc for X(ddissc(A(c))) dsc(8X A(X)) � minc for X(dsc(A(c)))
ddissc(¬A) + ddissc(A) � 1 dsc(¬A) + dsc(A) � 1
ddissc(¬A) � 1 - ddissc(A) dsc(¬A) � 1 - dsc(A)
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Here, depending on the heuristic method used, the process in the last bullet may
involve additional cycles to compare different options before proposing improved
parameter values. The third and fourth bullet will be discussed in more detail.

The language TTL [1, 15] (with its automated checker) is an example of a reified
temporal predicate logic language. This means in particular that states X and state
properties P can be represented as individuals which can also be indicated by variables
over which quantifiers can be used, and the same holds for traces tr. Here state
properties P are specific properties of an overall state such as has_value(X, V) ex-
pressing that state X has value V, or

has value X1;V1ð Þ ^ has value X2;V2ð Þ ^ V1\V2

expressing that state X1 has value V1 and state X2 has value V2 and V1 < V2.
Within TTL the predicate holds(S, P, TV) relates an overall state S to a state property
P in such a manner that truth value TV is true indicates that P holds in overall state
S and TV is false indicates that it does not hold in overall state S. Moreover, for a given
trace tr to indicate the overall state in a trace tr at some time point t the expression state
(tr, t) is used. So, for example,

holds state tr; tð Þ;P; falseð Þ

indicates that within the overall state of trace tr at time t state property P is false. To
obtain an expression in TTL for a dynamic property A the following types of substi-
tutions can be done, for example, from reified functional value indicators:

Vðtr;X; t1Þ\Vðtr;X; t2Þ :
9V1;V2½ holds state tr; t1ð Þ; has value X;V1ð Þ; trueð Þ&
holds state tr; t2ð Þ; has value Y ;V2ð Þ; trueð Þ&V1\V2�

This has been done within the TTL editor for the example property A considered to
obtain property 9D Ac*(D) as shown in the screen shot in Fig. 1.; here c(..) is the
combination function based on maximal absolute deviation. The checker in the TTL
software environment generates as output not only a conclusion on whether or not a
dynamic property is satisfied, but in case of an existential formula that is satisfied also
the instance found for the existential quantifier that makes the property satisfied.
Therefore it provides the value for the degree of dissatisfaction, as this is defined by an
existential quantifier in the formula 9D Ac*(D). So, suppose after having chosen initial
values (W1,…,Wk) for the parameters (P1,…, Pk), a simulation trace tr(W1,…,Wk) for
these parameter values was generated, using the model with given initial values and
environmental input. Then by the approach described above the degree of dissatis-
faction for the requirement A for this trace

ddissðAðtr W1; . . .;Wkð ÞÞÞ

is found by the automated checking process. A heuristic method can be used to propose
improved values for the parameters; e.g. [2, 16]. For example, a stochastic method may
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make a jump to another point in the environment of the current point of parameter
values, generate a trace for these new values, check property A for it, and if the degree
of dissatisfaction is lower, propose these values as new values for the parameters, and if
not, try again. Various heuristic methods are available, only requiring an error measure.
They all can be applied by using the introduced degree of dissatisfaction as error
measure. For this section, just the steepest descent method (also called hill climbing)
has been chosen to illustrate the process in more detail.

Fig. 1. Screen shot of example property Ac*(D) in the TTL editor
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For the steepest descent search method in each iteration the sensitivities SPi of ddis
(A(tr(W1, …, Wk))) for the parameter values W1, …, Wk are determined. Mathemati-
cally, these sensitivities can be defined as partial derivatives:

SPi ¼ @ddisðAðtrðW1; . . .;WkÞÞÞ =@Wi

These sensitivities cannot be calculated in a symbolic manner, but they are
approximated by generating k additional simulation traces for the parameter values
W1, …, Wi +e, …, Wk based a small change DWi = e each time to just one of these
parameter values, and then by checking these traces for property 9D Ac*(D) and
determining the approximated sensitivity SPi by

DddisðAðtrðW1; . . .;WkÞÞÞ=DWi ¼
½ddisðAðtrðW1; . . .;Wi þDWi; . . .;WkÞÞÞ � ddisðAðtrðW1; . . .;WkÞÞÞ�=DW1

After the k sensitivities have been found for the k parametersP1,…,Pk, new values for
these parameters Pi are determined by adding an amount proportional to their sensitivity:

newWi ¼ Wi þ gSPi

where η is a speed factor of the process.
In more detail the general overall process using the steepest decent method is

shown in Box 1. The whole process is illustrated for an example model to which the

Box 1. Overview of the parameter search process

1. Choose initial values (W1, …, Wk) for the parameters (P1, …, Pk)
2. Generate a simulation trace tr(W1, …, Wk)  for these parameter values, using the 

model with given initial values and environmental input
3. Determine the degree of dissatisfaction for A for this trace 

ddiss(A(tr(W1, …, Wk))) 
by the checking process for ∃D Ac*(D) 

4. If ddiss(A(tr(W1, …, Wk))) = 0 terminate, as then the parameters found fully satisfy 
the requirement: ds(A(tr(W1, …, Wk))) = 1. Else continue with 5.

5. For each parameter Pi do:
a. Change its value Wi by adding a small number ε
b. Generate a simulation trace tr(W1, …, Wi+ε, …, Wk) for the modified value Wi+ε

of Pi, while the parameters Pj for j≠i keep their values Wj

6. Determine the degree of dissatisfaction 
ddiss(A(tr(W1, …, Wi +ε, …, Wk))) 

for all these traces by the checking process for ∃D Ac*(D) 
7. Determine the current sensitivities SPi of the degree of dissatisfaction for parameter 

Pi based on the difference in degrees of dissatisfaction between the generated 
traces: 
SPi = (ddiss(A(tr(W1, …, Wi +ε, …, Wk))) - ddiss(A(tr(W1, …, Wk)))) / ε

8. Determine new values for the parameters Pi by adding an amount proportional to 
their sensitivity:

  new Wi = Wi + η SPi

 Here η is a speed factor of the process.
9. Continue with 2.
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approach has been applied. For the sake of simplicity of the presentation a model of
only two states is considered: a sensory representation state srss for stimulus s and a
preparation state psa for action a. Two parameters are considered: speed factor ηa and
connection weight xa. The impact of state srss on state psa is modeled in a nonlinear
way by a logistic function:

psa tþDtð Þ ¼ psa tð Þ þ ga½alogisticr:sðxasrss tð ÞÞ� psa tð Þ�Dt
where alogisticr:sðXÞ ¼ ½ð1=ð1þ e�rðX�tÞÞÞ � ð1=ð1þ ersÞÞ� ð1þ e�rsÞ

The state srss is considered input for the process. The search space is the set of pairs
of values (W1, W2) for the speed factor and connection weight parameter, respectively.
At each iteration such a pair of values is determined and the model is used to generate a
simulation trace tr(W1, W2) for these values. By the checking process for this trace for
9D Ac*(D), the degree of dissatisfaction ddis(A(tr(W1, W2))) for the chosen require-
ment A:

8t1½9V1has value atðtr; srss; t1; V1Þ ^ V1 � 0:8 !
9t2½t2 [ t1 ^ ½9V2has value atðtr; psa; t2; V2Þ ^ V2 � 0:7� � �

As long as this is not 0, a next iteration can be performed, based on values
determined according to the steepest descent method described in Sect. 5.

In the example process, e = 0.01, and η = 0.05 were chosen. The combination
function to aggregate deviations was the max function.

In Fig. 2 the patterns for the degree of satisfaction and dissatisfaction are shown.
Initially, starting with speed factor 0.1 and connection weight 0.4, there was only
satisfaction up to about 0.3. The steepest decent method was able to increase the
satisfaction to 1 in 5 steps, which goes hand in hand with the deviation expressed as
dissatisfaction decreasing to 0.

The evolution of the two parameter values is shown in Fig. 3. It can be seen that
first the speed factor is changed most, but from point 2 on the connection weight is
changed more. The parameter values found at point 5 are speed factor 0.33831 and
connection weight 0.72038; these are the first pair of values encountered that realise

Fig. 2. Degree of satisfaction and dissatisfaction over the iterations
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full satisfaction of the chosen requirement: deviations 0 and ds(A(tr(0.33832,
0.72038))) = 1. In Fig. 4 it is shown how the sensitivities develop during the process. It
can be seen that initially the speed factor had the highest sensitivity, but from point 1
on the connection weight had the highest sensitivity. Accordingly after point 1 the
connection weight is changed more as is seen in Fig. 3. Note that the end point of the
process provides a minimum, as the deviation has become 0, which is the lowest value
globally, so it is a global minimum. However, more values may exist with the same
deviation 0. For example, the graphs suggest that parameter values a bit above the
values found will also have deviation 0, which indeed is the case.

6 Discussion

In this paper a notion of approximate satisfaction of dynamic properties of dynamic
agent models was introduced. It adds a numerical measure to the logical notion of
satisfaction. By doing this, numerical optimization methods for parameter estimation
become applicable to support the design of dynamical agent models for which dynamic
properties have been specified as requirements. This extends numerical methods by the
possibility to involve logical notions within them. Conversely, it makes it possible to
add numerical optimization methods to logical methods.

Note that this approach also covers the more traditional approaches to parameter
estimation based on a given empirical data set. In these approaches an error function
takes the differences between simulated values and empirical values for all given data
points (state, time, value) as a point of departure. Suppose the empirical data are given

Fig. 3. Parameter values over the iterations

Fig. 4. Sensitivities over the iterations
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as a set of triples (Xi, tj, Vi,j), i = 1, 2, …, j = 1, 2. where Xi, tj refer to specific states
and time points, and Vi,j to the available empirical values for these states and time
points. Moreover, suppose the simulated values for a specific simulation trace tr for the
same states and time points are indicated by V(tr, Xi, tj). Then the relevant differences
are V(tr, Xi, tj) - Vi,j. Then the strict way of expressing a requirement is:

A ¼ ^i;jVðtr;Xi; tjÞ ¼ Vi;j

When for this requirement A the degree of dissatisfaction is determined by
checking 9D Ac*(D) for a given trace tr, based on a combination function defined by
the sum of squares of the deviations, then the method introduced here does exactly
what a traditional parameter estimation would do using the sum of squares as error
function. In that sense the approach put forward here is a generalization of these
traditional approaches.

Only a few approaches can be found in the literature that relate to the proposed
approach. From them the approach described in [14] probably is most close. Also there
a form of approximate satisfaction is used (called continuous valuation). However,
there are some clear differences to the approach in the current paper. First of all, in [14]
a fixed function for aggregation of the deviations is used based on the square root of the
sum of squares of deviations, and a broken function mapping the resulting values to the
[0, 1] interval. In the current paper, this combination function for aggregation is a
parameter for which multiple choices can be made, and relevant properties for these
functions have been formulated in Sect. 4. Secondly, in [14] no composition laws are
presented, as shown in the current paper in Table 4. Thirdly, in [14] a variant of linear
time temporal logic LTL is used, whereas in the current paper a form of reified
temporal predicate logic is used. The latter choice has the advantage that more
expressiveness is obtained. For example, due to the possibility to use quantifiers over
states or traces, properties can be expressed that are not expressible in such variants of
LTL. Just one example is an adaptive property such as ‘more exercising leads to higher
skill’, which can be expressed in the reified temporal predicate logic chosen here by
using two quantifiers over traces tr1 and tr2 and comparing the two traces tr1 and tr2
with respect to ‘exercising’ and ‘skill’; for example, ‘if in tr2 exercising has a higher
value than in tr1, then also skill has a higher value in tr2 than in tr1’.

The introduced approach can also be seen as a generalization of certain approaches to
flexible constraint satisfaction; e.g., [3, 4]. For future research this relation will be ana-
lyzed in more depth. Moreover, for future research the aim is to develop an integrated
environment in which the cycle of processes described in Sect. 5 happens automatically,
whereas for now only an implementation for each sub-process is available but the
output-input connections between the sub-processes have to be done manually.
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Abstract. In this paper a neurologically inspired cognitive agent model for
desire regulation is presented that describes the desire generation process and a
number of desire regulation strategies. This work addresses antecedent-focused
desire regulation strategies. These strategies include reinterpretation, attention
deployment and situation modification. The model has been used to perform a
number of simulation experiments concerning food desire and eating behaviour.

Keywords: Desire � Regulation strategies � Cognitive agent model � Food

1 Introduction

In recent years obesity and overweight have received much attention from researchers
to find causes and develop interventions to avoid obesity, particularly in the field of
neuroscience [1]. Neurological evidence suggests that there are several brain regions
involved in food rewarding mechanisms and in the desire for unhealthy food and its
regulation [1, 2]. Persons often make use of various regulation strategies to regulate
their desire of food and this helps them to make food choices [3]. To change the eating
behaviour or lifestyle of persons there is a need to develop intelligent systems which
can help persons to adopt healthy eating behaviour or change their lifestyle. There is
much work going on the computational modelling of human behaviour [4, 5] that can
provide basis for the development of such human-aware systems. Giuliani and
Berkman [6] have taken the emotion regulation process model of Gross [7, 8] thereby
assuming that food craving is also an affective state so that its regulation involves the
emotion regulation strategies to regulate the desire-associated emotions:

‘Food craving can be defined as the subjective sense of wanting a certain food, and features
both food-related affective/motivational components (e.g., wanting to eat the food, being
motivated to approach it) and cognitions (e.g., intrusive thoughts about the food)…. If craving
is an affective state, then the Process Model may be a useful framework to better understand the
various ways that craving may be regulated. Here, we apply this model to craving, and review
select evidence that different food craving regulation strategies fit within this model.’ [6], p. 48.

In the current paper a different perspective is chosen, independent of the question in
how far desires are affective states or are associated to emotions. In the process of
desire generation the causal chain leading to a desire is considered and regulation
strategies addressing one of the steps in this chain are considered as antecedent-focused
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strategies; this notion generalises the similar notion for emotions. Just following this
causal chain three possibilities for regulation can be identified: (1) modifying beliefs
that interpret the world (also called reinterpretation), (2) modifying the own sensing of
the world, for example by changing the gaze direction (also called attention deploy-
ment) and (3) modifying the world itself (situation modification). This work extends
the model of desire generation and making of choices for actions in [5] by introducing
desire regulation mechanisms. The neuroscientific literature suggests that the food
craving can be downregulated using cognitive regulation strategies [9–12]. The neu-
rological underpinnings of such regulation processes have been studied through fMRI
techniques. Studies [3, 13] shows that the ventrolateral PFC and posterior parietal
cortex seem more active for the duration of both upregulation and downregulation, and
were functionally coupled with vmPFC and dlPFC during cognitive regulation. For
example, the cognitive reinterpretation strategy is used to reinterpret or change the
thoughts about palatable food, and it works more effectively to inhibit the mesocorti-
colimbic activity and associated food craving. On the other hand during desire sup-
pression there was more activity in the prefrontal cortex [11]. Other studies about
attention deployment [11], explained that it works to change the attention away from
the particular food cues. Furthermore studies [14, 15] suggest that interaction between
areas between prefrontal PFC and sensory areas occurs in the sense that PFC has a
major control role for directing attention to a location, a feature, or an object.

2 A Cognitive Agent Model for Desire Regulation

This section describes the proposed computational cognitive agent model for desire
regulation in detail. The model (see Fig. 1 and Table 1) shows how a desire (illustrated
for a food desire or food craving) is generated and then how the desire regulation
strategies work to regulate the desire. Furthermore, it describes how both bodily factors
or unbalances (e.g., low blood sugar level, being hungry) and environmental factors
(e.g., palatable food) can generate the desire, and how cognitive regulation strategies
are integrated in the desire generation process.

2.1 Desire Generation and Making of Choices for Actions

The proposed model extends the model of desire generation and making of choices [5],
which is visible in the lower part of Fig. 1 (that part is indicated with solid arrows and
states without filling any colour and the extended part includes all doted arrows and
states filled with green colour). It is assumed that a desire can be generated either from
below the neck (a bodily unbalance such as being hungry) or above the neck (being
attracted to cues in the environment; e.g., palatable food). In this model both per-
spectives have been integrated.

In the conceptual model the body state of unbalance bsub is assumed to be gen-
erated by metabolic activity mub. Through the sensor state ssub and sensory repre-
sentation state srsub the body unbalance leads to a desire dsub (e.g. for eating), so the
person may undertake actions (e.g., eat) and reduce the body unbalance. On the other
hand the environment can also affect the generation of a desire (e.g., attractive food).
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To model this, the environment situation is represented by world state wsw and the
person senses it through the sensor state ssw and represents it by the sensory repre-
sentation state srsw. Based on these representations the person forms beliefs to interpret
the world state (the food). If positive beliefs are stronger then the desire will be
stronger. Alternatively, if a person has more negative beliefs (e.g., this food is not
healthy) then he may have a less strong desire.

After desire generation persons often look around for various options of actions (for
eating), which may depend on availability and opportunities as well. In this case three
action options have been modeled so the person may make decisions regarding these
actions (food choices for the eating). Making food choices also involves long term and
short term goals, for example: if a person has the long term goal to reduce body weight,
he or she may start to achieve that by generating more specific short term goals, in this
scenario to eat healthy food (low calories food) instead of fast food (high calories food).
Long term goals and short term goals are represented in the model by ltg and stg,
respectively.

In making of food choices for eating, some other factors are also considered such as
how much that particular food option expected satisfaction feelings, this has been done
through the internal predictive loop known as as-if-body loop [16]. It uses the infor-
mation of the options for which a person is prepared to eat, these preparation states are

srsubssub
psbi

dsub

esbi

as-if-body loop

srswwsw

ltg

stg

bsbi

bsub

ssw

as-if-body loop

mub

srsbissbi fsbi

srssatsssat fssat

bel

cs1

esa1

esa2

cs2 cs3

psa1

psa2

bsfull

srsfullssfull

Fig. 1. Conceptual representation of the computational model of desire regulation (Color figure
online)
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Table 1. Overview of the states of the proposed model (see also Fig. 1)

Name Informal name Description

wsw World state w This models the current world situation which the person
is facing, the stimulus, in this example w is a food
stimulus

ssw Sensor state for w The person senses the world through the sensor state
srsw Sensory representation state for w Internal representation of sensory world information on w

beli Beliefs These represents the interpretation of the world
information

cs1 Control state 1 for reinterpretation of
the stimulus

This control state is monitoring beliefs and the desire, to
determine whether (beliefs lead to a high desire level. If
so, by becoming activated the control state suppresses this
positive belief, which gives the opportunity for alternative
beliefs to become dominant. (first regulation strategy)

cs2 Control state 2 for attention
deployment reducing the stimulus
effect

This state monitors the sensory representation of the
stimulus and the desire. When this control state becomes
active by action a1 it diverts attention from the stimulus,
e.g., to divert attention from high calories food to low
calories food. (second regulation strategy)

psa1 Preparation for action a1 Preparation to deploy attention (e.g., change gaze
direction) by an action a1

esa1 Execution state for action a1 In the considered scenarios the action a is attention
deployment that regulates food desire by focusing the
attention away from the stimulus, so the intensity of
stimulus can be reduced

cs3 Control state 3 for situation
modification to avoid eating

This state monitors feelings and the sensor representation
of the world situation, to determine whether a situation is
unwanted. If so, the control state activates the preparation
and execution of action a2 to change this situation (third
regulation strategy)

psa2 Preparation for action a2 Preparation to modify the world situation wsw by an
action a2

esa1 Execution state for action a2 In the considered scenarios the action a2 is changing the
situation by decreasing the level of world state w

mub Metabolism for ub This represents the metabolic energy level affecting
unbalance state ub: low while being inactive and high
while being active

bsub Body state of ub This represents a bodily unbalance ub. For example,
underlying being hungry; if a person is becoming hungry,
the body unbalance ub increases, and after eating there
will be lower or no unbalance

ssub Sensor state for body unbalance ub The person senses bodily unbalance state ub, providing
sensory input

srsub Sensory representation of ub Internal sensory representation of body unbalance ub

bsfull Fulness body state of full A bodily state that represents fulness

ssfull Sensor state for bodily state full The person senses body state full, providing sensory input
srsfull Sensory representation of full Internal sensory representation of bodily state full

dsub Desire for unbalance ub Generating a desire to compensate for body unbalance ub
(e.g., desire to eat to get rid of a state of being hungry)

(continued)
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represented by psbi . Based on these preparation states through the representation states
srsbi and feelings fsbi he or she may choose from the available options. The weights
xfsbipsbi ;

of the connections from feeling states fsbi to preparation states psbi are used as
learnt connections over time, through experiences [17]. The person can go for one or
more than one available food options as well. The execution state esbi represents
performing (eating) actions; when a person starts such an (eating) action then on one
hand it will reduce the body unbalance bsub (reduce the hunger). On the other hand it
provides the information about the selected food choices that is another aspect which
can affect the making of food choices is the expected feelings of satisfaction fssat from
the available food options and person sense this through the sensory state sssat and
sensory representation state srssat. So the in decision making of food choices involves
various factors.

As mentioned above, this model extends the model of desire generation and making
of action choices, so due to the lack of space, refer to the original article [5] for more
details of this part of the model.

2.2 Cognitive Regulation Strategies for Food Desire

Antecedent-focused regulation strategies can be used in different phases of the causal
paths in the desire generation process. These cognitive regulation strategies for the

Table 1. (continued)

Name Informal name Description

psbi Preparation for an action bi Preparation for an action bi to fulfil the desire. In this
example the bi represent the associated available food
choices

fsbi Feeling bi For example, a feeling state fsbi for the eating action bi
srsbi Sensory representation of bi Internal sensory representation of body state for bi in the

brain
ssbi Sensor state for bi The person senses the body states through the sensor state

sssat Sensor state for satisfaction sat The person senses the external body states providing
sensory input to the feelings of satisfaction

srssat Sensory representation of sat Internal representation of the body aspects of feelings of
satisfaction sat

fssat Feeling for satisfaction sat Feeling of satisfaction; these are the feelings about the
considered food choice, how much satisfactory it is

esbi Execution state for action bi In the scenarios action bi is to eat food of a particular
choice for, to reduce the body unbalance ub

bsbi Body state for bi This is the body state related to eating that particular food

ltg Long term goal This represents the long term goal, to lose weight, for
example

stg Short term goal Short term goal refers to smaller incremental way of
achieving long term goals for example start to eat healthy
avoid from fast food etc.

xfsbi ;psbi
Learnt connections These connections are learnt by Hebbian learning. This

models how the generated feeling affect the preparation
for response bi
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causal path from world state to sensing and representing it to beliefs interpreting it,
include cognitive reinterpretation (modifying the beliefs on the world situation),
attention deployment (modifying the sensing of the situation), and situation modifi-
cation (modifying the situation itself). The first regulation strategy discussed is cog-
nitive reinterpretation, it is one of the commonly used regulation strategies. As
discussed in Sect. 2 reinterpretation works by altering the meaning of a stimulus
(thinking about the food in different way) which can effectively reduce the food
craving. For example, by thinking about the negative consequences of such food
[10, 13, 18].

To model reinterpretation two types of belief states beli (positive bel1 and negative
bel2) have been taken into account, both belief states beli are alternative interpretations
and suppress each other via an inhibition connection; if a person has stronger positive
beliefs towards craved food then it strengthens desire dsub and then person may go for
an (eating) action. On the other hand a person may start reinterpreting that food in a
different way (e.g., food is spoiled) in that case the control state cs1 (used for rein-
terpretation) become active and suppress the positive beliefs so the alternative negative
belief gets more strength and the desire becomes less, so that the person may not eat, or
he or she may change his or her choice, based on the alternative interpretation about the
environmental stimulus.

The second regulation strategy considered in this model is attention deployment. It
is used to regulate the food craving by focusing attention away from the sensed cue, for
example food, so that the person may get a lower desire level. For example, being in a
situation where a variety of food is available, a person may be more attracted towards
fast food (high calories food) in the sense that it leads to a high level of desire, so to
regulate such desire he or she may change or divert attention to other types of food such
as more healthy food instead of fast food, so in this way the attention deployment
strategy works to downregulate the food craving desire.

To model the attention deployment strategy control state cs2 is used, for example
when a person has positive beliefs about sensed food which lead to the desire, but by
using this control mechanism a person can prepare and undertake action a1 through
psa1 and esa1 to turn the gaze away to focus attention on something less craving thus
decreasing the stimulus influence on the sensory state ssw, so then the environmental
influence becomes low which may lead to less desire or even no more desire.

The third desire regulation strategy is situation modification. It refers to change or
leave such kind of craving environment, which leads to the desire. For example: being
in a palatable environment a person may not control himself/herself from eating that
craving food, so he/she may modify or change the situation by moving away from such
palatable environment. In this model the control state cs3 is used for situation modi-
fication, this control state receives the impact from desire dsub and the stimulus through
sensory representation of the world srsw and then prepare psa2 and undertake esa2 action
a2 of changing the environment wsw or situation, so in this way the situation is
modified reducing the level of wsw.
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2.3 Numerical Representation of the Cognitive Agent Model

The proposed cognitive agent model presented above (Fig. 1) with further description
given above in (Table 1) represents a network of (cognitive and affective) mental states
in a conceptual manner, in this case as a graph. To generate a numerical representation
of the model out of a conceptual representation the states Y get activation values
indicated by Y(t): real numbers (often between 0 and 1) over time points t, where the
time variable t ranges over the real numbers. Using these labels the numerical repre-
sentation has the form of the following difference or differential equation for detailed
description see [19]:

Yðt þDtÞ ¼ Y tð Þ þ gY ½cY ðxX1;YX1 tð Þ; . . .;xXk ;YXk tð ÞÞ � Y tð Þ�Dt
dY tð Þ=dt ¼ gY ½cYðxX1;YX1 tð Þ; . . .;xXk ;YXk tð ÞÞ � Y tð Þ�

The numerical representation chosen for Hebbian learning is (similar to [32]):

xfsbi ;psbi
ðtþDtÞ ¼ xfsbi ;psbi

tð Þþ ½g fsbi tð Þ psbi tð Þ ð1� xfsbi ;psbi
tð ÞÞ � fxfsbi ;psbi

tð Þ�Dt

3 Simulation Results

In this section the simulation results of the cognitive agent model discussed above are
described; the various simulation experiments have been performed by taking different
scenarios into account using the Matlab environment. The simulation was executed for
180 time points; the time step Dt = 0.1 and all update speeds were η = 0.1. Due to lack
of space the rest of the parameter values of weights for connections between the states
and the values for parameters threshold s and steepness r are provided as an internet
appendix [20] in Tables 2 and 3 respectively. These parameters values have been
obtained by taking into consideration the patterns that are known from literature and
searching for the ranges of parameter values that provide such patterns. The initial
values for all states were set to zero. Before discussing the simulation results, a real
world scenario provides an insight how a person may use desire regulation strategies in
his daily routine.

Peter is present in an attractive food environment and he is already overweight and moving to
an obesity problem. He wants to reduce his weight to avoid obesity, so he wants to control
himself from eating high calories food (e.g., fast food), so being in such situation he may apply
the different regulation strategies to control himself. He may reinterpret the food by taking its
consequences (food is not good for health) in his mind. Or he can move or turn his attention
away from that palatable food to any other, more healthy food. Or he may change the situation,
for example by leaving the environment.

3.1 Desire Regulation by the Situation Modification Strategy

In this simulation experiment it is shown how the situation modification strategy works.
Figure 2(a) shows that if a person is present in palatable food environment, and he has
positive beliefs about the food, and then the desire to eat that food increases, and he
starts to prepare to eat, as can be seen in Fig. 3(b). But he still has the option to leave
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the situation. Situation modification (Fig. 2(c)) is applied to change the situation. So
when the control state cs3 becomes active it prepares to take action of situation
modification to change world state wsw. When the influence of the world state or
stimulus starts to decrease the desire to eat that craved food also fades away, and all
other states will go down as well because there is no more stimulus there.

Fig. 2. Three regulation strategies (a) reinterpretation (b) attention deployment (c) situation
modification. Only situation modification is active in this scenario

Fig. 3. The lower part of the model relates to (a) desire generation (b) eating options
(preparations) (c) feelings and (d) execution states (actions)
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4 Conclusion

The cognitive agent model for desire regulation presented in this paper has been used to
conduct simulation experiments with various scenarios based on real life examples
showing how a palatable food environment leads to food desire generation and how
desire regulation strategies can play their role to downregulate the desire. In this paper
antecedent focused regulation strategies have been addressed, covering cognitive
reinterpretation, attention deployment and situation modification.

Some recent research [2] describes food craving as an affective state and it can be
regulated cognitively. According to Giuliani and Berkman [6] the neural bases of
craving regulation are similar to those underlying the regulation of negative emotions;
he mapped the food craving regulation strategies into an emotion regulation frame-
work, so that this framework (described by Gross [7, 21, 22]) could be applied in a
straightforward manner. To map the emotion regulation model onto food desire and
craving regulation processes, [6] describes various ways that food craving may be
regulated as emotion regulation. For example, in situation selection a person may avoid
purchasing of craved food or to avoid from going to such places where craved food is
available. In situation modification a person can change his situation if a desire to eat
craved food becomes too high then he or she may move away from that environment to
modify/change his situation. Attention deployment is a form of regulation in which a
person may deploy attention away from palatable food; e.g., he or she may change his
attention from that craved food to light food for eating. Reinterpretation or cognitive
change works by reinterpreting the stimulus, in this case the palatable food; e.g., if a
person reinterprets that craved food is not good for health, in this way the desire to eat
craved food may decrease. The response modulation strategy works by suppression of
the desire [6].

This cognitive agent model may provide a basis to develop intelligent systems that
support persons to avoid overweight and obesity. The simulation experiments show by
real life examples that by applying desire regulation strategies persons can avoid certain
types of food and can keep themselves healthy.
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Abstract. We propose a topological categorization of agents that makes
use of the multiple-channel logic (MCL) framework, a recently developed
model of reasoning about agents. We firstly introduce a complete formal-
ization of prejudices on agents’ attitudes and propose an extension of the
rules of the MCL framework. We then use RCC5 (the Region Connection
Calculus) to categorize different agents in Multi-Agent Systems (MAS)
based on the collaboration, competence, and honesty of agents. We dis-
cuss the possibility of using RCC3 and RCC8 and generalize our results
to define an upper bound on the number of different types of agents in
MAS. Finally, we apply our topological categorization to a specific MAS
that describes a Cyber-Physical System, for which we define, categorize
and discuss the resulting attack states.

1 Introduction

Much effort has been devoted to the characterization of different agents in Multi-
Agent Systems (MAS), ranging from works that employ Dynamic Epistemic
Logic and Public Announcement Logics (PAL) [13] to more recent approaches
such as [1]. These works have studied an agent’s beliefs and announcements, typ-
ically under the assumption that agents are always truthful and sincere. How-
ever, as discussed in, e.g., [2], this assumption is an oversimplification since most
MAS contain a number of agents that are clearly neither sincere nor truthful.
This is, for instance, the case in the systems that are typically considered in
the security research community, where dishonest (and thus neither sincere nor
truthful) agents are used to formalize attacks to the systems under consider-
ation. As a result, a number of research paper have focused their attention to
spotting unintended or even malicious behavior in MAS. We specifically focus on
Cyber-Physical Systems (CPS) as examples of such problems as reported widely
in [6,11] and in [7], where an agent-based model of CPS is considered.
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Distinguishing between the different types of agents in a MAS is a difficult
task. This is witnessed by the fact that although a characterization of agents
would obviously play a crucial role in the understanding of different aspects
and facets in MAS, a proper definition is still missing. General problems with
agency and norms, namely social regulations, are presented in [3], where many
open problems are discussed. Further investigations, including those in Public
Announcement Logic [1], have devised a pathway to follow, with many prob-
lems in the definitions still open. A step in this direction has been carried out
in [2], which introduced a general logical framework called Multiple Channel
Logic Framework (MCL). However, the focus of [2] is on the definition of the
framework and little attention is payed to the definition of a general categoriza-
tion of all the possible agents that could be defined using MCL.

The overall goal of this paper is the definition of a general categorization of
agents, based on MCL. We focus, in particular, on the application of MAS for
reasoning about security systems, such as CPS. More specifically, our contribu-
tions are three-fold:

1. We define a topological categorization of agents in MAS, obtaining 50 new
rules in the MCL framework.

2. We identify a theoretical limit to the maximum number of different types of
agents in a MAS (defined using MCL).

3. As an example of a concrete application, we apply our topological categoriza-
tion to define attack states for a MAS that describes a general CPS. Our case
study ultimately allows us to show that our categorization of agents can be
used to reason about the security of CPS and, more generally, MAS.

We proceed as follows. In Sect. 2, we provide background on the MCL frame-
work that we have employed as a basis of our categorization of agents. In Sect. 3,
we define agents and summarize the Region Connection Calculus. In Sect. 4, we
propose a categorization of agents for MAS by extending the MCL framework.
In Sect. 5, we define an upper bound on the number of different types of agents.
In Sect. 6, we apply our categorization to the security of CPS. In Sect. 7, we draw
some conclusions.

2 Background: The MCL Framework

In this section, we summarize the main features of the Multiple Channel Logic
Framework MCL of [2], which provides the basis for our work in this paper.

2.1 Announcements, Beliefs and Facts

MCL is a logical framework that is able to relate announcements, agents’ beliefs,
and true statements on multiple communication channels, where the channels
of MCL are logical spaces in which agents make public announcements (private
channels are out of the scope of MCL). More specifically, MCL is a three-layered,
labeled, modal logic framework:
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– The first layer is a propositional calculus that is used to express what agents
share, i.e., the logical representation of an assertion.

– The second layer is a multi-modal calculus with three different modalities: B
(belief ), which allows one to assert that an agent believes in a proposition,
and T� and T� to state that a given proposition is asserted by an agent
respectively in every channel or at least one channel.

– The third layer is for agent tagging, which defines prejudice about commu-
nicative attitudes of agents (see Sect. 2.3 for more details).

Propositional formulae in the first layer of MCL are of the form

ϕ := A | ¬ϕ | ϕ ∧ ϕ | ϕ ∨ ϕ,

where A denotes a propositional letter, and ¬, ∧ and ∨ are the standard con-
nectives for negation, conjunction and disjunction, respectively.

Modal formulae in the second layer of MCL are of the form

μ := B[λ : ϕ] | T�[λ : ϕ] | T�[λ : ϕ] | ∼μ

where ϕ denotes a propositional formula, λ an agent and ∼ a negation.
B[λ : ϕ] intuitively means that the agent λ believes in the formula ϕ; note

that, as is standard, an agent might believe a false formula.
T�[λ : ϕ] intuitively means that the agent λ announces ϕ in every channel.

More formally, when λ announces ϕ in a channel C, then he announces ϕ in
any channel C ′ that is accessible from C. T�[λ : ϕ] denotes that the agent λ
announces ϕ at least in one channel. In fact, the semantics of MCL relates the
notion of accessibility to the notion of observation: a channel C ′ is accessible
from a channel C when the observer of C also observes C ′. We won’t however
go into the details of the Kripke-style semantics of MCL, which is given in [2]
along with a proof of the soundness and completeness of MCL.

We can then define the following three sets with respect to an agent λ:
– Announcements Aλ = {ϕ.T�[λ : ϕ]} is the set of formulae announced by λ

in one or more channels.
– Beliefs Bλ = {ϕ.B[λ : ϕ]} is the set of the formulae believed to be true by λ.
– Facts F is the set of axiomatic formulae.

2.2 Assumptions on the Agents in MCL

MCL imposes the following assumptions on the agents:
– Atemporal channels: announcements are made in a channel and hold forever.
– Belief revision: if an agent makes two opposite announcements in the same

channel, then the agent has changed his point of view.
– Coherent agents : an agent makes coherent announcements in a single channel,

although he might make opposite announcements in a different channel.
– Consistent agents: an agent either believes in the truthfulness of a statement

or in the truthfulness of the opposite statement, but not in both at once.
– No beliefs: if an agent does not assert something, this doesn’t imply that the

agent believes the opposite.
– Provable facts: there exist provable facts that are not matter of opinions.
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Table 1. Description of different agent types in MCL.

Agent type Notation Description

Weakly collaborative +(WCl)λ λ announces his beliefs in at least one channel

Strongly collaborative +(SCl)λ λ announces his beliefs in every channel

Sincere +(S)λ λ believes every announcement he makes

Competent +(Co)λ Everything believed by λ is true

Omniscient +(O)λ λ believes every true formula

2.3 Different Types of Agents in MCL

In MCL, a number of different tags, called prejudices, are associated to different
types of agents. A tag is defined as α ::= + (X)λ | − (X)λ, where X is the name
of a prejudice associated to an agent λ. A prejudice is the assumption of a direct
dependency between two of three types of logical tokens assertions, beliefs, and
facts in the system for one particular agent. For instance, when we say that an
agent is sincere, we mean that when he makes an assertion, then he has the belief
of that assertion. We introduce the list of the possible combinations in Sect. 4.
We then have the five agent types given in Table 1. The adjective weak and
strong are only applied to the collaborative prejudice (in MCL) and differentiate
between an agent who asserts what he believes on at least one (i.e., T�[λ : ϕ])
or all (i.e., T�[λ : ϕ]) the channels, respectively.

Figure 1 shows the introduction ([I.]) and elimination ([E.]) rules for preju-
dice given in [2]. Note that only negative tags can be derived, i.e., positive tags
only appear in the premises of a rule. This is because the intended meaning of
a positive prejudice can easily be defined in second-order logic quantifying on
the formula asserted or believed by an agent. Hence, a positive tag cannot be
introduced after one assertion or belief of an agent, e.g., an agent has to know
any topic discussed to be tagged as competent +(Co). On the other hand, the
existential quantifier characterizing the negative tags allows for the introduction

Fig. 1. The rules for prejudice in MCL
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of negative tags, e.g., if an agent does not know a single topic, he is tagged as
incompetent −(Co). This is not explicitly formalized in [2] and we introduce a
fully-fledged formalization of tags in Sect. 3. Furthermore, in [2], the weak and
strong adjective are used only for a collaborative agent and, e.g., the rules for
the sincere agent (rules R.36 and R.41 in Fig. 1) only consider assertions in at
least one channel. In our formalization, we consider weak and strong prejudice
for each assertion used in a rule.

3 Agents in MAS

In MCL, agents are defined by using the three main components of the frame-
work: the sets Aλ,Bλ and F of announcements, beliefs and facts. A natural step
is to define how many different types of agents can be defined out of these three
sets. To do that, we first extend the results of [2] by considering the relations
between these three sets and then use these relations to define agents in MCL.

Intuitively, we can define the following three relations:

– Collaboration (Aλ,Bλ) is the relation between beliefs and announcements of
an agent λ. This relation defines the level of collaboration of λ as the quantity
of data an agent announces with respect to the data he believes. For example,
if an agent asserts everything he believes, he is collaborative (recall that belief
can be false, in which case the agent might not be competent).

– Competence (Bλ,F) is the relation between beliefs of an agent λ and true
facts. This relation defines the level of competence of λ and is related to
the quality of data an agent produces. For example, if everything an agent
believes is also true, he is competent (note that this is not the definition of
knowledge since an agent could believe in false formulae).

– Honesty (Aλ,F) is the relation between announcements made by an agent λ
and true facts. This relation defines the level of honesty of λ. For example, if
everything an agent shares on a channel is also true, then he is honest.1

Given that these three relations are over sets, they express mereological rela-
tions. We use the Region Connection Calculus (RCC) to reason on the different
“levels” of collaboration/competence/honesty and to identify which are the dif-
ferent possible relations between the three sets Aλ, Bλ and F. This ultimately
defines how many different types of agents we can theoretically consider.

RCC, as defined in [4,8], is an axiomatization of certain spatial concepts
and relations in first-order logic. In its broader definition, the RCC theory is
composed by eight axioms, and is known as RCC8, but here we restrict to RCC5
by not considering tangential connections between spatial regions. We discuss
the choice of RCC5 in more detail in Sect. 5.

We define parthood as the primitive binary inclusion relation ⊆, which is
reflexive, antisymmetric and transitive. In Table 2, we define the relations of

1 Note that honesty is not necessary related to correctness. In fact, we define an agent
as honest if he asserts the truth even if he does not believe in what he asserts.
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Table 2. RCC3, RCC5, and RCC8 relations between spatial regions X, Y and Z
R
C
C
3

R
C
C
5

R
C
C
8

Name Notation Definition
Connects with C (X ,Y ) X ⊆ Y
Disconnected from ¬C (X ,Y ) X �⊆ Y
Part of P(X ,Y ) ∀Z C (Z ,X ) → C (Z ,Y )
Overlaps O(X ,Y ) ∃Z P(Z ,X ) ∧ P(Z ,Y )
Overlaps Not Equal ONE(X ,Y ) O(X ,Y ) ∧ ¬EQ(X ,Y )
Equal to EQ(X ,Y ) P(X ,Y ) ∧ P(Y ,X )
DiscRete from DR(X ,Y ) ¬O(X ,Y )
Partial-Overlap PO(X ,Y ) O(X ,Y ) ∧ ¬P(X ,Y ) ∧ ¬P(Y ,X )
Proper-part-of PP(X ,Y ) P(X ,Y ) ∧ ¬P(Y ,X )
Proper-part-of-inverse PPi(X ,Y ) P(Y ,X ) ∧ ¬P(X ,Y )
Externally Connected EC (X ,Y ) C (X ,Y ) ∧ ¬O(X ,Y )
Tangential PP TPP(X ,Y ) PP(X ,Y ) ∧ ∃Z [EC (Z ,X ),EC (Z ,Y )]
Tangential PPi TPPi(X ,Y ) TPP(Y ,X )
Non-tangential PP NTPP(X ,Y ) PP(X ,Y ) ∧ ¬∃Z [EC (Z ,X ),EC (Z ,Y )]
Non-tangential PPi NTPPi(X ,Y ) NTPP(Y ,X )

RCC3, RCC5 and RCC8, where X,Y and Z are sets (spatial regions) of formulae
and Connects with expresses the parthood relation. By applying these relations
to the pairs (Aλ,Bλ), (Bλ,F) and (Aλ,F), we can distinguish between different
levels of collaboration, competence and honesty. Every tuple representing the
combination of the three relations defines a different type of agent.

Agent = 〈RCC51 (Aλ,Bλ), RCC52 (Bλ,F), RCC53 (Aλ,F)〉
where RCC51 ,RCC52 and RCC53 are relations in RCC-5. As we discuss in
Sect. 5, some combinations of RCC51 ,RCC52 and RCC53 are topologically
incorrect.

4 Categorization of Agents

We now consider the details of every RCC5 relation between each pair of Aλ, Bλ

and F and we define 15 different prejudices. Our list is complete with respect to
RCC5, i.e., no other relations can be considered. We will use overline numbers
to identify the new rules we introduce, whereas the decimals for the rules were
already defined in [2].

4.1 Collaboration

Sincere PP(Aλ,Bλ). A sincere agent λ is defined by the proper part of his
announcements with respect to his beliefs. More formally, for any propositional
formula ϕ,

if T∗[λ : ϕ] then B[λ : ϕ],

where ∗ identifies one of the two modalities in MCL, i.e., ∗ ∈ {�,�}.
This type of agent announces only what he believes (⇒) but does not

announce everything he believes (�⇐). As already defined in [2], we can negate the
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formula of a sincere agent and provide deduction rules to define when an agent
is not sincere as follows. For a non-sincere agent λ2, there exists a propositional
formula ϕ such that

T∗[λ : ϕ] and ∼ B[λ : ϕ].

We can then define rules that formalize that if an agent asserts, even only once,
something that he does not believe in, then he is non-sincere:

T�[λ : ϕ] ∼ B[λ : ϕ]
R.41 −(WS)λ

[I.−(WS)]
T�[λ : ϕ] ∼ B[λ : ϕ]

R.1 −(SS)λ
[I.−(SS)]

As we discussed in Sect. 2.3, the notion of weak and strong is only applied
to the notion of collaborative agent in MCL. We avoid this asymmetry and we
introduce the notion of weak and strong for all the prejudices involving a relation
with announcements. This explains why we have now used WS in R.41 instead
of S of MCL (as in Fig. 1). We extend the elimination rules accordingly:

∼ B[λ : ϕ] + (WS)λ
R.2 ∼ T�[λ : ϕ]

[E.+(WS)]
∼ B[λ : ϕ] + (SS)λ

R.3 ∼ T�[λ : ϕ]
[E.+(SS)]

T�[λ : ϕ] + (WS)λ
R.36

B[λ : ϕ]
[E.+(WS)]

T�[λ : ϕ] + (SS)λ
R.4

B[λ : ϕ]
[E.+(SS)]

Collaborative PPi(Aλ,Bλ). Symmetrically to a sincere agent, a collaborative
agent λ is defined by the proper part of his beliefs with respect to his announce-
ments: for any propositional formula ϕ,

if B[λ : ϕ] then T∗[λ : ϕ].

This type of agent announces everything he believes (⇒) but what he says is not
only what he believes (�⇐). Hence, some of the announcements are intentionally
against his beliefs (these announcements might be accidentally true facts but
we will discuss this case later in this section). If we negate the definition of
collaborative, we obtain that if an λ’s belief has not been announced (i.e., there
exists ϕ such that B[λ : ϕ] and ∼ T∗[ϕ : λ]), then λ is not collaborative.
As for the sincere agent, we define strong and weak prejudice with � and �,
respectively:

B[λ : ϕ] ∼ T�[λ : ϕ]
R.39 −(WCl)λ

[I.−(WCl)]
B[λ : ϕ] ∼ T�[λ : ϕ]

R.40 −(SCl)λ
[I.−(SCl)]

B[λ : ϕ] + (WCl)λ
R.34

T�[λ : ϕ]
[E.+(WCl)]

B[λ : ϕ] + (SCl)λ
R.35

T�[λ : ϕ]
[E.+(SCl)]

∼ T�[λ : ϕ] + (WCl)λ
R.5 ∼ B[λ : ϕ]

[E.+(WCl)]
∼ T�[λ : ϕ] + (SCl)λ

R.6 ∼ B[λ : ϕ]
[E.+(SCl)]

2 Slightly abusing notation, we are using λ for both a sincere and non-sincere agent.
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Fair EQ(Aλ,Bλ). A fair agent λ is defined by the equality between the sets of
his announcements and beliefs: for any propositional formula ϕ,

T∗[λ : ϕ] if and only if B[λ : ϕ].

Hence, a fair agent is an agent who believes in everything he announces (⇒) and
who announces only what he believes (⇐). As before, in order to give the rules
for MCL, we first negate the definition of the fair agent. For a non-fair agent λ,
there exists a propositional formula ϕ such that

(∼ T∗[λ : ϕ] and B[λ : ϕ]) or (∼ B[λ : ϕ] and T∗[λ : ϕ]).

The left and right disjuncts are exactly the definitions of PPi and PP , respec-
tively. Hence, the introduction and elimination rules have been already consid-
ered in the previous two cases.

Saboteur PO(Aλ,Bλ). A saboteur agent λ is defined by the partial overlap of
his announcements with respect to his beliefs: for any propositional formula ϕ,

B[λ : ϕ] or T∗[λ : ϕ].

This type of agent may announce something that he believes but also that he
does not believe, or does not announce something he believes.

∼ B[λ : ϕ] ∼ T�[λ : ϕ]
R.7 −(WI)λ

[I.−(WI)]
∼ B[λ : ϕ] ∼ T�[λ : ϕ]

R.8 −(SI)λ
[I.−(SI)]

∼ T�[λ : ϕ] + (SI)λ
R.9

B[λ : ϕ]
[E.+(SI)]

∼ T�[λ : ϕ] + (SI)λ
R.10

B[λ : ϕ]
[E.+(SI)]

∼ B[λ : ϕ] + (WI)λ
R.11

T�[λ : ϕ]
[E.+(WI)]

∼ B[λ : ϕ] + (WI)λ
R.12

T�[λ : ϕ]
[E.+(WI)]

Braggart DR(Aλ,Bλ). A braggart agent λ is defined by the discrete-from rela-
tion between his announcements and beliefs: for any propositional formula ϕ,

∼ T∗[λ : ϕ] or ∼ B[λ : ϕ].

This agent only announces what he does not believe and he does not announce
what he believes. Reasoning on the negated definition (i.e., on a non-braggart
agent λ for which there exists a propositional formula ϕ such that T∗[λ : ϕ]
and B[λ : ϕ]), we can define that if (at least once) the agent states something
he believes in, then he is non-braggart.

T�[λ : ϕ] B[λ : ϕ]
R.13 −(WB)λ

[I.−(WB)]
T�[λ : ϕ] B[λ : ϕ]

R.14 −(SB)λ
[I.−(SB)]

T�[λ : ϕ] + (SB)λ
R.15 ∼ B[λ : ϕ]

[E.+(SB)]
T�[λ : ϕ] + (SB)λ

R.16 ∼ B[λ : ϕ]
[E.+(SB)]

B[λ : ϕ] + (WB)λ
R.17 ∼ T�[λ : ϕ]

[E.+(WB)]
B[λ : ϕ] + (WB)λ

R.18 ∼ T�[λ : ϕ]
[E.+(WB)]
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4.2 Competence

Competent PP(Bλ,F). An agent’s beliefs are a subset of the true formulae.
Hence, all the agent’s beliefs are facts but there may be true formulae “out” of
his beliefs. An agent λ is competent if, for every propositional formula ϕ, if B[λ :
ϕ] then ϕ ∈ F.

B[λ : ϕ] ¬ϕ
R.38 −(Co)λ

[I. −(Co)]

B[λ : ϕ] + (Co)λ
R.33 ϕ

[E. +(Co)]
∼ B[λ : ϕ] + (Co)λ

R.19 ¬ϕ
[E. +(Co)]

Omniscient PPi(Bλ,F). An agent λ is omniscient if the set of formulae he
believes is a superset of the actually true formulae: for any propositional formula
ϕ, if ϕ ∈ F then B[λ : ϕ].

∼ B[λ : ϕ] ϕ
R.37 −(O)λ

[I. −(O)]

ϕ + (O)λ
R.32

B[λ : ϕ]
[E. +(O)]

∼ B[λ : ϕ] + (O)λ
R.20 ¬ϕ

[E. +(O)]

Wise EQ(Bλ,F). A wise agent λ is defined by the equality between the sets of
his beliefs and facts, i.e., he only believes in true formulae and knows all the
true facts: for any propositional formula ϕ, ϕ ∈ F if and only if B[λ : ϕ]. The
rules generated are exactly the rules of PPi and PP.

Incompetent PO(Bλ,F). An incompetent agent λ is defined by the partial
overlap of his beliefs with the true facts, therefore part of his belief are not
facts, and this makes the agent incompetent: for any propositional formula ϕ,
ϕ ∈ F or B[λ : ϕ]. This type of agent believes in true and false formulae, and
there exist facts that he does not believe in, but he won’t believe a false formula ϕ.

¬ϕ ∼ B[λ : ϕ]
R.21 −(In)λ

[I. −(In)]

¬ϕ + (In)λ
R.22

B[λ : ϕ]
[E.+(In)]

∼ B[λ : ϕ] + (In)λ
R.23 ϕ

[E.+(In)]

Ignorant DR(Bλ,F). An ignorant agent λ is defined by the discrete-from rela-
tion between true formulae and beliefs: for any propositional formula ϕ,¬ϕ ∈
F or ∼ B[λ : ϕ]. Therefore, this agent only believes in false formulae.

ϕ B[λ : ϕ]
R.24 −(Ig)λ

[I. −(Ig)]

ϕ + (Ig)λ
R.25 ∼ B[λ : ϕ]

[E.+(Ig)]
B[λ : ϕ] + (Ig)λ

R.26 ¬ϕ
[E.+(Ig)]
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4.3 Honesty

Honest PP(Aλ,F). An agent is honest if every formula he asserts is a fact, and
the agent’s assertion are a subset of the true formulae: for any propositional
formula ϕ, if ϕ then T∗[λ : ϕ].

ϕ ∼ T�[λ : ϕ]
R.27

-(WH)λ
[I. -(WH)]

ϕ ∼ T�[λ : ϕ]
R.28

-(SH)λ
[I.-(SH)]

ϕ + (WH)λ
R.29

T�[λ : ϕ]
[E.+(WH)]

ϕ + (SH)λ
R.30

T�[λ : ϕ]
[E.+(SH)]

∼ T�[λ : ϕ] + (WH)λ
R.31 ¬ϕ

[E.+(WH)]
∼ T�[λ : ϕ] + (SH)λ

R.32 ¬ϕ
[E.+(SH)]

Oracle PPi(Aλ,F). An agent λ is an oracle if, for any propositional formula
ϕ, if T∗[λ : ϕ] then ϕ ∈ F.

T�[λ : ϕ] ¬ϕ
R.33

-(WOr)λ
[I. -(WOr) ]

T�[λ : ϕ] ¬ϕ
R.34

-(SOr)λ
[I.-(SOr) ]

T�[λ : ϕ] + (WOr)λ
R.35 ϕ

[E.+(WOr)]
T�[λ : ϕ] + (SOr)λ

R.36 ϕ
[E.+(SOr)]

¬ϕ + (WOr)λ
R.37 ∼ T�[λ : ϕ]

[E.+(WOr)]
¬ϕ + (SOr)λ

R.38 ∼ T�[λ : ϕ]
[E.+(SOr)]

Right EQ(Aλ,F). An agent λ is right if, for any propositional formula ϕ,ϕ ∈
F if and only if T∗[λ : ϕ]. We omit the rules since they are the same as for PP
and PPi.

Incorrect PO(Aλ,F). An agent λ is incorrect if, for any propositional formula
ϕ,ϕ ∈ F or T∗[λ : ϕ]. The announcements of this type of agent might be true
or false, and he only announces part of the facts (i.e., a subset of the facts will
never be announced by him).

¬ϕ ∼ T�[λ : ϕ]
R.39 −(WIr)λ

[I. -(WIr) ]
¬ϕ ∼ T�[λ : ϕ]

R.40 −(SIr)λ
[I.-(SIr) ]

¬ϕ + (WIr)λ
R.41

T�[λ : ϕ]
[E.+(WIr)]

¬ϕ + (SIr)λ
R.42

T�[λ : ϕ]
[E.+(SIr)]

∼ T�[λ : ϕ] + (WIr)λ
R.43 ϕ

[E.+(WIr)]
∼ T�[λ : ϕ] + (SIr)λ

R.44 ϕ
[E.+(SIr)]

False DR(Aλ,F). A false agent λ is defined by the discrete-form relation between
true formulae and his assertions, i.e., for any propositional formula ϕ, ¬ϕ ∈
F or ∼ T∗[λ : ϕ]. In other words, everything he announces is false.
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ϕ T�[λ : ϕ]
R.45 −(WF )λ

[I.−(WF )]
ϕ T�[λ : ϕ]

R.46 −(SF )λ
[I.−(SF )]

ϕ + (WF )λ
R.47 ∼ T�[λ : ϕ]

[E.+(WF )]
ϕ + (SF )λ

R.48 ∼ T�[λ : ϕ]
[E.+(SF )]

T�[λ : ϕ] + (WF )λ
R.49 ¬ϕ

[E.+(WF )]
T�[λ : ϕ] + (SF )λ

R.50 ¬ϕ
[E.+(SF )]

5 On the Topology of MAS

In this section, we justify the use of RCC5 instead of RCC3 or RCC8, and discuss
the relation between the topology we consider and the agent types.

5.1 RCC3, RCC5, and RCC8

As already mentioned in Sect. 3, there exist three different types of RCC, based
on the number of topological relations considered: RCC3, RCC5, and RCC8.
RCC3 considers the three different topological relations listed in Table 2: ONE ,
EQ , and DR. The topological relations EQ and DR are the same as in RCC5
(see Table 2), whereas ONE defines the overlap relation between two regions
with the additional constraint that the regions cannot be fully overlapping (i.e.,
they cannot be two exact copies of the same region).

The relation ONE in RCC3 is detailed in RCC5 with the relations PP ,
PPi , and PO . Hence, considering RCC5 instead of RCC3 results in a more
accurate and expressive categorization of agents. However, the same reasoning
cannot be applied to RCC8. In fact, even if RCC8 is more detailed than RCC5
as it considers more topological relations, the additional topological relations
considered by RCC8 cannot be applied for the categorization of agents in MCL.
As showed in Table 2, RCC8 considers tangential connections, where, informally,
two tangential regions are near enough so that no other region can fit between
the two (without overlapping them), but are not overlapping at any point. This
is formalized by the EC relation. In addition, in RCC8, each of the two relations
PP and PPi is detailed into tangential and non-tangential.

In our work, the elements of the three sets A, B and F are not ordered. In
other words, we are not considering the distance between those elements (or
between regions containing those elements). Hence, given any pair of (sub-)sets
between A, B and F, regardless of the sets being near or far apart between each
other, we consider them as disjoint (i.e., DR).

5.2 An Upper Bound on the Number of Different Types of Agents

Applying RCC over a finite number of sets, we obtain a definite number of
resulting combinations. Hence, applying RCC over Aλ,Bλ,F, we obtain a definite
number of different types of agents. In this section, we show the general upper
bound on the number of different agents with respect to the type of RCC (RCC5,
RCC3 or RCC8) considered.



272 K. Santacà et al.

Table 3. Number of agents
with respect to different RCC

Theoretical Correct

RCC3 33 = 27 15

RCC5 53 = 125 54

RCC8 83 = 512 193
Fig. 2. Representation of the test case

The general formula to calculate the number of different types of agents
is r(

n
k), where r is the number of relations with arity k, between n different

sets, where re is the number of permutation of r relations over e elements with
repetitions, with e being the number of k-ary combinations of n sets,

(
n
k

)
. In our

case,
(
n
k

)
= 3 since we consider 3 sets (A,B,F), and all the relations considered in

the RCC are binary. Hence, using RCC5 (with five different spatial relations) over
three sets, we can theoretically define up to 125 different type of agents. However,
only 54 of the 125 (as showed in [4] and derived by the composition table of
RCC5) combinations are topologically correct with respect to the definition of
the relations of RCC5. Generalizing to all the RCCs, in Table 3 we calculate the
number of different agents with respect to all the variations of RCC (i.e., with 3,
5 or 8 spatial relations). Due to space limits, we omit the composition table for
RCC3, RCC5 and RCC8. Hence, even if considering a different number of sets
than the three A,B and F exponentially affects the number of theoretical agents,
the application of RCC downscales that number of a factor that ranges from 1.8
to 2.5. In addition, using RCC5 we consider 3.6 times more (different) types of
agents than RCC3, but using RCC8 would allow us to consider 3.5 times more
different agents.

6 Use Case

In this section, we show that both the framework and the categorization of agents
that we have given can be applied to reason about the security of CPS.

6.1 Cyber-Physical Systems

We use the term CPS to refer to systems that consist of networked embedded
systems, which are used to sense, actuate, and control physical processes. Exam-
ples of CPS include industrial water treatment facilities and power plants. CPS
have seen a rapid increase in automation and connectivity, which threatens to
increase their vulnerability to malicious attacks. Let us now use our approach
to address the problem of defining security-related attack states for CPS.
Description of the Case Study. Similarly to [5,9], we consider a CPS
(depicted in Fig. 2) to be composed by five agents:
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– A tank containing water.
– A controller (e.g., a PLC) that controls the water level so that the tank does

not (underflow or) overflow.
– A water level indicator (e.g., a Sensor) that communicates the readings of the

level of the water inside the tank to the PLC.
– A motorized valve and a pump that (controlled by the PLC) regulate the

inflow and outflow of water respectively.

Mapping A,B, and F to CPS. It is possible that the three sets A,B and F

contain at the same time different formulae that contain each element of the
topological space ϕ. Hence, every assertion and belief must be objective (since
it can be part of F). This implies that formulae like ϕ := highLevel(tank ,water)
cannot be considered in our reasoning since “high” is considered to be subjective.
In contrast, we can use objective formulae such as ϕ := level(tank , 20 L).

When considering a CPS (and security systems in general, e.g., security pro-
tocols) as a MAS, the message exchange between different agents can be formal-
ized by means of assertions. In addition, redundant channels are often employed
to reduce security treats (or assertions are required over multiple channels as,
e.g., in two-factor authentication) and then it is fair to assume that assertions can
be done over single or multiple channels. Finally, the inspection of the memory
of any software/hardware of the CPS (supposing a white-box analysis) reveals
the actual beliefs, while the facts in a CPS are defined by the physical laws of
the physics. We can summarize our mapping as follows:

– Aλ defines the values communicated by the agent λ.
– Bλ defines the computational results of the agent λ.
– F defines the environmental values, i.e., the real values of the system.

6.2 Single-Channel Attack States

We are now in a position to show that we can directly apply our topological
categorization to any agent in our CPS. For simplicity, we first use only the
RCC5 relations EQ and DR, and then extend our results to all RCC5 relations.
Optimal System Status. Suppose that the tank contains 20 L of water, e.g.,
level(tank , 20 L) ∈ F, where level is a predicate, and tank and 20 L are proposi-
tional constants. For the sake of simplicity, we also suppose that the system
is in idle (both the motorized valve and the pump are off). When the sys-
tem is not compromised, the sensor correctly computes the level of the water
in the tank (e.g., level(tank , 20 L) ∈ Bsensor ) and correctly communicates to
the PLC the computed value of water in the tank (e.g., level(tank , 20 L) ∈
Asensor ). We can then define the optimal status of the sensor as the triple
〈EQ(Asensor ,Bsensor ),EQ(Bsensor ,F),EQ(Asensor ,F)〉.
System Under Attack. Suppose that the sensor is communicating wrong val-
ues to the PLC (i.e., DR(Asensor ,F)). As showed in Table 4, we have three mutu-
ally exclusive cases:
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Table 4. Example of attack states for the water level sensor

State of the sensor (A,B) (B,F) (A,F)

Optimal EQ EQ EQ

Sensor compromised EQ DR DR

Communication compromised DR EQ DR

Fully compromised DR DR DR

1. The sensor is working properly EQ(Bsensor ,F), therefore (topologically) the
communication between the sensor and the PLC has been compromised, i.e.,
DR(Asensor ,Bsensor ).

2. The communication between the sensor and the PLC has not been com-
promised EQ(Asensor ,Bsensor ), therefore the sensor is not sending what it
computes DR(Bsensor ,F).

3. Both the communication and the sensor have been compromised.

As a consequence of the discussion in Sect. 5.2, between the optimal and the
fully compromised status of the sensor there must be 52 other different statuses.
Due to lack of space, we cannot go into the details of each status, but we can
generalize the attack states into three main categories, as follows:

– RCC5(A,B) expresses the relation between the values communicated and the
ones computed by an agent.

– RCC5(B,F) expresses the relation between the values computed and the true
environmental values.

– RCC5(A,F) expresses the relation between the values communicated and the
true environmental values.

Defense mechanisms that check sudden changes in physical readings (see [12] for
an example of how this is defined in MAS with logical systems) are often adopted
in CPS. To bypass the security mechanisms, during an attack, the optimal status
will likely pass through most of the 52 intermediate statuses.

6.3 Multiple-Channel Attack States

A countermeasure often applied in CPS (but not limited to CPS) is the imple-
mentation of redundant channels. As proposed in [10], in our case study one
could implement a dedicated system that interprets the readings of the sensor
and directly closes the motorized valve if an upper threshold is reached. We can
leverage the modal operators to define such communications and to define even
more sophisticated attack states. For example, given a state Asensor ,Bsensor ,F in
MCL, we can check if one or all the channels that the sensor uses to communicate
with the PLC have been compromised, as defined in (1) and (2) respectively:

{Asensor ,Bsensor ,F}  −(SFair )sensor (1)
{Asensor ,Bsensor ,F}  −(WFair )sensor (2)
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Based on the approach we have proposed in this paper, we can formalize
the optimal/attack states of a CPS, reason on the properties of the CPS by
means of prejudices in MCL, and obtain therefore a control upon the concept
of redundancy as expressed above. Our approach is not specific to CPS but can
potentially be applied to any MAS (as long as the elements of the topological
space are objective).

7 Conclusion

We proposed a topological categorization of agents for MCL using RCC5. We
defined an upper bound on the number of different agents in a MAS and we
applied our results to the security of CPS. We showed that our results can be
used to address the problem of defining attack states for CPS. We are currently
working on an implementation of our framework. We have also been extending
MCL to capture the intents of agents, which will ultimately allow us to consider
human agents in the formalization of MAS.
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Abstract. This paper describes applied research in the development
of mobile, wearable and other smart technology to assist people with
mild to moderate symptoms of dementia. With safety and security para-
mount, the primary objective is to prolong independence of the person
with symptoms and provide an element of relief to families from what can
become a full-time burden of care. Intelligent agents recognise activity in
its context, assess risk and subsequently act to recover persons who wan-
der or become lost. Results indicate that constant activity monitoring
without ethically controversial tracking is possible without the necessity
of invading privacy.

1 Introduction

‘Dementia’ describes a collection of symptoms that result from damage to the
brain due to a number of conditions, the most common of these is Alzheimer’s
disease. Only 43% of persons with dementia (PwD) are diagnosed1, but the
number of people affected was recently estimated as 850,000 in the UK and over
46.8 million globally. This is predicted to double every 20 years.2

With an immense impact on the PwD and their family common symptoms
include memory loss, difficulty remembering routes and becoming confused in
unfamiliar places. Wandering and getting lost can happen during any stage of
the disease, with it being reported that 40% get lost at some point and about
5% get lost repeatedly [1]. 1% of PwD die while lost and half of those who are
missing for more than 24 h die or are seriously injured [2]. The resultant ‘burden
of care’ for a family member can be overwhelming.

With the emergence of connected smart-devices a unique opportunity to pro-
vide individualised care in the community arises. Although not well suited to the
whole spectrum of symptoms or to all stages of the disease, Assistive Technology
(AT), in the right circumstances, has the potential to improve the quality of life
for PwD and their families [3,4]. Smart-phones, wearable technology and devices

1 http://www.healthcare-today.co.uk/doclibrary/documents/pdf/826 Mapping the
dementia gap.pdf.

2 https://www.alz.co.uk/research/world-report-2015.
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may, when made bespoke form the basis of a solution useful to PwD with mild
to moderate and perhaps particularly early onset symptoms.

The hypothesis is that smart technology for monitoring PwD may be used
to preserve independence, allow a reduction of carer burden and thus increase
the time that they may be cared for in the community. This, it is thought will
provide benefits for the PwD, their family unit and the healthcare provider. PwD
should be supported to remain independent in their communities for as long as
possible3. The cost of full time care is significant and this can lead to ad-hoc
measures being put in place, the burden of care sometimes leads to ill health and
a poor outcome for the carer (see footnote 3) [5]. Particular AT solutions have
shown to prolong the ability of PwD to continue living at home by an average
of 8 months [6]. We have established a test-bed to develop agents on multiple
platforms that seek to address issues in what is now a mature ethical and privacy
debate.

2 Ethics and Barriers to the Use of AT

Ethics. Monitoring those considered to be vulnerable has been debated for
decades [7]. Benefits include safety, independence and peace of mind [8,9], but
there is some concern that monitoring or recording an individual’s location
present ethical and privacy issues [3,10]. When Police in the UK used GPS
tracking to recover lost PwD in 2013, this resulted in an outcry in the media.
In relation to dementia, one dilemma discussed is this: where is the greater
breach of rights? Is it a locked door resulting in the loss of liberty or monitored
autonomous movement using AT leading to loss of privacy? [8–10]. [8] analyses
the opinions of cognitively intact older people, finding that they favoured the use
of AT, in a small participatory study PwD disliked remote monitoring and sur-
veillance, while carers pragmatically prioritised safety [11]. With smart-phones,
the risk of broadcasting a user’s location is known. Advocates of digital privacy
see an opportunity for surveillance to a level which is similar to that predicted
by Orwell in his famous novel ‘1984’.

Barriers. In 2013 a randomised controlled trial commenced in the UK assessing
whether AT will significantly extend the time PwD continue to live indepen-
dently and safely in their own homes [12,13] suggests investment in technology
to manage the overall cost of dementia, but mentions barriers, such as under-
developed technologies, a weak evidence base, cost, staff skills and AT awareness.
There is no clear verdict on acceptance of AT by health professionals and users
are often making their own decisions. Lack of evidence [13,14], patient-led learn-
ing; the ‘DIY’ approach and a lack of a single point of access or an authority
giving advice and support are key problems [3,14].

For PwD, human relationships are the most important thing and AT should
only be seen as an aid [3,6]. While it may ease the burden of care and enable inde-
pendence, a solution should encompass moral and ethical concerns, we do this
through participatory user-centred design,model validation and intelligent agents.
3 https://www.alz.co.uk/adi/pdf/dfc-principles.pdf.

https://www.alz.co.uk/adi/pdf/dfc-principles.pdf
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3 Bespoke Prototype Development

Adopting the principles of beneficence and non-maleficence a debate is neces-
sary, but it is currently thought that if the PwD gets into a situation that is not
safe, ethical arguments change. A morally acceptable solution is being researched
where human rights of privacy and autonomy are pre-eminent, but safety and
security are paramount. In the simplest use case, if a PwD is walking outside at
midnight and it’s −3 ◦C, the risk of exposure is high. The computing capacity
of mobile devices and a home-base ‘hub’ will be used to assess risk of the cir-
cumstance in which activity is taking place, activity patterns will be compared
those that have been ‘learnt’ or are otherwise known to be acceptable. Data is
gathered and processed directly, initially on a phone, but the mechanisms devel-
oped in this research will be applicable in future miniaturised wearable devices.
Multiple agents on the mobile device(s) and hub interact, private information
will only be shared externally if a clear instance of recovery necessitates this.

Invasive tracking of movement by another person is not advocated, but in
recovery GPS and Wi-Fi locations may be made visible, sensors will also be used
while indoors to contextualise activity. All data such as activity patterns and
location are kept private. Minimal data propagation and encryption will be used
to reduce the risk of interception or abuse.

4 Ubiquitous Assistive Technology

Technical systems that support elderly people and people with special needs in
activities of daily living (ADL) are available across Europe [16]. Technology, as
discussed in studies of Ambient Assisted Living (AAL) and Ambient Intelligence
discuss health, safety, security, peace of mind, independence, mobility and social
contact. Capabilities, strengths and weaknesses of cognitive aids and sensors
have been reviewed concluding that evaluation of these should be evidence based
and be carried out in real world settings [15]. To achieve trust in a technological
solution, failure or false alerts are not acceptable. Likewise, if a system is intrusive
or unacceptable in use it will not be adopted.

Mark Weiser, often referred to as the father of ubiquitous computing said:
“The most profound technologies are those that disappear. They weave them-
selves into the fabric of everyday life until they are indistinguishable from it”
[17]. It may be argued that mobile and wearable technology is already part of
everyday life and it is their unobtrusiveness that may assist in adoption of such
a system.

5 Activity Recognition (AR)

The developing field of activity recognition has recently brought about many
commercial attempts at wearable devices. These products are used to inspire
and motivate users to live a healthier lifestyle. We have evaluated the potential
worth to PwD of smart-phones, wearables and suitable in-home products.
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Fig. 1. AR timeline using data from a smart-phone

AR on a Smart-Phone. In our experiments, we evaluated the Android AR API.
An agent is able to analyse summary data in the form of activities from sensors
on the phone in real time. On return to the LAN data is uploaded to a trusted
hub where learning of ‘normal’ activities takes place. A library of activity is
again analysed using server based scripting languages such as PHP and Node.js.
Figure 1 visualises results purely for the purposes of explanation and to assist in
the study. A period of walking, then sitting is followed by a short walk to a car,
then driving and finally a return trip back home. A sequence of events can be
recognised and – when compounded with map data – if the context of the walking
(between 17:34 and 17:56) is a shop, the whole sequence may be recognised as an
instance of ‘going shopping’. Since this is not an event that requires intervention
(the user successfully did the shopping and returned home), there is no need for
invasion of privacy. Extended walking at the shop or not driving home would of
course elevate a measure of current risk and actions based on that.

AR Using Wearable Technology. Commercially available wearable devices allow
monitoring of activity and vital signs. Many of the devices come with an open
API that may be used for bespoke software development. A fitness monitor wrist-
band and a smart-watch were used to evaluate our methodology. The sensors in
these devices are used to recognise activity. Comparing different devices showed
significant quantitative discrepancies of, e.g., heart rate and step count. Despite
this inaccuracy, the fundamental activity was reliably detected on all devices.

Human stress monitoring may be done with a wearable patch [18]. Agitation
is linked with heart rate [19], this and anxiety are the second and third most
common behavioural abnormalities in persons with Alzheimer’s disease [20] and
accelerate the potential of transition to full time care [21]. Actively monitored
heart rate will be used as a measurement of risk.

Sleep disturbances are a common behavioural symptom associated with
Alzheimer’s Disease [22]. Increased walking at night corresponds with disrup-
tion of diurnal rhythm and is disruptive to ADL [23], it is a major reason for
nursing home admission [24]. Over 6 months of activity was collected using
a Fitbit and just about 11 weeks’ information was gathered using a Jawbone
Up3. The recorded sleep activity from both was an accurate representation of
actual behaviour. Data including quality of sleep can be accessed programmati-
cally through the manufacturer’s API using oAuth 2.0 and for example Python
scripting. Trends in sleep activity may be useful in assessing the risk of night
time wandering. Both devices use Bluetooth Low Energy (BLE) for data transfer
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Fig. 2. In-home activity recognition

between the device and a tethered phone, Fitbit provide encryption. Sleep activ-
ity in the previous week will be used as a predictor of the risk of night-time
wandering, again a key measure of underlying risk.

A fully programmable Android smart-watch, was selected for its sensors and
the possibility of bespoke software development. It is possible to trigger alerts or
reminders, e.g., if the wearer is out of range of a phone, alerts may be vibration
or audible reminders. The watch can be used to find the phone, it can respond
to voice commands and can display graphics, photos, or text.

AR in the Home. ‘Nearables’4 are small and portable BLE devices built on
beacon technology. Nearables and beacons were evaluated with very good results
when placing them on everyday items (see Fig. 2). Quantitative measurement
of proximity, location and movement may be captured inside and outside the
house. Temperature of a kettle, fridge and cooker may be measured through
their thermal sensor, as well as the movement of doors or other objects using
the built-in accelerometer. In our approach, sensor data is combined to make
compound assertions about the context the person is currently acting in. E.g., if
the front door moves, a person goes out of range of a hub and the phone is static,
it is likely that the person is outside without the phone. Beacons can be placed
outdoors or in shops, and can store longitude and latitude. For the purpose of
in-house monitoring, a home hub was developed running Node.js on a low cost
single board computer. Approximate distance from beacons to the hub may be
calculated from the signal strength. The used beacons are powered by batteries
with an advertised battery life of up to 60 months. They are unobtrusive, require
no installation apart from placement and are low cost.

Long term data is being collected to enable learning of individual activ-
ity patterns that can be used to assess the risk factor of actions in real time.
Categorisation of risks are determined in discussions with user groups, including
PwD, carers, health professionals and an ethics panel.

4 http://developer.estimote.com/nearables/.

http://developer.estimote.com/nearables/
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Fig. 3. Agent-based design for a home comprising five zones

6 An Agent-Based Architecture

Activity recognition and assessment described above are implemented as a multi-
agent system. Depending on the size of the home, there will be a number of
hubs, each with its own hub agent. All agents communicate securely on the
LAN or via BLE. Mobile agents are currently implemented on smart-phones.
They communicate directly with the hubs when they are within reach of the
respective Wi-Fi signal. All agents contextualise sensor data and run algorithms
to assess the current risk potential of the person being monitored. At a later
stage, there will be agents on wearables such as smart watches and wristbands.

A schematic architecture of our system is given in Fig. 3. This shows zones in
the home, some sensors, hubs and mobile devices. We have modelled this using
the nets-within-nets paradigm [25]. Hub agents and agents on mobile devices are
modelled by nets that reside in the Petri net representing the environment, i.e.,
the respective zone in the home or the current outdoor location. The agents’
decision-making components are also modelled as nets within the agent net and
data can be transmitted from all agents to the hub agents through channels that
become available when they are within reach of a hub.

7 Conclusion

Initial results suggest that it is possible to monitor activity with socially accepted
and widely available devices in an unobtrusive way. Furthermore, activity mon-
itoring without invasive tracking is possible without invading privacy. Another
key to success is the reliability of agents and their implementation on low energy
devices. The former is addressed by formal models for validation of processes
involving the agents (such as Petri nets), while the latter is achieved by opti-
misation of algorithms with respect to the frequency of sensor polling. The user
acceptance of any device will heavily rely on the success of these considerations.
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Though the current prototype requires the individual to carry a smart-phone, the
advancement in sensors and battery technology will make a final product even
more wearable and unobtrusive. Future work will focus on clarification of user
requirements and moral acceptability; algorithms for agents are to determine
risk situations from comparison with expected activity; dealing with dynamic
changes to normal activity due to the progression of the disease; addressing key
viability issues such as reliability, battery life, and user acceptance.
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Abstract. Remote Piloted Air Vehicle are operating in highly critical
contexts. These platforms carry a wide collection of instruments, mostly
a set of sensors aiming to collect data from the environment called the
theater . This set of sensors offers a large panel of functions to the plat-
form’s manager during the flight. Today, the needs transformation as well
as the numerous environment and industrial constraints turn the design
of the multi-sensor system’s architecture into a complex task. In this
article, we will quickly present the multi-sensor agent-based architecture
we elaborated and then detail the scheduling mechanisms we developed
within this architecture.

1 Introduction

In this article, we will study the management of resources on Remote Piloted
Air Vehicle (RPAS). Our approach aims to design a suitable architecture to deal
with resources, i.e. various sensors in our target application. We adopt multi-
agent paradigm by using an agent-based architecture for multi-sensor and multi-
function system [1]. We will show in this article how the sensors coordination
can by ensured by temporal scheduling within this architecture.

Today, the evolution of battlefields due to many factors, including new tech-
nologies and conflicts’ transformation, leads to emerging needs [2]. These needs
directly impact the development of airborne platforms and thus of Multi-Sensor
System (MSS). On the one hand, new operating conditions imply the use of
autonomous platforms with advanced flexibility and multirole capabilities [3].
On the other hand, the technologies’ fast evolution together with the cost reduc-
tion objective entail industries to develop more reliable and durable systems [4].
Sensors carried by RPAS are now able to perform a large panel of functions
such as image acquisition, spectrum analysis, and object tracking [5]. All these
sensors play a major role in operation and their optimization became essential.

From a MSS point of view, both of the orthogonal constraints cited ear-
lier lead to a new architecture which is able to enhance the MSS’ autonomy
and resilience on the one hand and to optimize the sensors’ usage on the other

c© Springer International Publishing AG 2017
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hand [1]. The sensors’ coordination is supported by scheduling mechanisms devel-
oped to satisfy the platform requirements as well as the architecture constraints.

2 System’s Requirements

Nowadays, airborne platforms are used worldwide as a strategic asset during
different kinds of operations including conflicts, surveillance and rescue. These
operations occur in highly dynamic environments with a low predictability under
scenarios combining up to a thousand entities. Theater’s entities all have their
own behaviors, speeds and trajectories. In this context, onboard instruments
(i.e. sensors) allow the platform, hence the mission manager, to collect knowledge
from the field.

Throughout years, sensors became complex systems, able to share data, com-
municate and, since recently, collaborate. Sensors are all specific to different
physical dimensions (electromagnetics at different wavelengths, optics, infrared,
etc.) and different scopes (few meters to hundreds of kilometers, shallow to wide
angles, etc.). Because of this variety of sensors, collaboration between sensors
allows us to deduce new data concerning the environment by overlapping out-
puts coming from many sensors. This operation is called track merging (a track
being a set of data received from an object on the field).

– The sensors’ scopes and ranges are not limitless, the functions’ set is expand-
ing, and with a maximum of entities on the field of about one thousand, the
global sensors’ capacity is the main limit for the enhancement of the MSS.

– As a result of sensor limits in term of range and scopes, the platform’s local-
ization is one of the main requisites to the sensors efficiency. This requirement
implies that the MSS has to be fully aware of the platform trajectory and
speed.

– Because of the criticality of the context and the mission’s objectives, operators
are expecting a certain determinism from the decisions proposed by the MSS.
The MSS will be following clearly defined rules specifying sensors’ actions
and which tasks will be accepted by the scheduler.

3 Related Work

Agent-based online architectures are currently used within many Airports’ Air
Traffic Controller (ATC) [6,7]. These agent ATC architectures demonstrated the
advantages brought by agents in term of autonomy. Objectives of ATC are about
controlling traffic in geographical areas [8]. This task is usually done by a human
operator who can be potentially overburdened depending on area frequentation
[9]. In this context, agents can be used to follow the location of aircraft in a
geographical area and assist/alert the operator along different situations.

In ATC, agents are mainly used as secondary operators assisting the main
system’s user with automatic treatment, discharging the operator from a cer-
tain workload. ATCs have many constraints in common with a MSS, especially
complex field’s visualization, data overloads, high criticality and low delays.
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Driving sensors through a multi-agent system was studied before in the con-
text of sensor-mission assignment [10]. Sensors were agentified and sharing mis-
sions given by a mission manager in order to improve the sensors loads and
consumptions. In our system, the SMS is also generating mission goals by ana-
lyzing the data coming from the field and making sensors plans in consequence.
This feature leads the MSS to support low-level sensors’ requirements as well as
high-level autonomy goals simultaneously.

4 Temporal Scheduling of Resources

4.1 Agent-Based Architecture for MSS

Figure 1 show the studied architecture. At first sight, the MSS acts as an interface
between the Mission Manager and the sensors’ apertures set. In this context the
agent has a double role: creating high-level sensors’ objectives and generating
accurate sensors’ resources allocation plans.

The scheduler receives all the plans from the agents in order to schedule them
accurately on sensors’ timelines. Because of the number of objects present on
the field (i.e. a large number of agents within the architecture), the scheduling
is one of the most essential processes in our system.

Fig. 1. The agent-based MSS architecture.
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4.2 Sensor-Suite’s Efficiency

The efficiency of the sensor suite relies on the consistency of realized tasks accord-
ing to many parameters such as weather, the platform’s attitude, the MSS state,
field objects’ behaviors and operators requests.

The highest efficiency is reached if the sensor suite collected the maximum
volume of significant information (from the operational point of view) about the
field regarding all the previous parameters.

To answer these requirements, one solution is to attribute a priority level to
each agent. This agent’s priority reflects the potential interest of the field object
and hence allows a proportional access to sensors. The priority level is defined
by operational rules.

The great number of objects (i.e. up to 500) on the field implies a big number
of sensors’ plans created by the agents. Many of these plans can be insignificant
from an operational point of view. As an example, we can imagine a scenario in
which the platform tracks an important object on the field through the radar
sensor, the importance of the object implies a high level of priority.

If the platform is approaching a highway used by 300 vehicles with low oper-
ational interest, the matching agents will all send sensors plans corresponding to
an identification procedure. After sorting by priority order, all the requests will
not be achievable by the same sensor. A part would be realized by another one
(e.g. camera sensor) while the other part will be simply unachieved. In spite of
a partial realization of agents’ requests, the resulting efficiency is optimal in the
given situation.

The determination of the agents’ priority level is an important point of the
scheduling coherence and the objective of the scheduling is to optimize the aver-
age priority of the accepted plans relative to the average priority of the total
tasks set.

4.3 Sensors’ Plans

Year after year, the number of functions (e.g. “take a picture” or “listen to
signals on M-band”) achievable by a MSS has multiplied. Today, sensors allow
the pilot to fulfill many different functions. Each function is achieved through a
specific sensor plan.

A sensor plan is an ordered set of sensors tasks to realize a sensor function
(e.g. “take a camera picture” requires the execution of two resources: a “camera”
and an “optic processing unit”).

Figure 2 represents a plan constituted of 3 tasks, each of them needs a dis-
tinct resource. This figure shows the asynchronous and indivisible features of
resources’ occupations. In fact, the tasks 1 and 2 start and end at the same time
while the task 3 is starting before the previous tasks’ end. The resources are
fully allocated during the tasks. The plan weight is determined by agents and
reflect the importance of executing the plan at an operational level.
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Fig. 2. A sensor plan PA on 3 resources.

4.4 Scheduling of Plans and Tasks

The scheduler takes into account plans issued by agents and the scheduled plans
on the timelines. Their different priorities lead to a global plan for all resources
depending on each sensors plan’s weight. The resulting global plan is divided
into two distinct parts. The first part is a compact scheduling leading to a dense
occupation and optimization of resources by interleaving tasks. This scheduling is
done until a short-term limit. The second scheduling is fulfilled for the remaining
period, beginning at the short-term limit and finishing at a later time limit. This
scheduling is less optimized and allows agents to know the progression of the
acceptance of their plans. A resulting scheduling example is shown in Fig. 3. If a
plan is not accepted in the short-term or long-term schedule, the agent is advised
about the refusal of the plan and is able to submit a new plan on a different
resource. The scheduling algorithm is described by the Algorithm 1.

Fig. 3. Plans scheduling.

5 Simulation

Since testing in real situations is complex and very expensive to be achieved with
this kind of platform and MSS, we implemented this architecture in simulation.
Hence, we developed a special test scenario, able to show the main decisions an
operator takes during a mission. This scenario gathers up to 10 steps where the
platform is deployed in different contexts with different criticality and have been
validated by operationals. Thanks to this scenario we can now compare decisions
taken by our MSS architecture with the behavior of traditional ones.

Figure 4 is the visualization of the main window of the simulation engine.
The downer frame represents functions and resources available in the MSS.

Framed resources and functions are currently working. The links between
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Algorithm 1. Scheduling Algorithm
Input: P the set of the whole Agents’ Plans such as

∀ Pk ∈ P, k = [1 . . .K],K ∈ N

Output: S the set of the resources’ schedules and S1,S2 the two subsets of the
short term and long term schedules

Data: T1,T2: short and long term time limits, T1 < T2

K1Max,K2Max: booleans, true if the number of scheduled tasks is the highest for
the periods [0 . . . T1[ and [T1 . . . T2[

1 begin
2 K1,K2; /* number of plans achievable in [0 . . . T1[ and [T1 . . . T2[ */

3 K1Max,K2Max ←− false;
4 P ←−sortPlansByPriority(P);
5 begin short term scheduling
6 K1 ←− approximateK1(P);
7 while ¬K1Max do
8 P1 ←− selectFirstPrioritaryPlans(P,0 . . .K1);
9 S1 ←− schedule(P1);

10 if scheduleSuccess then
11 if K1Max then
12 writeResources(S1);
13 else
14 increase(K1); /* write scheduling results on resources

timelines */

15 else
16 decrease(K1);
17 K1Max ←− true; /* if schedule failed, decrease K1 */

18 begin long term scheduling
19 Proceed the same way as K1 with K2 until K2Max and

writeResources(S2);

20 adviseAgents(“unplanned” ,ownersOf(PK2 . . . PN ));

functions depict the functions’ dependencies of sensors. One feature of the sim-
ulation is to force a sensor breakdown by selecting the checkbox down under the
resource. This feature shows the ability of the architecture to redirect plans on
available resources.

At this step of the scenario, an objective is given to the platform: search
the object A in a particular area. After 2 min and many sensors tasks the Obj.
A was found as expected without human control on the MSS’ sensors. The vigil
mode of the RPAS, which was turned on at the startup of the MSS, planned and
executed the use of an electromagnetic detector to watch the platform’s envi-
ronment. It detected the presence of a emitter (e.g. radar, Obj on the figure)
and identified it. In reality, the MSS is not making the platform turn but the
Mission manager is deciding to go toward the object after the MSS shared
data received and proposed an identification procedure on a particular point
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Fig. 4. Visualization of simulator’s main frames.

of interest (proposition emitted by the corresponding agent). The detection of
objects led to the activation of different other sensors and effectors (such as
emitters).

Some functions were implemented to enhance the robustness of the MSS
including agent death and replication for avoiding blocking agents situations.
The MSS’ global behavior matched our expectations during simulations and
sensors’ tasks were scheduled in time with coherence regarding the simulated
field. Work should be done to refine choice models concerning agents’ plans,
sensors’ behaviors, and objects’ behaviors.

The scheduling is converging thanks to a time limit set in the scheduler. This
process’ time limit allows the scheduler to take fast decisions by constraining
the number of exchanges between the agents. This feature guarantees to find a
solution to the scheduling problem in a given time when increasing the number
of field’s objects despite a non-optimal global schedule. The selection of the K1

first priority plans guarantee the maximum average priority in the time limit.
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6 Conclusion

The results provided by the simulation gave us a first proof of concept concerning
the architecture and the scheduling. The general behavior of the simulated MSS,
the agents’ planning abilities, and the general flexibility of implementation met
our expectations.

This article presented a temporal scheduling for a particular MSS agent-based
architecture for an autonomous and optimized sensors’ driving.

Finally, the architecture and thus the scheduling method may be potentially
adapted to less constraining platforms like underwater vehicles, piloted aircrafts,
or land vehicles.
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Abstract. This paper presents an experimental evaluation of the per-
formance of a novel add-on module for JADE intended to provide agents
with estimates of their positions in known indoor environments with no
need of dedicated infrastructures or specific onboard devices. First, the
paper motivates the work and it details relevant assumptions regarding
the applicability of the proposed module. The framework that the mod-
ule provides to host localization algorithms is outlined, and the specific
nomenclature is introduced. Then, the algorithm which ships with the
module is briefly presented. Finally, the experimental campaign used to
assess the performance of localization is detailed. Experimental results
show that the accuracy of stationary localization is sufficient for envis-
aged application scenarios.

1 Introduction

Agent technology has been advocated as the ultimate solution for most of the
inherent issues of software for mobile devices since the end of the nineties. The
group of companies that initially teamed to establish the Foundation for Intel-
ligent Physical Agents (FIPA), now IEEE FIPA Standards Committee (www.
fipa.org), was composed of telecommunication operators and manufacturers of
mobile appliances. JADE (Java Agent and DEvelopment framework) [1], the tool
that was eventually chosen as a reference implementation of FIPA specifications,
was conceived under direct funding of a telecommunication operator. Four of the
major manufacturers of mobile appliances of the time started a joint research
initiative in 1998 to bring agent technology to what we used to call Java-enabled
phones [2,3], which eventually became the base of JADE for Android [4]. Finally,
a geolocalized chat application for Android developed using JADE by members
of the JADE team predates Whatsapp by months [5]. We used to call them
nomadic agents at the time—to make a clear distinction with the then popular
mobile agents—and nomadic agents were considered one of the most promising
applications of agent technology.

The evolution that we recently witnessed from mobile devices to smart appli-
ances has tightened the link which connects agent technology with the world of
software for the smart appliances of today and of tomorrow. The adjective embod-
ied is traditionally attached to agents, and the adjective physical was chosen too
c© Springer International Publishing AG 2017
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in the acronym FIPA, because agents have all the features needed to fruitfully
use the sensors and the actuators that were added to mobile devices to make
them smart appliances. Notably, the smart appliances of today—and even more
those of tomorrow—offer much more resources than in the past and the major
challenge of agents for smart appliances is no longer about managing the lack of
resources; rather it is about providing agents with the possibility of effectively
interfacing with the physical world they live in.

Examples of the significant opportunities that the synergic combination of
agents and smart appliances offer has been already explored with a major
evolution of JADE which has been introduced to address a specific, yet very
important, application area, where agents have already shown their benefits [6].
AMUSE (Agent-based Multi-User Social Environment) [7] is an open-source
platform built on top of JADE to tackle specific issues of online social games, and
it has been already used to experiment mixed-reality games [8,9]. Actually, one
of the most interesting characteristics of online social games specifically intended
for mobile users is that the physical world of the user can be embedded in the
game as an effective game element.

One of the weaknesses that we observe in available smart appliances is that
they do not yet offer support for accurate indoor localization. While accurate
outdoor localization is effectively achieved using various assisted technologies,
accurate indoor localization is still an open problem. This paper reports recent
results that show how a novel JADE add-on module can be used to effectively
provide agents with accurate localization capabilities in indoor scenarios using
only off-the-shelf WiFi technology available in all smart appliances. In detail, the
prototyped module can be used to develop JADE and AMUSE agents capable
of sensing their location with respect to a fixed reference frame by measuring
the distances between the appliance where the agent is running and the access
points of the WiFi network. The measured distances are then fed to a local-
ization algorithm that provides the agent with an estimate of its location and
that allows using such an estimate as a major game element for location-aware
games. Examples of such games include social games in large indoor areas with
high concentrations of potential users, like the halls of shopping malls, the wait-
ing areas of airports, and the covered markets often found in historic cities.
Such areas typically offer dedicated WiFi coverage by means of access points
whose position is known with a good accuracy. The knowledge of the positions
of access points together with the possibility of estimating the distance between
each access point and the user’s appliance allow providing agents on smart
appliances with good estimates of their location with no need of a dedicated
infrastructure.

A localization accuracy of less than 2 m is needed to discriminate, e.g., the
shop window in front of which the user is located, and in this paper we show,
through illustrative examples, that such an accuracy can be achieved by using
the presented techniques. It is worth noting that the implemented prototype does
not assume that the appliance is connected to one of the WiFi networks of the
area; rather it only assumes that the WiFi receiver is enabled on the appliance.
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The paper mainly focuses on presenting one of the localization algorithms
available in the JADE add-on module, and a detailed description of the archi-
tecture of the module and of its API is left for a future paper. In Sect. 2, the
localization framework is introduced and the chosen algorithm is briefly sum-
marized. In Sect. 3, a few illustrative experimental results are shown. Finally,
Sect. 4 concludes the paper.

2 Location-Aware Agents on Smart Appliances

In order to provide information on the position of the appliance that hosts an
agent, ranging and localization capabilities have been integrated in JADE by
means of a dedicated add-on module. The module already provides an algo-
rithm to perform localization, but it is open, allowing other algorithms to be
used, provided that they implement specific interfaces [10]. Such interfaces are
meant to support a localization approach which involves two steps. First, the
agent uses the module to acquire range estimates between the smart appliance
where it is running and the Access Points (APs) of the network. Then, the mod-
ule transparently feeds such range estimates to a localization algorithm which
computes an estimate of the position of the appliance, which is normally called
Target Node (TN ) using the accepted nomenclature of localization algorithms.
Finally, the agent is informed of its current position.

2.1 Acquisition of Range Estimates

Concerning the range acquisition phase, let us observe that each communication
between the TN and any of the AP in range allows obtaining an estimate of
the distance between them, and other valuable information, such as the BSSID
(Basic Service Set IDentification) of the responding AP. Assuming that the
position of each AP is known, each mapped BSSID can be associated with the
coordinates of the corresponding AP and, hence, each distance estimate can
be also related to the coordinates of the corresponding AP. The possibility of
associating the physical position of an AP with each distance estimate between a
TN and that AP is a fundamental condition to apply the localization algorithm,
as shown in the following. The implemented localization algorithm relies on the
distance estimates between some APs with known positions and the TN. Such
range estimates are derived from the received power of the WiFi signal using the
Friis formula, according to which the average received power P̄ (ρ) at distance ρ
can be expressed as [11]

P̄ (ρ) = P0 − 10β log10
ρ

ρ0
(1)

where P0 is the known power at the reference distance ρ0. An estimate of the
average received power P̄ (ρ) yields the value of the distance ρ by inverting (1).

In the considered localization framework, we rely on the range estimates
from three APs to estimate the position of the smart appliance. This means
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that, even if more than three APs are available, the position of the TN is esti-
mated only relying on the range estimates from three of them. More complex
localization algorithms, relying on a larger number of range estimates, could also
be implemented, even though they would have a higher computational cost. Let
us introduce some notation. The coordinates of the APs are denoted as

si = [xi, yi, zi]T i ∈ {1, 2, 3} (2)

where T represents the transpose symbol. We remark that we assume that the
coordinates of the APs are known to the agent in charge of the localization. The
(unknown) position of the TN is denoted as

u = [x̄, ȳ, z̄]T (3)

so that the exact distance between the TN and the i-th AP can be written as

ρi � ||u − si|| i ∈ {1, 2, 3}. (4)

From now on, we make an additional assumption which allows simplifying the
localization algorithm, i.e., we assume that the height z̄ of the considered TN is
known. Defining as

hi = |z̄ − zi| i ∈ {1, 2, 3} (5)

the difference between the height z̄ of the TN and the height zi of the i-th AP,
it is possible to evaluate the projections of the distances {ρi}3i=1 on the plane
z = z̄ where the TN lies. According to the Pythagoras theorem, they can be
written as

ri =
√

ρ2i − h2
i i ∈ {1, 2, 3}. (6)

We recognize that this may seem a strong assumption. However, even if the true
height is not accurately known, in the considered scenarios, in which people are
holding smart appliances in their hands, it can be reasonably approximated to,
e.g., z̄ = 1 m. Errors in the order of a few cm on the value of z̄ would not impact
much on the performance of the proposed localization framework. Instead, this
assumption has the advantage of simplifying the localization algorithm as if the
considered scenario was a bidimensional one (i.e., as if the coordinates of the
i-th AP were [xi, yi, z̄], for i ∈ {1, 2, 3}).

Using this notation, the true position of the TN can be found by intersecting
the three circumferences lying on the plane {z = z̄}, centered in {[xi, yi]}3i=1,
and with radii {ri}3i=1. Unfortunately, the true distances {ρi}3i=1 between each
AP and the TN are not known and, hence, the values of {ri}3i=1 cannot be
evaluated. Instead, one needs to rely on the WiFi-based range estimates obtained
according to (1), which are denoted as {ρ̂i}3i=1. Given such estimates and the
values of {hi}3i=1, it is possible to evaluate the projections of the estimated
distances on the plane z = z̄ where the TN lies. Analogously to (6), they can be
expressed as

r̂i =
√

ρ̂2i − h2
i i ∈ {1, 2, 3}. (7)

The values of {r̂i}3i=1 can finally be used to feed the considered localization
algorithm.
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2.2 The Implemented Localization Algorithm

Various range-based localization algorithms have been proposed in the litera-
ture [12] and any of them could be implemented in the JADE add-on module.
Notably, the module ships with an implemented algorithm commonly called CI
(Circumference Intersection) algorithm [13]. The algorithm is simple and intu-
itive and, in order to shortly describe it, let us introduce some notation. The
starting point of this algorithm is the following system of equations

⎧⎪⎪⎨
⎪⎪⎩

Ĉ1 :(x̂ − x1)2 + (ŷ − y1)2 = r̂21

Ĉ2 :(x̂ − x2)2 + (ŷ − y2)2 = r̂22

Ĉ3 :(x̂ − x3)2 + (ŷ − y3)2 = r̂23

(8)

which represents the three circumferences lying on the plane {z = z̄}, centered
in {[xi, yi]}3i=1, and with radii {r̂i}3i=1. Since the radii are affected by errors,
the three circumferences in (8) do not intersect in a single point, as it would
happen if the actual values of {ri}3i=1 were known. To overcome this problem,
we intersect pairs of them, i.e., we define the following three sets obtained by
intersecting the three different pairs of circumferences

I1 = Ĉ1 ∩ Ĉ2 I2 = Ĉ1 ∩ Ĉ3 I3 = Ĉ2 ∩ Ĉ3. (9)

Each of the three sets {Ii}3i=1 may contain two (possibly coincident) points, if
the considered circumferences intersect, or it can be empty, if the considered
circumferences do not intersect.

Assuming that the three sets {Ii}3i=1 are not empty, we choose a point from
each of them in order to guarantee that the three selected points are the nearest
ones to each other. More precisely, we choose p

1
∈ I1, p

2
∈ I2, and p

3
∈ I3 so

that the following conditions are satisfied

||p
1

− p
2
|| = minp∈I1, q∈I2 ||p − q|| (10)

||p
1

− p
3
|| = minq∈I3 ||p1 − q||. (11)

Given these three points, the TN position estimate is chosen as their baricenter.
If two circumferences do not intersect, the corresponding set defined in (9)

would be empty. For instance, if Ĉ1 and Ĉ2 do not intersect, then I1 in (9) is
empty. In this case, the estimate of the TN position is based on the remaining
intersections, whenever possible. More precisely, the TN position estimate would
be the baricenter of the two nearest points of I2 and I3.

In Sect. 3, experimental results obtained using the CI algorithm are shown.
The performance of the proposed framework is evaluated in correspondence of
four different TN positions, for each of which 100 localization estimates are
performed and they are denoted as

û(j) = [x̂(j), ŷ(j)] j ∈ {1, . . . , 100}. (12)

We remark that the third coordinate is omitted in (12), since is assumed to be
known and equal to z̄.
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Fig. 1. The projections on the plane z = 1 m of the positions of the three considered
APs (magenta squares) and four different TN positions (blue circles) are shown. (Color
figure online)

3 Experimental Results

In order to test the applicability of the agent-based localization algorithm previ-
ously described, we performed tests in an illustrative indoor scenario, namely a
room whose sides are 4 m long. Three APs, denoted as {APi}3i=1, were positioned
in the room and a proper coordinate system is defined, according to which the
coordinates of the APs, expressed in meters, are

s1 = [0, 0, 3]T s2 = [4, 0, 3]T s3 = [0, 4, 3]T . (13)

With this configuration of APs, four different positions for the smart appliance
are subsequently considered inside the room. The coordinates of such positions,
expressed in meters, are

u1 = [1, 1, 1]T u2 = [2, 1, 1]T

u3 = [3, 1, 1]T u4 = [2, 2, 1]T .
(14)

Figure 1 shows the projections on the plane z = 1 m (where the TNs are
assumed to lie) of positions of the three fixed APs (magenta squares) and the four
different positions of the TN (blue circles), denoted as {TNi}4i=1. Let us remark
that in the considered scenario all APs are placed at the same height, namely
3 m. The same holds for the TN positions, for which the height is 1 m. However,
the proposed localization approach is general and it does not require that the
APs share the same height. Moreover, different heights for the TNs could also be
considered. The only important point in order to apply the proposed localization
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Table 1. Values of the minimum distance dmin (first row), the maximum distance
dmax (second row), and the average distance davg (third row), relative to the position
estimates of: TN1 (first column); TN2 (second column); TN3 (third column); and TN4

(fourth column).

TN1 TN2 TN3 TN4

dmin [m] 9 · 10−3 1 · 10−2 2 · 10−2 7 · 10−2

dmax [m] 1.23 1.14 1.21 1.02

davg [m] 0.34 0.38 0.63 0.58

framework, is that the heights of all the APs and of the TN must be known, so
that the projections {r̂}3i=1 of the range estimates can be determined, as shown
in (7).

In order to evaluate the performance of the proposed localization algorithm,
let us define

d(j) = ||û(j) − [x̄, ȳ]|| j ∈ {1, . . . , 100} (15)

where [x̄, ȳ] represents the vector containing the abscissa and the ordinate of
the true TN position. Observe that (15) represents the distance error between
the projection of the true TN position and the projection of the TN position
estimate in the j-th iteration on the plane z = z̄. The definition of the distance
error (15) allows introducing

dmin = min
i∈{1,...,100}

d(j) dmax = max
i∈{1,...,100}

d(j) (16)

which represent the minimum and the maximum values of the distance errors
and

davg =
1

100

∑
i∈{1,...,100}

d(j) (17)

which represents the average value of the distance error.
Table 1 shows above-mentioned metrics, for each of the TN positions in (14).

From Table 1 it can be observed that the values of the minimum distance error
dmin are in the order of a few cm, while the values of the maximum distance error
dmax vary from 1.02 m, corresponding to TN4, to 1.23 m, corresponding to TN1.
Hence, it can be concluded that the values of dmin relative to the four different
TN positions are similar to each other and the same holds for dmax. The values
of the average distance error davg vary from 0.34 m, corresponding to TN1, to
0.63 m, corresponding to TN3. Such values guarantee that the performance is
adequate for the considered localization purpose.

In the remaining part of this section, the details relative of the distance errors
{d(j)}100j=1 are shown for each of the four considered TN positions.

3.1 First Scenario

First, the TN is positioned in the point with coordinates u1 defined in (14).
Such a point is denoted as TN1 in Fig. 1. In this case, the true distances {ρi}3i=1
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Fig. 2. The CDF of the distance errors {d(j)}100j=1 (blue line) and the value of the average
distance error davg relative to the position estimates of TN1 are shown. (Color figure
online)

between the i-th AP and the TN, expressed in meters, are

ρ1 � 2.45 m ρ2 � 3.74 m ρ3 � 3.74 m.

Recalling that the difference between the height of the APs and that of TN1 is
2 m, it is then possible to evaluate the projections of the range estimates on the
plane z = 1 m. They can be obtained, according to the Pythagoras theorem, as

r1 � 1.41 m r2 � 3.16 m r3 � 3.16 m.

Range estimates from each of the three APs are acquired and used to estimate
the position of TN1, according to the CI algorithm described in Sect. 2. This
procedure is iterated 100 times, thus obtaining 100 position estimates {û(j)}100j=1

for TN1, from which the values of the distance errors {d(j)}100j=1 defined in (15)
can be evaluated.

Figure 2 shows the Cumulative Distribution Function (CDF) (blue line) of
the distance errors {d(j)}100j=1 obtained in correspondence of TN1. The average
value of the distance error davg is 0.34 m and it is shown in Fig. 2 (red line).
From Fig. 2 it can be observed that the distance error is smaller than 0.5 m in
86% of the cases and it is smaller than 1 m in 98% of the cases.

3.2 Second Scenario

Let us now consider the results relative to the TN positioned in the point denoted
as TN2 in Fig. 1, whose coordinates are denoted as u2 in (14). The true distances
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Fig. 3. The CDF of the distance errors {d(j)}100j=1 (blue line) and the value of the average
distance error davg relative to the position estimates of TN2 are shown. (Color figure
online)

{ρi}3i=1 between the i-th AP and the TN, expressed in meters, are

ρ1 � 3 m ρ2 � 3 m ρ3 � 4.12 m.

As when considering TN1, the projections of the range estimates on the plane
z = 1 m on which the TN lies can be evaluated, according to the Pythagoras
theorem, as

r1 � 2.23 m r2 � 2.23 m r3 � 3.60 m.

To estimate the position of TN2, 100 range estimates from each of the three APs
are acquired and used to feed the CI algorithm, thus leading to 100 position
estimates {û(j)}100j=1 for TN2.

Figure 3 shows the CDF (blue line) of the distance errors {d(j)}100j=1 obtained
when considering TN2. The average value of the distance error davg is also shown
(red line) and it corresponds to 0.38 m. Observe that it is similar to that relative
to TN1. From Fig. 3 it can be observed that the distance error is smaller than
0.5 m in 79% of the cases and it is smaller than 1 m in 92% of the cases. These
percentages are slightly smaller than those relative to TN1.

3.3 Third Scenario

Let us now consider the TN denoted as TN3 in Fig. 1. In this case, the true
distances {ρi}3i=1 between the i-th AP and the TN, expressed in meters, are

ρ1 � 3.74 m ρ2 � 2.45 m ρ3 � 4.69 m
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Fig. 4. The CDF of the distance errors {d(j)}100j=1 (blue line) and the value of the average
distance error davg relative to the position estimates of TN3 are shown. (Color figure
online)

and their projections on the plane z = 1 m can be computed as

r1 � 3.16 m r2 � 1.41 m r3 � 4.24 m.

The acquisition of 100 range estimates from each AP allows the derivation of
100 position estimates {û(j)}100j=1, relying on the CI algorithm.

Figure 4 shows the CDF (blue line) of the distance errors {d(j)}100j=1 relative
to the position estimates of TN3. The average value of the distance error davg is
also shown (red line) and it equals 0.63 m. From Fig. 4 it can be observed that
the distance error is smaller than 0.5 m in 33% of the cases and it is smaller
than 1 m in 91% of the cases. It can be concluded that the localization of TN3

is slightly less accurate than that of TN1 and TN2. This may be due to the fact
that TN3 is quite far from two of the three APs (namely, AP1 and AP3), and,
hence, the range estimates that it receives from these APs are affected by larger
errors, due to signal propagation, resulting in less accurate position estimates.

3.4 Fourth Scenario

Finally, let us now consider the TN denoted as TN4 in Fig. 1. This corresponds
to considering the TN in the middle of the room. In this case, the true distances
{ρi}3i=1 between the i-th AP and the TN, expressed in meters, are

ρ1 = ρ2 = ρ3 =� 4.36 m.

According to the Pythagoras theorem, the projections of the distances on the
plane z = 1 m can be computed as

r1 = r2 = r3 � 2.83 m
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Fig. 5. The CDF of the distance errors {d(j)}100j=1 (blue line) and the value of the average
distance error davg relative to the position estimates of TN4 are shown. (Color figure
online)

As in the previous scenarios, 100 range estimates from each of the three APs are
acquired and used to derive 100 estimates {û(j)}100j=1 for the position of TN4.

Figure 5 shows the CDF (blue line) of the distance errors {d(j)}100j=1 obtained
in correspondence of TN4. The average value of the distance error davg, corre-
sponding to 0.58 m, is also shown (red line). Figure 5 shows that the distance
error is smaller than 0.5 m in 39% of the cases and it is smaller than 1m in 98%
of the cases.

4 Conclusion

This paper presented an experimental evaluation of the performance of indoor
localization that we can currently expect from JADE agents using a novel add-on
module. The module offers agents the possibility of having accurate estimates
of their location in known indoor environments with no need of a dedicated
infrastructure or specific onboard sensors. The obtained results show that agents
can reasonably assume an accuracy of 2 m in stationary localizations, which
meets the requirements of targeted applicative scenarios. In particular, such an
accuracy is sufficient, for example, to use the position of the user as a specific
game element of social games in large indoor areas like the halls of shopping
malls, the waiting areas of airports, and the covered markets of historic cities. In
detail, the analysed algorithm allows a JADE agent to acquire range estimates
from the access points of the WiFi infrastructure, which are assumed to be in
known positions, and to use such estimates to have real-time information on the
position of the smart appliance which hosts the agent.
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Abstract. One of the computer algorithms inspired by swarm intelli-
gence is stochastic diffusion search (SDS). SDS uses some of the processes
and techniques found in swarm to solve search and optimisation prob-
lems. In this paper, a hybrid approach is proposed to deal with real-world
imbalanced data. The proposed model involves oversampling the minor-
ity class, undersampling the majority class as well as optimising the para-
meters of the classifier, Support Vector Machine (SVM). The proposed
model uses Synthetic Minority Over-sampling Technique (SMOTE) to
perform the oversampling and the agents of a swarm intelligence tech-
nique, SDS, to perform an ‘informed’ undersampling on the majority
classes. In addition to comparing the agents-led undersampling with ran-
dom undersampling, the results are contrasted against other best known
techniques on nine real-world datasets. Moreover, the behaviour of SDS
agents in this context is also analysed.

Keywords: Swarm intelligence · Agents · Class imbalance · Stochastic
diffusion search · SVM

Class imbalance – a major problem in machine learning – occurs when the num-
ber of instances in the majority class is significantly higher than the number of
instances in the minority class. It is present in a number of real-world classifica-
tion applications, like oil spill detection from satellite images, detection of fraud-
ulent online credit card and diagnosis of rare diseases [6,10,14]. The issue has
been receiving some attention in the literature (e.g. [6,14]) mostly due to the fact
that data mining models tend to be influenced with the skewed data distribution,
therefore the minority class is usually misclassified leading to bad performance.

Several solutions have been suggested in the literature to address this issue,
amongst which are data-level techniques, algorithmic-level techniques and a com-
bination of both. At the data level, solution is achieved by applying sampling
on the dataset until it is balanced. However, this issue faces the challenges of
the loss of important information and over fitting to balance the data. Despite
these challenges researches are still implementing techniques to overcome this
issue; one approach is to generate new synthetic instances from the minority
class. The approach, SMOTE, takes a subset of the minority class samples
c© Springer International Publishing AG 2017
N. Criado Pacheco et al. (Eds.): EUMAS 2016/AT 2016, LNAI 10207, pp. 305–313, 2017.
DOI: 10.1007/978-3-319-59294-7 25
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(two or more) and creates a synthetic example using k -Nearest Neighbour algo-
rithm (k -NN) [5]. At the algorithmic level, solutions can be applied by adjust-
ing the cost parameter to improve the model’s performance on imbalanced
datasets. This approach is shown to perform well when dealing with imbalanced
dataset [12].

Stochastic diffusion search (SDS) that is one of the established swarm intel-
ligence (SI) techniques which has been applied to various areas of optimisa-
tion, medical diagnosis, data clustering, and many more [1]. It is originally
attributed to Bishop in 1989 [3], as a population based matching algorithm
that uses direct communication patterns such as cooperative transport found
among social insects to perform evaluation of search space. In SDS, the agents
population have ‘hypotheses’ about the possible solutions; these hypotheses are
partially evaluated in order to provide feedback that ensure the agents conver-
gence on promising solutions. Using SDS, agents communication and the ‘partial’
evaluation of hypotheses play the critical role in the performance of the agents
and the emergence of “intelligence” [1].

In this work, SDS is applied to the problem of class imbalance in machine
learning. Primarily, SDS, in this context, is tasked with the undersampling of
the majority class and Synthetic Minority Over-sampling Technique (SMOTE)
is tasked with the oversampling of the minority class. Moreover, to solve the
problem at the algorithmic level Support Vector Machine (SVM) values; C and
gamma are optimised using a grid search and 5 cross validations to train and
test the classifier. Key research questions raised in the paper are:

– What is the impact of the duplication at dataset’s feature-level (the role of
duplications on each individual feature) on the undersampling process?

– How could SDS provide a way to address the feature-level duplications?
– Does proposed model in the paper, which uses SDS for undersampling, pro-

vides any outperformance compared to random undersampling as well as
other techniques?

– Is it possible to make a recommendation on when to use the method proposed
in this paper? In other words, which types of datasets are more responsive to
the proposed technique?

1 Experiment

Some previous work (e.g. [4]) have shown that a combination of data level and
algorithmic level solutions can improve the model performance on imbalanced
datasets. In the experiments conducted for this work, the first task is the appli-
cation of SDS to undersample the majority class where the aim is to reduce
the size of majority class (SDS’s search space). The proposed model uses SDS
to undersample the majority class to around fifty percent; in cases where the
minority class instances need to be oversampled (to reach a comparable size
with undersampled majority class) SMOTE is applied, with the following con-
figurations: class is set to zero to detect the minority class automatically; nearest
neighbours is set to 5 as this will create synthetic instances from the five nearest
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Table 1. Summary of datasets used in this experiment

Dataset No. of

instances

Missing

values

Minority

class

Majority

class

Distribution Continuous

Features

Discrete

Features

SMOTE

Oil spills 937 No 41 896 0.04:0.96 49 0 Yes

Yeast 483 No 20 463 0.04:0.96 8 0 Yes

Abalone 731 No 42 689 0.06:0.94 7 1 Yes

Vehicle 846 No 199 647 0.23:0.77 18 0 Yes

Breast cancer 699 Yes 241 458 0.34:0.66 9 0 No

Bank marketing 4119 No 451 3668 0.11:0.89 10 10 Yes

Thoracic surgery 470 No 70 400 0.15:0.85 3 13 Yes

Ionosphere 351 No 126 225 0.35:0.65 34 0 No

Hepatitis 155 Yes 32 132 0.21:0.79 6 13 Yes

neighbours; the percentage of instances to create depends on the majority class
size; and the number of seeds used for the sampling is set to 0.

At the algorithmic level, the model uses SVM algorithm, where parameters
like C (misclassification cost) and gamma for the radial kernel are optimised
using a grid search, which is a simple search through a range of parameters. The
range for C has been defined as [2−5, 215] and the range of gamma as [2−15, 23] [8].
The search is performed using 5 cross validation and multi-threading to run mul-
tiple process at a time. The hybrid approach is then contrasted against random
undersampling (along with SVM optimisation). To evaluate the proposed model,
nine imbalanced datasets are used in this work. The datasets are available from
the University of California, Irvine (UCI) Machine Learning Repository, plus
the Oil Spills dataset [9]. The datasets, all collected from real-world cases, vary
greatly in their class distributions, sizes and features characteristics (continuous
and discrete features). The full list of dataset used are shown in Table 1.

Applying SDS to Undersample the Majority Class Instances: In this
experiment, the number of SDS agents is empirically set to be half of the search
spaces (half the number of instances); quarter of the SDS population size is set for
the number of iterations to undersample the majority class. Initially a model (an
instance from the majority class) is randomly selected from the search space (the
entire majority class instances) and the agents are set to find the closest match
(an instance) from the remaining items of the search space. Once a match or the
most similar item is found, it is removed from the majority class with the aim
of removing redundant data. Given that this process aims at undersampling the
majority class without removing useful information, removing the closest match
to a randomly selected model prevents the deletion of useful information from the
search space. The initialisation, test and diffusion phases of SDS are expanded
with more details to shed more light as to how SDS is adapted for the purpose of
undersampling. In the initialisation phase each agent is assigned to a hypothesis
from the search space (i.e. a random instance number from the majority class).
Subsequently, in the test phase, a randomly selected micro-feature (one of the
attributes of the instance) is compared against the corresponding micro-feature
of the model (i.e. the corresponding attribute of the model); if the randomly
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selected micro-feature of the hypothesis is within the threshold of the model’s
micro-feature, the agent is set to active, otherwise inactive (threshold vector cal-
culation is described in Sect. 1.1). This process is repeated for all the agents, after
which all agents are either active or inactive. Once the status of all the agents
are determined in the test phase, the next phase starts. In the diffusion phase,
each inactive agent randomly picks another agent; if the randomly selected agent
is active, its hypothesis (i.e. instance number) is shared with the inactive agent,
otherwise the selecting agent picks a random hypothesis (a random instance
number) from the search space. The cycle of test-diffusion phases are repeated
equal to the number of iterations allowed. Then the instance which has attracted
the largest number of agents is labelled as the ‘closest match’ and thus removed
from the search space. The model is then transferred to another list ‘models
list’. In the next step, another model is randomly chosen from the remaining
instances, its closest match is found and removed from the search space and the
new model is then added to the ‘models list’. Once the sum of the size of the
models list and the remaining search space reaches the number of interest (i.e.
when the majority class is downsized), the undersampling process is terminated.

1.1 Feature Dependent Threshold Vector

There are two types of features or attributes in the datasets (i.e. continuous and
discrete). Depending on their types, feature’s threshold is calculated accordingly
and separately (for each feature). For continuous features, the thresholds are
found by calculating the median values (excluding the zeros) of the difference
between the values of the features. Following the same analogy, for the discrete
features, the threshold is calculated using τi = 1

n−1 , where τi is the threshold of
feature i, and n is the number of discrete values. Therefore, τ returns the value
of the ‘gap’ between each neighbouring discrete value.

Using the method described for calculating the threshold vector, τ , the algo-
rithm can perform an evaluation as to whether any two selected values from
the same feature can be considered ‘adjacent’ values. Therefore, using τ during
the test phase for each agent, the proximity of the instances can be partially
evaluated (though each individual feature comparison). SDS has shown in many
other applications, that after several iterations, it is capable of finding the closest
match, which can then be removed as part of the undersampling process. This
process guarantees that while the most similar item is removed from the search
space, the model, which represents the deleted item is kept and used later during
the classification process. This process is repeated until the dataset is completely
undersampled to the desired size.

2 Results

The summary of the results are shown in Table 2 where the results of SVM
classifying after random undersampling (RND-SVM) and SDS undersampling
(SDS-SVM) are reported and contrasted against other methods from the existing
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Table 2. Results for the datasets

G-mean AUC F-measure Accuracy Sensitivity Specificity

Oil spills RND-SVM 35.27% 0.648 69.61% 56.27% 100.00% 12.44%

SDS-SVM 98.74% 0.999 98.74% 98.74% 99.58% 97.92%

DataBoost-IM [7] 67.70% NA 55.0% 96.60% 46.30% 98.90%

PNN [15] NA 0.847 NA NA NA NA

Yeast RND-SVM 91.43% 0.969 90.86% 91.26% 94.00% 88.94%

SDS-SVM 90.33% 0.965 89.74% 90.11% 94.00% 86.81%

DataBoost-IM [7] 66.9% NA 58.0% 97.3% 45.00% 99.90%

GSVM-RU [11] NA 0.845 68.8% NA NA NA

Abalone RND-SVM 88.69% 0.951 89.29% 88.62% 91.43% 88.00%

SDS-SVM 89.83% 0.957 89.39% 89.77% 91.11% 88.57%

GSVM-RU [11] 86.5% NA 60.4% NA NA NA

DataBoost-IM [7] 61.1% NA 45.0% 94.6% 38.0% 98.1%

Vehicle RND-SVM 98.45% 0.995 98.46% 98.45% 99.06% 97.85%

SDS-SVM 98.45% 0.999 98.46% 98.45% 99.37% 97.54%

DataBoost-IM [7] 95.7% NA 93.7% 97.0% 93.4% 98.1%

PNN [15] NA 0.983 NA NA NA NA

Breast cancer RND-SVM 97.70% 0.996 97.71% 97.70% 98.33% 97.08%

SDS-SVM 95.81% 0.972 95.77% 95.83% 97.07% 94.58%

DataBoost-IM [7] 96.40% NA 95.2% 96.70% 95.40% 97.3%

Bank marketing RND-SVM 92.91% 0.972 93.43% 93.06% 97.05% 88.95%

SDS-SVM 90.96% 0.966 91.46% 91.07% 94.04% 88.00%

HybridDA [2] NA 0.98 NA 96.73% 97.93% 94.82%

Thoracic surgery RND-SVM 71.69% 0.755 70.51% 71.82% 68.88% 74.63%

SDS-SVM 73.51% 0.767 72.78% 73.59% 71.94% 75.12%

Boosted SVM [16] 65.7% NA NA NA 60.00% 72.00%

Ionosphere RND-SVM 94.01% 0.979 93.77% 94.15% 97.69% 90.48%

SDS-SVM 95.32% 0.986 95.27% 95.31% 96.03 94.62%

CSB2 [13] 93.00% NA 89.7% 82.90% 96.5% 89.7%

DataBoost-IM [7] 92.3% NA 91.2% 94.0% 87.3% 97.7%

Hepatitis RND-SVM 91.02% 0.960 90.62% 91.21% 93.55% 88.57%

SDS-SVM 91.98% 0.963 91.47% 92.42% 87.10% 97.14%

CSB2 [13] 80.9% NA 63.4% 80.6% 81.3% 80.5%

DataBoost-IM [7] 76.2% NA 62.6% 83.8% 65.6% 88.6%

literature. Table 1 shows in which of the datasets SMOTE is used to oversample
the minority class as with RND-SVM and SDS-SVM. The results in Table 2
shows that in most cases SDS-SVM is outperforming RND-SVM. In order to
investigate the reason behind this difference of performance, the redundancy at
instance and feature levels will be discussed below.

Analysing Instance and Feature Levels Redundancy: It is intuitive that
having a dataset with a high level of duplication would mean that picking a
randomly selected instance and removing it as part of the undersampling process
is less likely to cause the removal of important information. This hypothesis
is clearly demonstrated with two of the datasets used (i.e. Yeast, and Breast
Cancer) where there are duplications at instance level making all the features of
some samples identical with some others. Table 3 (No. of Duplicates) shows the
duplications (percentage of duplicate instances) for both of these datasets.
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Table 3. Instance and feature duplication rates

Instance level figures Features level figures Best model

Datasets No. of duplicates Median Average Standard deviation

Oil spills 0 81.47% 68.65% 32.61 SDS-SVM

Yeast 25 (5.39%) 91.25% 92.54% 4.61 RND-SVM

Abalone 0 61.62% 58.01% 33.57 SDS-SVM

Vehicle 0 94.12% 88.46% 13.43 SDS-SVM

Breast cancer 231 (50.43%) 95.19% 95.26% 0.2 RND-SVM

Bank marketing 0 99.72% 98.48% 4.18 RND-SVM

Thoracic surgery 0 99.50% 94.90% 10.63 SDS-SVM

Ionosphere 0 4.88% 7.67% 6.3 SDS-SVM

Hepatitis 0 97.01% 81.30% 26.15 SDS-SVM

While this justifies the outperformance of RND-SVM over SDS-SVM, this
neither justifies the outperformance of RND-SVM in Bank Marketing nor offers a
strong reason for the outperformance of SDS-SVM in all the remaining datasets.
For this purpose the redundancy at the feature level is explored as shown in
Table 3 where the number of repetition in each feature is calculated and then the
median, mean and standard deviation of all the feature repetitions are taken into
account. Considering these figures, a link can be established between a high level
of similarity (duplications) between the features (e.g. combination of median
(or average) and standard deviation) and the performance of SDS-SVM. For
instance in the case of the Oil Spills dataset, the median repetition of 81.47% and
the standard deviation of 32.61% indicate a varying level of duplications across
various features, which leads to the the outperformance of SDS-SVM which
partially evaluates the instances. In terms of the Bank Marketing where there is
no duplication of instances, there is a high level of duplication at feature level
with median of 99.72% and standard deviation of only 4.14% which justifies the
good performance of RND-SVM. In all other cases (Oil Spills, Abalone, Vehicle,
Thoracic Surgery, Ionosphere and Hepatitis), where feature-level duplication is
not high, and there are no large standard deviations (causing a larger level
of oscillations), SDS-SVM is a recommended method to use. As can be seen,
feature-level duplication analysis also cater for the instance-level duplication
analysis, thus providing a better insight on which of the two algorithms to use.

Investigating Agents Behaviour: SDS algorithm adopted for the purpose of
undersampling is responsive towards feature-level duplications and when there
are many duplications at feature level, the number of active agents is higher;
this is illustrated in the graphs of Fig. 1, where the Bank dataset with the high
feature-level duplications is shown (on the left) as opposed to the Ionosphere
dataset (on the right) where the feature-level duplication is much lower (with the
median of 4.88% and the standard deviation of 6.3). The oscillating behaviour of
the population’s activity is attributed to the micro-feature evaluation of each of
the agents. In other words, if an agent picks a certain micro-feature and becomes
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Fig. 1. Convergence of agents over the iterations allowed for the Bank datasets (left)
and the Ionosphere datasets (Right)

Fig. 2. Search space coverage for the Oil Spills dataset (left) and the Ionosphere dataset
(right)

active, it is likely that other agents are attracted towards the hypothesis of
that agent, thus adopting the same hypothesis (but a randomly selected and
likely different micro-feature); if the newly selected micro-feature is not within
the threshold, this would lead to the agent inactivity for the next cycle. This
mechanism assists the agents to only maintain their activities when a hypothesis
is (in most of its micro-feature selections) within the calculated threshold.

One interesting feature of the algorithm is that high activity level of the pop-
ulation does not always correspond to convergence to a single instance. While
this in itself is a useful feature for identifying more (than one) similar instances,
this characteristic is yet to be experimented in the future work. Also it would
be worthwhile to explore whether each trial (i.e. removal of one similar instance
from the search space) could be terminated depending on the activity level of
the populations.

Search Space Coverage: In case of the SDS algorithm and its partial function
evaluation, while SDS might visit each instance ‘briefly’ (i.e. checking one of few
features), it does not run a greedy comparison on all of the instance’s features.
Therefore, the agent aims to ‘form an idea’ before spending further computa-
tional time (by itself or by attracting other agents). This behaviour of the agents
can be summarised in two sets of experiments: the first would be to explore the
percentage of the instances visited by the SDS agents, and the second is to cal-
culate the percentage of all features visited from the whole of the dataset (i.e. all
the features of all the instances). The results of these two experiments are shown
in the graphs of Fig. 2. It is shown that while the empirically chosen values for
the number of agents and the iterations suffice in visiting the instances at least
once, not all the features are (or need to be) visited.

In another experiment, the frequency of agents visiting each feature is
explored, investigating the distribution of agents’ exploration capability in the
search space with the ultimate goal of finding the closest match. For this pur-
pose, three datasets with varying degrees of feature-level duplication are chosen
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Fig. 3. Frequency of visiting individual features in three datasets.

and the results are illustrated in Fig. 3. For instance, in the case of the Bank
Marketing dataset where the duplication is very high the median of 99.72% and
standard deviation of 4.14%, it is shown the agents are converged to the closest
matches (showing themselves as stripe of white lines) while in the case of the Oil
Spills and Ionosphere, the agents presence is distributed in the search space. Also
in terms of the Oil Spills dataset, instances in position 450 to 550 are attracting
more agent visits which is attributable their similarity to the model which is
located at position 471.

3 Conclusion and Future Work

This paper proposes a model which uses a SI algorithm (SDS) which is assigned
to perform the undersampling of the majority classes in imbalanced datasets.
This work presents an analysis of both instance and feature levels redundan-
cies and establishes a link between the feature-level duplications and the role
of feature-level undersampling mechanism. This analysis is accompanied by an
investigation of the behaviour of the agents through their activity level during
the undersampling process. It is shown that the agents activity is directly pro-
portional to the level of redundancy in the datasets (not only at the instance
level, but more importantly, the feature level). Another investigation carried out
in this work is the ability of the algorithm to comprehensively explore the search
space without having to greedily investigate all the features of all the instances
in the dataset. As part of the future research, various coverage percentages could
be explored and thus associating the coverage percentage with the termination
criteria. This might shed light on the ‘bare essential’ coverage needed before
removing an instance. Another ongoing study is being conducted on the link
between the agents activity level and the termination criteria as well as the pos-
sibility of removing more than one instance from the dataset where the agents
share a ‘similar interest’ in multiple instances.
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Abstract. In this paper, we introduce a normative, multi-agent per-
spective on the field of industrial symbiosis research and propose norma-
tive institutions as a key technology for operating Industrial Symbiotic
Networks (ISNs), both as a framework to represent and reason about
dynamic behaviour of ISNs and as a platform for design and maintenance
of such networks. We discuss the requirements of normative agent-based
frameworks for ISNs with respect to agent interactions, joint commit-
ments, and the organisation to monitor interactions in ISNs.

1 Introduction

As a key concept in facilitated industrial practices, industrial symbiosis “engages
traditionally separate industries in a collective approach to competitive advan-
tage involving physical exchange of material, energy, water, and byproducts” [7].
Among various approaches that aim at providing a framework for representing
and reasoning about industrial symbiosis, we encounter proposals with differ-
ent perspectives. In [5], the interactions amongst industrial firms are seen as
processes, the study of [17] has a statistical point of view which merely focuses
on the case of the National Industrial Symbiosis Programme (NISP) in the UK
[14], and [23] is focused on organizational perspectives. One point of agreement
among these studies is the dynamic nature of industrial symbiosis. In other
words, an Industrial Symbiotic Network (ISN) is not a fixed and static institu-
tion but a dynamic and evolving one. In this respect, one significant contribu-
tion that clearly goes beyond the traditional definition of industrial symbiosis
by Chertow [7], is the study of [16]. In the latter, the main attempt is to pro-
vide a more relaxed and dynamic definition for industrial symbiosis which is
not limited to geographical proximity and is broader than the focus on waste-
resource exchanges only. We see that this definition is successful in describing
the behaviour of ISNs that are based on sharing both tangible and intangible
assets. However, more work needs to be done in tailoring it for specifying the
dynamics of the complex behaviour of ISNs, regarding temporal aspects. For
instance, an ISN that is operating now might face different economic circum-
stances (e.g., market price) as well as structural settings (e.g., entrance of new
ISN members) in a later stage. These possible changes can influence the effi-
ciency and stability of ISNs over time. Roughly speaking, is an ISN today still
c© Springer International Publishing AG 2017
N. Criado Pacheco et al. (Eds.): EUMAS 2016/AT 2016, LNAI 10207, pp. 314–321, 2017.
DOI: 10.1007/978-3-319-59294-7 26
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an ISN tomorrow or the next quarter? We claim that answering such a question,
necessitates modelling approaches that incorporate the long-term behaviour and
subtleties of temporal behaviour of ISNs.

Presence of multiple decision makers and heterogeneity of industrial firms
with respect to their interests and preferences make multi-agent systems a nat-
ural modelling paradigm for formal specification and verification of the properties
of such networks. Moreover, ISNs are not aiming to merge industrial firms but to
establish a loose bounding and control. Hence, we believe that applying formal
modelling approaches in the mature field of normative multi-agent systems and
norm-based coordination mechanisms can result in frameworks that are expres-
sive enough to represent and reason about multi-dimensional behaviour of ISNs.
To our knowledge, although some studies on industrial symbiosis, e.g. [1,3], con-
sider the agent-based paradigm, they merely focus on agent-based simulation and
scenario analysis. As part of the European Union’s Horizon 2020 research and
innovation programme, the SHAREBOX project focuses, among other things, on
the analysis, modelling, design and maintenance of ISNs and on decision-support
tools that enable secure operation of such networks. In this position statement,
we (1) see ISNs as instances of normative multi-agent systems [4], (2) discuss the
requirements that need to be taken into account to formalize normative ISNs,
and (3) introduce norm-aware institutions as a coordination mechanism for ISNs.
Normative agent-based approaches has been successfully used for specification
and verification of multi-agent organizations [6,8,21]. We now build on such
well-established frameworks and propose a similar approach to specify, analyse
and manage ISNs, both as platforms for designing new instances and as logical
platforms to analyse and reason about the behaviour of existing ISNs.

The remainder of this paper is organized as follows. In Sect. 2, we provide a
general analysis of our normative conception of industrial symbiosis. In Sects. 3
and 4, we discuss agent interactions in ISNs, explain modelling requirements
to express joint agreements, and introduce regulatory institutions to coordinate
ISNs. Finally, we note some challenging issues in modelling the complex behav-
iour of ISNs in Sect. 5 and conclude in Sect. 6.

2 Normative Industrial Symbiosis: Conceptual Analysis

Imagine a realistic scenario1 in which five industrial firms, represented by agents2

i, j, k, l, and m, are located and active in an industrial region where i and j are
metal industries, k is a recycling plant, and both l and m are chemical industries
(Fig. 1). The two metal industries have zinc waste as their main waste that was
traditionally disposed at high cost. Moreover, the two chemical industries l and m
have regular demand for zinc powder as their main primary input. On the other
hand, both l and m have excess steam waste that is traditionally disposed to the
1 This scenario is adapted from an ISN located at Ulsan, South Korea [18].
2 In this paper, we simplify industrial firms and represent any industry as a single

industrial agent. I.e., we dismiss the decision-making processes within each firm and
focus on the interactions amongst industries.
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environment while i and j are using turbines that require high amounts of steam.
In this case, a reasonable solution that is both economically and environmentally
beneficial for all the involved industries is to establish an industrial symbiotic
relation that involves: a long-term collaboration for exchanging resources, an
agreement in which the rules of collaboration are stated, and a secure mechanism
that guarantees the maintenance and security of such a collaboration.
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Fig. 1. Industrial symbiosis scenario

Communication is Essential and Distinguishable: Let us assume that the
involved agents in this symbiosis scenario have become conscious of the bene-
fits of a long-term collaboration and are willing to make commitments to each
other. For instance, m offers that it can deliver a specific amount of steam
per month to j if j delivers a specific amount of zinc waste per month to k.
We highlight that such an offer does not affect the industrial environment. In
other words, the offer of m to deliver an amount is distinguishable from the act
of delivering. However, it is not rational that m just delivers such an amount
before first offering it and getting the confirmation that j accepts the offer. We
say that for long-term collaboration (and not a spontaneous industrial interac-
tion) the communication actions between the involved agents are necessary. As
framed by Grosz [13], “collaboration requires communication”. Thus, we make
distinction between industrial actions that affect the state of environment and
communication actions. Such a distinction is in-line with Searle’s fundamental
approach to define institutions and his distinction between physical and institu-
tional actions [19].

Collaboration Agreements: In order to enable the regulation of the collab-
orative relations among the involved industries in a multi-agent ISN, a formal-
ism to represent the mutual agreements is required. We argue that due to the
dynamicity of the industrial context and the possible strategic behaviour of
industrial agents, static contracts and regiment-based approaches that impose
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pre-determined restrictions on the actions of industries may not be effective.
We follow [9,22] in their argument that, in order to stabilize the collaboration
(as a desired situation), it is not efficient to impose constraints on unwanted
behaviour. But an apt solution would be: to define norms that reflect the goals
of the industrial symbiosis, to detect violations, and to react to violations. For
example, if j accepts the above-mentioned offer from m, agent m is expected to
follow the norm (to collaborate) and to deliver the promised resource as stated
in its offer. More general, collaborative agreement of an industrial symbiosis can
be expressed as a set of formal propositions that denote the joint commitments
of industrial agents.

Normative Institution: In the industrial context in which a set of hetero-
geneous agents may become involved in an ISN, agent’s deviations from the
desired behaviours may occur due to various reasons, e.g., strategic behaviour
of involved industries. Hence, in order to maintain industrial symbiosis and to
incentivize external industries to join such a platform, mechanisms to system-
atize and secure the set of desired behaviours are essential. For such a purpose a
normative institution is widely proposed as a solution concept for coordination
and regulation of agent behaviour [2,4,22]. In such an institution, a set of norms
(that could be specified as normative rules) aims to enforce the goals of the
institution. On the other hand, individual agents update the state of the envi-
ronment (mainly) by means of performing industrial acts or update the state of
the institution (mainly) by means of performing institutional acts. For example,
after the above-mentioned offer (from m), agent j may confirm that it accepts the
offer. Such a confirmation by j in combination with the former offer by m can be
counted as the establishment of a joint commitment between m and j. Such a set
of rules, e.g., the rule that the combination of a well-defined offer and a related
confirmation counts as the establishment of a joint commitment, forms the first
regulating component of our proposed representation of industrial symbiosis as
a normative institution. Now, imagine that m (despite the joint commitment)
violates the norm and refuses to deliver the resources. In such cases (of norm
violation) the institution can react by applying sanction rules [6]. E.g., refusing
to bring about the situations that are mentioned in a joint commitment can
result in being disqualified for industrial trade for a given amount of time. The
set of sanction rules forms the second regulatory component of our normative
industrial symbiosis framework.

3 Industry Interactions and Joint Commitments

Possible actions that industrial agents can perform in an ISN to influence their
environment or to interact with each other consist of two exclusive sets of actions:
communication actions, e.g., offering another firm that a specific amount of
resources can be delivered by a specific deadline, and industrial actions, e.g.,
delivering a specific amount of resources to another firm subject to specified
conditions. Roughly speaking, industrial actions influence the actual state of
the shared industrial environment amongst industrial firms (involved in an ISN)
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while communication actions do not influence the state of the industrial environ-
ment. For modeling the agent interactions in an ISN, we assume a set of involved
agents in the ISN, a set of propositional variables that reflect the possible states
in the industrial environment, and a domain-specific set of legal communication
phrases. Accordingly, a communication action can be seen as the apprising of
a legal communication phrase by one of the agents in the ISN towards another
member of ISN while an industrial action by an agent (in the ISN) would be
to bring about a propositional variable. E.g., in our ISN scenario, the commu-
nication act of agent m, offering the monthly delivery (mon) of steam waste
(sw) to the recycling plant k, can be represented by the communication phrase
offer(m, k,mon, sw). Our approach to limit communication phrases to a set of
sufficiently expressive phrases follows the approach of [8]. Moreover, our action
categorization correlate with classification of institutional and physical acts in
the sense of [19].

One aspect that we consider crucial as a distinction between ISN practices
and traditional business-to-business relations is the duration that such practices
last. In our view, an industry-industry relation should not be called industrial
symbiosis if it basically occurs in reaction to a spontaneous industrial need (for
a primary input) but has no concern for a long-term relationship between the
involved industries. In order to specify and maintain the long-term relationships
amongst agents, commitment-based approaches [11] propose a deontic perspec-
tive in which agents commit to other agents that they bring about a specific
proposition before a given due or/and with respect to the occurrence of some
other conditions. The fundamental work of Telang and Singh [21] tailors this
commitment-based approach for cross-organizational business models. In a gen-
eral form, they say that a debtor agent commits to a creditor agent that if the
creditor brings about a given proposition p by a specific due, the debtor will
bring about a given proposition q by a specific due. We follow their method in
modelling joint commitments in ISNs and assume a set of involved agents in
the ISN, a set of propositional variables that reflect the possible states in the
industrial environment, and a set of integer deadlines. Accordingly, a given joint
commitment between two agents in an ISN specifies that the debtor agent is com-
mitted to bring about a given propositional variable p before deadline d1 if the
creditor agent brings about a given propositional variable q before deadline d2.

4 Industrial Symbiosis Institution

Following our proposal to model ISNs using commitment-based agreement tech-
nologies, we see the necessity to securely manage and maintain the well-being
and (as defined by [7]) the “[. . . ] competitive advantages involving physical
exchange of materials, energy, water and by-products [. . . ]” in ISNs. Hence,
we need mechanisms to coordinate the behaviour of involved agents in ISNs and
to enforce desired behaviours, e.g., the compliance of agents to joint commit-
ments. There exists several multi-agent frameworks (see [10,12,20]) proposing
normative institutions as a solution concept for enforcing desired behaviours in
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electronic/trading institutions. We follow this line of research and propose a nor-
mative institution, specified by facts, norms, and sanctions, as a concept that
enables the self-organization of ISNs.

In brief, the fact component, which consists of institutional and industrial
facts, reflects the state of the institution, e.g., the set of already established
commitments. In the norm component, the set of normative rules that relate
industrial/institutional acts to (updated) industrial/institutional facts will be
specified. This component reflects the desired behaviours and in a sense the
way that an ISN designer expects that her ISN will work. Finally, sanction
rules in the third component specify the sanctions to be introduced in case of
norm violation by the involved agents in an ISN. In our ISN scenario, one norm
instance could be that if an agent i accepts an offer of j, agent j should bring
about the offer, e.g., should deliver the offered resource before a specific deadline.
In this case, acting otherwise will be considered as a norm-violating behaviour
(by j) and triggers the sanction rule (against j). The fact component can be
programmed using propositional variables while both the norm and sanction
rules can be expressed as Searle’s count-as rules [19]. Our goal is to provide
a full description of such ISN-tailored normative notions (formal specification,
dynamics and desired properties) in future work.

5 Discussion: Modelling the Complex Behaviour of ISNs

As noted earlier, the design and management of ISNs must consider various issues
such as the behaviour over time of this industrial multi-agent system (tempo-
ral aspects) as well as mechanisms to monitor (and ensure) the commitment
of involved industries to organizational objectives of the industrial symbiosis
(coordination and control mechanisms). Fulfilling such necessities asks for com-
prehensive modelling frameworks, reasoning languages, and operational seman-
tics to represent ISNs and to analyse their behaviour. In the following, we discuss
some of the dimensions that we believe a formal model of ISNs should take into
account. We view industrial firms that are involved in an ISN as agents with a
high level of autonomy regarding their decision-making. In such a system, reg-
ulations provided by industrial symbiosis cannot intervene but can exogenously
monitor the behaviour of agents and can only impose coordination policies, e.g.,
sanctions, in case of observing a violation. Accordingly, we see formal normative
concepts (e.g., compliance and violation), suitable notions to formulate needed
operational semantics for ISNs. Moreover, normative platforms such as proposed
in [21] and [8] provide notions that need to be tailored: (1) for reasoning about
the temporal properties of ISNs and (2) to formulate a logical characterization
of the discussed concepts in this paper.

Due to the involvement of multiple agents in ISNs and their possible conflict
of preferences, analysing the coalitional capacities of the possible sub-groups
would be helpful for implementing a collusion-proof mechanism to supervise and
maintain ISNs. For example, in our industrial symbiosis scenario, imagine a case
in which the two zinc waste providers attempt to refuse to deliver for a specific



320 V. Yazdanpanah et al.

period. Such (undesired) group decisions can strongly influence the efficiency of
ISNs. Then the challenge for the industrial symbiosis designer will be to evalu-
ate the effectiveness of the sanction rules to avoid such an undesired possibility.
Therefore, sanction rules must be designed with respect to coalitional capaci-
ties of the involved agents. Otherwise, the ISN will be vulnerable to collusional
actions. Moreover, considering coalitional capacities and strategy proofness of
an ISN incentivizes newcomers to join and benefit from the collaboration in a
secure fashion.

A final key aspect concerns the relation of a given ISN member with industries
that are not involved in the ISN. It is essential to design communication protocols
to efficiently communicate and interact with agents that are not (yet) a member
of an ISN. This approach relates our work to the line of research on the concept
of Industrial Ecology (IE) [15]. In this sense, we see any ISN as a loosely coupled
subset of IE that agrees to collaborate (internally) based on a specific agreement
technology ; however, it is able to relate to exogenous industrial agents that are
active in the IE as its (external) industrial environment.

6 Conclusion

We have proposed a normative perspective and discussed requirements to be
taken into account for formal representation and design of ISNs as institutions.
Our proposal distinguishes between industrial and communication actions of the
involved agents, follows a dynamic formalism by which the joint commitments of
industrial agents can be expressed, and uses norm and sanction rules to regulate
agent interactions and to avoid commitment violations. Although we discussed
ISNs in the institutional level, the decision-making process of each industrial
agent remains unresolved. This is how an industrial agent decides to offer to
another agent or accept one. One alternative to deal with such decisions should
be a rank of industries, with respect to the preferences of the ranker, which
allows agents to choose the best ones to make an agreement with. For future
work, we aim to apply methods from normative multi-agent systems to industrial
symbiosis research and focus on formalizing operational semantics and designing
a platform for analyzing the temporal behaviour of ISNs in strategic settings.
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Abstract. Multi-agent systems can play a critical role in Islamic banking
development by creating or reforming existing financial products that improve
final output and solving a number of legal issues related to Islamic Sharia law.
This paper introduces novel multi-agent protocols for a commodity-trading
platform to be used for Islamic banking. This work focuses on the most popular
(and debated) Islamic banking product, a personal financing product that
involves commodity trading rather than direct lending. The protocols in question
handle communication in a heterogeneous multi-agent platform to assist three
types of actors: banks, retailers and individuals in need of cash.

1 Introduction

While electronic markets have traditionally been used only for trading company shares,
a large proportion of commodities new are traded via online or electronic markets. This
paper describes part of a research project to develop a multi-agent platform for Islamic
banking commodities trading. The new electronic market proposes to solve issues
related to the most popular Islamic banking product, Tawarruq. This product is based
on buying and selling commodities under certain rules, which requires an efficient
system and compliance with Sharia (Islamic law).

The paper introduces protocols for the multi-agent platform. It starts with a
description of Islamic banking and how sales are conducted under Sharia to illustrate
the main rules of Tawarruq. Then, it describes the difference between how personal
Tawarruq should be and the current practice by banks as well as gives an example of
the current commodity market used for Tawarruq. The second part of the paper shows
the proposed market design and protocols governing the market.

2 Islamic Banking

Risk and equity sharing are a prominent feature of Islamic banking. A vital aspect of
Islamic banking is the prohibition of interest (riba). Islamic banks do not charge or pay
interest in the usual manner, in which the interest amount is predetermined and is taken
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as a present price of the principle credit. Sharia accepts a capital reward for loan
providers, solely on a profit-loss-sharing basis [8]. This means that the profit or loss
margin will depend on how well or badly the investment project has performed.
Another vital feature of Islamic banking is its entrepreneurial aspect. The system
focuses not only on financial growth but also on the physical growth of economic
production.

2.1 Sales in Islam

Below are some of the fundamental rules in the Islamic Sharia law that must be fulfilled
before a sale can take place between the parties involved:

1. The product of the sale should exist at the time of the sale. This means that anything
that is non-existent at the time of the sale or that will exist in the future cannot be
sold [4]. An example would be selling a car that has not yet been manufactured but
is expected to be manufactured at some point in the future.

2. The seller should own the product being sold at the time of the sale. This means that
if the owner is trying to sell something that he or she has bought on credit without
transferring the ownership or which is not completely in his or her possession, it
cannot be sold [4].

3. The product to be sold must be in the physical or constructive possession of the
seller at the time of the sale. “Constructive possession” is a situation in which the
seller does not physically possess the product but owns all of the rights to the
product and incurs any liabilities, including the risks involved in damage to the
product, at the time of the sale [4].

2.2 Tawarruq

Tawarruq literally means to “ask for silver”, as silver was the original form of currency.
It can be interpreted as “asking for money” [2].

Generally speaking, Tawarruq means a person having a commodity or an asset,
which is either bought to keep or bought with the intention of trading (i.e., selling to
obtain cash).

From an economic view, Tawarruq can be defined as “a particular sale for acquiring
liquidity” [2]. The acquired liquidity can be used to pay back a debt, which is not
deferrable, or it may be used for personal expenses. It might result in the seller getting
instant cash, through Tawarruq being exercised as a plan by the mutawarriq (the
owner), to acquire liquidity [12]. Subsequently, the customer will be in charge of
selling the commodity or another asset he or she owns, either for trade or for pos-
session, in order to obtain cash that the seller can use for any lawful investment or for
personal use [2].

Tawarruq can be classified into two different types: personal Tawarruq and
organised Tawarruq.
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2.3 Personal Tawarruq

Personal Tawarruq involves a person buying something on credit and selling it to
obtain cash. A customer buys a commodity from a seller on deferred payments that add
up to more than the actual cash price of the commodity. The customer then has all the
rights to sell the commodity to another buyer for cash; this is the fundamental concept
of Tawarruq [10]. Tawarruq means to support trading and fair transactions with a
chance of winning or losing, whereas conventional lending is a 100% losing scenario in
which somebody takes an amount of cash from a bank and repays it with interest.

Based on Sharia, the following principles direct the legitimacy of the Tawarruq
process:

The seller must own the product.
The product cannot be resold back to the original seller. If this happens, the entire

transaction will be considered void. It is considered cheating on the regulation and
misses the main objective of Tawarruq, which is to support trading and moving
commodities in the market rather than money for money.

The three most common scenarios for personal Tawarruq are the following:

1. A person is in need of cash but is unable to find anyone to give him or her an
interest-free loan. The person therefore buys a commodity from a seller on deferred
payments and sells it to a third party, who cannot be the original seller of the
commodity. In this type of Tawarruq situation, the original seller is unaware of the
intention of the customer, i.e., to obtain cash.

2. A person is denied an interest-free loan but is offered credit to buy a commodity on
deferred payments. However, the price of the commodity is the actual market price.
This allows the market to obtain more commodities.

3. The same as the previous scenario, but the seller adds a profit margin onto the basic
price of the commodity since the commodity is being sold on credit.

Most Sharia scholars agree on scenarios (1) and (2) because they are basic, normal
commodity trading, but some scholars are doubtful about (3), adding a profit margin
onto the actual commodity price, which is a kind of interest on the amount lent and
takes advantage of the customer who needs cash by adding more unjustified costs onto
the commodity market price.

2.4 Organised Tawarruq

Organised Tawarruq is different from personal Tawarruq in the sense that the seller (the
bank) is in full control of the transaction and decides on how the customer will get the
cash once the transaction is completed [11].

Organised Tawarruq alters the usual steps because the commodity moves from the
seller to a buyer theoretically and not physically. The rationale behind this is to reduce
the cost of the Tawarruq in storing, delivering and marketing the commodity. These
cost-saving tactics have forced the banks to devise new business models in order to
secure customer benefits. Tawarruq customers are interested in the cash that they will
have after the commodity has been sold and not in the commodity itself. Therefore,
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customers have nothing to do with the storage, delivery or marketing of the commodity
[6]. In the interest of the customer, the banks set up different models, under which they
sell the commodity to the customer on deferred payments and then receive the cus-
tomer’s authorisation to sell the commodity to a third party, depositing the cash in the
customer’s bank account (Table 1).

The most recent Sharia scholars’ opinion issued by the Organisation of the Islamic
Conference Figh Academy in 2009 announced organised Tawarruq was forbidden [5].

Organised Tawarruq takes the process fully away from the customer’s hands and
uses the customer’s need for cash as motivation to increase the bank’s profit in selling
the commodity to the customer, with a huge profit percentage on top of the commodity
market price, which forces the customer to resell in a guaranteed losing transaction.
This process is against human logical thinking—why would customers buy com-
modities when they know for sure that they will lose money in the reselling?

2.5 Islamic Commodity Market

An example of the current Islamic commodity market is the Bahrain Financial
Exchange (Bait Al Bursa). The Bahrain Financial Exchange (BFX) is an inter-border
and multi-asset exchange in the Middle East and North African region. Bait Al Bursa is
BFX’s Islamic financial division, which offers an exclusive Sharia-abiding financial
instrument for electronic trade. Bait Al Bursa symbolises the “Home of Exchanges” and
represents BFX’s idea of offering a single location for all of the exchange-traded
business in the Islamic finance sector. Bait Al Bursa is devoted to introducing novel and
inventive solutions that fulfil the requirements of the present Islamic financial market. It
is the first committed platform in the area to provide exchange-traded solutions to the
Islamic finance market. Bait Al Bursa focuses on forming a new standard in Islamic
finance by bringing in new, Sharia-abiding exchange-traded financial products [5].

3 Platform for Smart Tawarruq

Five types of agents interact in our platform for Tawarruq:

Table 1. Differences between organised and personal Tawarruq

Organised Tawarruq Personal Tawarruq

Who finds
the final
buyer?

The bank can prearrange with the final buyer to
purchase the commodity even before the bank
sells it to the customer, to avoid price changes

There is no link between the
bank and the final buyer

Who resells
the product?

The bank The customer

Who collects
the money?

The bank collects and then deposits the money
into the customer’s account

The customer
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1. The bank, a commodity provider for the customer to buy from.
2. The customer, who has access to a forecasting tool [1] to obtain a view of next-day

price movements, request to buy the commodity from the bank and then resell it to
retailers.

3. The retailer, as the final buyer of the commodity from the customer by auctions or
direct offers.

4. The Sharia agent: Tawarruq must be supervised by an external independent
department that includes a number of Sharia scholars to ensure that commodities are
not traded more than once in the market and to make sure that the customer does not
resell the commodity to the original owner. This agent is purely for supervision.

5. The capital market authority (CMA) is a facilitator between the system’s stake-
holders. It is a facilitator and has nothing to do with the rules; see Fig. 1.

3.1 Customer Order Tawarruq Protocol

A customer ordering a Tawarruq from the bank interacts with the customer graphical user
interface (GUI) agent by adding buying preferences. The GUI agent sends the buying
preferences to the customer’s buying agent to prepare an official offer request from the
bank’s selling agent, who has already received the bank’s selling preferences from the
bank GUI. The bank’s selling agent checks the customer request and evaluates it based
on the customer’s selling preferences. If the customer passes, then the bank’s selling
agent calculates an offer based on the bank’s equation and sends the final offer to the
customer’s buying agent. The customer’s buying agent checks the offer and accepts it if it
matches the customer’s buying preferences. Both the customer’s buying agent and the
bank’s selling agent enter into a contract protocol and pass the output to their own GUI.

Fig. 1. Proposed architecture for smart Tawarruq multi-agent platform
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To simplify the protocol, UML diagrams are used to represent the protocol sequence;
see Fig. 2. In this protocol, the customer chooses what commodity to buy, as compared
to the current process of the organised Tawarruq, where it is imposed by the bank.

3.2 Customer Resell Protocol

The customer GUI receives a message from the customer’s buying agent, confirming
that the customer owns the product now. The GUI sends the selling preferences to the
customer’s selling agent, who will first register with the CMA registry agent and then
request an offer from the CMA main agent and choose a selling strategy. Retailers
register with the CMA registry and send their buying preferences to the CMA main
agent. Now, the CMA main agent will know the customer’s product and the selling
strategy. If the customer chooses to sell to the highest bidder, then the CMA main agent
(the inquiry registry agent) gets a list of the retailers interested in this commodity from
the registry agent. The agent then sends the product details to all of them and requests
an offer. Every retailer that receives the request calculates an offer and then sends it
back to the CMA main agent, who will compare all of the offers and then send the
highest offer along with the retailer’s details to the customer’s selling agent. The
customer’s selling agent and retailer’s buying agent enter into a contract protocol.
On the other hand, if the customer chooses to sell at auction, then the CMA main agent
will create an auction and enter into an auction protocol with the retailers; see Fig. 3.

Fig. 2. Customer order Tawarruq protocol
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The main issue with the organised Tawarruq is that the bank is the one reselling the
commodities on behalf of the customer in a fixed with guaranteed loss reselling pro-
cess. This protocol gives customers the freedom and right to resell their own
commodities.

3.3 Auction Protocol

The CMAmain agent can find the highest offer if the customer chooses the highest-offer
selling strategy, but if the customer chooses to sell at auction, there are a number of
auction strategies, such as English and Dutch auctions. This protocol proposes a new
auction strategy to maximise the customer return: a three-round auction. The customer
sends the product details and reserve price. The CMA main agent gets a list of all the
retailers that want to buy products from the auction from the registry agent retailers.
The CMA main agent creates an auctioneer for each auction. The auctioneer announces
the product, sends the starting bid price and requests the first-round bid. The retailers
first check whether the start price is higher than their maximum; if so, they drop out of
the auction and notify the auctioneer. If not, the retailers calculate their bids based on
how long they can stay in the market and how many products they have to buy to hit
their own targets (as set by the retailers). The auctioneer receives the first-round bids,
then announces the winner of the first round and uses the bid as the minimum price for
the second round of bidding. Some retailers will drop out, but others will submit their
bid for the second round. In the third and final round, retailers will submit their bids, and
the auctioneer will send the winning bid and the retailer’s details to the CMAmain agent
and then to the customer’s selling agent. Both the customer’s selling agent and the
retailer’s buying agent will enter into a contract protocol to finalise the deal; see Fig. 4.

Fig. 3. Customer reselling protocol
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3.4 Contract Protocol

Each deal, whether ordering or reselling Tawarruq, ends by using a contract protocol.
The protocol legally sanctions the deal between the two participants by signing and
registering the contract. The CMA contract agent starts to create a contract once the
agent receives a contract request from both contract parties. After creating the contract,
which includes the product type, name, quantity, method of payment, date of payment
etc., the CMA agent sends the contract to the Sharia agent for authorisation. The Sharia
agent checks the history of both participants and the product movement history to stop
products from going in and out of the market more than once. The Sharia agent checks
the contract and ensures that it is Sharia compliant. Once the Sharia agent authorises the
contract, the contract agent will send the contract to the participants to sign. The CMA
contract agent will receive the signed contracts and then request that the CMA

Fig. 4. Auction protocol

Fig. 5. Contract protocol
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ownership agent move the ownership from the first party to the second. The participants
can use their unique number as a signature or sign by smartphone using their hand-
written signature. The CMA contract agent is responsible for checking the users’
identities, as shown in Fig. 5. A contract is the main requirement for sales in Islam. This
protocol ensures clear ownership transfer and documentation of the transaction.

4 Conclusion

Trading is the main method of creating new products in Islamic banking. Trading
requires human interactions, which is why banks offering Tawarruq perform all of the
processes, as they have the time and expertise needed, yet this is problematic for the
above-mentioned reasons and creates an alarm from the authorities, requiring banks to
involve the customer in the process. A multi-agent platform can help the customers to
achieve their goals in reselling commodities for the best possible price available in the
market by putting them in the middle of the process and allowing them to resell their
commodities by themselves in an open market governed by supply and demand, with
the chance of generating profit when demand is high and the chance of losing money if
demand is low. The protocols in this paper are proposed to control the market
movement and agent communication. The product ownership flow handling com-
modities going from the bank to the customer and then to the retailer requires our
protocols to be compliant with Islamic Sharia law. A multi-agent platform can repre-
sent participants and act on their behalf. Islamic banking products require independent
supervision, which multi-agents can strongly support.
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Abstract. Software development is a costly process and requires serious
quality control on the management level: Managing a project with more
than 10 programmers over several years is a highly nontrivial task. We
are building tools for helping the manager to predict the future develop-
ment of the project based on certain adjustable parameters.

The main idea is to view the software process as agent-based simula-
tion in a multiagent system (MAS). This approach requires combining
three different areas: (1) mining patterns from past projects, (2) model-
ing the software development process in a multiagent environment, and
(3) running the simulation on a scalable multiagent platform.

Keywords: Agents · Simulation · Software/management processes ·
Software evolution · Mining software repositories · Conditional random
fields

1 Introduction

We introduce the SimSe project1 (“Agent-based simulation models in support
of monitoring the quality of software projects”) funded by the Simulationswis-
senschaftliches Zentrum (SWZ), a joint institution of the University of Göttingen
and Clausthal University of Technology.

The project manager of a software project is interested in minimizing the
number of bugs, as well as the overall costs and at the same time maximizing
the quality of maintenance. In order to do so, she needs answers to questions like:
Where are error-prone parts in the code? This leads to the following rough idea:
Simulate alternative evolutions of the project by modifying certain parameters.

1 https://www.simzentrum.de/en/research-projects/agent-based-simulation-models-
in-support-of-monitoring-the-quality-of-software-projects/.
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The results can be used to find out suitable parameter settings. This results
in a feedback loop for software project managers. The problem is of course to
(1) choose the right parameters, and, (2) make the simulation as realistic as
possible.

The idea of this Agent-based simulation of software evolution is quite simple:
we view software artifacts as passive agents, and developers as active agents.
Active agents generate, extend, correct and refactor software artifacts through
commit actions. A detailed description of this model can be found in [7].

In our simulation model, elaborated in Sect. 4, we are simulating several para-
meters, which are obtained by mining based on commits stored in the repository,
e.g., changes to the source code: the effect and costs of refactoring, the (change
in the) behavior of developers, communication between developers, and goal-
orientedness and improved experience of developers.

The paper is structured like following: We present related work in Sect. 2. and
investigate mining methods for parameter estimation in Sect. 3. The main part
of this paper is Sect. 4, where we introduce the necessary software engineering
constructs that we model in the simulation. Our platform and the assessment of
simulation results are presented in Sect. 5. Finally, we conclude with Sect. 6.

2 Related Work

Only few approaches exist in the area of monitoring software quality with sim-
ulation methods. An agent-based simulation model for software evolution was
presented by Smith and Ramil [14]. They can reproduce different facets of soft-
ware evolution, e.g., the number of complex entities, the number of touches, and
distinct patterns for system growth, but almost all of them need different para-
meter sets. Our model we proposed in [7], differs from Smith et al. in so far that
it is not grid-based and agents do not perform a random walk. In our work, all
instantiated agents live in one environment and relationships are represented as
graphs. Furthermore, our simulation model requires only parameters for effort
and size to simulate projects that have similar growth trends.

For the prediction of software quality in general there are many approaches
in the literature. [3] analyze the impact of software graphs on defect-proneness
and maintainability. In particular, they consider source-code based graphs and
developer collaboration graphs. In our work, we also describe relations between
software entities and between developers. Bhattacharya et al. [3] include more
graphs concerning the structure of the software, e.g., call graphs, which we also
plan to do.

3 Parameter Mining for the Simulation Model

In this section we describe how to extract necessary information from open source
repositories using data mining methods. In [8,9], we presented mining methods
to obtain parameters for various simulation models. These models cover different
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aspects of software evolution, such as the growth of a project, bug introducing
rates, or the lifespan of bugs.

With the model presented in [7] we are able to simulate the quality trend
of software projects. However, the structure of the simulated ChangeCoupling
graph is not close enough to the mined one. Thus, we have to extend the simula-
tion model (Sect. 4) which leads to additional mining effort. For this extension we
require more knowledge about the developer behavior and certain source-code
patterns: Both are described below.

3.1 Specialized Developer Behavior

To estimate the effort of developers, it is of great importance to understand their
driving factors and the evolution of their work. Since developers are humans,
driving factors and workload depend on several factors: motivation, interests,
dedication to the project, or time constraints. For the simulation of quality
assurance, a deeper understanding of different types of developers is needed. The
team constellation represents a simulation parameter, which has an impact on
the overall project quality. For example, less active contributors may introduce
more bugs.

Developers’ actions are not solely visible in their commit behavior. Given the
whole history of a project, it can be hard to derive a complete picture of the
behavior of developers. Also their role is an important factor for the involvement
in the project. For the developer role definition, we distinguish between core
developers, major developers, and minor developers. We look at the evolution of
four metrics describing the contribution: commits, bugfixes, mailing list posts,
and bug comments. We use Hidden Markov Models (HMMs) for describing this
evolution in a dynamic way. HMMs are stochastic models flexible for examining
discrete time observations. We describe and validate this approach in our recent
work [10] using six open source projects with 106 developers. There we compare
individual models and general models for the different developer types. For all
individual HMMs that could be trained, we found out that contribution behavior
can be well described with individual models. Using general models performs
about 5% worse, but can be applied even though the individual calculation is
not possible, e.g., because of a small input space.

3.2 Source-Code Change Patterns

To recognize different change patterns, commits of open source projects will be
analyzed. We are currently implementing a mining framework that processes
commits in order identify refactorings. For this, we mine and compare the
abstract syntax trees (ASTs) of different versions of the software.

Our aim is to find a large number of change patterns with detailed informa-
tion about what happens when one of them applies. This includes dependency
changes as well as changes of software metrics like the size or the complexity of
classes or methods.
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4 Modeling the Software Process

As stated in [7], we propose a simulation model of software processes that pre-
dicts the quality trend of software projects. In this section, we briefly describe
this model as well as its limitations and pave the way for improvements.

In the model, we consider software entities and bugs as passive agents and
developers as active ones. The developer’s commit behavior is responsible for the
evolutionary process of the software development under simulation. Therefore,
we focus on modeling the create, update, delete, and bugfix functionality of
developers.

To model dependencies between entities we have chosen to use networks.
This provides us with more sophisticated modeling possibilities than the grid
based approach proposed by Smith and Ramil [14]. One to he most important
networks is the ChangeCouplingNetwork : This network represents dependencies
between software entities that are changed together several times. It serves as
input for the automated assessment.

For modeling and simulation purposes we used Repast Simphony [12], an
open source framework for agent-based simulation. This tool was well suited for
modeling small to medium projects. It is not appropriate for the large number
of agents that we intend to simulate in future studies.

The resulting simulation model reveals issues concerning the structure of the
simulated change coupling graph and the bug fix probabilities of developers.
Plans addressed to this issues will be considered in Subsects. 4.1 and 4.2.

4.1 Modeling Developer Goals and Plans

One of the challenges is to model the entity selection of a commit. Without
knowledge about the intention of the developer, software entities are selected
mainly randomly as mentioned in [7]. This results in significant differences
between a simulated and a mined, i.e., real change coupling graph.

To reduce the coincidence, we plan to use the prominent BDI [16] approach
for future simulation models. In such a model, developers formulate goals based
on their beliefs and build plans to reach them. One example, how the decision
process of a developer leads to an action, is depicted in Fig. 1.

Beliefs are the current state of the project, represented as software metrics,
as well as a parameter that can be set by the manager each time the simulation
runs. Thus, we can easily compare differently configured simulation runs with
each other. Goals are, for example, add new features, fix bugs, improve the main-
tainability, or reduce the complexity of the project. A developer agent selects
the goal based on its beliefs. From time to time the beliefs have to be revised.

Plans are patterns that should, when applied to the software graph, achieve
a goal. They can also be concatenated to reach a goal.

To get a realistic model we need patterns for different source code changes
like refactorings, bug fixes, or additional functionality. The formulation of them
requires preliminary work in terms of mining open source repositories (described
in Sect. 3.2). Valuable information about one pattern are how software metrics
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Fig. 1. Example for developer’s goals and plans. The developer works on a method that
is hard to maintain because it has too many lines of code. To improve maintainability
the developer applies the refactoring extract method that splits the method.

like the complexity or the lines of code change, how many files will be touched
and how the touched files are connected.

To apply the above introduced patterns we need a more detailed software
dependency graph. It should be detailed enough to deal with plans and goals of
developers: dependencies of classes, methods, and variables need to be modeled
to deal with metrics, but more abstract than the concrete syntax-tree of the
project. Its size is expected to be 10 times more than the change coupling graph.

We believe that this model improves the structure of the simulated change
coupling graph significantly, but it also adds additional requirements on the sim-
ulation platform. Therefore, we are developing our own scalable agent platform
as described in Sect. 5.1.

4.2 Modeling Communication Between Developers

The experience of a developer, which is an important factor of the probability
to fix a bug, is closely related to the communication between the developers. In
software projects communication occurs in mailing lists or issue tracking systems.
The platform proposed in Sect. 5.1 provides cooperation skills which allows us to
model interactions between the developers. For modeling, however, not just the
occurrence and the extent of communication activities, but also the intentions
behind are important. It is of special interest for us how the communication
relates to actions which can be retraced later in the repository. We are currently
working on the analysis of this and the impact on decisions during the project.
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5 Platform and Assessment

We elaborate in Subsect. 5.1 on the simulation platform, in particular on the
ideas to make it scalable, so that bigger projects with hundreds of thousands
of agents can be simulated. We also need for each simulation a measure of how
good the developed software is: Subsect. 5.2 is devoted to that task.

5.1 Developing a Scalable Agent Platform

As mentioned in the introduction, available dedicated simulation platforms (like
Repast Simphony) or general agent languages that offer declarative tools for
suitable modeling (like Jason [4]) do not scale up in the number of agents and
can, therefore, not be used for our purpose.

But Jason-like languages do offer interesting tools that facilitate the modeling
of software evolution enormously (and are also reusable). In particular, Jason,
as taken off the shelf, is extremely limited in the number of agents (only a few
hundred if communication is used).

In previous work [2,5] we have already worked on a general agent platform,
MASeRaTi, to deploy huge numbers of agents (in the area of traffic simulation).
Many techniques and design decisions will be reused. Instead of reimplementing
Jason from scratch, we focus on a new approach, based on MapReduce.

The main idea of MapReduce is to distinguish between synchronized and
non-synchronized objects and then to identify parts of the simulation that are
completely independent from each other and can thus be processed in parallel.
Agents that are working on the same part of the world or are communicating
with each other need to be synchronized among them: groups doing independent
work need not.

The main step in our approach is to find an efficient translation from Jason
to MapReduce: see [1] for a detailed discussion including the benchmark of our
approach.

Previous approaches were either limited in the use of agent models [13] or
in the expressibility of the underlying language [15]. Our platform, in contrast,
supports full Jason-style AgentSpeak. Using MapReduce allows us to get a linear
scale-up in the number of agents.

5.2 Automated Assessment

The simulated change coupling graph of the software project under study forms
the graphical basis of automated assessment. Every node (software entity) of
this graph is augmented with the preliminary label problematic or with the
preliminary label acceptable both calculated on grounds of software metrics.

The change coupling graph and its preliminary label sequence are the input
of automated assessment, which in turn is aimed at replacing the preliminary
assessment labels by final ones denoted by acceptable or by problematic as well.
This is motivated by the fact that the overall judgment of a software entity is
strongly influenced by those entities that are dependent on it.
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Taking a pattern from the Ising model of statistical mechanics [11], we created
a conditional random field-based model to determine the final entity labeling. In
line with the Ising model, we introduced conformity weights rewarding that pre-
liminary labels and final labels coincide, and a coupling parameter rewarding that
final labels of adjacent nodes are equal. To determine the final software entity
assessment label sequence, we make a maximum posterior probability predic-
tion. Since this problem is NP-hard, we adopted to this end a Viterbi heuristics
devised by Dong et al. in [6].

Here are the future challenges of automated assessment:

1. Devise an algorithm to determine the conformity weights and the coupling
parameter automatically.

2. Adapt the Viterbi heuristics devised in [6] to very large software graphs.
3. Adapt known sampling algorithms using Markov Chain Monte Carlo Methods

to be able to replace final labels by its posterior probabilities.
4. Check the applicability of the assessment approach by analyzing and simu-

lating open source projects.

6 Conclusions and Outlook

The project reported in this paper is a continuation of two previous projects
(https://simzentrum.de/en/education/softwarequalitaetssicherung-mit-hilfe-vo
n-simulationsverfahren/ and https://simzentrum.de/en/research-projects/
desim/) and is scheduled for three years. We can therefore build on solid founda-
tions and experiences. In order to make more precise predictions of the behavior
of the developers, we need to model their plans and intentions. Therefore we
have chosen Jason which provides language constructs for suitable modeling.

Our aim in the future is fourfold: (1) We have to find out which other con-
structs we need for suitable modeling, (2) how to integrate them in a scalable
simulation platform, (3) how to mine appropriate information from open source
repositories, and (4) develop an overall simulation model (as an extension of the
current one) that takes all these tasks into account.

Acknowledgment. The authors thank the SWZ Clausthal-Göttingen (https://www.
simzentrum.de/en/) that partially funded our work (both the former projects
“Simulation-based Quality Assurance for Software Systems” and “DeSim”, and the
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Abstract. We proposed TRISim, a multi-agent simulation tool, to study hos-
pital triage operation methods. By inputting various combinations of model
parameters, we can obtain the results to explore the correlation between
parameters. We can derive an optimum set of parameters by exploring many
parameters manually, but this is a time-consuming task. Herein, we propose
Inverse TRISim, a method to automate the task of finding an optimal combi-
nation of parameters using the artificial bee colony (ABC) algorithm.

Keywords: Triage � Multi-agent simulation � MAS � ABC

1 Introduction

When a large-scale disaster occurs, patients with different emergency needs visit the
same hospitals for treatment and diagnosis; hence, emergency control of medical
operations is very important. When the number of patients exceeds hospital capacity, it
is impossible to rescue all patients via a normal medical response. Therefore, medical
organizations require management criteria for such situations; they should follow
national standards of triage systems, such as the Japan Triage Acuity Scale (JTAS) [1]
or Emergency Severity Index (ESI) [2]. These standards are defined for use in emer-
gency situations to assign treatment priority based on the severity of each patient’s
condition, so that the best medical treatment can be provided to the maximum number
of injured patients under the constraints of the medical environment.

Triage operation methods are evaluated in each hospital based on local triage
standards; it is important to consider the characteristics of each hospital by evaluating
previous triage results, which depend on triage method and urgency levels; many
studies have analyzed waiting times and nursing quality using real-world data [3].
Simulation-based approaches are also possible. In this study, we examine emergency
patient waiting time with queueing simulation [4]. Other studies, using multi-agent
simulations to perform post hoc evaluation of triage results [5], have shown that more
precise simulation methods are needed.

Using TRISim [6], hospital managers can analyze the triage protocol for their
hospital plan renovations and new hospital development. To use TRISim for such

© Springer International Publishing AG 2017
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planning, a variety of parameters—numbers of rooms, equipment, doctors, nurses, etc.
—must be explored. However, it is difficult to find the optimal parameters manually. In
this study, we propose and develop Inverse TRISim to automate the discovery of these
values.

2 Proposed System

2.1 TRISim

TRISim is designed to support hospital managers by simulating the overall triage
operation method; the system concept and model are shown in Fig. 1.

A patient visits an emergency department by walk-in or ambulance. A doctor or
triage nurse examines the patient based on emergency level. The patient is admitted to
the hospital after an operation, given emergency medical treatment, or simply examined
by a doctor. Finally, the patient is discharged from the hospital. TRISim systemizes
these processes in an emergency department.

Waiting room model: Patients arriving at an emergency department by walk-in or
ambulance are examined by a doctor or triage nurse. After arrival, a triage nurse or
doctor decides on the urgency level of each patient. After a patient is assigned an
urgency level, the patient is moved to an observation room, a consultation room, or an
emergency room, depending on the required treatment.

Injury severity observation room model: Nurse agents assigned to this room peri-
odically triage entering patients. Patients are moved to emergency rooms as the rooms
become vacant, but are required to wait in this room until then.

Emergency room model: Doctor agents assigned to this room examine and operate
on entering patients. Patients are moved to the intensive care unit (ICU) after an
operation. If the ICU is not vacant, the patient is moved to the high care unit (HCU).

Fig. 1. Overview and system model of TRISim
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ICU model: Patients entering this room gradually recover from trauma. The healing
methods used for recovery are chosen based on statistical data with geometric series to
decrease the length of hospital stay. They are moved to the HCU when trauma status is
subthreshold and wait in the ICU when the HCU is not available.

HCU model: Patients entering this room have gradually recovered from trauma by
being treated in the ICU or are waiting in the HCU for an ICU vacancy. Patients are
moved to a general ward when their trauma is subthreshold.

General ward model: By receiving treatment in the ICU and HCU, trauma patients
gradually recover. They are moved to the HCU when their trauma status exceeds a
threshold and wait in the HCU when the ICU has no vacancies. They are discharged
when their trauma status is subthreshold.

Consultation room model: A doctor diagnoses patients entering this room; patients
are moved to the emergency room depending on their urgency levels. They are moved
to an operation, examination, or waiting room as a result of the doctor’s consultation.

Operation room model: Doctors operate on patients entering this room and patients
recover from trauma depending on the type of operation and the body part affected.
Patients move to the ICU, HCU, or general ward depending on the severity of their
conditions after operation.

Examination room model: A clinical engineer assigned to this room examines the
severity of trauma of patients entering this room on requests from doctors. Patients are
moved to the return room after examination. In this study, we consider x-ray, CT, MRI,
and angiography rooms as our examination rooms.

Each room is composed of doctor, nurse, and clinical engineer agents. Each agent
behaves per the processes and parameters of publicly available information or data.
Patients are processed based on trauma severity and survival rate [6]. TRISim simulates
these processes by simulating all entities through multi-agent simulation.

2.2 Inverse TRISim

To study triage operation methods, hospital managers can run a simulation with
TRISim; to study combinations of parameters, hospital managers can run the simula-
tion repeatedly. However, it is very difficult to find a globally optimized solution
because the possible combination of parameters is enormous. In order to solve this
problem, an inverse simulation method is considered effective [7].

This study proposes Inverse TRISim, which introduces inverse simulation based on
TRISim as a tool to optimize triage operation methods in hospitals. Figure 2 shows an
overview of the Inverse TRISim conceptual and operation models.

The Inverse TRISim operation system model is composed of forward and inverse
simulation components. In the forward simulation, the input parameters are the number
of rooms, doctor agents, nurse agents and clinical engineer agents, along with any other
specific hospital model data. When a forward simulation begins, TRISim takes these
parameters, and then simulates and outputs the results.

In the inverse simulation, an inverse simulation controller (ISC) creates a first gen-
eration of hospital model parameters to be given to Inverse TRISim, from which simu-
lation results are derived. Then, the ISC calculates an evaluation index using these results.
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Next, the ISC generates a second generation of hospital parameters using a heuristic
method. This cycle continues until the results converge to the optimum parameter set.

The inverse simulation method estimates model parameters to optimize the eval-
uation value (based on the evaluation index). To estimate the model parameters
appearing in the simulation, inverse simulation controls the optimization based on the
evaluation index. To control the inverse simulation, metaheuristic methods, such as
genetic algorithms (GAs), are used.

In previous studies of inverse simulation, bit-string GA [7, 8], which does not
always converge to the global optimum [9], has been used. Recently, real-coded GAs
have been proposed [9], and are expected to be applicable for global optimization.
Furthermore, metaheuristics, such as particle swarm optimization (PSO) [10] and the
artificial bee colony (ABC) [11, 12] algorithm, efficiently converge on globally optimal
solutions even for high-dimensional feature vectors. In our study, we use the ABC
algorithm for this reason.

The ABC algorithm optimizes many search points stochastically, inspired by the
action of bees and swarm intelligence. In the ABC algorithm, element component
models are composed of the food sources and three kinds of bees—employed bees,
onlooker bees, and scout bees—which have three difference search methods. The
employed bees are attached to one of the food sources.

(1) Employed bee search: Employed bees search for the highest evaluated food
source in the neighborhood of its own attached food sources.

(2) Onlooker bee search: The onlooker bee searches in the neighborhood of highly
evaluated food sources resulting from the employed bees’ search.

(3) Scout bee search: In (1) and (2), when food sources do not update for more than a
certain search count threshold, the bees attached to the food sources temporarily
become scout bees. These bees can drastically change the location of attached
food sources.

Fig. 2. Overview of the Inverse TRISim conceptual model
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3 Experiment

In our previous study, we preliminarily validated TRISim for forward simulation. In
this study, we have performed preliminary evaluation of Inverse TRISim by applying
the general hospital model used in our previous study.

3.1 Scenario

In our evaluation, we assume that a standard or large number of patients are visiting a
large medical center [13] and simulate changes over one day. In this hospital model,
both the emergency and critical care centers are composed of ICUs, HCUs, general
wards, consultation rooms, emergency rooms, waiting rooms, operation rooms, CT
rooms, MRI rooms, and angiography rooms. In this scenario, the agents are doctors,
nurses, clinical engineers, and patients. Doctors, nurses, and clinical engineer agents
are assigned to the ICUs and HCUs. Clinical engineer agents are assigned to x-ray, CT,
MRI, and angiography rooms. Doctor and nurse agents are assigned to consultation,
emergency, and operation rooms. Nurse agents are also assigned to observation,
severity injury observation, and waiting rooms.

3.2 Condition

The conditions in this experiment were set based on patient arrival density data from
Seirei Hamamatsu Hospital [14]. Figure 3 shows the patient arrival density over a
24-hour period beginning at 8:30 AM. These graphs approximate real patient arrival
density data by logistic density of walk-in and ambulance patients.

Fig. 3. Patient arrival density
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Table 1 shows the constraint conditions: the number of each room type and the
number of doctors, nurses, and clinical engineers assigned to each room in the hospital.

Simulations were performed for one day with a 10-s time step. Table 2 shows the
parameters used for controlling the inverse simulation (used for the ABC algorithm,
which were determined based on previous study [12]). Initial parameters were set
randomly to small numbers of each room type and agent to measure whether the
optimization method is effective.

The evaluation index described below defines the degree of overcrowding. Formula
(1) is from the National Emergency Department Overcrowding Study (NEDOCS) [15].
NEDOCS categorizes five degrees of emergency department overcrowding: 0 ≦ Score
≦ 50 is normal, 51 ≦ Score ≦ 100 is busy, 101 ≦ Score ≦ 140 is overcrowded, 141 ≦
Score ≦ 180 is severe, and 180 ≦ Score is a disaster.

Table 1. Constraint condition parameters for hospital model

Range of
number of
rooms

Range of
number of
doctors

Range of
number of
nurses

Range of number
of clinical
engineers

Exploring room 1≦, ≦20 1≦, ≦3 1≦, ≦4 0
Operation room 1≦, ≦20 1≦, ≦3 1≦, ≦10 0
Emergency
room

1≦, ≦20 1≦, ≦3 1≦, ≦10 0

Observation
room

0≦ 1≦, ≦3 2≦ 0

Injury severity
observation
room

0≦ 1≦, ≦3 2≦ 0

ICU 1≦, ≦30 2≦ 7≦ 0
HCU 1≦, ≦30 2≦ 7≦ 0
Waiting room 1 0 7≦ 0
General ward 1≦ 2≦ 7≦ 0
X-ray room 1≦, ≦10 0 0 5≦
CT room 1≦, ≦10 0 0 5≦
MRI room 1≦, ≦10 0 0 5≦
Angiography
room

1≦, ≦10 0 0 5≦

Table 2. A set of parameters used for the ISC

Colony size Total search Vector dimensions Limit update count

# 30 15 46 180
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NEDOCS ¼ �20þ 85:8� Total patients
EDBeds

� �
þ 600� Admits

Hospital beds

� �
þ 13:4

� Ventilatorsð Þþ 0:93� Longest admitð Þþ 5:64� Last bed timeð Þ ð1Þ

Formula (1) is composed of seven parameters. Total patients is the total number of
patients in the emergency room. ED Beds is the total number of emergency department
beds. Admits is the total number of admitted patients in the emergency room. Hospital
beds is the total number of hospital beds. Ventilators is the number of patients who are
equipped with ventilators or respirations in the emergency room. Longest admit means
the longest patient boarding time (in hours). Last bed time means the time from arrival
to a bed for the patient most recently assigned one.

3.3 Result

We performed a preliminary inverse simulation experiment, and our NEDOCS opti-
mization values are shown in Fig. 4. In the initial state, on the leftmost graph, the
NEDOCS value is 171.3 because the number of rooms is too small; this value indicates
severe overcrowding. The NEDOCS value decreases as the generations advance, and
finally, the NEDOCS value falls to 16.8 after 1000 generations, a value indicative of
the best overcrowding status in the NEDOCS evaluation index. On the right side of
Fig. 4, the graph illustrates the estimation result of the number of consultation rooms
when TRISim optimizes the NEDOCS value with inverse simulation.

We can determine that it is possible to estimate initial parameters that optimize the
evaluation index with inverse simulation. In the future, we will study constraint con-
ditions for each parameter to obtain appropriate values. In addition, we will analyze the
inverse simulation results with formulas from other evaluation indexes.

Fig. 4. Optimization result of NEDOCS values with Inverse TRISim (1000 generations)
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4 Conclusion

We proposed and developed Inverse TRISim as a tool for hospital managers to study
optimal triage operation methods and hospital organization for multiple hospitals.
Inverse TRISim uses the inverse simulation method and enables automatic estimation
of the model parameters that optimize the set evaluation index. In contrast to the
previous study, which uses a bit-string genetic algorithm, this study uses the ABC
method. As our preliminary experiment result shows, one aspect of our method is
shown. In our future study, we will demonstrate the performance differences between
our method and previous methods.
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Abstract. Humans have a number of emotion regulation strategies at their
disposal, from which in a particular situation one or more can be chosen. The
focus of this paper is on the processes behind the choice of these regulation
strategies. The paper presents a neurologically inspired cognitive computational
model of a monitoring and decision mechanism for emotion regulation incor-
porating different strategies (expressive suppression, reappraisal or reinterpre-
tation, and situation modification). It can be tuned to specific characteristics of
persons and events.

Keywords: Cognitive modeling � Emotion � Regulation

1 Introduction

Emotions play a vital role for a person to function responsibly in society. Proper
handling of negative emotions such as stress and anxiety help us to perform our daily
life activities in an efficient manner, and not become vulnerable to stress-related dis-
orders such as depression or PTDS. It has been found that individuals can apply
different emotion regulation strategies [1]. Several types of emotion regulation strate-
gies exist which can be effective in particular circumstances. Two of them which have
received much interest of researchers over the years are reappraisal and emotion
suppression [2]. An important but often neglected part of the emotion regulation
process is a decision making process determining under which circumstances different
strategies are selected [3]. Which strategy is applied depends on a number of factors,
such as a person’s context, an internal monitoring and assessment concerning her
feeling intensity, and her individual characteristics or preferences. Empirical studies
such as [4] show that individual differences exist when it comes to prefer one strategy
over another and also these differences exist when some individual applies a combi-
nation of emotion regulation strategies.

In this paper the role of monitoring and assessment, and control mechanisms to
recognize a type of negative emotion and to choose for one or more strategies are
explored computationally. The first process acts as an identification stage as described
in [3, 5, 6] which recognizes and assesses the negative feelings and their intensity.
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Based on this assessment one or more control states are activated for specific emotion
regulation strategies. For example, if the intensity of an emotion is very high, then
multiple regulation strategies might be employed at the same time (which also depends
on the personality traits). On the other hand if the intensity is very low, then only
emotion suppression could be enough to be applied or if it is of a moderate level, then it
could be the case that only appraisal and emotion suppression are chosen. Several
simulation experiments that have been realized show how the model can take into
account different kinds of personalities and varying levels of negative stimuli and
feelings.

2 Neurological Background

When emotional responses compete with important goals or with socially more
appropriate responses, often regulation of them takes place [7, 8]. Emotion regulation
can make use of a variety of specific strategies to affect the emotion response levels [9].
Emotion regulation uses control functions in order to activate one or more of the
different strategies to generate, maintain and adjust the emotional responses [10]. By
such emotion regulation mechanisms, persons have the ability to suppress negative
influences from the environment and maintain a form of emotional homeostasis
[11, 12]. Emotions can be regulated in different stages of the emotion generation
process [11–13] distinguish antecedent-focused strategies (those that address processes
before an emotion has an effect on the behavior) from response-focused strategies
(those that are used when the emotional response is already coming as expression or
behavior). Note that the different types of emotion regulation share a common effect on
the level of emotion, but may differ much in the path followed to achieve this effect.
Moreover, multiple strategies can be used at the same time, so that multiple paths are
followed in parallel with a combined effect on the emotion level.

The current paper focuses on the monitoring and control for three different emotion
regulation strategies: (1) situation modification (2) reinterpretation, and (3) expressive
suppression [12, 14]. Here the first two are antecedent-focused strategies and the third
is a response-focused strategy. Situation modification [12] addresses the very first part
of the causal chain from trigger to emotion, namely the external trigger itself by
performing actions that change the external situation in such so that the trigger becomes
more harmless. Reinterpretation works by changing the assigned meaning or inter-
pretation of an emotional stimulus in a way that changes its emotional impact [15].
Expressive suppression is a form of response modulation that involves inhibiting
ongoing emotion-expressive behavior [12].

The model presented here was inspired by a number of neurological theories
relating to fMRI experiments. Much emphasis has been put in the literature on the role
that is played by a bidirectional interaction between the amygdala and the prefrontal
cortex (PFC). In experiments often fMRI measurements have been made focusing on
activity in these brain areas, and anatomically their connections have been analysed.
For both, correlations have been found with (the extent of success in) actual emotion
regulation; e.g., [16–18]. For example, it has been found that less interaction or weak
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connections between amygdala and prefrontal cortex lead to less adequate emotion
regulation [8]. The general idea is that upward interaction from amygdala to PFC can
have the function of monitoring, in order to get an internal representation of the level of
emotion within the prefrontal cortex, which is used to achieve a form of assessment of
this level of emotion within the prefrontal cortex, whereas the downward interaction
from PFC to amygdala makes it possible to control and modify amygdala activation. In
the process of monitoring and assessing the level of emotion, leading to PFC activity,
interaction with some areas other than the amygdala may occur as well, as these areas
can also play an important role in developing emotions and feelings.

So, upward interactions can be considered from multiple areas. Also in relation to
the control function of the PFC and connections from there to other areas some dif-
ferentiation is needed. For different regulation strategies different brain areas need to be
affected. For a response-focused strategy such as expressive suppression, maybe a main
effect can be to suppress amygdala activation in a more direct manner, but maybe also
other areas involved in actual expression of the emotion have to be suppressed. Fur-
thermore, for an antecedent-focused strategy such as reinterpretation it is quite plau-
sible that the control from the PFC has to affect the interpretation, and not the amygdala
in a more direct manner. For example, in this case the PFC may affect (working)
memory in order to achieve the reinterpretation. After this reinterpretation has been
accomplished, in turn the renewed emotion generation process (based on the new
interpretation) will affect the emotion level, including amygdala activity. In such a case
a more direct suppression of amygdala activation might still take place as well, but then
that effect may have to be attributed to a different regulation strategy which occurs in
parallel, for example, expressive suppression.

After all, it is also a matter of clear definition to distinguish the different strategies.
For example, it may be tempting to define the reinterpretation strategy in such a manner
that it also includes the expressive suppression strategy, given empirical data that may
have difficulty to distinguish the two. However, from a conceptual perspective it is
more useful to define the two strategies as exclusive so that different paths can be
attributed to different strategies, even if they occur in the same experiment. The latter
choice is made in this paper. To control different pathways in order to achieve emotion
regulation according to different strategies the PFC has to involve different areas within
the brain. In some recent studies such as [16, 19] attempts are made to relate different
regulation strategies to activity in different brain areas. See, for example, [16] which
describes that expressive suppression relates to an increase of brain activation in a right
prefronto-parietal regulation network, and reinterpretation engages a different control
network comprising left ventrolateral prefrontal cortex and orbitofrontal cortex.

3 The Cognitive Model

The computational model was designed as a temporal-causal network model; see [20].
An overview of the states and causal relations of the proposed model is depicted in
Fig. 1. A description of each state is available in Table 1. The states of this model can
be classified in six groups: the environment, emotion generation, emotion regulation
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selection strategy 1, 2 and 3, and, last but not least, an internal monitoring and selection
mechanism for the decision making. The monitoring process is modelled by the con-
nections from the feeling state fsb to a number of monitoring states msi (which can be
any number but in the simulations has been chosen as 3), and the selection process is
modelled by the connections of the monitoring states to the control states. The upward
connections model the connections from amygdala to PFC that are used for monitoring
the lower level processes in the brain (see Sect. 2). If the feeling intensity reaches at a
certain threshold (which may differ for different kinds of persons), the monitoring
system reflects this by activating some of the monitoring states. In addition, by some
inhibiting connections between them the monitoring states are made mutually exclusive
and recognize specific types of stressful situations: monitoring state ms1 recognizes low
intensity feeling, ms2 recognizes moderate level feeling and ms3 high intensity negative
feeling. This inhibition-based process between the monitoring states can be considered
as a form of assessment, leading to one unique indication of the situation concerning
the stress level.

This single monitoring state obtained is the basis for a form of decision, by acti-
vating one or more control states for specific regulation strategies. A person’s char-
acteristics for these monitoring and decision processes are represented by the weights
of the connections to the monitoring states and from the monitoring states to the control
states, respectively. The selection process involves the three emotion regulation
strategies covered here. Depending on the situation and personality of an individual,
one, two or all of these regulation strategies are selected. For example, if the feeling is
intense then situation modification may be chosen by the person, depending on her
characteristics.

The main states representing the environment are wsw and wse. Here wsw indicates
the person’s environment state and wse covers external events which may affect the
environment of the person. The state of the world is sensed by the person via sensor
state ssw and represented by state srsw.

Fig. 1. Conceptual representation of the computational model
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This sensory information can be interpreted by both a positive belief bsc1 and a
negative belief bsc2, which represent two different interpretations of the same world
condition. These conflicting beliefs compete with each other by mutual inhibiting
connections. In the considered scenario, the negative belief bsc1 has an effect on the
state of preparation for negative emotional response psb which leads to sensory body
representation srsb and to the negative feeling fsb. Subsequently, fsb has an impact on

Table 1. Overview of the states of the proposed model (see also Fig. 1)

Domain Formal Informal name Description

En
vi

ro
n-

 
m

en
t 

wsw World state w This characterizes the current world situation which 
the person is facing

wse World event e Circumstances in the world affecting the world situa-
tion in a stress-inducing way 

Em
ot

io
n 

G
en

er
at

io
n

ssw Sensor state for w The person senses the world through the sensor state, 
providing sensory input

srsw Sensory representa-
tion of w

Internal representation of sensory world information 
on w

srsb Sensory representa-
tion of b

The person maintains a body representation srsb for b
in the brain.  Here b is embodying the associated 
emotion, in the considered scenarios a negative emo-
tion. Before performing an action, a feeling state fsb
for the action is generated by a predictive as-if body 
loop, via the sensory representation state srsb.

fsb Feeling associated 
to body state b

bsc Belief state for c Interpretation of the world information; in the case of 
different, exclusive interpretations for the same world 
information, they may suppress each other

psb Preparation for b Preparation for a response involving body state b

Em
ot

io
n 

R
eg

ul
at

io
n 

St
ra

te
gy

1

Reappraisal  Re-interpretation of world information by belief change: changing the 
assigned meaning to a stimulus with negative emotional effects (e.g., by believing 
that a noisy restaurant will become more quiet soon).

cs1b,c Control state for reap-
praisal of belief c to 
avoid feeling b

By becoming activated this control state sup-
presses the belief for c, which gives the oppor-
tunity for alternative beliefs to become dominant.

Em
ot

io
n 

R
eg

ul
at

io
n

St
ra

te
gy

 2

Suppression of emotion-expressive behaviour Inhibition of the expression, for 
example, hide one’s true feelings from another person (e.g., hiding one’s fear when 
standing up to a bully).

cs2b Control state for ex-
pressive suppression to 
avoid feeling b

By becoming activated this control state sup-
presses the execution state for b. 

ssb Sensing body state b To maintain the body representation srsb for b, the 
person senses the body state b.

esb Execution state for b Body expression of b, for example a fear expres-
sion 
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the preparation state psb, which in turn has an impact on feeling state, fsb, through srsb
which makes the process recursive; this is often called an as-if body loop in the
literature (e.g. [21]). Other states, depicted in Fig. 1, are control states related to three
emotion regulation strategies described below.

As described in Sect. 2, emotions can be controlled in different phases of the
process during which emotions are generated [12]. The first strategy discussed focuses
on reinterpretation of the world information by changing bad beliefs about the situation
into more positive ones; this is done as follows. Suppose two beliefs bsc1 and bsc2 are
two different, exclusive interpretations of the world state, where bsc2 associates to bad
feelings fsb. The exclusiveness is modelled by mutual inhibiting connections. Suppose
the person has generated belief state bsc2 as dominant, and by her monitoring and
decision mechanism she decides for activation of control state cs1b,c. Consequently this
control state weakens the belief bsc2 and due to this, the positive belief bsc1 can become
dominant, which provides an alternative, more positive interpretation of the world.
Also expressive suppression can be used to decrease negative emotions. In the model,
when it is decided to activate control state cs2b for this second strategy, this suppresses
the expression of the emotional response esb. This esb is sensed by the person him or
herself through the body loop, and through that it has a decreasing effect on the
emotion level. The third emotion regulation strategy considered is situation modifi-
cation. Leaving an annoying place or person is an example of this strategy. In the
model the control state for this kind of emotion regulation is cs3b,a. A decision to
activate this control state leads to preparing and performing an action a (i.e., states psa
and esa) which can change the situation (characterized by wsw), for example walking
away from a noisy place to a quiet place.

Em
ot

io
n 

R
eg

ul
at

io
n

St
ra

te
gy

 3

Situation modification  For this strategy the person performs an action in the 
external world to change a situation which triggers negative emotions into a better 
one (e.g., leaving a noisy restaurant and enter a quiet place).

cs3b,a Control state for 
situation modification a
to avoid feeling b

By becoming activated this control state activates 
the preparation and execution of action a to 
change the situation.

psa Preparation for action a Preparation to modify the situation by action a
esa Execution state for 

action a
The action a is changing the situation (decreasing 
the level of world state w)

M
on

ito
rin

g
an

d 
Se

le
ct

io
n 

pr
oc

es
se

s ms1 Recognizes low feeling 
level

The monitoring states are  involved in two 
processes, one which is responsible for 
monitoring of the feeling (connections to the 
monitoring states) and reaching a form of 
assessment (by some inhibiting links between 
them), and the second process is concerned with 
the selection of the appropriate regulation 
strategies (connections from the monitoring states 
to the control states).

ms2 Recognizes moderate 
feeling level 

ms3 Recognizes high 
feeling level
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The conceptual representation of the model is represented as a number of states and
connections between them, shown in Fig. 1 and verbally in Table 1, with in addition:

• For each connection from state X to state Y a weight xX.,Y (a number between −1
and 1), for the strength of the impact through this connection; a negative weight is
used for suppression

• For each state Y a speed factor ηY (a positive value) and (a reference to) a standard
combination function cY(…) used to aggregate multiple impacts from different states
on one state Y.

For a numerical representation of the model the states Y get activation values
indicated by Y(t): real numbers between 0 and 1 over time points t, where the time
variable t ranges over the real numbers. More specifically, the conceptual representa-
tion of the model (as shown graphically in Fig. 1 and verbally in Table 1) can be
transformed in a systematic or even automated manner into a numerical representation
as follows [20]:

• At each time point t each state X connected to state Y has an impact on Y defined as
impactX,Y(t) = xX,Y X(t) where xX,Y is the weight of the connection from X to Y

• The aggregated impact of multiple states Xi on Y at t is determined using a com-
bination function cY(..):

aggimpactYðtÞ ¼ cYðimpactX1;Y tð Þ; . . .; impactXk;Y tð ÞÞ
¼ cYðxX1;YX1 tð Þ; . . .;xXk;YXk tð ÞÞ ð1Þ

where Xi are the states with connections to state Y.

• The effect of aggimpactY(t) on Y is exerted over time gradually, depending on
speed factor ηY:

YðtþDtÞ ¼ YðtÞþgY½aggimpactYðtÞ � YðtÞ�Dt
or dYðtÞ=dt ¼ gY ½aggimpactYðtÞ � YðtÞ� ð2Þ

• Thus the following difference and differential equation for Y are obtained:

YðtþDtÞ ¼ YðtÞþgY½cYðxX1;YX1 tð Þ; . . .;xXk ;YXkðtÞÞ � YðtÞ�Dt
or dY tð Þ=dt ¼ gY½cYðxX1;YX1 tð Þ; . . .;wXk;YXk tð ÞÞ � Y tð Þ� ð3Þ

For all states for the standard combination function either the identity function id(.)
or the advanced logistic sum combination function alogisticr,s(…) is used [20]:

cY Vð Þ ¼ id Vð Þ ¼ V

cYðV1; . . .VkÞ ¼ alogisticr;sðV1; . . .;VkÞ ¼ ð 1
1þ e�rðV1 þ ...þ vk�sÞ �

1
1þ ers

Þð1þ e�rsÞ
ð4Þ
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Here r is a steepness parameter and s a threshold parameter. The advanced logistic
sum combination function has the property that activation levels 0 are mapped to 0 and
it keeps values below 1. The identity function id(..) is used for the states with a single
impact: ssw, ssb. For all other states the advanced logistic sum combination function is
used. For example, for the feeling state fsb the model is numerically represented in
difference equation form as

aggimpactfsbðtÞ ¼ alogisticr;sðxsrsb;fsbsrsb tð Þ;xcs1b;c;fsbcs1b;c tð Þ;
xcs2b;fsbcs2b tð Þxcs3b;a;fsbcs3b;a tð ÞÞ

fsbðtþDtÞ ¼ fsb tð Þþgfsb½aggimpactfsbðtÞ � fsb tð Þ�Dt ð5Þ

In this way the model represented conceptually in Fig. 1 is transformed into a
numerical representation of the model in terms of difference or differential equations.
The simulations are performed by applying a computational simulation method to this
numerical model representation, in a dedicated software environment. All the simu-
lations were performed within the MATLAB™ environment.

4 Scenarios and Simulation Results

The computational model presented above has been used to perform number of sim-
ulation experiments addressing the selection of emotion regulation strategies. This has
been done for different scenarios describing different cases with different levels of
stimulus and negative feeling, and varying from selection of just one of the regulation
strategies to selecting multiple regulation strategies at the same time. Scenarios also
vary on certain characteristics of the person, such as: sensitivity of a person for negative
stimuli, and a person’s preferences for regulation strategies.

For example, some persons may have a higher preference for the situation modi-
fication strategy (e.g., they tend to try to escape from a disturbing situation), maybe in
combination with a high sensitivity for disturbing stimuli, whereas other types of
persons may prefer the other regulation strategies while staying in the same situation.
More specifically, some persons are good in suppression of their negative feelings
related to a stimulus and keep the same interpretation and stay in the same situation,
whereas other persons may prefer to try to reinterpret (reappraise) the situation in a
more positive way by changing the negative beliefs about the situation into positive
beliefs, in oreder to reduce the level of negative feelings. Another category of persons
may be quite sensitive to the stimulus and initially try to reduce their level of negative
feelings by suppression and may use the reinterpretation strategy to make their positive
beliefs more stronger against the negative beliefs, and if they fail to do so they still may
try to escape from the bad situation or try to modify the situation in another way.

The simulation experiments demonstrate the role of the monitoring, assesment and
decision making with an important role for the monitoring states, which are used as a
basis to select one or more of the three available regulation strategies. The selection
process starts when a monitoring state reflects that a certain type (level) of negative
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feeling arises. In a very first stage just a low level of negative feeling fsb triggers
monitoring state ms1 (indicating a low level of feeling), which in turn may lead to a
decision to activate one or more regulation strategies preferred by the person for such a
low level of negative feeling (recall that these preferences are represented by the
weights of the connections from the monitoring state to the three control states). Then
there are two possibilities: these strategies are adequate and limit the feeling level, or
the feeling level still increases so that monitoring state ms2 (indicating a mediate level
of feeling) is triggered. In the latter case this monitoring state ms2 in turn may lead to a
decision to activate another selection of regulation strategies. Again there are two
possibilities: these strategies may limit the feeling level, or the feeling level still
increases to the situation that monitoring state ms3 (indicating a high level of feeling) is
triggered. In the latter case again another selection of regulation strategies can be
decided for. A specific case of such a scenario is shown in Table 2. In the scenario
indicated in this table the first regulation strategy used (after ms1 is triggered) is
suppression of the negative feeling.

This means that based on ms1 it is decided to activate control state cs2b in order to
suppress the negative feeling. In a second stage, when the level of negative feeling
increases further, due to the development of negative beliefs about the situation, this
triggers the next monitoring state ms2, and based on that it is decided to activate control
state cs1b,c for the second regulation strategy: reappraisal (reinterpretation). This starts
to down-regulate the negative feelings in a different way by changing (reinterpreting)
the meaning of the stimulus (switching of a negative belief to a positive belief). The
control state cs1b,c is usually slower compared to cs2b, because humans often take
much time to change their beliefs about the environment (stimulus), so it takes some
more time to change beliefs. The third and last monitoring state ms3 triggers when the
level of feeling becomes high; then based on this it is decided to activate the third
control state cs3b,a which initiates situation modification by performing the (physical)
action needed to achieve that. As this situation modification strategy involves move-
ment, it is slower and takes some more time compared to two other regulation strategies
mentioned above which involve mental processes instead of physical action.

Note that in Table 2 for each monitoring state exactly one regulation strategy is
selected. However, it is also possible that the strategies selected for a lower level of the
feeling are still selected as well for higher levels of the feeling. The more specific
simulation results discussed here are based on the following scenario. The person is in a
restaurant which has become rather noisy, and this triggers negative feelings. First she
suppresses these negative feelings. Moreover, she tries to suppress her negative belief

Table 2. Regulation selection choices for an example scenario

Feeling level Triggered monitoring state Selected regulation strategies

Low ms1 Suppression
Median ms2 Reappraisal
High ms3 Situation modification
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about being in a noisy restaurant the whole evening to give space for a positive belief
(it will soon become more quiet). However still some negative feeling remains.
Therefore she decides to leave the restaurant. The simulation executes for 120 time
points with Dt = 0.1. Details of the values for parameters used in the simulation are
given in Table 3 (threshold s, steepness r, and update speed η) and in Table 4 (con-
nection weights between all states).

Table 3. Values of threshhold, steepness and update speed

State s r η State s r η

ms1 0.08 50 6 esb 0.5 4 6
ms2 0.32 50 6 cs2b 2 5 6
ms3 0.6 50 6 ssb 0.5 4 6
psb 0.4 4 6 wsw 0.1 5 0.4
fsb 0.1 4 6 ssw 0.2 4 6
bsc1 0.1 8 6 srsw 0.2 4 6
bsc2 0.36 15 6 psa 0.4 5 6
cs1b,c 1.5 15 0.5 esa 0.5 100 6
srsb 0.2 3 6 cs3b,a 1.2 5 0.1

Table 4. Values of parameters used: connection weights

Weight Weight Weight Weight

xesa,wsw −1 xsrsb,fsb 0.9 xcs1b,c,fsb −0.1 xpsb,cs2b 0.8
xwsw,ssw 0.5 xesb,cs2b 0.8 xcs2b,fsb −0.2 xcs3b,a,esa 0.8
xssw,srsw 0.9 xsrsw,psa 0.1 xcs3b,a,fsb −0.3 xpsa,esa 0.7
xsrsw,bsc1 0.3 xcs3b,a,psa 1 xbsc2,psb 0.7 xsrsw,cs3b,a 0.8
xcs1b,c,bsc1 0.0 xfsb,cs3b,a 0.3 xfsb,psb 0.7 xms1,cs1b,c 1
xbsc1,bsc2 −0.2 xfsb,ms1 0.9 xcs2b,psb −0.2 xms1,cs2b 1
xsrsw,bsc2 0.9 xfsb,ms2 0.9 xpsb,srsb 0.6 xms1,cs3b,a 1
xcs1b,c,bsc2 −0.25 xfsb,ms2 0.9 xssb,srsb 0.8 xms2,cs1b,c 1
xbsc1,bsc2 −0.2 xms2,ms1 −1 xpsb,esb 0.7 xms2,cs2b 1
xfsb,cs1b,c 3 xms3,ms1 −1 xcs2b,esb −0.1 xms2,cs3b,a 1
xbsc2,cs1b,c 1 xms3,ms2 −1 xesb,ssb 0.7 xms3,cs1b,c 1
xbsc1,cs1b,c 0.0 xms3,cs3b,a 1 xfsb,cs2b 0.1 xms3,cs2b 1

Table 5. Personality variation for sensitivity

Person xsrsb,fsb Personality type

Person_ 1 0.3 Less sensitive to the stimulus
Person _2 0.6 More sensitive to the stimulus
Person _3 0.9 Most sensitive to the stimulus
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The personality type concerning sensitivity to a stimulus has been taken into
account by varying the connection strength of the weights xsrsb,fsb between the sensory
representation of the b and the feeling state fsb. Table 5 shows the variation in per-
sonality type from less sensitive to most sensitive. The model has been executed a large
number of times with such scenarios; in Fig. 2 one of them is depicted, the person has
high sensitivity to the stimulus.

Fig. 2. Simulation results of scenario 3 for person_3 (most sensitive to the stimulus). Upper
graph: monitoring and decision process. Three lower graphs: the 3 controlled regulation
strategies

360 A. Manzoor et al.



As the upper graph shows, when the simulation starts, first ms1 becomes active,
after a while ms2, and in the last phase ms3. The graph also shows the control states;
first based on ms1 it is decided to activate the emotion suppression control state cs2b. It
suppresses the negative feeling (shown in the second graph) but as the negative feeling
still increases, ms2 is triggered, and based on this it is decided to activate control state
cs1b,c for the reappraisal strategy. This alters the beliefs by suppressing the negative
belief, resulting in strengthening of positive belief and at the same time the negative
feeling decreases (shown in the third graph). After applying two strategies, the level of
negative feeling still is increasing, which triggers ms3, and based on this it is decided to
activate control state cs3b,a for situation modification. Due to this the person moves
away (change of situation) from the stimulus and gets rid of the negative feelings
(shown in the last graph).

5 Discussion

In this paper, a neurologically inspired cognitive computational model for internal
monitoring and decision making about the selection of emotion regulation strategies
has been presented. The model covers three emotion regulation strategies (expressive
suppression, reappraisal or reinterpretation, and situation modification), adopted from
[22] which lacks an internal monitoring and decision model as addressed in the current
paper. A number of simulation experiments have been performed according to different
scenarios, thereby considering different personality characteristics and intensities of
stimuli. The decision process to select one or more particular regulation strategies
primarily takes the assessed current feeling state into account, but can easily be
extended to involve other elements as well.

The obtained human-like model can be used in different ways. As a first application
it can be a basis for virtual characters showing emotions and applying emotion regu-
lation strategies in a flexible way depending on the situation. Secondly, the model can
be used as an ingredient to develop human-aware or socially aware computing appli-
cations; e.g., [23–25]. More specifically, in [25, 26] it is shown how such applications
can be designed with knowledge of human processes as a main ingredient, represented
by a computational model of these processes which is embedded within the application.
Such computational models can have the form, for example, of qualitative causal
models, or of dynamical numerical models. The computational model for decision
making about emotion regulation proposed here can be used in such a way to design a
human-aware software application to support persons with stress-related problems and
professionals supporting them.

In the literature a number of computational emotion regulation models have been
proposed over the years, one of which was presented in [27]. Here a theory of appraisal
was modeled. The presented model is based on the idea that emotions are generated
based on an individual’s interpretation of the situation. In this approach the model is
based on symbolic and numeric representations and appraisal operates on them,
whereas our approach uses a dynamical systems representation. Different coping
strategies are proposed in that paper, e.g., “belief-related coping” which can be related
to reappraisal in the model proposed here. A difference is that the model presented in
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the current paper focuses on modeling the decision making process in an explicit
manner, and that the modeling approach here is based on temporal-causal networks as
described in [20, 28].
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Abstract. Jason is perhaps the most advanced multi-agent program-
ming language based on AgentSpeak. Unfortunately, its current Java-
based implementation does not scale up and is seriously limited for sim-
ulating systems of hundreds of thousands of agents.

We are presenting a scalable simulation platform for running huge
numbers of agents in a Jason style simulation framework. Our idea is
(1) to identify independent parts of the simulation in order to parallelize
as much as possible, and (2) to use and apply existing technology for
parallel processing of large datasets (e.g. MapReduce).

We evaluate our approach on an early benchmark and show that it
scales up linearly (in the number of agents).

1 Introduction

The work reported in this paper is part of a bigger project on using agent-
based simulation for quality control of software development processes [1]. In
this project we need a platform that is able to simulate a huge number of agents,
(hundreds of thousands or even more).

Current approaches implemented in Java often do not scale up (see [2] for
a detailed discussion). Similarly, declarative approaches (e.g. those based on
AgentSpeak) are well suited for modeling simulations, but do not support effi-
cient implementation.

Here we focus on a new approach for implementing scalable multi-agent sim-
ulation platforms with MapReduce. The main idea is to identify parts of the
simulated environment that are completely independent from each other and
can thus be processed in parallel. This is particularly useful in scenarios based
on large existing datasets, but can also be applied to multi-agent simulation in
general.

In the following we give a very brief introduction to Jason and MapReduce and
comment on related work. The main part is Sect. 2, where we show how Jason
can be interpreted in a way that is compatible with MapReduce. While previous
approaches have used limited agent models [8] or restricted languages [11] our
approach supports full Jason-style AgentSpeak. We believe that similar agent
languages can be translated accordingly.

c© Springer International Publishing AG 2017
N. Criado Pacheco et al. (Eds.): EUMAS 2016/AT 2016, LNAI 10207, pp. 364–371, 2017.
DOI: 10.1007/978-3-319-59294-7 31
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Key points of any simulation are (1) modeling and (2) implementing the
environment: we elaborate on both in Sect. 3. Finally we evaluate our approach
in Sect. 4 using a benchmark for our early proof of concept implementation1 and
conclude with Sect. 5.

1.1 Jason

Jason is a Java based platform for multi-agent simulation with an extended
version of AgentSpeak [4]. AgentSpeak is a language to describe BDI agents
that mixes a declarative approach to reasoning (Prolog) and an imperative way
of stating plans [9]. Jason extends the language with useful functionality such as
agent communication. Jason is widely used [3] but does not scale well when the
simulation size is increased beyond thousands of agents, even when the agents
are very simple.

1.2 MapReduce

MapReduce is a programming paradigm designed to simplify the parallel process-
ing of large datasets [5] by abstracting away low level architecture (single
thread, multi-core computer, grid of commodity computers), synchronization,
error recovery, locking and distribution of work among the nodes of a cluster.
The algorithm is defined in terms of map and reduce functions that operate on
key value pairs. Map functions operate independently on key value pairs 〈k, v〉.
After a shuffling step that groups items by their keys, reduce functions operate
on sequences of values in each group:

Map : (K,V ) → (K,V )∗; Reduce : (K,V ∗) → (K,V )∗

Algorithms in terms of these functions can be executed using a MapReduce
framework like Spark, Hadoop, MR4C, MapReduce-MPI or Disco, which auto-
matically partition the dataset for parallel execution.

1.3 Related Work

There are several design patterns for MapReduce that have been used outside
of agent simulation. Lin and Schatz [7] describe algorithms that allow commu-
nication along the edges of graphs. Zhang et al. [14] provide a technique for
parallelizing spatial joins. These have then been used in agent system simula-
tion with agent models that have been restricted accordingly: Radenski [8] uses
graph algorithms to simulate cellular automatons. Wang et al. [11] use spatial
joins for behavioral simulations, where agent actions are restricted to associative
operations on the environment.

1 Source code available at https://github.com/niklasf/pyson.

https://github.com/niklasf/pyson
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2 Translating Jason to MapReduce

When agents deliberate but do not communicate or execute actions in the envi-
ronment they can be executed independently in Map steps. In this section we
discuss key requirements for a Jason interpreter that allows doing that. The key
point is to represent the state of agents and the state of the environment in
key value pairs such that actions that advance the simulation can be performed
efficiently with Map and Reduce steps.

Most MapReduce platforms commit datasets to disk after each MapReduce
step. However this overhead can be avoided for multi-agent simulation: In case
of data loss computation steps can simply be repeated. We therefore choose
Apache Spark as our underlying platform. Spark features the concept of Resilient
Distributed Datasets with configurable levels or persistence. Additionally, Spark
uses the scripting language Python as one of the primary supported languages.
This allows us to use Python as a single language for the platform as well as for
scripting the simulated environment and available actions. There are three key
requirements for the Jason interpreter:

– Serializability: The state of agents must be serializable at any given time
to allow Spark to serialize and transmit them to other nodes of the cluster.

– Ability to pause and resume individual agents: In distributed comput-
ing local operations are near-instant while network operations take orders of
magnitudes more time. An agent waiting for data from the network needs to
be paused in order not to block the execution of other agents.

– Memory efficiency: The interpreter must have a low memory footprint so
that hundreds of thousands of agents can fit into main memory.

For memory efficiency we embed native Python data types directly into Jason
(bool, int and long and float for numerics, tuple for lists). Variables and
belief literals are defined as classes in Python (Var() and Literal(functor,
args)). All other Python objects are treated as atoms. To avoid making copies of
objects, all substitutions (mappings of variables to terms) are kept in a separate
dictionary. Additionally, agents have a stack of substitutions and choice points
that allows them to undo failed partial unifications.2

To allow pausing and resuming individual agents (even while they are exe-
cuting a Prolog query) we use Python generators to iterate over alternatives,
with a technique similar to YieldProlog3. Finally the Python implementation
PyPy guarantees serializability of Python objects including functions, closures
and generators.

For AgentSpeak(L) the control flow in a plan is linear. Jason defines additional
control structures such as branches and loops. To capture both we represent plans
as a control flow graph where nodes are high level instructions. Each node has at
most two outgoing edges labeled success or failure that are followed depending
on the result of the current instruction. If a node does not have the corresponding
edge this is interpreted as plan achievement or plan failure respectively (Fig. 1).
2 This technique is well known in Prolog interpreters [12,13].
3 http://yieldprolog.sourceforge.net/.

http://yieldprolog.sourceforge.net/
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Fig. 1. Example: a manager agent sends bug details to a developer agent

Intentions in AgentSpeak are defined as a stack of partially instantiated
plans [9]. To avoid copying plans for each instantiation we use a separate inten-
tion data structure instead. The data structure contains (i) the instantiated plan
head from the point of view of the caller, (ii) a pointer to the current instruc-
tion in the control flow graph, (iii) the current substitution scope (mapping of
variables to terms), (iv) stacks to undo unifications and continue with a differ-
ent choice (stack, query stack, choicepoint stack). The corresponding set of
instructions is given in the appendix.

Observation 1 (Correct-, and Completeness). The described interpreter
satisfies the hard requirements outlined above. In addition, all Jason programs
can be transformed to programs in our instruction set.

3 Handling the Environment

To simulate the environment, a number of different object types have to be
modeled. Possible actions and percepts make up a major part, as they imply the
environment’s behavior and thus determine the computational effort. Environ-
ments need a notion for each “thing” that is not an agent: we call it artifact.

The entire state of the simulation is stored in key value pairs. It comprises
the agents 〈uuid, agent〉 and artifacts from the environment. A cycle of the sim-
ulation starts with a map step where each agent state is mapped to the next.
Messages to other agents are emitted as key value pairs using a Jason-style belief
annotation for the sender: 〈recipientUuid,message[source(senderUuid)]〉.
Actions selected by the agent emit additional key values pairs (usually of the
form 〈affectedArtifactUuid , action〉).

The actual effects of the actions are computed in a reduce phase where key
value pairs are grouped by recipient or affected artifact. Reduce operations in
Spark must be associative. Additionally commutativity is a reasonable require-
ment to achieve deterministic results even when the order of the values is non-
deterministic. Actions that return results must include the UUID of the agent
so that results can be emitted as a key value pair 〈uuid, resultMessage〉.

Values for distinct keys are reduced in parallel. This leads directly to the
following observation.
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Observation 2. The environment needs to be designed such that potentially
conflicting actions always affect the same key.

While this can be trivially achieved by using a monolithic environment with
a single key, it is likely that the reduction for that key will be a bottleneck. Thus,
to allow parallel execution, we need the following complementary goal.

Observation 3. Independent actions must affect distinct keys.

For many scenarios there is a natural way to decompose the environment into
key value pairs. For example Wang et al. [11] partition a spatial environment into
overlapping areas to simulate social force. Since areas overlap, the same action
(effects) may be sent to multiple keys. Summation is used as an associative and
commutative reduce operation. However, as not all simulations decompose spa-
tially (see the Simulating Software Evolution scenario) we propose the following
additions:

– Instead of hardcoding the concept of spatial location we introduce groups that
agents can subscribe to and send multicast messages to. This mechanism will
also be exploited for percept generation and distribution.

– Deterministic reservoir sampling [10] as an associative and commutative oper-
ation to fairly select one of multiple conflicting actions. This works for arbi-
trary actions since they no longer have to be associative and/or commutative
themselves.

Currently, the whole environment has to be hand-coded as a Python script.
The next step is to provide a thin wrapper around Spark to abstract away
from its concrete functionality so as not to burden the user with having to
learn everything about MapReduce in order to use the platform. In a later step,
the final environment metamodel will be combined with our already existing
Jason metamodel to provide the user with schematic modeling facilities (i.e.
diagramming) to enable kick-starting new projects.

3.1 Application: Simulating Software Evolution

As mentioned before, the platform is part of a bigger project on simulating
software development processes using agent-based technology to gain insights
on (specific) software evolution. In this scenario, agents can perform abstract
modifications on the software project, i.e. “fix bugs” or “refactor methods”.
Representing the developers with simple agents already proved a viable solu-
tion [6]. However, to get more detailed results, it is necessary to equip agents
with better reasoning and planning capabilities. This will enable them to adopt
goal-oriented behavior, e.g. based on code change patterns. Furthermore, beliefs
will be crucial to simulate how the agents gain experience in the process (see [1]).

Exploiting MapReduce will also greatly benefit the simulations’ running time,
enabling those of large software projects with many (behaviorally) complex
developers and even those where multiple projects form an ecosystem exchanging
resources and information.
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4 Evaluation

Ahlbrecht et al. [2] have developed a simple benchmark to compare several plat-
forms based on different implementations. It models the throughput of the inter-
preter on a single node (it relates to the implementation described in Sect. 2).
We compare the performance of our platform running on different Python inter-
preters (Python 2, Python 3, PyPy) with the performance of other platforms
(Jason, Maserati)4 (Fig. 2).

Fig. 2. Execution times of the counting scenario for increasing numbers of agents

Jason 2.0a runs out of memory for 50 000 agents, but could potentially com-
plete the simulation on a machine with even more RAM. The other platforms
scale roughly linearly as expected for this simple scenario. We achieve the best
performance with PyPy which uses Just-In-Time compilation and hotspot opti-
mization (see the disproportional speedup for a medium number of agents).

5 Conclusion

We have presented a scalable Jason interpreter that is part of a bigger project on
quality control of software development processes (see [1]). However, we believe
our approach is rather general and can be applied to similar agent languages
based roughly on AgentSpeak (which allows us to use the built-in modelling
constructs). All that needs to be done is to find a suitable translation of this
language into MapReduce (as described in Sect. 2). An advantage of our approach
is the possibility to use off-the-shelf professional tools to deal with MapReduce.
4 The test environment is a pristine Debian Jessie using an Intel Xeon CPU @

4× 2.30 GHz and 26 GB RAM.
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Our evaluation shows linear scalability (in the number of agents) in a simple
benchmark, even for a reimplementation of Jason. It remains to test other bench-
marks and to tailor our system for the application in the planned project. But
we are planning to apply our approach also to other areas, where parallelization
in the simulation of an environment pays off.

A Set of Instructions

These instructions are used as an intermediate representation of Jason programs:

noop(agent, intention): Does nothing and succeeds always.
add belief(term, agent, intention): Applies the current substitution to term

and adds it to the belief base. Triggers a belief addition event.
remove belief(term, agent, intention): Unifies term with the first matching

belief and removes it from the belief base. Triggers a belief removal event.
test belief(term, agent, intention): Tries to find a substitution such that

term is a logical consequence of the belief base. Triggers a belief test event.
call(trigger, goal type, term, agent, intention): Tries to find a plan match-

ing trigger, goal type and term and adds it as a subplan to the current
intention.

call delayed(trigger, goal type, term, agent, intention): Tries to find a
plan matching trigger, goal type and term and creates a new intention
with it.

push query(query, agent, intention): Starts the Prolog query query and
adds the resulting Python generator to the query stack. This is also used for
actions that can yield multiple results.

next or fail(agent, intention): Tries to advance the topmost generator.
pop query(agent, intention): Removes the topmost generator from the stack.
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Abstract. Expansion and equivalence relations have been explored in
the settings of abstract argumentation. However, in terms of structured
arguments, expansion and equivalence relations have not been explored
in the settings of structured arguments based on logic programs. In this
paper, we draw connections between resulting argumentation frameworks
from logic programs considering expansion and equivalence relations. We
show that by considering different methods for constructing arguments
and defining attack relations, one can define different expansion and
equivalence relations between the resulting argumentation frameworks
from logic programs. Moreover, we extended results from abstract argu-
mentation into structured arguments based on logic programs.

1 Introduction

Argumentation has been regarded as a non-monotonic reasoning approach since
it was suggested as an inference reasoning approach [22]. Dung showed that argu-
mentation inference can be regarded as a logic programming inference with nega-
tion as failure [10]. Indeed logic programming with negation as failure has been
playing an important role in the developments of argumentation. For instance,
it has been shown that well-accepted argumentation semantics can be character-
ized in terms of the inference of logic programming semantics1. Moreover, some
of the well-performed argumentation solvers are based on logic programming
solvers [8]. We can observe that most of these developments have been done
in the settings of abstract argumentation. This means that these developments
consider arguments without an internal structure. Hence the use of these devel-
opments in applications which require arguments with an internal structure is
not straightforward.

We can argue that depending of the specification language of a knowledge
base and the purpose of the arguments, one can define different internal struc-
tures of an argument [1,2,10,12,17]. In the settings of logic programming with
negation as failure, one can find different approaches for constructing structured

1 A summary of these characterizations can be found in Sect. 4 of [20].
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arguments [5,10,16,24]. Structured arguments based on logic programs are usu-
ally characterized by a tuple of the form 〈S,C〉 where S is called the support of
the argument and c is called the conclusion of the argument. S is a subset of
a logic program, which derives the conclusion c. The main differences between
the different approaches for constructing arguments rely on the conditions which
have to satisfy S. There are approaches which only ask for syntactic constraints
on S [24] and other approaches ask for semantic-based inference conditions on S
[16]. Hence, depending on the approach for constructing arguments, one can con-
struct different sets of arguments from the same knowledge base. For instance,
let P be the following simple program: Moreover, these sets of arguments con-
structed from a knowledge base will affect both the inferred information from a
given knowledge base and the quality of the inferred information2.

Against this background, we draw connections between resulting argumen-
tation frameworks from logic programs considering expansion and equivalence
relations [1,4,9,19]. Given the dynamics of argumentation processes, e.g., dia-
logues between rational agents [18], equivalence and expansion relations in argu-
mentation have emerged as a relevant research thread in order to compare and
relate different argumentation frameworks. In this paper, we focus our atten-
tion to a quite common syntactic-based approach for constructing arguments
[21,24] and a semantic-based approach for constructing arguments [16]. We will
show that considering the different sets of arguments which can be constructed
following these approaches, one can define expansions between argumentation
frameworks resulting from a logic program. We will also observe that the way
of defining attack relations between arguments has consequences in the struc-
ture of the resulting argumentation frameworks. We introduce the property of
sub-argument transitive attack property which is not fulfilled by the syntactic-
based approach for defining attacks between arguments. On the other hand, this
property is fulfilled by the semantic-based approach for defining attacks between
arguments. In the last part of the paper, we identify a class of logic programs
which suggests equivalences in terms of the outputs of the resulting argumenta-
tion frameworks.

Let us observe that to the best of our knowledge, the results presented in
this paper are the first results which connect structured-based argumentation
based on logic programming and expansion relations. It worth mentioning that,
in the literature of formal argumentation, expansion and equivalence relations
have been explored mainly in the settings of abstract argumentation.

The rest of the paper is split as follows: In Sect. 2, a basic background about
logic programming and argumentation theory is introduced. In Sect. 3, we iden-
tify relevant differences of the resulting argumentation frameworks from a logic
programming by considering different approaches for constructing arguments.
In Sect. 4, we show properties of the argumentation frameworks resulting from
a logic program w.r.t. expansion relations and equivalence relations in terms of
outputs. In the last section, we outline our conclusions and future work.

2 By quality of the inferred information, we mean the satisfaction of conditions such
as consistency [7].
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2 Background

In this section, a basic background on logic programming and argumentation
theory is presented. In terms of logic programming, the class of extended logic
programs and the stable model semantics are defined. Regarding argumentation
theory, basic definitions on argumentation semantics and relations of expansion
and equivalence between argumentation frameworks (based on arguments with-
out an internal structure) are presented.

We are assuming that the reader has a basic knowledge on classical logic
and logic programming with negation as failure. Indeed, by space limitation,
concepts such as interpretation, model, minimal model, stratified logic programs
are not defined. For an introduction of these concepts, we encourage the reader
to see [3].

2.1 Extended Logic Programs

Let us introduce the language of a propositional logic, which is constituted by
propositional symbols: p0, p1, . . . ; connectives: ∧,←,¬, not,�; and auxiliary
symbols: ( , ), in which ∧,← are 2-place connectives, ¬, not are 1-place con-
nectives and � is a 0-place connective. The propositional symbols, the 0-place
connective � and the propositional symbols of the form ¬pi (i ≥ 0) stand for the
indecomposable propositions, which we call atoms, or atomic propositions. The
atoms of the form ¬a are also called extended atoms in the literature. In order
to simplify the presentation, we call them atoms as well. The negation symbol
¬ is regarded as the so-called strong negation in the Answer Set Programming
literature [3], and the negation symbol not as negation as failure. A literal is an
atom, a (called a positive literal), or the negation of an atom not a (called a
negative literal). A (propositional) extended normal clause, C, is denoted:

a ← b1 ∧ · · · ∧ bj ∧ not bj+1 ∧ · · · ∧ not bj+n (1)

in which j +n ≥ 0, a is an atom, and each bi (1 ≤ i ≤ j +n) is an atom. We use
the term rule as a synonym of clause indistinctly. When j+n = 0, the clause is an
abbreviation of a ← � (a fact), such that � is the propositional atom that always
evaluates to true. In a slight abuse of notation, we sometimes write the clause (1)
as a ← B+∧notB−, in which B+ := {b1, . . . , bj} and B− := {bj+1, . . . , bj+n}. An
extended logic program P is a finite set of extended normal clauses. When n = 0,
the clause is called an extended definite clause. By LP , we denote the set of atoms
which appear in P. The handling of strong negation in our logic programs will be
done as it is usually done in Answer Set Programming literature [3]. Essentially,
each atom of the form ¬ a is replaced by a new atom symbol a

′
that does not

appear in the language of the program. A program without extended atoms
will be called a normal logic program. Therefore, we can induce a normal logic
program from an extended normal logic program by replacing each extended
atom with a new symbol. For instance, let P be the program: a ← q; ¬q ← r,
then, by replacing each extended atom with a new atom symbol, we will have:
a ← q; q

′ ← r.
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In the literature, different logic programming semantics have been proposed
for capturing extended logic programs [13,14]. In this paper, the stable model
semantics is considered in order to build arguments. Stable model semantics is
one of the most influential logic programming semantics in the non-monotonic
reasoning community and is defined as follows:

Definition 1 [14]. Let P be a normal logic program. For any set S ⊆ LP , let
PS be the definite logic program obtained from P by deleting

(i) each rule that has a formula not l in its body with l ∈ S, and then
(ii) all formulæ of the form not l in the bodies of the remaining rules.

Hence S is a stable model of P iff S is a minimal model of PS. STABLE(P )
denotes the set of stable models of P .

2.2 Argumentation Theory

In this section, we introduce basic concepts on abstract argumentation. To this
end, the so called argumentation frameworks are introduced. Considering argu-
mentation frameworks, argumentation-based inferences have been defined in
terms of argumentation semantics [10]. Hence, some well-acceptable argumenta-
tion semantics will be defined. In the last part of this section, some definitions
about expansion and equivalence relations between argumentation frameworls
are defined.

Argumentation Semantics: We start by defining the basic structure of an
argumentation framework (AF).

Definition 2 [10]. An argumentation framework is a pair AF := 〈AR, attacks〉,
where AR is a finite set of arguments, and attacks is a binary relation on AR,
i.e. attacks ⊆ AR × AR.

We say that a attacks b (or b is attacked by a) if attacks(a, b) holds. Similarly,
we say that a set S of arguments attacks b (or b is attacked by S) if b is attacked
by an argument in S. We say that c defends a if b attacks a and c attacks b.

Let us observe that an AF is a simple structure which captures the conflicts of
a given set of arguments. In order to select coherent points of view from a set of
conflicts of arguments, Dung introduced the so-called argumentation semantics.
These argumentation semantics are based on the concept of an admissible set :

Definition 3 [10]

– A set S of arguments is said to be conflict-free if there are no arguments a, b
in S such that a attacks b.

– An argument a ∈ AR is acceptable with respect to a set S of arguments if and
only if for each argument b ∈ AR: If b attacks a then b is attacked by S.

– A conflict-free set of arguments S is admissible if and only if each argument
in S is acceptable w.r.t. S.
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Let us introduce some notation in order to define some argumentation seman-
tics. Let AF :=〈AR, attacks〉 and S ⊆ AR. S+={b|a∈S and (a, b) ∈ attacks}.

From a general point of view, an argumentation semantics σ is a function
which assigns to an argumentation framework AF a set of sets of arguments
denoted by Eσ(AF ). Each set of Eσ(AF ) is called σ-extension.

Definition 4 [6,10,11]. Let AF := 〈AR, attacks〉 be an argumentation frame-
work. An admissible set of argument S ⊆ AR is:

– a stable extension of AF (S ∈ Estb(AF )) if S attacks each argument which
does not belong to S.

– a preferred extension of AF (S ∈ Epr(AF )) if S is a maximal (w.r.t. set
inclusion) admissible set of AF .

– a complete extension of AF (S ∈ Eco(AF )) if each argument, which is accept-
able with respect to S, belongs to S.

– a grounded extension of AF (S ∈ Egr(AF )) if S is a minimal (w.r.t. set
inclusion) complete extension.

– a semi-stable extension of AF (S ∈ Ess(AF )) if S is a complete extension
such that S ∪ S+ is maximal w.r.t. set inclusion.

– an ideal extension of AF (S ∈ Eid(AF )) if S is contained in every preferred
extension of AF .

In addition to the argumentation semantics based on admissible sets,
there are other approaches for defining argumentation semantics. One of these
approaches is the approach based on conflict-free sets, e.g., [23]. Considering
conflict-free sets, Verheij introduced the so-called stage semantics:

Definition 5 Let AF := 〈AR, attacks〉 be an argumentation framework. E is a
stage extension of AF (E ∈ Estg(AF )) if E is a conflict free set and E ∪ E+ is
maximal w.r.t. set inclusion.

One can observe that given an argumentation semantics σ and an argumen-
tation framework AF , Eσ(AF ) can have more than one σ-extension. Hence, one
can define different status of an given argument w.r.t. σ.

Definition 6 (Status of arguments) [1]. Let AF := 〈AR, attacks〉 be an
argumentation framework, a ∈ AR and σ be an argumentation semantics.

– a is sceptically accepted w.r.t. σ iff a ∈ ⋂
E∈Eσ(AF ) E.

– a is credulously accepted w.r.t. σ iff a ∈ ⋃
E∈Eσ(AF ) E.

– a is rejected accepted w.r.t. σ iff a /∈ ⋃
E∈Eσ(AF ) E.

Expansion and Corresponding Equivalence Notions: The evaluation of
equivalence between argumentation frameworks considering different argumen-
tation semantics have been explored by the argumentation community [4,19].
The following definition introduces some relations of equivalence which have
been explored in the settings of abstract argumentation without considering a
particular argumentation semantics:
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Definition 7 [4]. Let AF and AF ′ be two argumentation frameworks. AF ′ is
an expansion of AF = 〈AR, attacks〉 (denoted by AF �E AF ′) iff AF ′ = 〈AR∪
AR′, attacks∪attacks′〉 where AR∩AR′ = attacks∩attacks′ = ∅. An expansion
is called

1. normal (AF �N AF ′) iff ∀a, b if (a, b) ∈ attacks′ then a ∈ AR′ or b ∈ AR′.
2. strong (AF �S AF ′) iff AF �N AF ′ and ∀a, b if (a, b) ∈ attacks′ then it

does not hold that a ∈ AR and b ∈ AR′.
3. local (AF �L AF ′) iff AR′ = ∅.

Informally speaking, an expansion of an argumentation framework suggests
the introduction of new attack relations. These new attack relations can consider
new arguments or not. Essentially, a normal expansion introduces new attack
relations such that each new attack relation considers new arguments. A strong
expansion considers only attacks of new arguments such that the new argu-
ments are not attacked by the original arguments. A local expansion considers
new attacks; but, these new attacks are identified considering only the original
arguments.

Now let us consider the ideas of equivalence between argumentation frame-
works. The following definition introduces different relations of equivalence con-
sidering the concepts of expansions and argumentation semantics:

Definition 8 [4]. Give an argumentation semantics σ. Two argumentation
frameworks AF and AF ′ are

1. standard equivalence w.r.t. σ (AF ≡σ AF ′) iff AF and AF ′ possess the same
extensions under σ, i.e. Eσ(AF ) = Eσ(AF ′).

2. expansion equivalence w.r.t. σ (AF ≡σ
E AF ′) iff for each argumentation

framework AF ∗, AF ∪ AF ∗ ≡σ AF ′ ∪ AF ∗ holds,
3. normal expansion equivalence w.r.t. σ (AF ≡σ

N AF ′) iff for each argumenta-
tion framework AF ∗, such that AF �N AF ∪ AF ∗ and AF ′ �N AF ′ ∪ AF ∗,
AF ∪ AF ∗ ≡σ AF ′ ∪ AF ∗ holds,

4. strong expansion equivalence w.r.t. σ (AF ≡σ
S AF ′) iff for each argumentation

framework AF ∗, such that AF �S AF ∪ AF ∗ and AF ′ �S AF ′ ∪ AF ∗,
AF ∪ AF ∗ ≡σ AF ′ ∪ AF ∗ holds,

5. local expansion equivalence w.r.t. σ (AF ≡σ
L AF ′) iff for each argumentation

framework AF ∗, such that AF �L AF ∪ AF ∗ and AF ′ �L AF ′ ∪ AF ∗,
AF ∪ AF ∗ ≡σ AF ′ ∪ AF ∗ holds,

Unlike expansion relations which are only concern on understanding the new
information which added to an argumentation framework, equivalence relations
also consider restrictions on how to keep the inferred information from argumen-
tation frameworks considering argumentation semantics.

Let us observe that all the concepts introduced until now are based on
abstract arguments. This means that arguments have no a internal structure.
In the following section, structured arguments are explored. These structured
arguments are constructed from knowledge bases which are expressed in terms
of extended normal logic programs.
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3 Structured Arguments

In this section, we explore two approaches for constructing arguments from logic
programs. One approach suggests syntactic-based constrains for defining the
supports of the suggested arguments [24]. On the other hand, the other approach
suggests semantic-based constrains for the supports of the suggested arguments
[16]. As we have observed in Definition 7, attack relations are quite critical for
defining expansions of argumentation frameworks. Hence, we introduce an attack
relation property which is mainly oriented to structured arguments since this
property is based on the idea of sub-arguments. The introduced property is called
sub-argument transitive attack property. We will observe that the syntactic-
based approach suggested by [24] does not fulfill the so called sub-argument
transitive attack property (see Proposition 1).

Let us start with the syntactic based approach. The following definition intro-
duces a syntactic-based approach for constructing arguments. As the authors
claim in [24], this definition of structured arguments is close related to the sug-
gested definitions by other authors [21].

Definition 9 [24]. Let P be a normal logic program. An argument A based on
P is a finite tree of rules from P such that:

1. each node (of the form c ← a1 ∧· · ·∧an ∧not b1 ∧· · ·∧not bm with n ≥ 0 and
m ≥ 0) has exactly n children, each having a different head ai ∈ {a1, . . . , an}
(1 ≤ i ≤ n) and

2. no rule occurs more than once in any root-originated branch of the tree.

An argument A will be denoted by a tuple of the form 〈S, c〉 such that S is
the set of rules that appear in the tree of A and c is the head of the rule which
appears in the root of the tree of A. Arg1P denotes the set of all the arguments
built from P according to Definition 9.

Relationships between arguments are defined by the concept of attack. Intu-
itively, an attack between arguments emerges whenever there is a disagreement
between arguments. Considering the arguments constructed according to Defin-
ition 9, the following definition of attack has been defined:

Definition 10 [24]. Let P be a normal logic program and A,B ∈ Arg1P such
that A = 〈SA, cA〉 and B = 〈SB , cB〉. We say that A attacks B if not cA appears
in SB. At1(Arg1P ) denotes the set of all the attack relationships between the
arguments belonging to the set of arguments Arg1P .

Definition 9 follows a syntactic-based approach for constructing the support
of arguments. Another option for constructing supports of arguments is to follow
a semantic-based approach. In the following definition, the stable model semantic
is considered for defining the restrictions of the support of an argument:
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Definition 11 [16]. Given an extended logic program P and S ⊆ P . ArgP =
〈S, a〉 is an argument under the stable model semantics, if the following condi-
tions hold:

1. S is a stratified logic program,
2. a ∈ M such that M ∈ STABLE(S),
3. S is minimal w.r.t. the set inclusion satisfying 2,
4. � c ∈ LP such that {c,¬c} ⊆ M and M ∈ STABLE(S).

By Arg2P , we denote the set of all the arguments built from P according
to Definition 11. Let us observe that if 〈S, a〉 ∈ Arg2P , then STABLE(S) has
exactly one stable model. Moreover, unlike Definition 9 which considers nor-
mal logic programs, Definition 11 is considering extended logic programs. It
is worth mentioning that Arg2P can be constructed considering Well-Founded-
Semantics [13].

From here on, ArgP will refer to either Arg1P or Arg2P .
One can consider also a semantic-based approach for defining attack relations

between arguments.

Definition 12 (Attack relationship between arguments). Let P be an
extended logic program. Let A,B ∈ ArgP such that A = 〈SA, cA〉 and B =
〈SB , cB〉. Let EA =

⋂
M∈STABLE(SA) M and EB =

⋂
M∈STABLE(SB) M , we say

that A attacks B if one of the following conditions holds:

1. a ∈ EA and ¬a ∈ EB.
2. a ∈ EA and a ∈ LSB

\ EB.

At2(ArgP ) denotes the set of all the attack relationships between the argu-
ments belonging to the set of arguments ArgP .

Definition 12 identifies attacks between arguments by considering the inferred
atoms of each support of the arguments. If there are inconsistencies between the
inferred atoms from the supports, attacks between the arguments are defined.
The first condition looks for inconsistencies considering strong negation. The
second condition looks for inconsistencies considering the semantic interpretation
of the atoms.

From here on, At(ArgP ) will refer to either At1(Arg1P ) or At2(ArgP ). As
we can observe, Definition 9 and Definition 11 suggest different approaches for
constructing arguments. In order to understand the differences between these
two approaches for constructing arguments, let us consider the class of normal
logic programs which is the class of logic programs in common between the
arguments constructed according to Definition 9 and the arguments constructed
according to Definition 11.

Proposition 1. Let P be a normal logic program. The following condition holds:

1. Arg2P ⊆ Arg1P .
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Proof. There are two cases to show:

(a) If A ∈ Arg2P , then A ∈ Arg1P : If A ∈ Arg2P and A = 〈S, a〉, then S is a
stratified logic program. Since S is minimal (w.r.t. set inclusion), then each
rule which belongs to S appears only once in S. It is direct to see that one
can build a three T from S considering Condition 1 of Definition 9. Moreover
the root of T is a rule of the form a ← B+ ∧ not B−. Hence, A ∈ Arg1P .

(b) ∃A ∈ Arg1P such that A /∈ Arg2P : Let us suppose that a ← not a ∈ P . Then,
〈{a ← not a}, a〉 ∈ Arg1P . However, since STABLE({a ← not a}) = {},
A /∈ Arg2P .

Let us observe that it can be the case that for a given normal logic program P ,
Arg2P = Arg1P can be true; however, At2(Arg2P ) ⊆ At1(Arg1P ) does not hold for
any normal logic program P . In order to illustrate this situation, let us consider
the following example:

Example 1. Let P be a normal logic program with the following set of clauses:

n ← a p ← c
a ← not c c ← �
We can see that Arg1P = Arg2P = {Arg1, Arg2, Arg3, Arg4} where the argu-

ments are defined as follows:

Arg1 = 〈{n ← a, a ← not c}, n〉
Arg2 = 〈{a ← not c}, a〉
Arg3 = 〈{p ← c, c ← �}, p〉
Arg4 = 〈{c ← �}, c〉
Considering the attack relations suggested by Definition 10, At1(Arg1P ) =

{(Arg4, Arg1), (Arg4, Arg2)}. On the other hand considering the attack rela-
tions suggested by Definition 12, At2(Arg2P ) = {(Arg4, Arg1), (Arg4, Arg2),
(Arg3, Arg1), (Arg3, Arg2)}.

In order to understand why At2(Arg2P ) and At1(Arg1P ) are different even
that Arg2P and Arg1P can be the same set of arguments, let us introduce the
binary relation of sub-argument.

Definition 13 (Sub-argument). Let A = 〈SA, gA〉, B = 〈SB , gB〉 be two argu-
ments. A is a sub-argument of B if and only if SA ⊂ SB.

Considering the idea of sub-arguments, the sub-argument transitive attack
property is defined as follows:

Definition 14 (Sub-argument transitive attack). Let P be a normal logic
program and A,B,C ∈ At(ArgP ) such that B is a sub-argument of A. At(ArgP )
fulfill sub-argument transitive attack property if the following conditions hold:

1. if B attacks C, then A attacks C.
2. if C attacks B, then C attacks A.
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Considering the arguments introduced by Example 1, we can see that
At1(Arg1P ) contains the attack rations in order to satisfy Condition 2 of Defin-
ition 14; however, At1(Arg1P ) does not contain the attack relations in order to
satisfy Condition 1 of Definition 14. On the other hand, At2(Arg2P ) contains all
the attack relations in order to satisfy the property of sub-argument transitive
attack. These observations can be expressed in the following proposition:

Proposition 2. Let P be a normal logic program. The following statements
hold:

(a) At1(Arg1P ) does not fulfill the property of sub-argument transitive attack.
(b) At2(Arg2P ) fulfills the property of sub-argument transitive attack.

Proof

(a) The proof is direct by Example 1 which introduces a contra-example.
(b) Direct by Proposition 5 from [16].

Now that we have defined the concepts of arguments and attacks, let us
define the concept of argumentation framework with respect to a logic program
as follows:

Definition 15. Let P be a logic program. The resulting argumentation frame-
work w.r.t. P is the tuple: AFP = 〈ArgP , At(ArgP )〉.

4 Expansion Relations and Equivalence Criteria

In this section, we show properties of the argumentation frameworks resulting
from a logic program w.r.t. expansion and equivalence relations in terms of
outputs.

Let us start observing that given a normal logic program P , AF 1
P =

〈Arg1P , At1(Arg1P )〉 and AF 2
P = 〈Arg2P , At2(Arg2P )〉, AF 2

P �E AF 1
P is false. As

we observed in Example 1, At2(Arg2P ) could contain more attack relations than
At1(Arg1P ), even though Arg2P ⊆ Arg1P holds. Hence, given that Arg2P ⊆ Arg1P
holds, an interesting question can be: can we define an expansion for AF 2

P con-
sidering Arg1P ? The answer is yes.

Proposition 3. Let P be a normal logic program, AF 1
P = 〈Arg1P , At1(Arg1P )〉,

AF 2
P = 〈Arg2P , At2(Arg2P )〉 and AF 3

P = 〈Arg1P , At1(Arg1P ) ∪ At2(Arg1P )〉. The
following relations hold:

(a) AF 1
P �L AF 3

P

(b) AF 2
P �N AF 3

P

Proof

(a) The proof is direct by the fact that At1(Arg1P ) ⊆ At1(Arg1P ) ∪ At2(Arg1P ).
(b) We start introducing the following notation: Arg = Arg1P \ Arg2P and At =

(At1(Arg1P ) ∪ At2(Arg1P )) \ At2(Arg2P ).
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Not let us introduce the following observations:

Ob-1: If Arg2P ⊆ Arg1P , then At2(Arg2P ) ⊆ At1(Arg1P ) ∪ At2(Arg1P ).
Ob-2: If 〈S, c〉 ∈ Arg then either S is not a stratified logic program or S is a

stratified logic program but c /∈ ⋂
M∈STABLE(S) M .

By Proposition 1 and Ob-1, it is direct to see that AF 2
P �E AF 3

P is true.
By Ob-2, if A ∈ Arg, then the attack relations w.r.t. A appear in At1(Arg1P );
hence, if ∃C ∈ Arg1P such that C attacks A or A attacks C, these attack relations
belong to At. Therefore, AF 2

P �N AF 3
P .

Let us observe that considering AF 2
P and AF 3

P , as they were defined in Propo-
sition 3, it does not hold AF 2

P �S AF 3
P . In order to illustrate this observation,

let us consider the following example:

Example 2. Let P be the following logic program:

a ← not a
a ← not b
b ← not a

We can see that Arg1P = {Arg1, Arg2, Arg3} and Arg2P = {Arg2, Arg3} such
that:

Arg1 = 〈{a ← not a}, a〉
Arg2 = 〈{a ← not b}, a〉
Arg3 = 〈{b ← not a}, b〉
Moreover, At1(Arg1P ) = {(Arg1, Arg1), (Arg2, Arg1), (Arg2, Arg3), (Arg3,

Arg2)} and At2(Arg2P ) = {(Arg2, Arg3), (Arg3, Arg2)}. Considering AF 3
P =

〈Arg1P , At1(Arg1P )∪At1(Arg1P )〉 as an expansion of AF 2
P = 〈Arg2P , At2(Arg2P )〉.

We can see that an argument from Arg2P attacks the new argument introduced
by Arg1P , i.e. Arg2 attacks Arg1; hence, AF 3

P cannot be considered as a strong
expansion of Arg2P . However, AF 3

P is a normal expansion of AF 2
P .

Self-loop attacks have been observed as an important condition in the explo-
ration of equivalence [4]. By self-loop attacks, we mean binary relation of the
form: an argument A is self-loop attacked if (A,A) ∈ attacks. In [16], it
was shown that the resulting argumentation frameworks following a semantics-
based approach avoid to contain self-loop attacked arguments. Considering these
results, we can show the following relevant theorem:

Proposition 4. Let P , G be two extended logic programs and AFP = 〈Arg2P ,
At2(Arg2P )〉 and AFG = 〈Arg2G, At2(Arg2G)〉. For any Φ ∈ {E,N, S} and any
argumentation semantics σ ∈ {stg, stb, ss, pr, id, gr, co}:

AFP = AFG iff AFP ≡σ
Φ AFG

Moreover, for σ ∈ {stg, ss, pr, id}:
AFP = AFG iff AFP ≡σ

L AFG
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Proof. Proposition 7 from [16] has shown that given an extended logic program
P , the resulting argumentation framework AFP = 〈Arg2P , At2(Arg2P )〉 has no
arguments which are self-loop attacked. Hence, the proof is direct by Proposition
4.2 from [4].

4.1 Equivalence Criteria

Amgoud et al. [1] have studied equivalence between argumentation systems with
structured arguments in terms of outputs. In this section, we present results in the
study of equivalence regarding outputs. In particular, we identify a class of logic
programs which suggests equivalences in terms of outputs. To this end, we extend
some concepts introduced by Amgoud et al. in order to capture argumentation
frameworks constructed from logic programs.

Given a set of arguments E, Base(E) =
⋃

〈S,g〉∈E S.

Definition 16 (Outputs). Let AFP = 〈ArgP , At(ArgP )〉 be the resulting
argumentation from the extended logic program P and σ be an argumentation
semantics.

– Scσ(AFP ) = {A|A ∈ ArgP is sceptical accepted w.r.t. σ}.
– Crσ(AFP ) = {A|A ∈ ArgP is credulously accepted w.r.t. σ}.
– Outputsc

σ (AFP ) = {gA|A ∈ ArgP such that A = 〈SA, gA〉 and A is sceptical
accepted w.r.t. σ}.

– Outputcr
σ (AFP ) = {gA|A ∈ ArgP such that A = 〈SA, gA〉 and A is credu-

lously accepted w.r.t. σ}.
– Basesσ(AFP ) = {Base(E)|E ∈ Eσ(AFP )}.

We introduce our own version of a subset of equivalence criteria introduce
by [1].

Definition 17. Let AFP = 〈ArgP , At(ArgP )〉 and AFG = 〈ArgG, At(ArgG)〉
be the resulting argumentation frameworks from the logic programs P and G,
respectively. Given an argumentation semantics σ, AFP and AFG are equivalent
EQi (AFP ≡σ

EQi
AFG) iff EQi holds where i ∈ 1, . . . , 6 and

EQ. 1 Eσ(AFP ) = Eσ(AFG),
EQ. 2 Scσ(AFP ) = Scσ(AFG),
EQ. 3 Crσ(AFP ) = Crσ(AFG),
EQ. 4 Outputsc

σ (AFP ) = Outputsc
σ (AFG),

EQ. 5 Outputcr
σ (AFP ) = Outputcs

σ (AFG),
EQ. 6 Basesσ(AFP ) = Basesσ(AFG).

Considering the equivalence criteria introduced by Definition 17, syntactic-
based arguments and semantics-based arguments, an interesting question is:

Is there a class of logic programs which suggests argumentation frameworks
which are equivalent in terms of outputs?
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The following proposition identifies a class of logic programs which is an
initial answer for the aforementioned question.

Proposition 5. Let P be a stratified normal logic program such that if a ←
B+ ∧ not B− ∈ P then a /∈ B+ and B+ ∩ B− = ∅, AF 3

P = 〈Arg1P , At2(Arg1P )〉,
AF 2

P = 〈Arg2P , At2(Arg2P )〉. The following conditions hold:

AF 1
P ≡σ

EQi
AF 3

G

where i ∈ 1, . . . , 6 and σ ∈ {stb, pr, co, gr, ss, id, stg}.
Proof (Sketch). Let us start observing that if P is a stratified normal logic pro-
gram such that if a ← B+ ∧ not B− ∈ P then a /∈ B+ and B+ ∩ B− = ∅,
then Arg1P = Arg2P . Hence, the proof is direct by the fact that At2(Arg1P ) =
At2(Arg2P ).

Let us observe that in Proposition 5, both AF 3
P and AF 2

P are considering
attack relations which are identified following a semantic-based approach. More-
over, the class of programs which is suggested by Proposition 5 avoids clauses
which are tautologies. In this regards, let us observe that the syntactic-based app-
roach for constructing arguments can suggest arguments which their supports
contain clauses which are tautologies. On the other hand, the semantic-based
approach for constructing arguments does not suggest arguments which their
supports contain tautologies.

5 Conclusions and Future Work

Currently there is an intensive research which is mainly oriented to abstract
argumentation. However, whenever we consider structured arguments there are
different factors which can affect the structure of the resulting argumentation
frameworks from a knowledge base.

It is direct to observe that constructing arguments from a logic program con-
sidering different (syntactic and semantic) constrains of the supports of these
arguments will give place to different argumentation frameworks (Proposition 1
and Proposition 2). Hence to consider different constructions of arguments is
not redundant since the resulting argumentation frameworks can infer different
information from a given logic program. Moreover, these differences can give
place to different strategies for expanding argumentation frameworks (Proposi-
tion 3). Let us observe that in a given sequence of assert moves in an agent-based
dialogue, we are basically expanding argumentation frameworks [18].

It seems that by considering syntactic and semantic restrictions for identi-
fying attack relations, different sets of attack relations can be defined (Proposi-
tion 2). We have shown that some properties of structured arguments can help
to extend results of abstract argumentation into structured argument as it is
the case of self-loop attacks and equivalence relations (Proposition 4). Consider-
ing equivalence in terms outputs, we identified a class of logic programs which
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suggests equivalences in terms of outputs of the resulting argumentation frame-
works (Proposition 5).

In the future work, we aim to extend our study considering structured
arguments suggested by Dung [10] and the structured arguments suggested by
Assumption-Based argumentation ABA [5]. As we have observed with the results
of this paper, the way of identifying attack relations affects the final structure
of the resulting argumentation frameworks. Moreover, considering different sets
of attack relations can define different kind of expansions of the resulting argu-
mentation frameworks from logic programs. Hence, the identification of proper
definitions of attack relation is also a goal of our research. It is worth mentioning
that in the settings of structured arguments based on classical logic, one can also
identify different classes of attacks [15]. However, the definition of these classes
of attacks cannot be applied directly in the settings of structured arguments
based on logic programming because the inconsistency is defined in other terms
e.g., the lack of model.

The identification of classes of logic programs in which different structured
argumentation approaches coincide seems to be a relevant issues since these
classes of logic programs can define different algorithms for getting the same
outcomes. Hence, this issue is also part of our future work.
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Abstract. This paper formalizes a dialogue that includes dishonest
arguments in persuasion. We propose a dialogue model that uses a pre-
dicted opponent model and define a protocol using this prediction with
an abstract argumentation framework. We focus on deception as dishon-
esty; that is, the case in which an agent hides her knowledge. We define
the concepts of dishonest argument and suspicious argument by means
of the acceptance of arguments in this model. We show how a dialogue
including dishonest arguments proceeds according to the protocol and
discuss a condition for a dishonest argument to be accepted without
being revealed.

Keywords: Argumentation · Dialogue · Persuasion · Dishonesty ·
Opponent model

1 Introduction

Persuasion is a popular form of dialogue that can help in reaching an agree-
ment between agents. It is considered to be a process of solving inconsistency
between agents’ beliefs. Dialogue systems based on argumentation frameworks
have been studied because argumentation is an efficient technique for handling
inconsistency [1–3,9,11]. Several strategies are used to succeed in persuasion,
and agents may sometimes lie or hide information that is disadvantageous to
them to succeed in persuasion. However, few studies have examined dialogue
that includes such dishonest arguments.

Dishonesty in argumentation frameworks was studied by Caminada. He clas-
sified dishonesty in dialogues into three types [6]: giving the negation of her belief
(lie), generating an argument of which she does not know the truth (which he
calls “bullshit”), and hiding an argument that she knows (deception). Sakama
formalized the former two types using argumentation frameworks [14,15]. This
formalization was made from the viewpoint of the agent who offers a dishonest
argument, and not from that of the agent receiving it. That is, the dialogue pro-
ceeds without the receiver knowing what is going on, and she does not suspect
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her opponent’s argument or reveal its dishonesty. Basically, to suspect the oppo-
nent’s argument or reveal its dishonesty, especially to point out a deception, an
agent should know, or at least predict, the opponent’s belief.

Consider the following situation in which students are selecting a research
laboratory.

Alice tries to persuade Bob to apply to the same laboratory. Alice knows
that Professor Charlie is strict, as well as generous. Alice, who prefers strict
professors, wants to apply to Charlie’s laboratory. However, Bob wants to
work for a generous professor, but not for a strict professor, and Alice
knows his intention.

Alice probably says, “Let’s apply to Charlie’s laboratory, because he is gener-
ous,” hiding the fact that Charlie is strict, to persuade Bob. If Bob does not know
of Charlie’s reputation, he does not suspect Alice and accepts her argument.

However, assume that Bob knows both that (i) Charlie is strict and about
Alice’s knowledge (ii) Alice not only knows that Charlie is strict but also that
Bob does not like strict professors. If Alice says, “Let’s apply to Charlie’s lab-
oratory because he is generous,” then he suspects its truth, and may say, “You
know that Charlie is strict, and you also know that I do not like strict profes-
sors. Don’t try to persuade me by hiding that fact.” Alice deceives Bob, and it is
based on the fact that Bob knows about Alice’s knowledge whether he suspects
her argument and points out her deception.

In the previous work [17], we formalized a persuasion dialogue using a pre-
dicted opponent model. We proposed a strategy and discussed what should be in
a predicted opponent model so that persuasion does not fail. However, dishonest
arguments were not discussed there.

In this paper, we modified our protocol to admit dishonest arguments of
deception and formalize the mechanism used for giving a dishonest argument,
suspecting an argument, pointing out a deception, and making an excuse.

In our dialogue model, each agent has two argumentation frameworks: her
own and the prediction of her opponent’s. A dialogue protocol is defined based on
these frameworks. A dishonest argument and a suspicious argument are defined
using the labelling semantics. The argumentation frameworks are updated as a
dialogue proceeds. Accepted arguments in the current argumentation framework
are considered to be her current beliefs. When her opponent gives an argument
that is not accepted in her prediction of the opponent’s argumentation frame-
work, then she can point out the fact that the argument is suspicious. When
an agent points out a suspicious argument, the opponent will make an excuse,
if possible. An excuse may be accepted or suspected again. Also, if an excuse
cannot be given, the suspect of the argument is not cleared. An agent sometimes
succeeds in persuasion by accumulating dishonest arguments, and sometimes
fails with the revelation of those dishonest arguments.

We illustrate how the defined protocol works and show that an excuse can
be finally accepted after repetitive excuses if the agent always gives honest argu-
ments. Furthermore, we discuss conditions on the agents’ argumentation frame-
works so that an agent succeeds in persuasion using dishonest arguments.
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The rest of the paper is organized as follows. Section 2 describes the argumen-
tation framework on which our model is based. Section 3 formalizes our dialogue
protocol and concepts regarding dishonesty. Section 4 shows how this protocol
works. Section 5 discusses the properties of the model. Section 6 compares our
approach with other approaches. Finally, Sect. 7 presents our conclusions.

2 Argumentation Framework

Dung’s abstract argumentation framework is defined as the pair of a set and a
binary relationship on the set [7].

Definition 1 (argumentation framework). An argumentation framework is
defined as a pair 〈AR,AT 〉 where AR is the set of arguments and AT is a binary
relationship on AR, called an attack. If (A,A′) ∈ AT , we say that A attacks A′.

We define inclusions between argumentation frameworks.

Definition 2 (sub-AF). Let AF1 = 〈AR1, AT1〉 and AF2 = 〈AR2, AT2〉 be
argumentation frameworks. If AR1 ⊆ AR2 and AT1 = AT2 ∩ (AR1 ×AR1), then
it is said that AF1 is a sub-argumentation framework (sub-AF, in short) of AF2

and denoted by AF1 ⊆ AF2.

For a given argumentation framework, we give its semantics based on
labelling [4].

Definition 3 (labelling). Let AF = 〈AR,AT 〉 be an argumentation frame-
work. A labelling is a total function LAF : from AR to {in, out, undec}.

The idea underlying the labelling is to give each argument a label. Specifically,
the label in means that the argument is accepted in the argumentation frame-
work, the label out means that the argument is rejected, and the label undec
means one abstains from an opinion as to whether the argument is accepted or
rejected.

Definition 4 (complete labelling). Let AF = 〈AR,AT 〉 be an argumentation
framework and LAF its labelling. If the following condition holds for each A ∈
AR, then LAF is said to be a complete labelling on AF .

1. LAF (A) = in iff ∀A′ ∈ AR ( (A′, A) ∈ AT ⇒ LAF (A′) = out ).
2. LAF (A) = out iff ∃A′ ∈ AR ( (A′, A) ∈ AT ∧ LAF (A′) = in ).
3. LAF (A) = undec iff LAF (A) �= in ∧ LAF (A) �= out.

Note that if an argument A is attacked by no arguments, then LAF (A) = in.

Definition 5 (grounded labelling). Let AF be an argumentation framework.
The grounded labelling of AF is a complete labelling LAF where a set of argu-
ments that are labelled ‘in’ is minimal with respect to set inclusion.
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A unique grounded labelling exists for any argumentation framework. For
argumentation framework AF and its complete/grounded labelling LAF , the set
of arguments labelled in coincides with a complete/grounded extension of AF
in extension-based semantics [4]. There are various semantics based on labelling,
but here, we use the term “labelling” to mean grounded labelling.

Additionally, we define several other concepts used in Sect. 5 where we discuss
the properties of this model.

Definition 6 (argumentation framework on an argument). Let AF =
〈AR,AT 〉 be an argumentation framework, and A ∈ AR be an argument. A
sub-AF AF ′ = 〈AR′, AT ′〉 that satisfies the following conditions is called an
argumentation framework of AF on A:

– A ∈ AR′

– If B ∈ AR′ and (C,B) ∈ AT , then C ∈ AR′ and (C,B) ∈ AT ′

If an argumentation framework is a tree, it is said to be an argumentation
tree. In an argumentation tree, the depth of the root node is 0, and a node at
which the depth is even/odd is called an even/odd node.

Definition 7 (strong argumentation framework). Let T AF1 and T AF2

be argumentation trees of which the root nodes correspond to the same argument,
and T AF1 ⊆ T AF2. For any argument A of a leaf that is an odd node in T AF1,
there exists an argument A′ that attacks A in T AF2. Then it is said that T AF2

is stronger than T AF1.

We can divide argumentation tree into a finite number of strategic argumen-
tation trees.

Definition 8 (strategic argumentation tree). For an argumentation tree,
its strategic argumentation tree is its sub-AF containing all the child nodes of
each even node and exactly one child node of each odd node.

Fig. 1. Argumentation tree and its strategic argumentation trees with their labels

For example, Fig. 1(a) shows an argumentation tree and Fig. 1(b), (c) show
its strategic argumentation trees.
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3 Argumentative Dialogue Model

An argumentative dialogue is a sequence of arguments provided by agents fol-
lowing the protocol. Each agent has her own argumentation framework, as well
as her prediction of the opponent’s argumentation framework, and makes a move
in a dialogue using them. When an argument is given, then these argumentation
frameworks are updated.

Consider a dialogue between agents X and Y . We assume a universal argu-
mentation framework UAF that contains every argument that can be con-
structed from all the available information in the universe [14]. We naturally
assume that UAF does not contain an argument that attacks itself. Let AFX

and AFY be argumentation frameworks of X and Y , respectively, where AFX ,
AFY ⊆ UAF ; let PAFY and PAFX be X’s prediction of Y ’s argumentation
framework and Y ’s prediction of X’s argumentation framework respectively.
That is, X has two argumentation frameworks, AFX and PAFY , and Y has
AFY and PAFX . We assume several inclusion relationships among these argu-
mentation frameworks. First, we assume PAFX ⊆ AFX and PAFY ⊆ AFY ,
because common sense or widely prevalent facts are known to all agents, while
there may be some facts that only the opponent knows and other facts that the
agent is not sure whether the opponent knows. Additionally, we assume that
PAFY ⊆ AFX , PAFX ⊆ AFY , because a prediction is made using an agent’s
own knowledge.

We introduce acts in a persuasion dialogue. The act assert is asserting an
argument, suspect is pointing out a suspicious argument, and excuse is giving
an excuse for it.

Definition 9 (act). An act is assert, suspect, or excuse.

Definition 10 (move). A move is a triple (X,R, T ), where X is an agent, R
is an argument, and T is an act.

Definition 11 (dialogue). A dialogue dk (k ≥ 0) between a persuader P
and her opponent C on a subject argument A0 is a finite sequence of moves
[m0, . . . ,mk−1] where each mi (0 ≤ i ≤ k − 1) is in the form of (Xi, Ri, Ti) and
the following conditions are satisfied:

d0 = [ ]; and if k > 0,

(i) X0 = P , R0 = A0 and T0 = assert.
(ii) For each i (0 ≤ i ≤ k − 1), Xi = P if i is even, Xi = C if i is odd.
(iii) For each i (0 ≤ i ≤ k − 1), mi is one of the allowed moves. An allowed

move is a move that obeys a dialogue protocol, as defined below.

For a dialogue dk = [m0, . . . ,mk−1], an argumentation framework of agent
X for dk is denoted by AFdk

X . An agent X’s prediction of Y ’s argumentation
framework for dk is denoted by PAFdk

Y . AFd0
X and PAFd0

Y are X’s argumenta-
tion framework and her prediction of Y ’s argumentation framework given at an
initial state.
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A dialogue protocol is a set of rules for each act. An agent can give an argu-
ment contained in her argumentation framework at an instant. The preconditions
of each act of agent X for dk are formalized as follows. Hereafter, the symbol
“ ” in a move stands for anonymous.

Definition 12 (allowed move). Let X,Y be agents, and dk = [m0, . . . ,mk−1]
be a dialogue. Let AFdk

X = 〈ARdk

X , AT dk

X 〉 and PAFdk

Y = 〈PARdk

Y , PAT dk

Y 〉 be
X’s argumentation framework and X’s prediction of Y ’s argumentation frame-
work for dk, respectively. If a move mk satisfies the precondition, then mk is
said to be an allowed move for dk.

When k = 0, (X,A0, assert) is an allowed move where A0 is a subject
argument.

When k > 0, the precondition of each move is defined as follows.

– (X,A, assert):
• mk �= mi for ∀i (0 ≤ i < k)

(It is not allowed more than once throughout the dialogue.)
• mk−1 �= (Y, , suspect)

(The act immediately before the move is not suspect.)
• ∃j (0 ≤ j < k); mj = (Y,A′, ) and (A,A′) ∈ AT dk

X

(It is a counterargument to an argument previously given.)
– (X,A, suspect):

• mk−1 �= (Y, , suspect)
(The act immediately before the move is not suspect.)

• ∃j (0 ≤ j < k); mj = (Y,A′, ) and (A,A′) ∈ PAT dk

Y

(It is a counterargument to an argument previously given in her predic-
tion.)

• LPAFdk
Y (A) �= out

(The label is not out in her prediction.)
– (X,A, excuse):

• mk−1 = (Y,A′, suspect) and (A,A′) ∈ AT dk

X and ( ¬∃(A0, A1, . . . , An),
(n>1) where A0=An = A, A1 = A′ and (Ai−1, Ai)∈AT dk

X (1 ≤ ∀i ≤ n) )
(The act immediately before the move is suspect, and a counterargument
to the argument immediately preceding this one, and there is no cycle of
attacks including (A,A′).)

Basically, an agent can give either a move of (X, , assert) or (X, , suspect)
when both are allowed. However, we give priority to the move of suspect because
here we are interested in dishonest arguments and it is not suitable to leave a
suspicious argument.

A move of type suspect is to point out: “I suspect that you used argument A′

while hiding another argument A.” Y then has to demonstrate that they are not
being deceptive by immediately giving a counterargument. This is an excuse.
Intuitively, when X thinks that Y is deceiving them, X is suspicious; then Y
immediately asserts that they believe what they are saying.

At each move, an argument in each agent’s argumentation framework is dis-
closed. This may cause new arguments and new attacks to be put forward.



396 K. Takahashi and S. Yokohama

A move of type suspect represents a suspicion on the previous argument, and
leads to no new arguments. This leads us to the following definition of an update
of an argumentation framework with respect to a particular argument.

Definition 13 (update of argumentation framework). Let UAF =
〈UAR,UAT 〉 be a universal argumentation framework. Let AF = 〈AR,AT 〉 be
an argumentation framework, A ∈ UAR, and S be a set of arguments caused to
be generated by A, where the condition “if A ∈ AR then S ⊆ AR” holds. Then,
AF ′ = 〈AR ∪AR′, AT ∪AT ′〉 is said to be an argumentation framework of AF
updated by A, where AR′ = {A} ∪ S and AT ′ = {(B,C)|(B,C) ∈ UAT, (B ∈
AR′, C ∈ AR) ∨ (B ∈ AR,C ∈ AR′) ∨ (B ∈ AR′, C ∈ AR′)} 1.

After the move mk = (X,R, T ), the following updates are performed: dk+1

is obtained from dk by adding mk to its end; AFdk+1
Y , PAFdk+1

X and PAFdk+1
Y

are argumentation frameworks of AFdk

Y , PAFdk

X and PAFdk

Y updated by R,
respectively; AFdk

X remains unchanged.
Deception is giving an argument while hiding an argument that attacks it,

and “dishonesty” in this paper means deception.

Definition 14 (honest/dishonest move). For a dialogue dk = [m0, . . . ,

mk−1] where mk = (X,R, T ), if LAFdk
X (R) = in, then mk is said to be X’s

honest move and R is said to be an honest argument; otherwise, mk is said to
be X’s dishonest move and R is said to be a dishonest argument.

Definition 15 (suspicious move). For a dialogue dk = [m0, . . . ,mk−1] where
mk−1 = (X,R, assert) or mk−1 = (X,R, excuse), if LPAFdk

X (R) �= in, then
mk−1 is said to be a suspicious move for Y , and R is said to be a suspicious
argument.

Definition 16 (cleared suspicious argument). If mk−1 = (X,R, T ) is a
suspicious move for Y , and there exists h; k < h and LPAFdh

X (R) = in, then
R is said to be a cleared suspicious argument for Y at dh, and it is said that a
suspicious argument R for Y is cleared at dh.

Note that “honest” is a concept for the persuader, whereas “suspicious” is
that for her opponent. Hence, a dishonest argument is not always a suspicious
argument and a suspicious argument is not always a dishonest argument.

If neither agent has an allowed move, then the dialogue terminates. There
are two types of termination. The first case is the one in which an agent cannot
make an excuse when her opponent points out her deception. In this case, she is
regarded as dishonest because she cannot make an excuse, regardless of whether
she actually made a dishonest move. The second case is the one in which there
exists dk such that neither agent can make an assert or suspect move. In this case,
it is said that persuasion of X by a subject argument A0 succeeds if LAFdk

Y (A0) =
in holds; persuasion by a subject argument fails, otherwise.
1 AF ′ can be calculated without assuming UAF and S, if we handle an argumen-
tation framework instantiated with logical formulas. In this case, we construct an
argumentation framework by logical deduction from a given set of formulas [1,17].
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4 Examples of Dishonest Dialogues

We consider three scenarios in which suspicious moves occur. In these scenarios,
persuader X gives dishonest arguments so that she tries to make the opponent
Y to believe a subject argument. The opponent Y may suspect X’s argument
and point out the deception, X tries to give an excuse against Y ’s pointing
out. These scenarios show how the opponent Y reveals X’s dishonest arguments
using her prediction.

Let AFd0
X and PAFd0

X be X’s argumentation framework and Y ’s prediction of
X’s argumentation framework given at an initial state. For simplicity, we assume
in these scenarios that no new arguments can be derived from the argument put
forward at each move.

Scenario 1:

(X,A, assert): “Let’s apply to Charlie’s laboratory, because he is generous.”
(Y,B, suspect): “You know that Charlie is strict, and you also know that I do

not like strict professors. Don’t try to persuade me by hiding this fact.”
(X,C, excuse): “No, he is not strict, because I got an excellent grade last year,

although my report was not very good.”
(Y,D, suspect): “I don’t think so, because I heard that some students failed.

Don’t try to persuade me by hiding this fact.”

Assume that AFd0
X and PAFd0

X are shown in Fig. 2(a) and (b), respectively.
In this case, AFd0

X is unchanged and PAFd0
X is changed after the move m2

(Fig. 2(c)).

Fig. 2. Argumentation frameworks in
Scenario 1

Fig. 3. Argumentation frameworks in
Scenario 2

A dialogue proceeds as follows.

1. m0 = (X,A, assert): The first move. It is a suspicious move for Y because
LPAFd1

X (A) �= in.
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2. m1 = (Y,B, suspect): An allowed move because LPAFd1
X (B) �= out and B

attacks A in PAFd1
X .

3. m2 = (X,C, excuse): An allowed move because C attacks B in AFd2
X . An

attack (D,C) is an attack of UAF , because AFd0
X ⊆ UAF . Therefore, PAFd2

X

is updated by C to get PAFd3
X . It is also a suspicious move for Y because

LPAFd3
X (C) �= in (Fig. 2(c)).

4. m3 = (Y,D, suspect): An allowed move because LPAFd3
X (D) �= out and D

attacks C in PAFd3
X .

5. X cannot give an excuse and the dialogue terminates at d4.

When C is given by X, it causes Y to create a new opportunity for an attack
against X. Note that X has C ′ as a counterargument to B. However, the move
containing C ′ is not allowed as m4, because X should make an excuse for D in
m3 immediately.

In X’s viewpoint, she gave two arguments, A and C. A is an honest argument,
because LAFd0

X (A) = in and C is a dishonest argument, because LAFd2
X (C) �= in.

In Y ’s viewpoint, both arguments are suspicious arguments for Y , and neither
is cleared at d4, because LPAFd4

Y (A) �= in and LPAFd4
Y (C) �= in.

This scenario shows that X deceives her opponent, and that the deception is
revealed.

Scenario 2:
The third argument in Scenario 1 is replaced by the following argument.

(X, C’, excuse): “You should apply to Charlie’s lab., despite the fact that he
is strict, because he can help you with your promotion.”

Assume that AFd0
X and PAFd0

X are shown in Fig. 3(a) and (b), respectively.
This is the same situation as that of Scenario 1. However, suspicious argument
A is cleared by giving C ′ as a first excuse. AFd0

X is unchanged and PAFd0
X is

changed after move m2 (Fig. 3(c)).
A dialogue proceeds as follows. Moves m0 and m1 are the same as those in

Scenario 1.

3. m2 = (X,C ′, excuse): An allowed move because C ′ attacks B in AFd2
X ,

PAFd2
X is updated by C ′ to get PAFd3

X , and as a result, m2 is not a sus-
picious move for Y because LPAFd3

X (C ′) = in (Fig. 3(c)).
4. Y cannot give suspect any more.

From X’s viewpoint, she gave two arguments A and C ′, both of which were
honest because LAFd0

X (A) = in and LAFd2
X (C ′) = in. From Y ’s viewpoint, A

is a suspicious argument for Y but finally cleared at d3. C ′ is not a suspicious
argument intrinsically. Agent Y may have more arguments, because PAFd3

X ⊆
AFd3

Y . Therefore, if Y has an allowed move for d3, then the dialogue continues
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by enabling a move of type assert ; otherwise, it terminates, and X succeeds in
persuading Y , because LAFd3

Y (A) = in.
This scenario shows that X is always honest and even if her moves are sus-

picious, they are finally cleared.

Scenario 3:
The following argument is added to the end of the dialogue in Scenario 1.

(X, E, excuse): “It’s just a rumour. I read the publication board and found
out that all the students passed the exam.”

Assume that AFd0
X and PAFd0

X are shown in Fig. 4(a) and (b), respectively.
It is a modified version of Scenario 1. The difference is that AFd0

X has more
arguments E and F . After moves m2 and m4, respectively, AFd0

X is unchanged
and PAFd0

X is changed (Fig. 3(c), (d)).

Fig. 4. Argumentation frameworks in Scenario 3

A dialogue proceeds as follows. Moves from m0 to m3 are the same as those
in Scenario 1.

5. m4 = (X,E, excuse): An allowed move because E attacks D in AFd4
X , PAFd4

X

is updated by E, and as a result, m4 is not a suspicious move for Y because
LPAFd5

X (E) = in (Fig. 4(d)).
6. Y cannot give suspect any more.

From X’s viewpoint, she gave three arguments A,C and E. A is an honest
argument, because LAFd0

X (A) = in whereas C and E are dishonest arguments,
because LAFd2

X (C) �= in and LAFd4
X (E) �= in. From Y ’s viewpoint, A and C
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are suspicious arguments for Y and cleared at d5 because LPAFd5
X (A) = in and

LPAFd5
X (C) = in. E is not a suspicious argument intrinsically. Similar to the

case in Scenario 2, X succeeds in persuasion depending on AFd5
Y .

This scenario shows that X deceives repetitively, and that it is not revealed.

5 Properties of the Model

We discuss two properties that hold in our dialogue model. The first one implies
that an excuse can be finally accepted after repetitive excuses if the agent always
gives honest arguments. The second one shows a condition in which a suspicious
argument is finally cleared.

Lemma 1. For a dialogue dk, PAFdk

X ⊆ AFdk

X holds.

Proof. We prove this by induction. Let AFdk

X = 〈ARdk

X , AT dk

X 〉 and PAFdk

X =
〈PARdk

X , PAT dk

X 〉. PAFd0
X ⊆ AFd0

X holds. For k > 0, let mk−1 = (Xk−1, R, T )
and S be a set of arguments generated by R. PARdk

X = PAR
dk−1
X ∪ {R} ∪ S. If

Xk−1 = X, ARdk−1
X = ARdk

X . Here, R ∈ AR
dk−1
X and S ⊆ AR

dk−1
X . According

to the induction hypothesis, PAR
dk−1
X ⊆ AR

dk−1
X . Therefore, PARdk

X ⊆ ARdk

X .
If Xk−1 = Y , ARdk

X = AR
dk−1
X ∪ {R} ∪ S. Therefore, PARdk

X ⊆ ARdk

X . Thus,
PARdk

X ⊆ ARdk

X for every k ≥ 0. From the definition of attacks, it is trivial that
PAT dk

X ⊆ AT dk

X . Thus, PAFdk

X ⊆ AFdk

X holds. ��

Lemma 2. For a dialogue dh+1=[m0,m1, . . . ,mk, . . . ,mh], if mk−1=(X,R, T )
is a suspicious move for Y , R is a cleared suspicious argument at dh but not
cleared at di (k ≤ i < h), then AFdi

X is unchanged for all i; k ≤ i < h.

Proof. The act of the move mi is either excuse or suspect . We prove the lemma
depending on these acts. First, consider the case of mi = (X,B, excuse).
AFdi+1

X = AFdi

X from the definition of update. Second, consider the case of mi =
(Y,B, suspect). Let AFdi

X = 〈ARdi

X , AT di

X 〉 and PAFdi

X = 〈PARdi

X , PAT di

X 〉.
Here, B ∈ PARdi

X , and PARdi

X ⊆ ARdi

X from Lemma 1. ARdi+1
X = ARdi

X ∪ {B}
holds, since B does not cause new arguments to be generated. Thus, ARdi+1

X ⊆
ARdi

X holds. Similarly, AT di+1
X ⊆ AT di

X holds. Thus, AFdi+1
X ⊆ AFdi

X holds. On
the other hand, AFdi

X ⊆ AFdi+1
X holds from the definition of update. Hence,

AFdi+1
X = AFdi

X holds. ��

Proposition 1. For a dialogue dk+1 = [m0, . . . ,mk−1,mk], let mk−1 =
(X,A, T ) and mk = (Y,B, suspect). If mk−1 = (X,A, T ) is an honest move,
then X can give an honest move mk+1 = (X,C, excuse).

Proof. Let AFdk

X = 〈ARdk

X , AT dk

X 〉 and PAFdk

X = 〈PARdk

X , PAT dk

X 〉. Since mk−1

is an honest move and X’s argumentation framework does not change after giving
mk−1, LAFdk

X (A) = in · · · (1). On the other hand, since mk = (Y,B, suspect),



On a Formal Treatment of Deception 401

LPAFdk
X (B) �= out and (B,A) ∈ PAT dk

X . Here, (B,A) ∈ AT dk

X , because
PAFdk

X ⊆ AFdk

X from Lemma 1. From (1), LAFdk
X (B) = out , which means

that there exists an argument C such that (C,B) ∈ AT dk

X and LAFdk
X (C) = in.

LAFdk+1
X (C) = in, because AFdk

X = AFdk+1
X from Lemma 2. Thus, (C,B) ∈

AT
dk+1
X and LAFdk+1

X (C) = in. Thus, mk+1 = (X,C, excuse) is X’s allowed
move and an excuse for mk. ��

Next, we consider the condition on which a suspicious argument is finally
cleared.

We do not have to survey all possible dialogues to decide it, but just check
the argumentation frameworks at the state in which the suspicious argument
occurs. We use strategic argumentation trees of the argumentation tree on a
subject argument. Intuitively, for the argumentation tree on a subject argument,
each strategic argumentation tree represents a set of possible dialogues based on
a persuader’s specific moves.

The condition should be that the opponent has no attack to the persuader’s
argument in the final move of type excuse, according to her prediction. Since the
opponent’s prediction is a subset of the persuader’s argumentation framework,
all leaf nodes in the persuader’s argumentation framework are labelled in. This
condition is rather strict and can be loosened so that: first, the labels of the
leaf nodes are not necessarily in, and second, it is enough to consider only one
strategic argumentation tree.

Before describing the condition, we introduce the concept of a complemented
argumentation framework (compl-AF). When an agent is given a new argument
by her opponent, a new attack may be generated from the existing arguments
to the new argument by the update process. The complemented argumentation
framework contains the possible results of the succeeding updates.

Definition 17 (compl-AF). Let AF = 〈AR,AT 〉 be an argumentation frame-
work and T AF be an argumentation tree, such that AF ⊆ T AF . If there exists
a branch (A1, . . . , An−1, A

′, An) in T AF such that A1, . . . , An−1, An ∈ AR and
A′ /∈ AR, then set AR′ = AR ∪ {A′}, AT ′ = AT ∪ {(An, A

′), (A′, An−1)}. An
argumentation framework 〈AR′, AT ′〉 obtained by doing this update for all such
arguments A′ is said to be a complemented argumentation framework (compl-
AF, in short) of AF wrt T AF .

Compl-AF is an argumentation tree. Figure 5 shows its example.

Proposition 2. For a dialogue dk (k > 0), assume that mk−1 = (X,A, ) and
mk = (Y,B, suspect) are given. Let T AFdk

X be an argumentation framework
of AFdk

X on a subject argument. (i) If T AFdk

X is an argumentation tree, and
(ii) if there exist a strategic argumentation tree SSX of T AFdk

X and a strategic
argumentation tree SSY of the compl-AF of PAFdk

X wrt T AFdk

X , such that SSX

is stronger than SSY , then there exists h such that k < h, LPAFX
dh (A) = in.
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Fig. 5. Complemented argumentation framework

Sketch of Proof.
SSX is a sub-AF of AFdk

X and it is an argumentation tree. The idea of the
proof is: first showing that X can proceed in a dialogue along a branch of SSX

and give excuse whenever Y gives suspect ; and then relating this to the labelling
of PAFdh

X .
First, we show that X can give excuse whenever Y gives suspect . For each

k′, such that k ≤ k′, X can give a move mk′+1 = (X,D, excuse) against a move
mk′ = (Y,C, suspect) as follows.

– If there is an attack (D,C) in PAFd′
k

X , then it is also an attack in AFd′
k

X , and
so mk′+1 is an allowed move.

– Else if there is an attack (D,C) in SSY , it is also an attack in SSX , and so
mk′+1 is an allowed move.

– Otherwise, there exists an attack (D,C) in SSX , where C is an argument of
an odd node of SSY , because SSX is stronger than SSY , and so mk′+1 is an
allowed move.

Next, we relate this to the labelling of PAFdh

X . There exists dh for which
there is no allowed move. In the third case, argument D that is not included
in SSY appears in the move. Assume that SS ′

Y is obtained by adding all such
arguments that appear in mk+1, . . . ,mh, to the odd nodes of SSY . Then, all of
the leaves of SS ′

Y are even nodes, and LSS′
Y (A) = in and LSS′

Y (B) = out . Thus,
there exists an argument E that attacks B such that LSS′

Y (E) = in. Considering
PAFd′

k

X is updated in the above second and third cases, SS ′
Y ⊆ PAFdh

X holds.
Since SS ′

Y is an update of a strategic argumentation tree SSY , the argument
E attacks B is also in PAFdh

X , and LPAFdh
X (E) = in. Thus, LPAFdh

X (B) = out ,
and finally we get LPAFdh

X (A) = in. ��
This proposition shows a condition for which a suspicious argument is cleared

if the agent selects a proper move under the specified condition. For example,
suspicious arguments are cleared in Scenario 2, but not cleared in Scenario 1.

From this property, when a persuader has enough arguments in her argu-
mentation framework that can attack whatever argument her opponent gives,
she may succeed in persuasion without her dishonesty being revealed.
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6 Related Works

There have been a few works on dishonest argumentation. Caminada proposed
a classification of dishonesty occurring in multi-agent systems as well as human
society, and described the relationship with argumentation [6]. Sakama formal-
ized an untrusted argumentation including a lie and bullshit [14,15]. His for-
malization is from the viewpoint of the agent who gives a dishonest argument,
and not from the agent that receives it. He did not define a protocol for point-
ing out a lie or one for making an excuse. On the other hand, we consider the
situation from the viewpoints of both agents, and define protocols for pointing
out a deception and making excuses. Additionally, his model is simpler in which
only one argument is added at each move, while we consider the case where
more arguments are caused to be generated. Rahwan et al. discussed hiding and
lying in argumentation using game-theory techniques [12]. The most significant
difference between our work and these other works is the usage of a predicted
argumentation framework.

It is essential to consider an opponent’s beliefs, especially when handling a
strategic dialogue. Several works have examined this issue. Thimm et al. studied
a strategy that reflected an opponent’s belief [16], but they did not relate the
belief to an acceptance of an argumentation framework. Rienstra et al. presented
a strategy for selecting the best move from multiple opponent models with prob-
ability [13], and Hadjinikolis el al. showed an approach for augmenting opponent
models from accumulated dialogues with an agent’s likelihood [8]. They eval-
uated their approaches experimentally, whereas we focused on the theoretical
aspects of our protocols. Black et al. investigated the usage and maintenance of
opponent models formally, illustrating a simple persuasion dialogue with differ-
ent types of persuader [5]. These works also did not discuss dishonesty.

Prakken et al. studied the “burden of proof” in legal persuasion dialogues
[10]. They focused on the case where an agent has to prove a subject or an
argument by following protocols. An agent who is subjected to a move of type
excuse is considered to have the burden of proof in our persuasion dialogue
model. In contrast to our model, they discussed dialogues at the protocol level
without considering argumentation frameworks.

7 Conclusions

We have formalized a dialogue that includes dishonest arguments in persuasion.
Deception is a technique often used in real society, which is not regarded as
dishonest at first glance. We formalized an argumentative dialogue that includes
this situation. To this end, we proposed a dialogue model that uses a prediction of
the opponent’s argumentation framework. This is the first attempt at formalizing
deception in this manner in the treatment of argumentative dialogues. Extension
of this model should be considered so that it can handle other types of dishonest
arguments, such as lies and bullshit.
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We have also discussed the conditions required for an agent to successfully,
dishonestly, persuade her opponent without revealing her dishonesty. We will
generalize these conditions in future work.

Furthermore, in this paper we assume that a predicted argumentation frame-
work is included within an actual one. The properties of models without this
assumption should also be investigated.
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Abstract. We analyze in this paper the impact of introducing fuzzy
T-conorm operators in the area of belief merging. There are mainly
two subclasses of merging operators: the utilitarian and the egalitar-
ian ones. We prove that a T-conorm merging operator can be included
in the subtype of egalitarian operators. We also study how the different
T-conorm operators behave with respect to their logical properties and
how this affects their rationality.

1 Introduction

When we face conflicting information coming from several sources, it is natural
to try to reach a coherent piece of information from this contradiction. To tackle
this problem, several merging operators have been defined and characterized
in a logical way. Among them, the well-known model-based merging operators
obtain a result by resorting to both a distance measure on interpretations and
an aggregation function [14].

Considering the area of propositional belief merging, which studies the aggre-
gation of independent and equally reliable sources of beliefs expressed in propo-
sitional logic, we need to consider some aspects of rationality. Indeed, there are
two classes of belief merging operators: the utilitarian and egalitarian operators
[8,14].

Utilitarianism sustains the idea that the best choice for a group is that which
maximizes utility of the group. Utility can be measured in several ways, but is
usually related to the well-being of the agents, e.g., the distance measure on
interpretations for the model-based belief merging. The sum merging operator
[14] is an example of utilitarian operator. Egalitarianism, on the other hand,
tries to reach equality for all agents. The max [16] and leximax [14] merging
operators are some examples of egalitarian operators. Intuitively, they seek to
promote equality of the group by favoring the agents with the least well-being.

This work aims at exploring further egalitarian operators. The idea is to relax
the max operator and employ fuzzy connectives. As it is known, T-conorms are
functions stronger than the max operator, which can be commonly used to cap-
ture the worst cases in some group decision problems. The motivation for this
paper is to offer a new view about different merging operators with good logical
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properties and rationality. Then we will prove that extensions of max opera-
tor can still preserve some logical properties and additionally earn new specific
properties. Besides the original logical properties presented in literature, we will
consider three other egalitarian conditions: the Hammond Equity Condition [8],
Pigou-Dalton Principle [6,8] and the Harm Principle [2,4,17]. We will prove that
in some cases, restricted versions of these axioms may be satisfied by some T-
conorms. Lastly, we will make a connection between T-conorm operators and
the leximax operator.

The paper is structured as follows. In Sects. 2 and 3, we will present some
basic notions of propositional belief merging and T-conorms, respectively. In
Sect. 4, we will find the main contributions of this work, where we will introduce
different T-conorm operators and will explore their respective logical properties.
In Sect. 5, we will investigate the connection between T-conorm operators and
the egalitarian reasoning of the Leximax Principle. Finally, in Sect. 6 we will
conclude the paper. Due to lack of space, the proofs have been omitted and can
be found in [25].

2 Propositional Belief Merging

2.1 Preliminaries

We will consider a propositional language L over a finite alphabet P of propo-
sitional variables. An interpretation ω is a function from P to {0, 1}. The set
of all interpretations is denoted by Ω. An interpretation ω is a model of a for-
mula ϕ (ω |= ϕ) if and only if it makes it true in the usual classical truth
functional way. Let ϕ be a formula, mod(ϕ) denotes the set of models of ϕ, i.e.,
mod(ϕ) = {ω ∈ Ω | ω |= ϕ}.

A belief base K can be seen as a propositional formula ϕ representing
the beliefs of an agent. Let K1, . . . ,Kn be n belief bases (not necessarily dif-
ferent). We call belief set the multi-set E consisting of those n belief bases:
E = {K1, . . . ,Kn}. We denote

∧
E the conjunction of the belief bases of E, i.e.,∧

E = K1 ∧ · · · ∧ Kn. The union of multi-sets will be denoted by �.
A pre-order ≤ over Ω is a reflexive and transitive relation on Ω. A pre-order

is total if ∀ωi, ωj ∈ Ω, ωi ≤ ωj or ωj ≤ ωi. Let ≤ be a pre-order over Ω, we define
< as follows: ωi < ωj iff ωi ≤ ωj and ωj �≤ ωi, and ≈ as ωi ≈ ωj iff ωi ≤ ωj and
ωj ≤ ωi. We say ωi ∈ min(mod(ϕ),≤) iff ωi |= ϕ and ∀ωj ∈ mod(ϕ) ωi ≤ ωj .
Let E1, E2 be two belief sets. E1 and E2 are equivalent, noted E1 ≡ E2, iff there
is a bijection f from E1 = {K11, . . . ,Kn1} to E2 = {K12, . . . ,Kn2} such that
|= f(Ki1) ↔ Ki2.

2.2 Logical Properties

We employ a logical definition for merging in the presence of Integrity Con-
straints (IC), that is, we give a set of properties an operator has to satisfy to
have a rational behavior concerning the merging. Additionally, the result of the
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merging has to obey a set of integrity constraints represented by a propositional
formula μ. We will consider merging operators Δ mapping a belief set E and an
integrity constraint μ to a set of interpretations that represents the merging of
E according to μ.

Definition 1 (IC merging operators [14]). Let E,E1, E2 be belief sets;
K1,K2 be belief bases; and μ, μ1, μ2 be propositional formulas. Δμ is an IC merg-
ing operator if and only if it satisfies the following postulates:

(IC0) Δμ(E) |= μ.
(IC1) If μ is consistent, then Δμ(E) is consistent.
(IC2) If

∧
E is consistent with μ, then Δμ(E) ≡ ∧

E ∧ μ.
(IC3) If E1 ≡ E2 and μ1 ↔ μ2, then Δμ1(E1) ≡ Δμ2(E2).
(IC4) If K1 |= μ and K2 |= μ, then Δμ({K1,K2}) ∧ K1 is consistent if and

only if Δμ({K1,K2}) ∧ K2 is consistent.
(IC5) Δμ(E1) ∧ Δμ(E2) |= Δμ(E1 � E2).
(IC6) If Δμ(E1)∧Δμ(E2) is consistent, then Δμ(E1�E2) |= Δμ(E1)∧Δμ(E2).
(IC7) Δμ1(E) ∧ μ2 |= Δμ1∧μ2(E).
(IC8) If Δμ1(E) ∧ μ2 is consistent, then Δμ1∧μ2(E) |= Δμ1(E).

See [14] for explanations of these properties. Besides these logical postulates,
two main sub-classes of IC merging operators have been defined. They are the
subclass of IC majority operators, which have been tailored to resolve conflicts
by adhering to the majority wishes (utilitarianism), and the subclass of IC arbi-
tration operators, which have been conceived to resolve conflicts by looking for
a more consensual behavior (egalitarianism).

Definition 2 (ICmajority and arbitration operators [14]). An IC merging
operator is a majority operator if it satisfies (Maj) ∃nΔμ(E1�E2 � · · · � E2︸ ︷︷ ︸

n

) |=

Δμ(E2). An IC merging operator is an arbitration operator if it satisfies (Arb)
If Δμ1({K1}) ≡ Δμ2({K2}),Δμ1↔¬μ2({K1,K2}) ≡ (μ1 ↔ ¬μ2), μ1 �|= μ2, μ2 �|=
μ1. Then Δμ1∨μ2({K1,K2}) ≡ Δμ1({K1}).

A majority operator states that if an information has a majority audience,
then it will be the choice of the group. Unlike the majority operator, an arbi-
tration operator tries to satisfy each belief base as possible. Alternatively, there
exists a more intuitive way to define IC merging operators: IC merging operator
may correspond to a family of pre-orders on possible words.

Definition 3 (Syncretic Assignment [15]). A Syncretic Assignment is a
function mapping a belief set E to a total pre-order ≤E over interpretations such
that for any belief sets E,E1, E2 and for any belief bases K1,K2 the following
conditions hold:

1. If ω |= ∧
E and ω′ |= ∧

E, then ω ≈E ω′.
2. If ω |= ∧

E and ω′ �|= ∧
E, then ω <E ω′.
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3. If E1 ≡ E2, then ≤E1=≤E2 .
4. ∀ω |= K1 ∃ω′ |= K2 ω′ ≤{K1,K2} ω.
5. If ω ≤E1 ω′ and ω ≤E2 ω′, then ω ≤E1�E2 ω′.
6. If ω <E1 ω′ and ω ≤E2 ω′, then ω <E1�E2 ω′.

A majority syncretic assignment is a syncretic assignment which satisfies
the following condition: 7. If ω <E2 ω′, then ∃nω <E1�En

2
ω′. A fair syncretic

assignment is a syncretic assignment which satisfies the following condition: 8.
If ω <K1 ω′, ω <K2 ω′′ and ω′ ≈{K1,K2} ω′′, then ω <{K1,K2} ω′.

We have the following representation for merging operators:

Proposition 1 [15]. A merging operator Δ is an IC merging operator (resp.
an IC majority, an IC arbitration operator) iff there exists a syncretic assign-
ment (resp. a majority syncretic assignment, a fair syncretic assignment) that
maps each belief set E to a total pre-order ≤E over Ω such that mod(Δμ(E)) =
min(mod(μ),≤E).

2.3 Examples of IC Merging Operators

In the sequel, we give a model-theoretic definition of merging operators.

Example 1 [20]. Let us consider the academic example of a teacher who asks his
three students which among the languages SQL (denoted by s), O2 (denoted by
o) and Datalog (denoted by d) they would like to learn. The first student wants
to learn only SQL or O2, that is, K1 = (s ∨ o) ∧ ¬d. The second one wants to
learn either Datalog or O2 but not both, i.e., K2 = (¬s∧d∧¬o)∨ (¬s∧¬d∧ o).
For the last, the third one wants to learn the three languages: K3 = (s ∧ d ∧ o).

With respect to Example 1, we have three propositional variables: s, d and
o. The set of all possible outcomes/interpretations is Ω = {ω1, . . . , ω8}, where
ω1 = ¬s¬d¬o, ω2 = ¬s¬do, ω3 = ¬sd¬o, ω4 = ¬sdo, ω5 = s¬d¬o, ω6 = s¬do,
ω7 = sd¬o and ω8 = sdo. Slightly abusing the notation, we will consider the
interpretations as a conjunction of its literals. We will show two examples of
operators commonly associated with belief merging: the max and leximax oper-
ators. First, we will assume that we utilise a distance between interpretations.

Definition 4 (Distance measure [14]). A distance measure between inter-
pretations is a total function d from Ω × Ω to N such that for every ωi, ωj ∈ Ω,
(1) d(ωi, ωj) = d(ωj , ωi), and (2) d(ωi, ωj) = 0 iff ωi = ωj.

In the first works on model-based merging, the distance used was the Ham-
ming distance between interpretations [5], but any other distance may be used
as well. The Hamming distance between interpretations characterizes the num-
ber of propositional variables at which the corresponding values are different.
For example, the Hamming distance (denoted dH) between ω1 = ¬s¬d¬o and
ω6 = s¬do is dH(ω1, ω6) = 2. Another example of a well known distance measure
is the drastic distance [13], denoted by dD, which is defined as dD(ω1, ω2) = 0,
if ω1 = ω2; dD(ω1, ω2) = 1, otherwise.
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Now we define the distance between an interpretation ωi and a belief base K
as follows: d(ωi,K) = min

ωj |=K
d(ωi, ωj). The distance between an interpretation ωi

and a belief base K is the minimum distance between ωi and the models of K.

Example 2. Regarding Example 1, the Hamming distance between each inter-
pretation w.r.t. K1,K2 and K3 is showed in Table 1. For instance, dH(ω1,K1) =
min(dH(ω1, ω2), dH(ω1, ω5), dH(ω1, ω6)) = min(1, 1, 2) = 1.

Table 1. The Hamming distances of K1, K2, K3 and E.

Ω dH(ω, K1) dH(ω, K2) dH(ω, K3) dHmax(ω, E) LdH ,E
ω dH⊕P

(ω, E)

ω1 = ¬s¬d¬o 1 1 3 3 (3, 1, 1) 1

ω2 = ¬s¬do 0 0 2 2 (2, 0, 0) 0.666

ω3 = ¬sd¬o 2 0 2 2 (2, 2, 0) 0.8884

ω4 = ¬sdo 1 1 1 1 (1, 1, 1) 0.7032

ω5 = s¬d¬o 0 2 2 2 (2, 2, 0) 0.8884

ω6 = s¬do 0 1 1 1 (1, 1, 0) 0.5551

ω7 = sd¬o 1 1 1 1 (1, 1, 1) 0.7032

ω8 = sdo 1 2 0 2 (2, 1, 0) 0.7772

Definition 5 (max operator [16]). Let E be a belief set, d a distance measure
and ω an interpretation. We define the distance between an interpretation and
a belief set as dmax(ω,E) = max

K∈E
d(ω,K). Then we have the following pre-order:

ωi ≤d,max
E ωj iff dmax(ωi, E) ≤ dmax(ωj , E). The operator Δd,max

μ is defined by
mod(Δd,max

μ (E)) = min(mod(μ),≤d,max
E ).

This operator is very close to the minimax rule used in decision theory [21].
The minimax rule tries to minimize the worst cases while Δd,max

μ tries to min-
imize the more remote distance. The idea of this operator is to find the closest
possible interpretations to the overall belief set [15]. The results of max merg-
ing operator w.r.t. Hamming distance for Example 2 are in the fifth column of
Table 1.

Theorem 1 [15]. Δd,max
μ satisfies the postulates (IC0)-(IC5), (IC7), (IC8)

and (Arb), but violates (IC6) and (Maj).

Δd,max
μ is said to be an IC arbitration quasi-merging operator since it only

violates (IC6) in (IC0)-(IC8).

Definition 6 (leximax operator [14]). Let E = {K1, . . . ,Kn} be a belief set.
For each interpretation ω we build the list (dω

1 , . . . , dω
n) of distances between this
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interpretation and the n belief bases in E, i.e., dω
i = d(ω,Ki). Let Ld,E

ω be the
list obtained from (dω

1 , . . . , dω
n) by sorting it in descending order. Let ≤lex be

the lexicographical order between sequences of integers, i.e., (x1, . . . , xn) ≤lex

(y1, . . . , yn) if (1) for all i, xi ≤ yi or (2) there exists i such that xi < yi and
for all j < i, xj ≤ yj. We define the following pre-order: ωi ≤d,leximax

E ωj iff
Ld,E

ωi
≤lex Ld,E

ωj
. The operator Δd,leximax

μ is defined by mod(Δd,leximax
μ (E)) =

min(mod(μ),≤d,leximax
E ).

The aim of this operator is to capture the “arbitration” behavior of Δd,max
μ

with the gaining of the logical postulate (IC6). The idea behind this operator
has been used in social choice theory [19], where leximin functions have been
employed instead.

Theorem 2 [15]. Δd,leximax
μ satisfies the postulates (IC0)-(IC8) and (Arb),

but violates (Maj).

3 T-conorms

In this section we will describe some notions about T-conorms which will be
employed in the remaining of this work. With regard to the max operation,
the merging compares only the highest value of each interpretation to take a
decision. The maximum can also be viewed as the disjunction logic operator,
i.e., (a ∨ b) = max{a, b}, and that is a T-conorm in the fuzzy logic literature.

Definition 7 (T-conorm [12]). A binary function ⊕ : [0, 1] ×[0, 1] → [0, 1] is
a T-conorm if it satisfies the following conditions: (i) ⊕{a, b} = ⊕{b, a} (Com-
mutativity); (ii) ⊕{a,⊕{b, c}} = ⊕{⊕{a, b}, c} (Associativity); (iii) a ≤ c and
b ≤ d ⇒ ⊕{a, b} ≤ ⊕{c, d} (Monotonicity); and (iv) ⊕{a, 0} = a (Neutral
Element).

Every T-conorm has an absorbent element, also called annihilator, which is
the natural number 1, i.e., ⊕{a, 1} = 1 (in this case, 1 can also be associated
as an implicit veto). A T-conorm is called strict if it is continuous and strictly
monotone (i.e., ∀x, y, z ⊕ {x, y} < ⊕{x, z} whenever x < 1 and y < z). A T-
conorm is called nilpotent if it is continuous and if each a ∈]0, 1[ is a nilpotent
element. An element a ∈]0, 1[ is called a nilpotent element of ⊕ if there exists
some n ∈ N such that ⊕{a, . . . , a}

︸ ︷︷ ︸
n

= 1. Besides, for all T-conorm ⊕, ⊕{a, b} ≥

max{a, b} [7,11]. Remember that for anya, b ∈ R, ]a, b[= {x ∈ R : a < x < b}.

Definition 8 (Basic T-conorms [12]). The following are the four basic
T-conorms:

– Maximum T-conorm: ⊕M{x, y} = max(x, y).
– Probabilistic sum T-conorm: ⊕P{x, y} = x + y − x · y.
– �Lukasiewicz T-conorm: ⊕L{x, y} = min(x + y, 1).
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– Drastic sum T-conorm: ⊕D{x, y} = 1, if (x, y) ∈ ]0, 1]×]0, 1];
max(x, y), otherwise.

These four basic T-conorms are remarkable for several reasons. The drastic
sum ⊕D and the maximum ⊕M are the largest and the smallest T-conorms,
respectively (with respect to the pointwise order). The maximum ⊕M is the
only T-conorm where each x ∈ [0, 1] is an idempotent element (recall x ∈ [0, 1]
is called an idempotent element of ⊕ if ⊕{x, x} = x). The probabilistic sum ⊕P

and the �Lukasiewicz T-conorm ⊕L are examples of two important subclasses of
T-conorms, namely, the classes of strict and nilpotent T-conorms, respectively
(more details in [10]).

Definition 9 (Strength between T-conorms [10]). For two T-conorms ⊕1

and ⊕2, if we have ⊕1{x, y} ≤ ⊕2{x, y} for all x, y ∈ [0, 1], then we say that ⊕1

is weaker than ⊕2 or, equivalently, that ⊕2 is stronger than ⊕1, and we write in
this case ⊕1 ≤ ⊕2.

We shall write ⊕1 < ⊕2 if ⊕1 ≤ ⊕2 and ⊕1 �= ⊕2, i.e., if ⊕1(x0, y0) <
⊕2(x0, y0) for some x0, y0 ∈ [0, 1]. The drastic sum ⊕D is the strongest, and the
Maximum ⊕M is the weakest T-conorm, i.e., for each T-conorm ⊕ we have ⊕M ≤
⊕ ≤ ⊕D. Between the four basic T-conorms we have these strict inequalities:
⊕M < ⊕P < ⊕L < ⊕D. Many families of T-conorms can be defined by an
explicit formula depending on a parameter λ. We now give a quick overview of
them.

Definition 10 (Schweizer-Sklar T-conorms [22]). The family of Schweizer-
Sklar T-conorms (⊕SS

λ )λ∈[−∞,∞] is given by ⊕SS
λ {x, y} = ⊕M{x, y}, if λ =

−∞;⊕P{x, y}, if λ = 0;⊕D{x, y}, if λ = ∞; 1 − (max(((1 − x)λ + (1 − y)λ −
1), 0))

1
λ , otherwise.

This family of T-conorms is remarkable in the sense that it contains all four
basic T-conorms. When λ = 1, ⊕SS

1 = ⊕L. For the rest of the parameters we
have the following strict inequalities: ⊕SS

∞ > · · · > ⊕SS
1 > ⊕SS

0 > ⊕SS
−∞.

Definition 11 (Frank T-conorms [3]). The family of Frank T-conorms
(⊕F

λ)λ∈[0,∞] is given by ⊕F
λ{x, y} = ⊕M{x, y}, if λ = 0;⊕P{x, y}, if λ = 1;

⊕L{x, y}, if λ = ∞; 1 − logλ

(
1 + (λ1−x−1)(λ1−y−1)

λ−1

)
, otherwise.

The Frank family comprehends a series of T-conorms between the
�Lukasiewicz and the probabilistic sum T-conorms (for λ ∈ [2,∞[). The Frank
family has the following strict inequalities: ⊕F

∞ > · · · > ⊕F
2 > ⊕F

1 > ⊕F
0 .

Definition 12 (Yager T-conorms [27]). The family of Yager T-conorms
(⊕Y

λ )λ∈[0,∞] is given by ⊕Y
λ {x, y} = ⊕D{x, y}, if λ = 0;⊕M{x, y}, if λ = ∞;

min((xλ + yλ)
1
λ , 1), otherwise.
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It is one of the most popular families for modeling the union of fuzzy sets.
The idea is to use the parameter λ as a reciprocal measure for the strength of
the logical operator “or”. In this context, λ = 0 expresses the least demanding
(i.e., largest) “or”, and λ = ∞ the most demanding (i.e., smallest) “or”. The
Yager T-conorms comprehends a series of T-conorms between the drastic and
the maximum T-conorms. When λ = 1, ⊕Y

1 = ⊕L. The Yager family has the
following strict inequalities: ⊕Y

0 > ⊕Y
1 > ⊕Y

2 > · · · > ⊕Y
∞.

Definition 13 (Sugeno-Weber T-conorms [26]). The family of Sugeno-
Weber T-conorms (⊕SW

λ )λ∈[−1,∞] is given by ⊕SW
λ {x, y} = ⊕P{x, y}, if λ =

−1;⊕D{x, y}, if λ = ∞; min(x + y + λxy, 1), otherwise.

Note that (⊕SW
λ )λ>−1 are increasing functions of the parameter λ. The

Sugeno-Weber family has the following strict inequalities: ⊕SW
−1 < ⊕SW

0 <
⊕SW

1 < · · · < ⊕SW
∞ .

4 Belief Merging with T-conorms

In this section we will present the contributions of this paper by analyzing the
rationality of T-conorms merging operators through their logical postulates. We
will also consider some additional logical postulates during this process.

Definition 14 (⊕ operator). Let E = {K1, . . . ,Kn} be a belief set, ⊕ a T-
conorm, d a distance measure and ω an interpretation. Let M = max({d(ω, ω′) |
ω, ω′ ∈ Ω}). We define the distance between an interpretation and a belief set as

d⊕(ω,E) =
⊕

K∈E

{
d(ω,K)

M

}

. Then we have the following pre-order: ωi ≤d,⊕
E ωj

iff d⊕(ωi, E) ≤ d⊕(ωj , E). The operator Δd,⊕
μ is defined by mod(Δd,⊕

μ (E)) =
min(mod(μ),≤d,⊕

E ).

Example 3. The results for the probabilistic sum T-conorm operator w.r.t. Ham-
ming distance for Example 1 are in the seventh column of Table 1. The result-
ing pre-order ≤dH ,⊕P

E is ω6 ≤dH ,⊕P

E ω2 ≤dH ,⊕P

E {ω4, ω7} ≤dH ,⊕P

E ω8 ≤dH ,⊕P

E

{ω3, ω5} ≤dH ,⊕P

E ω1.

Observe that for any T-conorm the presence of the annihilator 1 on the eval-
uation of ω1 works as an implicit veto for that interpretation; if an interpretation
has the highest distance value for an agent, that interpretation has to be rejected
by the group. It brings a principle of equality where the worst scenarios inside
a group need to be avoided. In other words, the use of T-conorms as a merging
operator presupposes that there exists a consensus among the agents stating
that if a choice is the worst for an agent, then this choice has to be the worst
for the group. Now, we will show what logical properties the merging operators
with T-conorms satisfy in the general case:
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Theorem 3. Let ⊕ be a T-conorm. Δd,⊕
μ satisfies (IC0)-(IC5), (IC7) and

(IC8). Δd,⊕
μ does not satisfy (Maj). The postulates (IC6) and (Arb) are not

satisfied in general.

This result is very similar to that for the max operator (Theorem 1). The
difference comes from the fact the (Arb) is not satisfied in general for all T-
conorms.

The first important concern when dealing with T-conorms is the presence of
the annihilator 1. The first logical postulate that we need revisit is (IC6). This
postulate corresponds to the following syncretic assignment: 6. if ω <E1 ω′ and
ω ≤E2 ω′, then ω <E1�E2 ω′. It states if an interpretation ω is strictly more
preferable than an interpretation ω′ for a belief set E1 and if ω is at least as
preferable as ω′ for a belief set E2, then if one joins the two belief sets, we have ω
will be strictly more preferable than ω′. Note that the presence of an annihilator
is sufficient to falsify this condition. Consider that ω is equivalently preferable to
ω′ for a belief set E2 (ω ≈E2 ω′) and that d⊕(ω,E2) = d⊕(ω′, E2) = 1. For any
E1, we will have d⊕(ω,E1 � E2) = d⊕(ω′, E1 � E2) = 1, that is, ω ≈E1�E2 ω′,
which falsifies the condition 6 (and (IC6)). To overcome this issue, we will
consider a weaker version of the logical postulate (IC6) with the presence of
the annihilator 1: (IC6-1) Let dop(ωi, E2) �= 1, for i = 1, 2. If ω1 <E1 ω2 and
ω1 ≤E2 ω2, then ω1 <E1�E2 ω2.

This weaker version of postulate (IC6) considers the principle when the
annihilator 1 is safe to be used without falsifying it. The second important
condition we will consider comes from the social choice theory, and it is related
to egalitarianism between agents. It was proposed by Hammond [9] and it is
known in the literature as the Hammond Equity condition [23]. This condition
can be expressed as follows: If agent i is worse off than agent j both in ω and in
ω′, and if i is better off himself in ω than in ω′, while j is better off in ω′ than
in ω, and if furthermore all others are just as well off in ω as in ω′, then ω′ is
socially better than ω. It can be translated to the belief merging framework as

Definition 15 (Condition Hammond Equity [8]). (HE) Let E = {K1, . . . ,
Kn}. If ∃i, j ∈ {1, . . . , n} such that ω <Ki

ω′, ω′ <Kj
ω, Ki ≺ω Kj, Ki ≺ω′ Kj

and ∀l �= i, j ω ≈Kl
ω′, then ω′ <E ω.

We say that Ki is better than Kj given ω, denoted Ki ≺ω Kj , if and only
if ∃ω1 |= Ki,∀ω2 |= Kj , ω1 <ω ω2. When distance-based merging operators are
considered, this condition is equivalent to:

Definition 16 (Condition Hammond Equity [8]). (HE) Let d be a distance
measure. A merging operator op satisfies the Hammond Equity condition iff for
any belief set E = {K1, . . . ,Kn}, if ∃i, j ∈ {1, . . . , n} such that d(ω,Ki) <
d(ω′,Ki) < d(ω′,Kj) < d(ω,Kj) and ∀l �= i, j d(ω,Kl) = d(ω′,Kl), then
dop(ω′, E) < dop(ω,E).

Intuitively, Hammond Equity is an egalitarian condition between two agents
stating that an interpretation is more preferred than another if the inequalities
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between agents is lower. For instance, according to (HE), the tuple ω =
(
1
5 , 1, 2

5

)

representing the satisfaction of three agents, is less preferred than the tuple
ω′ =

(
2
5 , 3

5 , 2
5

)
. The reason is because the inequality between 1

5 and 1 is greater
than the inequality between 2

5 and 3
5 . We can say that in this case ω′ is more

stable than ω.
The next egalitarian operator considered from the social choice literature is

the Pigou-Dalton condition [6,8]. From the perspective of distance-based merg-
ing, it can be defined as

Definition 17 (Pigou-Dalton Condition). (PD) Let d be a distance mea-
sure. An operator op satisfies the Pigou-Dalton principle iff for any belief set
E = {K1, . . . ,Kn}, if ∃i, j ∈ {1, . . . , n} such that d(ω,Ki) < d(ω′,Ki) ≤
d(ω′,Kj) < d(ω,Kj), d(ω′,Ki) − d(ω,Ki) = d(ω,Kj) − d(ω′,Kj) and ∀l �=
i, j d(ω,Kl) = d(ω′,Kl), then dop(ω′, E) < dop(ω,E).

Pigou-Dalton restricts Hammond Equity for the cases where the difference
between interpretations has the same value. This condition cannot be applied in
the previous example of ω =

(
1
5 , 1, 2

5

)
and ω′ =

(
2
5 , 3

5 , 2
5

)
, since 2

5 − 1
5 �= 1 − 3

5 .
If we consider an interpretation ω′′ =

(
2
5 , 4

5 , 2
5

)
, we can compare ω with ω′′,

and according with (PD) the interpretation ω′′ should be preferred. Intuitively,
(PD) is an egalitarian principle which favors a better distribution of satisfaction
between interpretations when the sum of the total amount is equal for both inter-
pretations. Weaker versions of Hammond Equity and Pigou-Dalton conditions
excluding the annihilator 1 are defined respectively as

(HE-1) If ∃i, j ∈ {1, . . . , n} such that d(ω,Ki) < d(ω′,Ki) < d(ω′,Kj) <
d(ω,Kj) and ∀l �= i, j d(ω,Kl) = d(ω′,Kl) �= 1, then dop(ω′, E) < dop(ω,E);
and

(PD-1) if ∃i, j ∈ {1, . . . , n} such that d(ω,Ki) < d(ω′,Ki) ≤ d(ω′,Kj) <
d(ω,Kj), d(ω′,Ki) − d(ω,Ki) = d(ω,Kj) − d(ω′,Kj) and ∀l �= i, j d(ω,Kl) =
d(ω′,Kl) �= 1, then dop(ω′, E) < dop(ω,E).

The justification for this restriction is the same applied to (IC6): if for any
l �= i, j sd(ω,Kl) = sd(ω′,Kl) = 1, then we have d⊕(ω,E) = d⊕(ω′, E) =
1 for any T-conorm ⊕, and consequently falsifying both postulates. The last
egalitarian property we want to consider comes from the literature of liberal
egalitarianism [2,4,17], a theory of justice which seeks to combine the values of
equality, personal freedom and personal responsibility. It is called Harm Principle
(or Principle of Non-Interference).

Definition 18 (Harm Principle Condition). (HP) For all ω1, ω2, ω
′
1, ω

′
2 ∈

Ω, suppose E = {K1, . . . ,Kn}, a distance measure d and ω1 <d,op
E ω2. Consider

ω′
1, ω

′
2 such that ∃i ∈ {1, . . . , n}, d(ω1,Ki) < d(ω′

1,Ki), d(ω2,Ki) < d(ω′
2,Ki)

and ∀j �= i d(ω1,Kj) = d(ω′
1,Kj), d(ω2,Kj) = d(ω′

2,Kj). If d(ω′
2,Ki) >

d(ω′
1,Ki), then ω′

1 <d,op
E ω′

2.

In distributive justice theory, this condition embodies the idea that “an indi-
vidual has the right to prevent society from acting against him in all circum-
stances of change in his welfare, provided that the welfare of no other individual
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is affected”. In the distance-based merging framework, it can be seen as consid-
ering that an interpretation ω1 is more preferred than ω2, and if occasionally an
agent i has an increase of the distance value in ω1 and ω2, resulting in ω′

1 and ω′
2,

ω′
1 will be preferred to ω′

2 if the distance of i in ω′
1 is still lower than the distance

of i in ω′
2. In other words, we can say that a single agent does not have the power

of interference in the choice of the group when occurring an increase of distance
measure (we can also see the non-satisfaction of the condition as a kind of veto
power of agents). The equality emerges from the fact that no specific agent has
the power to interfere in the decision of the group. Finally, we can continue with
the analysis of logical postulates for each specific T-conorm.

Theorem 4. Δd,⊕M
μ satisfies (Arb) and (HP), but it does not satisfy (IC6-1),

(HE-1), (PD-1) in the general case. Δd,⊕P
μ satisfies (IC6-1) and (PD-1).

Δd,⊕P
μ does not satisfy (Arb), (HE-1) and (HP) in the general case.

One interesting point to highlight is the fact of a T-conorm being strict
implies the satisfaction of the condition (IC6-1) (e.g., ⊕P is a strict T-conorm).

Theorem 5. Let ⊕ be a strict T-conorm, then Δd,⊕
μ satisfies (IC6-1).

Below, we have results for the other basic T-conorms operators.

Theorem 6. Δd,⊕L
μ and Δd,⊕D

μ do not satisfy (IC6-1), (Arb), (HE-1), (PD-1)
and (HP).

The drastic sum T-conorm is not continuous, which implies that little changes
in the variables can change drastically the result and this reflects the loss of
some important logical properties. The �Lukasiewicz T-conorm is a nilpotent T-
conorm; in this case, the presence of a nilpotent element reflects the loss of some
properties.

Theorem 7. Let ⊕ be a nilpotent T-conorm, then Δd,⊕
μ does not satisfy (IC6-1),

(HE-1), (PD-1) and (HP) in the general case.

The nilpotent element works as a sort of annihilator and then inherits all
the problems discussed above, even with these restrictions with the annihilator
are applied. In the sequel, we will investigate deeper the behavior of T-conorms
through some parameterized T-conorms to see in what conditions we can achieve
egalitarian properties for the propositional belief merging. First, we will consider
the Schweizer-Sklar T-conorms.

Theorem 8. Δ
d,⊕SS

λ
μ satisfies (IC6-1) and (PD-1) when λ ∈ ] − ∞, 0]. Let

n ≥ 3 be the number of different propositional variables in the belief set E.
Δ

d,⊕SS
λ

μ satisfies (Arb), (HE-1) and (HP) when −∞ < λ ≤ − ⌊
2n
3

⌋
.

Regarding the results of Theorem 8, the interval [1,∞] comprises strictly
increasing T-conorms from the �Lukasiewicz T-conorm (⊕SS

1 ) to the drastic sum
T-conorm (⊕SS

∞ ). It is clear that all these conditions are falsified in this interval
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(since all T-conorms in this interval are weaker than �Lukasiewicz T-conorm).
Schweizer-Sklar T-conorm is strict for the interval ]−∞, 0], therefore it satisfies
(IC6-1) in this case. Considering this interval yet, we have that any Schweizer-
Sklar T-conorm satisfies (PD-1); and additionally satisfies (Arb) and (HE-1)
when −∞ < λ ≤ − ⌊

2n
3

⌋
, where n is the number of propositional variables in

the belief set. Intuitively, as we decrease the parameter λ, we strengthen these
conditions of egalitarian properties in the Schweizer-Sklar T-conorm.

Note that when the parameterized T-conorm gets closer to maximum T-
conorm, it has stronger egalitarian properties (e.g., Harm Principle). When it
gets closer to drastic sum and �Lukasiewicz T-conorms, it tends to lose its logical
properties. Now consider the Frank T-conorms:

Theorem 9. Δ
d,⊕F

λ
μ satisfies (IC6-1) and (PD-1) for λ ∈ ]0,∞[. Δ

d,⊕F
λ

μ does
not satisfy (Arb), (HE-1) and (HP) in the general case.

We observed previously that T-conorms converging to the maximum T-
conorm tend to satisfy properties as (Arb), (HE-1) and (PD-1), while T-
conorms converging to probabilistic sum T-conorm satisfy only (PD-1). When
the Frank T-conorm is considered, the convergence to �Lukasiewicz T-conorm
(⊕F

∞ = ⊕L) from probabilistic sum (⊕F
1 = ⊕P) still implies the satisfaction of

(PD-1). Besides, considering this convergence of Frank T-conorm to the max-
imum T-conorm, we can have an additional result for the interval [0, 1] (from
⊕F

0 = ⊕M to ⊕F
1 = ⊕P). Let λ ∈]0, 1].

Theorem 10. Let n ≥ 3 be the number of different propositional variables in
the belief set E. Δ

d,⊕F
λ

μ satisfies (Arb), (HE-1) and (HP) when 0 < λ ≤ 10−n.

The limit of 0 < λ ≤ 10−n is rather loose, but it is a statement that there
is an interval between maximum and probabilistic sum in the Frank T-conorm
where (Arb), (HE-1) and (HP) are satisfied. In the sequel, we will see the
Yager family of T-conorms.

Theorem 11. Let n ≥ 3 be the number of different propositional variables in
the belief set E. For λ ∈ [2,∞[, Δ

d,⊕Y
λ

μ satisfies (Arb) when λ ≥ ⌊
2n
3

⌋
.

Yager T-conorms comprise from drastic sum (⊕Y
0 ), passing through

�Lukasiewicz T-conorm (⊕Y
1 ), to maximum T-conorm (⊕Y

∞). Unlike the previous
parameterized T-conorms, Yager T-conorms are nilpotent for λ ∈]0,∞[, which
does not result in satisfying (IC6-1), (HE-1), (PD-1) and (HP) in the general
case, but (Arb) can be still satisfied.

For the last, we analyze Sugeno-Weber family of T-conorms.

Theorem 12. For λ ∈] − 1,∞], Δ
d,⊕SW

λ
μ does not satisfy (IC6-1), (HE-1),

(PD-1), (HP) and (Arb) in the general case.

Sugeno-Weber T-conorms are another class of nilpotent T-conorms. They
range from drastic sum (⊕SW

∞ ) to �Lukasiewicz (⊕SW
0 ) and probabilistic sum T-

conorms (⊕SW
−1 ). As it is nilpotent, the conditions (IC6-1), (HE-1), (PD-1)

and (HP) do not hold in the general case for any λ. It is believed that the
absence of convergence for maximum implies in the falsification of (Arb).
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5 T-conorms and the Leximax Principle

In this section, we will use the results of [24] to characterize an egalitarian
property of some parameterized T-conorms. The Leximax principle will be the
key to this analysis.

Leximax (LM): Let E = {K1, . . . ,Kn} be a belief set. For each interpretation
ω, we build the list (dω

1 , . . . , dω
n) of distances between this interpretation and

the n belief bases in E, i.e., dω
i = d(ω,Ki). Let Ld,E

ω be the list obtained from
(dω

1 , . . . , dω
n) by sorting it in descending order. For all ω, ω′ ∈ Ω, (1) if there

exists a position k ≤ n such that dω′
k > dω

k ; and (2) for every j < k, dω′
j = dω

j ,
then ω <E ω′ (ω is more preferred than ω′). Otherwise, ω ≈E ω′.

Basically, it is the same idea behind leximax operator (see Definition 6).
Besides (LM), we need some additional properties in order to make a result
of characterization for the Leximax Principle: they are the Strong Pareto and
Anonymity.

Strong Pareto (SP): Let E = {K1, . . . ,Kn}. For all ω, ω′ ∈ Ω, if ∃i ∈
{1, . . . , n} ω <Ki

ω′ and ∀j �= i, ω ≤Kj
ω′, then ω <E ω′.

Strong Pareto is very similar to (IC6). The difference is that (SP) compares
each belief base K ∈ E and (IC6) compares two belief sets and their union.

Anonymity (A): Let E = {K1, . . . ,Kn} be a belief set and ld,E
ω = (dω

1 , . . . , dω
n)

the list of distances between the interpretation ω and the n belief bases in E.
For all ω, ω′ ∈ Ω, if ld,E

ω is a permutation of ld,E
ω′ , then ω ≈E ω′.

Anonymity is equivalent to Commutativity (also called Symmetry). The first
important characterization we need to consider is

Theorem 13 [24]. A Syncretic Assignment ≤E satisfies (HE), (SP) and (A)
if and only if it satisfies (LM).

This theorem can be used in belief merging to assert that any merging oper-
ator satisfying (HE) and (SP) and (A) is equivalent to the leximax operator.
We turn now to the link between parameterized T-conorm merging operators and
the Leximax principle. It is known that every T-conorm ⊕ ≥ max and despite
max operator does not satisfy properties as (HE) and (PD), some T-conorms
can satisfy weakened versions of them.

This analysis shows that some T-conorms present a similar (weaker) behav-
ior to the leximax operator. What we want to achieve is that those T-conorms
can also follow some weaker versions of the leximax principle. We introduce
a restriction to the Leximax principle, named Leximax principle free from
annihilator 1.

Leximax free from 1 (LM-1): Let E = {K1, . . . ,Kn} be a belief set. For
each interpretation ω we build the list (dω

1 , . . . , dω
n) of distances between this

interpretation and the n belief bases in E, i.e., dω
i = d(ω,Ki). Let Ld,E

ω be
the list obtained from (dω

1 , . . . , dω
n) by sorting it in descending order. For all

ω, ω′ ∈ Ω, (1) if there exists a position k ≤ n such that dω′
k > dω

k ; and (2)
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for every j < k, dω′
j = dω

j �= 1, then ω <E ω′ (ω is more preferred than ω′).
Otherwise, ω ≈E ω′.

It is possible then to make a restricted characterization of the Leximax prin-
ciple for a belief merging operator: (SP-1) Let E = {K1, . . . ,Kn} and d be a
distance measure. For all ω, ω′ ∈ Ω, if ∃i ∈ {1, . . . , n} ω <Ki

ω′ and ∀j �= i,
ω ≤Kj

ω′ and d(ω,Kj), d(ω′,Kj) �= 1, then ω <E ω′.

Corollary 1. A belief merging operator Δμ satisfies (HE-1), (SP-1) and (A)
if and only if it satisfies (LM-1).

This characterization restricts the Leximax principle when the annihilator is
excluded from the possible distance values of the agents. As a consequence, we
have

Corollary 2. Let n ≥ 3 be the number of propositional variables in the belief
set E. Δ

d,⊕SS
λ

μ and Δ
d,⊕F

λ
μ satisfy (LM-1) when λ ≤ − ⌊

2n
3

⌋
and 0 < λ ≤ 10−n,

respectively.

These operators satisfy (HE-1), (SP-1) and (A) in those specific intervals.
In other words, when the annihilator is not present in the merging, we can
say that these T-conorms have a behavior similar to the leximax operator.
The last consideration of this section is about the Harm Principle. Although
Hammond Equity and the Harm Principle are conceptually distinct and logically
independent, it was proved the following result:

Theorem 14 [18]. A Syncretic Assignment ≤E satisfies (HP), (SP) and (A)
if and only if it is (LM).

It is possible to assert a different version of Corollary 1.

Corollary 3. A belief merging operator Δμ satisfies (HP), (SP-1) and (A) if
and only if it is (LM-1).

We just make clear that (HP) and (HE) are not logically equivalent. It
is known that under (A), Harm Principle implies Hammond Equity but the
converse is not true [1].

6 Conclusions

In this paper, we proposed to use T-conorms operators in the propositional belief
merging. T-conorms are a generalization of the usual two-valued logical disjunc-
tion, i.e., the max operator. In belief merging, the max operator is equivalent
to the minimax rule in the decision theory: it tries to minimize the worst cases
among the agents. Indeed, T-conorms allow us to diversify the method of the
minimax rule by applying generalized versions of the max operator.

The purpose of this work is to offer more diversity of merging operators and
explore their logical properties. In order to deepen this analysis, we considered
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other logical properties related to egalitarianism, more specifically, the Ham-
mond Equity, Pigou-Dalton principle and Harm Principle. These conditions are
intended to express preference for a more egalitarian distribution among the
agents. They are well known conditions presented in Economics and these prin-
ciples state that a society is more stable when the distribution of income is more
balanced among the individuals. Another important condition of egalitarianism
is the Strong Pareto principle.

We make clear that we analyzed weaker versions of the logical properties; we
restricted them since T-conorms have an absorbent element, also called annihi-
lator (which is 1 for T-conorms). T-conorm operators can be seen as merging
operators with an implicit veto power: any agent having an interpretation with
distance value equal to 1 is capable to interpose the decision of the group.

We chose in this paper some of the most representative classes of T-conorms.
First, we analyzed the four basic T-conorms: drastic sum, �Lukasiewicz, prob-
abilistic sum and maximum T-conorms. The lowest T-conorm max satisfies
only the egalitarian properties (Arb) and (HP). The probabilistic sum fal-
sifies (Arb) and (HE-1), but satisfies (IC6-1) and (PD-1). �Lukasiewicz and
drastic sum falsify all of them.

When analyzing the parameterized T-conorms, which are basically general-
izations of some of the four basic T-conorms, we observed that strict T-conorms
converging to the maximum tend to satisfy (HE-1), (HP) and (Arb), as found
in the Schweizer-Sklar and Frank T-conorms. In fact, in these cases we have
a close connection between (HE-1), (HP) and (Arb). The same idea does
not follow from nilpotent T-conorms, since they do not satisfy (HE-1) and
(HP). In general, all the parameterized T-conorms exposed in this paper satisfy
(PD-1) in a determined interval, except the nilpotent T-conorms. For the pos-
tulate (IC6-1), we proved that it is satisfied by the class of strict T-conorms,
while it is not the case for nilpotent ones. With respect to (Arb), Schweizer-
Sklar, Frank and Yager T-conorms satisfy it in some specific intervals. Thus it is
possible to have a nilpotent T-conorm as an arbitration quasi-merging operator.
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Abstract. In this paper, we will introduce the theory of sufficientarian-
ism in belief merging. Originally, there are two main subclasses of belief
merging operators: majority operators which are related to the theory
of utilitarianism, and arbitration operators which are related to egali-
tarianism. We will show that sufficientarianism brings novelties to the
area by satisfying new logical postulates different from those satisfied by
majority or arbitration operators.

1 Introduction

Sufficientarianism [6] is a theory of distributive justice which aims at ensuring
that each person has an adequate amount of benefits. For instance, we recognize
the instrumental importance of having enough sleep, enough money and setting
aside enough time. Obviously, this requires a criterion for how much is adequate.
Typically, the criterion of adequacy is something like enough to meet basic needs,
avoid poverty, or have a minimally decent life, which we refer commonly as the
poverty line.

The principle accommodates the concern we normally have for people who
are badly off in absolute terms. According to most versions, Sufficiency rejects
others theories of distributive justice, such as utilitarianism (concerned with the
sum total of happiness of a group) and egalitarianism (which wants to promote
equality for all people in a group).

When we consider the area of propositional belief merging, which studies the
fusion of independent and equally reliable sources of information expressed in
propositional logic, we need to consider some aspects of rationality and distrib-
utive justice. Indeed, there are already some belief merging operators based on
utilitarianism and egalitarianism [5,9,12], but a study of sufficientarian operators
in the context of belief merging is still missing.

In this paper, we will consider two operators of the theory of sufficientari-
anism in the belief merging settings: the headcount and the shortfall operators.
Headcount operator simply counts the number of people below the poverty line
and aims at minimizing the number of people below this line. On the other hand,
shortfall operator adds up each person’s shortfall from the poverty line (or the
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amount that they need to reach the poverty line). The objective is also to min-
imize the amount of shortfall in a group. We will prove that these operators
have a different rationality from others previously defined for belief merging by
showing that they satisfy different logical postulates.

The paper is structured as follows. In Sect. 2, we will present some basic
notions of propositional belief merging. In Sect. 3, we will introduce the oper-
ators of sufficiency for belief merging and will explore their respective logical
properties. In Sect. 4, we compare the differences between the sufficientarian
and the egalitarian reasoning. Finally, in Sect. 5 we will conclude the paper. Due
to lack of space, the proofs have been omitted and can be found in [21].

2 Propositional Belief Merging

2.1 Preliminaries

We will consider a propositional language L over a finite alphabet P of proposi-
tional variables. An interpretation ω is a function from P to {0, 1}. The set
of all interpretations is denoted by Ω. An interpretation ω is a model of a
formula ϕ(ω |= ϕ) if and only if it makes it true in the usual classical truth
functional way. Let ϕ be a formula, mod(ϕ) denotes the set of models of ϕ, i.e.,
mod(ϕ) = {ω ∈ Ω | ω |= ϕ}.

A belief base K can be seen as a propositional formula ϕ representing
the beliefs of an agent. Let K1, . . . ,Kn be n belief bases (not necessarily dif-
ferent). We call belief set the multi-set E consisting of those n belief bases:
E = {K1, . . . ,Kn}. We denote

∧
E the conjunction of the belief bases of E, i.e.,∧

E = K1 ∧ · · · ∧ Kn. The union of multi-sets will be denoted by �.
A pre-order ≤ over Ω is a reflexive and transitive relation on Ω. A pre-order

is total if ∀ωi, ωj ∈ Ω, ωi ≤ ωj or ωj ≤ ωi. Let ≤ be a pre-order over Ω, we define
< as follows: ωi < ωj iff ωi ≤ ωj and ωj �≤ ωi, and ≈ as ωi ≈ ωj iff ωi ≤ ωj and
ωj ≤ ωi. We say ωi ∈ min(mod(ϕ),≤) iff ωi |= ϕ and ∀ωj ∈ mod(ϕ) ωi ≤ ωj .
Let E1, E2 be two belief sets. E1 and E2 are equivalent, noted E1 ≡ E2, iff there
is a bijection f from E1 = {K11, . . . ,Kn1} to E2 = {K12, . . . ,Kn2} such that
|= f(Ki1) ↔ Ki2.

2.2 Logical Properties

We employ a logical definition for merging in the presence of Integrity Con-
straints (IC), that is, we give a set of properties an operator has to satisfy to
have a rational behavior concerning the merging. Additionally, the result of the
merging has to obey a set of integrity constraints represented by a propositional
formula μ. We will consider merging operators Δ mapping a belief set E and an
integrity constraint μ to a set of interpretations that represents the merging of
E according to μ.
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Definition 1 (IC merging operators [9]). Let E,E1, E2 be belief sets; K1,K2

be belief bases; and μ, μ1, μ2 be propositional formulas. Δμ is an IC merging
operator if and only if it satisfies the following postulates:

(IC0) Δμ(E) |= μ.
(IC1) If μ is consistent, then Δμ(E) is consistent.
(IC2) If

∧
E is consistent with μ, then Δμ(E) ≡ ∧

E ∧ μ.
(IC3) If E1 ≡ E2 and μ1 ↔ μ2, then Δμ1(E1) ≡ Δμ2(E2).
(IC4) If K1 |= μ and K2 |= μ, then Δμ({K1,K2}) ∧ K1 is consistent if and

only if Δμ({K1,K2}) ∧ K2 is consistent.
(IC5) Δμ(E1) ∧ Δμ(E2) |= Δμ(E1 � E2).
(IC6) If Δμ(E1)∧Δμ(E2) is consistent, then Δμ(E1�E2) |= Δμ(E1)∧Δμ(E2).
(IC7) Δμ1(E) ∧ μ2 |= Δμ1∧μ2(E).
(IC8) If Δμ1(E) ∧ μ2 is consistent, then Δμ1∧μ2(E) |= Δμ1(E).

See [9] for explanations of these properties. Besides these logical postulates,
two main sub-classes of IC merging operators have been defined from two pos-
tulates. They are the IC majority operator, which has been tailored to resolve
conflicts by adhering to the majority wishes (utilitarianism), while IC arbitration
operator has a more consensual behavior (egalitarianism).

Definition 2 (IC majority and arbitration operators [9]). An IC merging
operator is a majority operator if it satisfies (Maj) ∃nΔμ(E1�E2 � · · · � E2︸ ︷︷ ︸

n

) |=

Δμ(E2). An IC merging operator is an arbitration operator if it satisfies (Arb)
If Δμ1({K1}) ≡ Δμ2({K2}),Δμ1↔¬μ2({K1,K2}) ≡ (μ1 ↔ ¬μ2), μ1 �|= μ2, μ2 �|=
μ1. Then Δμ1∨μ2({K1,K2}) ≡ Δμ1({K1}).

A majority operator states that if an information has a majority audience,
then it will be the choice of the group. Unlike the majority operator, an arbitra-
tion operator tries to satisfy each belief base as much as possible. Alternatively,
there exists a more intuitive way to define IC merging operators: IC merging
operator may correspond to a family of pre-orders on possible words.

Definition 3 (Syncretic Assignment [10]). A Syncretic Assignment is a
function mapping each belief set E to a total pre-order ≤E over interpretations
such that for any belief sets E,E1, E2 and for any belief bases K1,K2 the follow-
ing conditions hold:

1. If ω |= ∧
E and ω′ |= ∧

E, then ω ≈E ω′.
2. If ω |= ∧

E and ω′ �|= ∧
E, then ω <E ω′.

3. If E1 ≡ E2, then ≤E1=≤E2 .
4. ∀ω |= K1 ∃ω′ |= K2 ω′ ≤{K1,K2} ω.
5. If ω ≤E1 ω′ and ω ≤E2 ω′, then ω ≤E1�E2 ω′.
6. If ω <E1 ω′ and ω ≤E2 ω′, then ω <E1�E2 ω′.

A majority syncretic assignment is a syncretic assignment which satisfies
the following condition: 7. If ω <E2 ω′, then ∃n ω <E1�En

2
ω′. A fair syncretic

assignment is a syncretic assignment which satisfies the following condition: 8.
If ω <K1 ω′, ω <K2 ω′′ and ω′ ≈{K1,K2} ω′′, then ω <{K1,K2} ω′.
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We have the following representation for merging operators:

Proposition 1 [10]. A merging operator Δ is an IC merging operator (resp.
an IC majority, an IC arbitration operator) iff there exists a syncretic assign-
ment (resp. a majority syncretic assignment, a fair syncretic assignment) that
maps each belief set E to a total pre-order ≤E over Ω such that mod(Δμ(E)) =
min(mod(μ),≤E).

2.3 Example of Merging Operators

In the sequel, we give a model-theoretic definition of merging operators.

Example 1 [16]. Let us consider the academic example of a teacher who asks his
three students which among the languages SQL (denoted by s), O2 (denoted by
o) and Datalog (denoted by d) they would like to learn. The first student wants
to learn only SQL or O2, that is, K1 = (s ∨ o) ∧ ¬d. The second one wants to
learn either Datalog or O2 but not both, i.e., K2 = (¬s∧d∧¬o)∨ (¬s∧¬d∧ o).
For the last, the third one wants to learn the three languages: K3 = (s ∧ d ∧ o).

With respect to Example 1, we have three propositional variables: s, d and
o. The set of all possible outcomes/interpretations is Ω = {ω1, . . . , ω8}, where
ω1 = ¬s¬d¬o, ω2 = ¬s¬do, ω3 = ¬sd¬o, ω4 = ¬sdo, ω5 = s¬d¬o, ω6 = s¬do,
ω7 = sd¬o and ω8 = sdo. Slightly abusing the notation, the interpretation
ω1 = ¬s¬d¬o may be viewed as ω1(s) = 0, ω1(d) = 0 and ω1(o) = 0. We will
show three examples of operators commonly associated with belief merging: the
sum, the max and leximax operators. First, we will assume that we utilise a
distance between interpretations.

Definition 4 (Distance [9]). A distance measure between interpretations is a
total function d from Ω ×Ω to N such that for every ωi, ωj ∈ Ω, (1) d(ωi, ωj) =
d(ωj , ωi), and (2) d(ωi, ωj) = 0 iff ωi = ωj.

In the first works on model-based merging, the distance used was the Ham-
ming distance between interpretations [4], but any other distance may be used
as well. The Hamming distance between interpretations characterizes the num-
ber of propositional variables by which they differ. For example, the Hamming
distance (denoted dH) between ω1 = ¬s¬d¬o and ω6 = s¬do is dH(ω1, ω6) = 2.
Another example of a well known distance measure is the drastic distance [8],
denoted by dD, which is defined as dD(ω1, ω2) = 0, if ω1 = ω2; dD(ω1, ω2) = 1,
otherwise.

Now we define the distance between an interpretation ωi and a belief base K
as follows: d(ωi,K) = min

ωj |=K
d(ωi, ωj). The distance between an interpretation ωi

and a belief base K is the minimum distance between ωi and the models of K.

Example 2. Regarding Example 1, the Hamming distance between each interpre-
tation w.r.t. K1,K2 and K3 are shown in Table 1. For instance, dH(ω1,K1) =
min(dH(ω1, ω2), dH(ω1, ω5), dH(ω1, ω6)) = min(1, 1, 2) = 1.
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Table 1. The Hamming distances from K1, K2 and K3.

Ω dH(ω, K1) dH(ω, K2) dH(ω, K3)

ω1 = ¬s¬d¬o 1 1 3

ω2 = ¬s¬do 0 0 2

ω3 = ¬sd¬o 2 0 2

ω4 = ¬sdo 1 1 1

ω5 = s¬d¬o 0 2 2

ω6 = s¬do 0 1 1

ω7 = sd¬o 1 1 1

ω8 = sdo 1 2 0

One simple way of defining the overall distance between an interpretation and
a belief set is to take the sum of the distances between all the interpretations of
Ω and each knowledge base Ki.

Definition 5 (sum operator [9]). Let E be a belief set, d a distance measure
and ω an interpretation. We define the distance between an interpretation and
a belief set as dsum(ω,E) =

∑

K∈E

d(ω,K). Then we have the following pre-order:

ωi ≤d,sum
E ωj iff dsum(ωi, E) ≤ dsum(ωj , E). The operator Δd,sum

μ is defined by
mod(Δd,sum

μ (E)) = min(mod(μ),≤d,sum
E ).

The result of Δd,sum
μ can be considered as the “election” of the most popular

possible choices among the integrity constraints [10].

Example 3. The results of sum merging operator w.r.t. Hamming distance
for Example 2 are found in Table 2. The resulting pre-order ≤dH ,sum

E is
{ω2, ω6} ≤dH ,sum

E {ω4, ω7, ω8} ≤dH ,sum
E {ω3, ω5} ≤dH ,sum

E ω1.

Table 2. Hamming distances between Ω and E w.r.t. sum, max and leximax
operators.

Ω dHsum(ω, E) dHmax(ω, E) LdH ,E
ω

ω1 = ¬s¬d¬o 5 3 (3, 1, 1)

ω2 = ¬s¬do 2 2 (2, 0, 0)

ω3 = ¬sd¬o 4 2 (2, 2, 0)

ω4 = ¬sdo 3 1 (1, 1, 1)

ω5 = s¬d¬o 4 2 (2, 2, 0)

ω6 = s¬do 2 1 (1, 1, 0)

ω7 = sd¬o 3 1 (1, 1, 1)

ω8 = sdo 3 2 (2, 1, 0)
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In the example above we have that ω2 ≈dH ,sum
E ω6 (both are the most pre-

ferred interpretations), ω4 ≈dH ,sum
E ω7 ≈dH ,sum

E ω8 and ω3 ≈dH ,sum
E ω5. Conse-

quently, when μ = , mod(ΔdH ,sum
μ (E)) = min(mod(μ),≤dH ,sum

E ) = {ω2, ω6}.

Theorem 1 [9]. Δd,sum
μ satisfies the postulates (IC0)-(IC8) and (Maj), but

violates (Arb).

The operator Δd,sum
μ is called an IC majority merging operator.

Definition 6 (max operator [13]). Let E be a belief set, d a distance measure
and ω an interpretation. We define the distance between an interpretation and
a belief set as dmax(ω,E) = max

K∈E
d(ω,K). Then we have the following pre-order:

ωi ≤d,max
E ωj iff dmax(ωi, E) ≤ dmax(ωj , E). The operator Δd,max

μ is defined by
mod(Δd,max

μ (E)) = min(mod(μ),≤d,max
E ).

This operator is very close to the minimax rule used in decision theory [17].
The minimax rule tries to minimize the worst cases while Δd,max

μ tries to min-
imize the more remote distance. The idea of this operator is to find the closest
possible interpretations to the overall belief set [10]. The results of max merg-
ing operator w.r.t. Hamming distance for Example 2 are in the third column of
Table 2.

Theorem 2 [10]. Δd,max
μ satisfies the postulates (IC0)-(IC5), (IC7), (IC8)

and (Arb), but violates (IC6) and (Maj).

Δd,max
μ is said to be an IC arbitration quasi-merging operator since it does

not satisfy all the (IC0)-(IC8).

Definition 7 (leximax operator [9]). Let E = {K1, . . . ,Kn} be a belief set.
For each interpretation ω we build the list (dω

1 , . . . , dω
n) of distances between this

interpretation and the n belief bases in E, i.e., dω
i = d(ω,Ki). Let Ld,E

ω be the
list obtained from (dω

1 , . . . , dω
n) by sorting it in descending order. Let ≤lex be

the lexicographical order between sequences of integers, i.e., (x1, . . . , xn) ≤lex

(y1, . . . , yn) if (1) for all i, xi ≤ yi or (2) there exists i such that xi < yi and
for all j < i, xj ≤ yj. We define the following pre-order: ωi ≤d,leximax

E ωj iff
Ld,E

ωi
≤lex Ld,E

ωj
. The operator Δd,leximax

μ is defined by mod(Δd,leximax
μ (E)) =

min(mod(μ),≤d,leximax
E ).

The aim of this operator is to capture the “arbitration” behavior of Δd,max
μ

with the gaining of the logical postulate (IC6). The idea behind the operator
has been used in social choice theory [15], where were employed leximin functions
instead. The results of leximax merging operator w.r.t. Hamming distance for
Example 2 are in the fourth column of Table 2.

Theorem 3 [10]. Δd,leximax
μ satisfies the postulates (IC0)-(IC8) and (Arb),

but violates (Maj).
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3 Sufficientarian Belief Merging

In this section, we propose a characterization of a sufficientarian merging opera-
tor, based on the IC merging operators postulates and the syncretic assignment.
Besides, we present three different sufficientarian merging operators, as well as
additional logical postulates and their relation with each operator.

The idea of sufficientarianism is commonly traced back to Harry Frankfurt’s
doctrine of sufficiency [6], which inspired and motivated a number of versions
of sufficientarianism in recent works [7]. Frankfurt claims that the doctrine of
sufficiency aims at maximizing the number of individuals at or above sufficiency
(sometimes denoted as the poverty line in the literature). We can translate Frank-
furt’s claim into our framework’s point of view as

Frankfurt Sufficientarianism (FS): An interpretation ω is at least as good
as another ω′ if and only if the number of agents at or above sufficiency in ω is
at least as large as that in ω′.

We want to show in the following subsections that the sufficientarian principle
can be also a plausible tool in belief merging. Although it differs from utilitarian
and egalitarian operators [5], it still can exhibit some interesting properties. We
will focus on two different operators: headcount and shortfall [7,20].

3.1 The headcount Operator

One of the simplest measures is the headcount measure, which originally simply
counts the number of people below a poverty line:

The Headcount Claim: we should maximize the number of agents who secure
enough.

This principle assesses interpretations solely in terms of the number of agents
who have secured enough in each interpretation. Benefits to those who do not
reach the sufficiency do not improve the assessment of the interpretation. As
for the framework of belief merging with distance measure, we will consider the
distance measure between an interpretation and a belief base as the measure of
sufficiency.

Definition 8 (headcount operator). Let E = {K1, . . . ,Kn} be a belief set, d
a distance measure, ω an interpretation and s ≥ 0 a threshold. We define the
number of belief bases in E above s as hc(ω, d,E, s)=#({Ki ∈E | d(ω,Ki) > s}),
where #(A) is the cardinal of the set A. Then we have the following pre-order:
ωi ≤d,hcs

E ωj iff hc(ωi, d, E, s) ≤ hc(ωj , d, E, s). The merging operator Δd,hcs
μ is

defined by mod(Δd,hcs
μ (E)) = min(mod(μ),≤d,hcs

E ).

Note that when s = 0, we have Δd,hc0
μ ≡ ΔdD,sum

μ , that is, the headcount
merging operator is equivalent to the distance-based merging with the drastic
distance and the sum operator.

Example 4. The results of headcount merging operator w.r.t. Hamming distance
and s = 1 for Example 2 are found in Table 3. The resulting pre-order ≤dH ,hc1

E

is {ω4, ω6, ω7} ≤dH ,hc1
E {ω1, ω2, ω8} ≤dH ,hc1

E {ω3, ω5}.
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Table 3. Headcount of Hamming distances between Ω and E for s = 1.

Ω dH(ω, K1) dH(ω, K2) dH(ω, K3) hc(ω, dH , E, 1)

ω1 1 1 3 1

ω2 0 0 2 1

ω3 2 0 2 2

ω4 1 1 1 0

ω5 0 2 2 2

ω6 0 1 1 0

ω7 1 1 1 0

ω8 1 2 0 1

In this example, for s = 1, the merging operator is counting the number of
agents in which the Hamming distance value is greater than 1 in a belief base.
The interpretations ω4, ω6 and ω7 are the result of the merging (when μ = ).
Note that the sufficientarian principle is only worried if the agents are below
or equal the threshold s and not about their specific values (ω4, ω6 and ω7 are
equivalent, independently of their values).

To begin with our analysis around logical postulates of the sufficientarian
operator, first we will discuss about the basic IC postulates.

Theorem 4. Δd,hcs
μ satisfies (IC0)–(IC1), (IC3)-(IC8). The postulate

(IC2) is not satisfied in the general case. Additionally, Δd,hcs
μ satisfies both

(Arb) and (Maj).

When s = 1, the postulate (IC2) is satisfied (i.e., it is equivalent to ΔdD,sum
μ ).

The reason why (IC2) is not always true comes from the fact that even if an
interpretation is not a consensus between agents, it can be a choice of the merging
operator (e.g., the interpretation ω4 in Example 4).

Let us take a closer look on postulate (IC2): If
∧

E is consistent with μ,
then Δμ(E) ≡ ∧

E ∧ μ. It states that the result of belief merging needs to be
complete and sufficient the consensus among agents (if the consensus exists).
This postulate corresponds to syncretic assignments 1 and 2 [10]: 1. If ω |= ∧

E
and ω′ |= ∧

E, then ω ≈E ω′; 2. If ω |= ∧
E and ω′ �|= ∧

E, then ω <E ω′. We
argue that the sufficientarian principle is weaker than (IC2), since the result of
belief merging needs to be only sufficient w.r.t. the consensus among agents (if
the consensus exists). Formally, we have

(IC2’): If
∧

E is consistent with μ, then
∧

E ∧ μ |= Δμ(E).
In other words, there are some choices of the merging that are not the consen-

sus of the group. The following corresponding syncretic assignments for (IC2’)
are:

1. If ω |= ∧
E and ω′ |= ∧

E, then ω ≈E ω′;
2’. If ω |= ∧

E and ω′ �|= ∧
E, then ω ≤E ω′.
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Definition 9 (Sufficientarian merging operator). We call IC sufficientar-
ian merging operator an operator satisfying (IC0), (IC1), (IC2’) and (IC3)-
(IC8), and a sufficientarian syncretic assignment an assignment satisfying con-
ditions 1, 2’ and 3–6.

Theorem 5. A merging operator Δμ is an IC sufficientarian merging operator
iff it can be represented by a sufficientarian syncretic assignment.

This representation can be also used for majority and arbitration merging
operators.

Corollary 1. Δd,hcs
μ is an IC majority/arbitration sufficientarian merging

operator.

Interestingly, the headcount operator satisfies (Maj) and (Arb). It is not a
new result, since it was already proved in [11] that the operator ΔdD,sum

μ and
the family of full sense operators Δd,sumn

μ [11] satisfy also this condition. Based
on these results, we can say that each agent is relevant for the merging and the
opinion of the majority is the priority. The arbitration property guarantees that
two agents will have a more consensual behavior in their decisions.

To finish this first part we will bring some new logical postulates for this
sufficientarian operator, which come from the literature of liberal egalitarianism
[1,3,14], a theory of justice which seeks to combine the values of equality, per-
sonal freedom and personal responsibility. The first postulate we will discuss is
the Harm Principle [1]:

Definition 10 (Harm Principle Condition) (HP). For all ω1, ω2, ω
′
1, ω

′
2 ∈

Ω, suppose E = {K1, . . . ,Kn}, a distance measure d, a merging operator op and
ω1 <d,op

E ω2. Consider ω′
1, ω

′
2 such that ∃i ∈ {1, . . . , n}, d(ω1,Ki) < d(ω′

1,Ki),
d(ω2,Ki) < d(ω′

2,Ki) and ∀j �= i d(ω1,Kj) = d(ω′
1,Kj), d(ω2,Kj) = d(ω′

2,Kj).
If d(ω′

2,Ki) > d(ω′
1,Ki) then ω′

1 <d,op
E ω′

2.

In distributive justice theory, this condition embodies the idea that “an indi-
vidual has the right to prevent society from acting against him in all circum-
stances of change in his welfare, provided that the welfare of no other individual
is affected”. In the satisfaction merging framework, it can be seen as consider-
ing that an interpretation ω1 is more preferred than ω2, and if occasionally an
agent i has a loss of satisfaction in ω1 and ω2, resulting in ω′

1 and ω′
2, ω′

1 will be
preferred to ω′

2 if the satisfaction of i in ω′
1 is still greater than the satisfaction

of i in ω′
2.

In other words, we can say that a single agent does not have the power
of interference in the choice of the group, when occurs a loss of satisfaction
(we can also see the non-satisfaction of the condition as a kind of veto power
of agents). The equality emerges from the fact that no specific agent has the
power to interfere in the decision of the group. A restricted version of (HP) was
proposed in [14]:
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Definition 11 (Weak Harm Principle Condition) (WHP). For all ω1, ω2,
ω′
1, ω

′
2∈Ω, suppose E ={K1, . . . ,Kn}, a distance measure d, a merging operator

op and ω1 <d,op
E ω2. Consider ω′

1, ω
′
2 such that ∃i ∈ {1, . . . , n}, d(ω1,Ki) <

d(ω′
1,Ki), d(ω2,Ki) < d(ω′

2,Ki) and ∀j �= i d(ω1,Kj) = d(ω′
1,Kj), d(ω2,Kj) =

d(ω′
2,Kj). If d(ω′

2,Ki) > d(ω′
1,Ki) then ω′

1 ≤d,op
E ω′

2.

The Weak Harm Principle assigns a veto power to agents in situations in
which they suffer a harm and no other agent is affected. This veto power is weak
as it only applies to certain welfare configuration (individual preferences after
the satisfaction loss must coincide with group’s initial preferences) and, crucially,
the agent cannot force group’s preferences to coincide with her own.

The counterpart of the Harm Principle, where a gain in the agent i’s distance
value is considered, it is called Individual Benefit Principle [1] and defined as

Definition 12 (Individual Benefit Principle Condition) (IBP). For all
ω1, ω2, ω

′
1, ω

′
2 ∈ Ω, suppose E = {K1, . . . ,Kn}, a distance measure d, a merg-

ing operator op and ω1 <d,op
E ω2. Consider ω′

1, ω
′
2 such that ∃i ∈ {1, . . . , n},

d(ω′
1,Ki) < d(ω1,Ki), d(ω′

2,Ki) < d(ω2,Ki) and ∀j �= i d(ω1,Kj) = d(ω′
1,Kj),

d(ω2,Kj) = d(ω′
2,Kj). If d(ω′

2,Ki) > d(ω′
1,Ki) then ω′

1 <d,op
E ω′

2.

The intuition is the same of Harm Principle, but now there is a decrease in
agent i’s distance value in ω′

1 and ω′
2. This condition can be weakened too:

Definition 13 (Weak Individual Benefit Principle Condition) (WIBP).
For all ω1, ω2, ω′

1, ω
′
2 ∈ Ω, suppose E = {K1, . . . ,Kn}, a distance measure d, a

merging operator op and ω1 <d,op
E ω2. Consider ω′

1, ω
′
2 such that ∃i ∈ {1, . . . , n},

d(ω′
1,Ki) < d(ω1,Ki), d(ω′

2,Ki) < d(ω2,Ki) and ∀j �= i d(ω1,Kj) = d(ω′
1,Kj),

d(ω2,Kj) = d(ω′
2,Kj). If d(ω′

2,Ki) > d(ω′
1,Ki) then ω′

1 ≤d,op
E ω′

2.

Now we can relate headcount merging operator with the conditions presented
above.

Theorem 6. Δd,hcs
μ satisfies (WHP) and (WIBP). The conditions (HP) and

(IBP) are not satisfied in the general case.

We highlight that the sum merging operator does not satisfy any of these
properties. The max and leximax operators satisfy all four postulates. In this
sense, the headcount operator has an intermediate behavior for these postulates
when compared with the basic merging operators sum and max/leximax.

3.2 The shortfall Operator

Let us consider another measure of aggregation. The shortfall measure simply
adds up each agent’s total gap from the distance measure (where an agent?s
shortfall is zero if her distance value is at or below s). The total shortfall oper-
ator simply adds up the shortfall from s across agents above s, and takes the
unweighted sum to be the measure of the disvalue of the group [7]. Differently
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from headcount operator, which tries to minimize the number of agents above s,
the shortfall is concerned with the total amount of deficit of the agents above s,
and aims at minimizing it.

Definition 14 (shortfall operator). Let E = {K1, . . . ,Kn} be a belief set, d
a distance measure, ω an interpretation and s ≥ 0 a threshold. We define the
shortfall of belief bases in E above s in ω as sh(ω, d,E, s) =

∑

d(ω,Ki)>s

d(ω,Ki)−s.

Then we have the following pre-order: ωi ≤d,shs

E ωj iff sh(ωi, d, E, s) ≤
sh(ωj , d, E, s). The merging operator Δd,shs

μ is defined by mod(Δd,shs
μ (E)) =

min(mod(μ),≤d,shs

E ).

We can see that this approach is prioritarian for those satisfaction values
above s. The relative overall goodness of an interpretation is judged on the basis
of a sum of different agent’s well-being where it is determined by the disvalue of
an agent’s shortfall from s.

Example 5. The results of shortfall merging operator w.r.t. Hamming distance
and s = 1 for Example 2 are in Table 4. The resulting pre-order ≤dH ,sh1

E is
{ω4, ω6, ω7} ≤dH ,sh1

E {ω2, ω8} ≤dH ,sh1
E {ω1, ω3, ω5}.

Shortfall operator is sensible for the variations of satisfaction values. In the
above example, we can see this change with respect to interpretation ω1. The
total shortfall of ω1 is equal to 2 and it is equivalent to ω3 and ω5. Regarding the
headcount operator in Example 4, the interpretation ω1 is more preferred than ω3

and ω5, because only one agent has the distance value above the s = 1, against
two agents for ω3 and ω5. With respect to logical postulates some alterations
also occur.

Theorem 7. Δd,shs
μ satisfies (IC0), (IC1), (IC2’), (IC3)–(IC8) and

(Maj). The postulates (IC2), (Arb), (HP), (WHP), (IBP) and (WIBP)
are not satisfied in the general case.

Table 4. Shortfall of Hamming distances between Ω and E for s = 1.

Ω dH(ω, K1) dH(ω, K2) dH(ω, K3) sh(ω, dH , E, 1)

ω1 1 1 3 2

ω2 0 0 2 1

ω3 2 0 2 2

ω4 1 1 1 0

ω5 0 2 2 2

ω6 0 1 1 0

ω7 1 1 1 0

ω8 1 2 0 1
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The shortfall merging operator is an IC majority sufficientarian operator.
The difference between headcount and shortfall operators appears when some
egalitarian and libertarian conditions are considered, as in the loss of logical
postulates (Arb), (WHP) and (WIBP). This arises and can be explained by
the sensibility to changes in an agent’s distance value.

4 A Humanitarian Principle

In this section, we will present some logical postulates which characterize the
behavior of the sufficientarian merging operators. We consider them as represen-
tatives of a humanitarian principle and, in light of this principle, we show that
shortfall operator is more just than headcount operator.

We will include some positions in the general category of egalitarian per-
spectives of distributive justice presented in [19]. Some families of egalitarian
properties were defined in this work and we will use a particular one, modified
to fit in to our framework of belief merging.

Weak Povertymax for s (WPM-s): Let E = {K1, . . . ,Kn}, d be a distance
measure and s ≥ 0. For all ω, ω′, if (1) there exists a k ≤ n such that d(ω′,Kk) >
d(ω,Kk) and d(ω′,Kk) > s; (2) every position i that d(ω,Ki) > s implies
d(ω′,Ki) ≥ d(ω,Ki), then ω ≤d,ops

E ω′.
Weak Povertymax differs from the leximax principle by giving priority to the

agents above the threshold s, while the leximax gives absolute priority to the
worst off agent (also referred as equality promotion [19]).

Leximax (LM): Let E = {K1, . . . ,Kn} be a belief set. For each interpretation
ω we build the list (dω

1 , . . . , dω
n) of distances between this interpretation and

the n belief bases in E, i.e., dω
i = d(ω,Ki). Let Ld,E

ω be the list obtained from
(dω

1 , . . . , dω
n) by sorting it in descending order. For all ω, ω′ ∈ Ω, (1) if there

exists a position k ≤ n such that dω′
k > dω

k ; and (2) for every j < k, dω′
j = dω

j ,
then ω <E ω′ (ω is more preferred than ω′). Otherwise, ω ≈E ω′.

We argue that (WPM-s) can be seen as a humanitarian condition, since it
tries to favor a group of agents instead of prioritizing a unique agent. The agents
below the threshold (s) are not considered essential for the group’s choice. By
way of illustration, (WPM-s) implies that the loss of a single agent satisfaction
value s outweighs any gain of any number of agents above s.

We need to make an important observation about (WPM-s). Its correspond-
ing definition in [19] considers that the relation between ω and ω′ is indeed a
strict preference (the consequence is that ω is more preferred than ω′). Here in
this work, we stated the definition of the axiom as ω is at least as just as ω′

(ω ≤d,ops

E ω′).
Now, consider the following new condition:

Weak Absolute Priority of those Above s (WAPA-s): Let E = {K1, . . . ,
Kn}, d be a distance measure and s ≥ 0. For all ω, ω′, if there exist j, k such
that (1) s ≥ d(ω,Kj) > d(ω′,Kj) ; (2) d(ω′,Kk) > d(ω,Kk) ≥ s; (3) for i �= j, k,
d(ω,Ki) = d(ω′,Ki), then ω ≤d,ops

E ω′.
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With the addition of Strong Pareto and Anonymity [19], we can achieve an
important result.

Strong Pareto (SP): Let E = {K1, . . . ,Kn}. For all ω, ω′ ∈ Ω, if ∃i ∈
{1, . . . , n} ω <Ki

ω′ and ∀j �= i, ω ≤Kj
ω′, then ω <E ω′.

Strong Pareto is equivalent to the logical postulate (IC6b) defined in [5]:
(IC6b) If Δμ(K1) ∧ · · · ∧ Δμ(Kn) �|= ⊥, then Δμ({K1, . . . ,Kn}) |= Δμ(K1) ∧
· · · ∧ Δμ(Kn).

Anonymity (A): Let E = {K1, . . . ,Kn} be a belief set and ld,E
ω = (dω

1 , . . . , dω
n)

the list of distances between the interpretation ω and the n belief bases in E.
For all ω, ω′ ∈ Ω, if ld,E

ω is a permutation of ld,E
ω′ , then ω ≈E ω′.

Theorem 8 [19]. If a Syncretic Assignment satisfies (WAPA-s), (SP) and
(A), then it satisfies (WPM-s).

In conclusion, by taking into account the humanitarian concern, this principle
shows that there are alternatives to the Leximax principle of justice. Such an
egalitarian position deals with both the claim of equality promotion and the
humanitarian perspective. Hence, we have the following results for the headcount
and shortfall operators.

Theorem 9. Δd,hcs
μ and Δd,shs

μ satisfy (WAPA-s), (SP), (A) and (WPM-s).

At a first view, both headcount and shortfall operators share the same human-
itarian reasoning presented in the Weak Povertymin for s, but we can strengthen
the assumptions of the proposed formulation in order to distinguish them. We
will do this by restricting the preference relation: the conditions will conclude
now that one interpretation is strictly more preferred than another one (instead
of the relation of “at least as preferred”):

Strong Povertymin for s (SPM-s): Let E = {K1, . . . ,Kn}, d be a distance
measure and s ≥ 0. For all ω, ω′, if (1) there exists a position k ≤ n such that
d(ω′,Kk) > d(ω,Kk) and d(ω′,Kk) > s; (2) every position i that d(ω,Ki) > s

implies d(ω′,Ki) ≥ d(ω,Ki), then ω <d,ops

E ω′.
The same restriction is applied for (WAPA-s):

Strong Absolute Priority of those Above s (SAPA-s): Let E = {K1, . . . ,
Kn}, d be a distance measure and s ≥ 0. For all ω, ω′, if there exist j, k such
that (1) s ≥ d(ω,Kj) > d(ω′,Kj) ; (2) d(ω′,Kk) > d(ω,Kk) ≥ s; (3) for i �= j, k,
d(ω,Ki) = d(ω′,Ki), then ω <d,ops

E ω′.
We achieve the following result:

Corollary 2. If a Syncretic Assignment satisfies (SAPA-s), (SP) and (A),
then it satisfies (SPM-s).

We can now distinguish headcount and shortfall operators:

Theorem 10. Δd,shs
μ satisfies (SAPA-s), (SP), (A) and (SPM-s).

The result is not true for the headcount operator. This is explained by the fact
that the shortfall operator can distinguish two different interpretations above s,
while the headcount treats them equally.
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5 Conclusion

In this paper, we proposed to investigate another theory of distributive justice
called sufficientarianism. It is a prioritarian approach which is concerned with
alleviating the inequalities among groups of agents who have not reached a suffi-
cient condition. It is an alternative to the egalitarianism, where the inequalities
are remedied by giving absolute preference to the worst off agents in a group. The
sufficientarian claim considers not only one, but everyone in the group of the less
favored agents. It is important since it brings a more humanitarian approach to
the distributive justice. In the literature, these inequalities are calculated using
Poverty index measurement. We applied two of them: the headcount operator
and the shortfall operator.

A characterization of the principle of sufficientarianism was proposed for
the area of belief merging. Furthermore, we showed that sufficientarian merging
operators may satisfy additional logical postulates, e.g., the headcount operator
satisfies (WHP) and (WIBP).

A point of discussion in this work was about conditions for a humanitarian
distribution of justice. We found that the headcount operator is weaker than
shortfall with respect to a property called Povertymax, which is a humanitarian
alternative to the leximax principle. The shortfall operator establishes a strong
version of Povertymax.

As a future work, we plan to research on other poverty measures indexes.
There are in the literature important measures as Sen index, the Foster-Greer-
Thorbecke index, Gini index, Theil index, Lorenz curve, etc. [2,18]. A further
investigation into this issue is envisaged.

Another point which is argued by some authors against sufficientarianism is
the necessity of a threshold (e.g., the poverty line). It is possible to avoid this
fixed value and work with other parameters, as for example the mean of the
utilities (each interpretation would have its own mean value). The consequences
of this representation as well as its rationalization and intuition deserve more
attention and a deeper analysis.
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Abstract. In this paper we introduce a negotiation mediator in a multi-
agent context. When negotiation fails, a mediator can interact with the
parties, find out about their goals, ontologies, and arguments for and
against negotiation outcome, and suggest solutions based on previous
experience. An algorithmic schema to be instantiated with particular
argumentation, semantic alignment and case-base reasoning techniques
is presented. The proposal is neutral with respect to which particular
technique is selected. An example illustrates the approach that is framed
in the existing body of literature on argumentation and mediation.

1 Introduction

Achieving an agreement in disputes and deals is a process by which two or
more parties reach a mutually acceptable outcome. The focus of this work is in
consensual dispute resolution, where the parties themselves make the decision
about the process and the outcome. Among the consensual dispute resolution
processes, this work addresses mediation – the confidential process where an
independent and neutral third party assists the disputants to negotiate and
reach a decision about their dispute. Unlike arbitration or expert appraisal, the
mediator cannot impose a binding solution upon the parties.1 However, if the
parties do not reach a solution and a case goes to an arbitration, the documented
intermediate solutions and parties positions through the mediation process can
be provided in assistance to the arbitration process.

Through problem interpretation and reframing capabilities as well as through
various facilitation strategies and procedures, mediators are able to assist nego-
tiating parties to explore the negotiation issues in depth and reach acceptable
joint decisions, in many cases, among the best feasible solutions that benefit all
negotiating parties under the given circumstances. The long term goal of this
work targets the integrative “value creating” mediation strategies [31], which,
in addition to interest-based mediation, consider alternative approaches, where
the mediator and the parties involved go beyond the “zero sum” view, argu-
ing about the solutions, sometimes reconsidering the original problem in order

1 The Institute of Arbitrators and Mediators: http://www.iama.org.au/mediation.
htm.
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to create more potential solutions and, if possible, to expand resources under
negotiation. In line with the above, from the four categories of contemporary
mediation approaches - evaluative, facilitative (also known as interest-based),
transformative and narrative [23], we consider transformative (or deliberative)
mediation, where the mediator’s function is to persuade disputants to transform
their respective perceptions of and responses to the dispute or conflict [23]. The
motivation for this work is the transformative view, first expressed in [9], that
conflict is primarily related to human interaction rather than just conflict of
interests of self-interested individuals, aiming only at maximising their individ-
ual gain. In some sense, we view mediation as a process of creating value in
disputes in line with [28]. We are further motivated by the developments of the
cognitive negotiation theory, which focused on what negotiators are likely to do
rather than what they should do [44].

Through the process mediators have to remain neutral and to move parties
through various impasse-points in the negotiation. How to get to the “win-win”
solution or convince the parties to revisit their stance is the know-how that dis-
tinguishes a successful mediation process and a competent mediator. Designing
such evolving process is essential for designing a skilful computerised mediator. In
[40] we formulated the issues facing the development of an automated mediation
agent. The paper formulated the necessary and sufficient conditions for a media-
tion to take place and demonstrated the validity of those conditions on examples
from the area of international relations. The title of the paper — “Mediation =
Information Revelation + Analogical Reasoning” summarised, respectively, the
two intertwined sets of requirements towards computational automated media-
tor: (a) capabilities to seek and utilise relevant information, and (b) capabilities
to “think out of the box”, i.e. to approach the problem that has stalled negotia-
tion from a fresh perspective, if necessary, reframe it and present to negotiating
parties the new solution, possibly unseen by them when remaining within their
“original boxes”.

Subsequently, the authors have focused on the development of the computa-
tional ability to “think out of the box.”2 In Sect. 4 in [40] we have introduced a
high level view of the MediaThor mediating agent, which utilises past experiences
and information from negotiating parties to mediate disputes and change posi-
tions of negotiating parties. The realisation of MediaThor required the specifica-
tion of the mental models Mt of the agents at time t, introduced in [40] and the
mechanisms for aligning of/agreeing on the ontologies of the dispute they used.
The architecture of the mediator, presented in [2], implemented MediaThor’s
case-based reasoning (CBR) approach to mediation integrating analogical and
common sense reasoning, achieving both the ability to utilise experience with
cases in different domains and the ability to structurally transform the set of
issues of the dispute for a better solution. The above mentioned problem refram-
ing has been implemented as a combination of case-based reasoning and common
sense reasoning with structure mapping.

2 Not to be confused with the term “computational thinking” as introduced and dis-
cussed in [48].
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This paper continues the development of an automated mediation agent
within the ‘curious negotiator’ framework [39]. The automated mediator
MediaThor presented in [40] and [2] generates the solution and presents it to
the negotiating parties. Both works [2,40] are focused on solution construc-
tion aspects of mediation, based on the information revealed by the negotiating
agents, including their goals and reservations. An acceptable solution was con-
structed in a single CBR cycle. What if one of the negotiating agents does not
accept the solution proposed by the mediator and argues against it? What if
both agents argue against parts of the solution and the mediator has to support
the proposed solution with arguments relevant to the stance of each negotiator?
These questions, related to the dynamics of the mediation process, were beyond
the scope of both works [2,40]. They are the focus of the developments presented
in this paper.

The contribution of this paper includes the integral analysis of the inter-
play of mediation and argumentation and the development of a high-level com-
putational model of the transformative mediation process. Specifically, Sect. 3
presents five aspects of mediation, where structured argumentation offers means
for realising automated mediation process. These are the overarching five prin-
ciples for building an automated mediator, which uses argumentation through
the mediation process for extracting additional information about the position
of the negotiating agents, finding solutions and justifying them. The section then
presents the high level modifications of the formal models of negotiating agents
and the cases in the case base of the mediating agent, and the suitability of
bipolar argumentation frameworks. Sections 4 and 5 present a high level view
of the way a computational mediator can use argumentation and a case study
which demonstrates how that works.

2 Computational Mediators

Early work on computational mediation has recognised the role of the mediator
as a problem solver. The MEDIATOR [25,26] focused on case-based reasoning as
a single-step for finding a solution to a dispute resolution problem. The case-
based cycle of the MEDIATOR operated within a single domain. In the example
with the Israel-Egypt dispute, the similarity was sought within political disputes
that involved land and military force (see details in [26], p. 512). The selection
of the closest case was biased towards the similarity of the arguments thrown
in the dispute rather than the object of the dispute. The mediation process
was reduced to a one-step case-based inference, aimed at selecting an abstract
“mediation plan”. The work did not consider the value of the actual dialog with
the mediated parties.

Computational capabilities for problem restructuring in negotiation and
mediation has been investigated in [41] as means for manipulating mediated
parties in order to change their perceptions of the issues. The PERSUADER oper-
ated within the game theory paradigm, applied to labor management disputes.
It deployed mechanisms for problem restructuring that operated over the goals
and the relationships between the goals. It used means to manipulate the utility
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values of negotiating parties. To some extent this work is a precursor of another
game-theoretic approach to mediation, presented in [47] and the interest-based
negotiation approach in [32].

Manipulative mediation of human parties involved in dispute resolution has
been attempted in the area of decision support systems. The Family Winner [3]
treats the dispute resolution process as a series of “mutual trade-offs” aiming at
modifying the initial preferences of the parties in order to converge eventually to
a feasible and mutually acceptable solution. Further, this line of works considered
the incorporation of the notion of fairness in the mediation strategies [1].

MArCo is a theoretical framework, presented in [42], which stands aside of
the mainstream works on computational mediation. It recognises that the com-
putational system has to analyse the ongoing interaction and have the capability
to identify a conflict and to mediate it. It does not necessarily aim at achieving
conflict resolution per se. MArCo mediation framework is geared towards conflict
control strategy, which attempts to reduce the negative consequences of conflict,
rather than solely looking for a negotiation outcome that resolves the conflict.
The mediator is oriented towards facilitating group development, hence the goal
of the mediation is to suggest courses of action that provoke articulation and
reflection [42].

Notable is the recent series of publications about the computational medi-
ators AutoMed [13,14] and AniMed [29,30] for multi-issue bilateral negotiation
under time constraints. Common to this family of game-theoretic creatures is
that the solution space is known and that the mediator can offer either specific
complete instances out of this space (AutoMed) or incremental partial solutions
which are subsets of the solution set (AniMed). The later offers a better inter-
action interface. Similar to the mediator proposed in the ‘curious negotiator’
[39], both mediators monitor negotiations and intervene when there is a conflict
between negotiators.

One of the reasons why negotiation may end up in a need for mediation is
that in real settings information only about negotiation issues is not sufficient
to derive the outcome preferences [46]. An exploratory study [36] of a multi-
ple (three) issue negotiation setting suggest the need for developing integrative
(rather than position-based) negotiation processes which take into account infor-
mation about motivational orientation of negotiating parties. Incorporation of
information beyond negotiation issues has been the focus of a series of works
related to information-based agency [17,18,38] and the LOGIC framework [37].
These works are part of our broader series of works which consider the incorpora-
tion of information extracted from the illocutions of the negotiation dialogue as
well as information provided by external information mining agents in response
to a query from a negotiating agent. The research in value-focused thinking [24],
value-based argumentation frameworks [5], interest-based negotiation [33] and
interest-based reasoning [46] considers the treatment of information related to
the preferences of parties involved in negotiation and decision making, in addi-
tion to the concrete negotiable matter (aspect, issue). These are the fundamental
objectives, values, concerns, goals and desires, labeled as interests - any kind of
motivational information that leads to a preference [46].
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Before getting into the technical aspects, it is worth mentioning that the
award of the 2002 Nobel Peace Prize to Jimmy Carter recognises the role of suc-
cessful mediation in contemporary world.3 Distinct element of Jimmy Carter’s
mediation strategies is the intertwining of the settlement-centred strategies, in
which the mediator is highly manipulative in order to bring the parties to a
resolution, proposed by the mediator, and relationship-centred (transformative)
where the mediator assists parties in building mutual trust and understand-
ing, and developing mutually-acceptable solutions on their own. Both types of
mediation strategies involve elements of argumentation [35].

3 Unfolding Argumentation in the Mediation Process

Below we consider the aspects of mediation, where computational argumentation
offers means for realising computational mediation.

I. Mediation is a fluid and evolving process [23]. Argumentation offers the
machinery, which will enable the evolution of the process. It is very unlikely
that the mediator is an “oracle”, who knows the overall solution set at the
beginning of the process. The mediator constructs the alternative solution
sets with the help of the information extracted from the interaction with
the negotiating parties. In real world a solution may emerge as a result of
a change of the problem space. This is in fact what a skilful mediator does.
This implies that the mediator will need to convince negotiators that the
problem space needs to be and can be changed.

II. The mediator should be capable to justify (explain) its suggestions. Argu-
mentation offers such justification mechanism. The approach in media-
tion can be analogous to the approach developed in argumentation-based
machine learning [7], where an inductive learning algorithm is extended to
use part of the data to form explanatory arguments for the outputs.

III. The mediator should be capable to develop, adjust or extend an agreed ontol-
ogy. The agreed ontology, established at the beginning of the mediation
session, may evolve as a result of the mediation process. Argumentation
offers means to justify changes in the agreed ontology. The ontology is both
means in the mediation and argumentation process (it is essential in the

3 Though Jimmy Carter as a President launched a number of controversial weapons
programs, see “The Nobel Peace Prize 2002 - Presentation Speech.” [http://www.
nobelprize.org/nobel prizes/peace/laureates/2002/presentation-speech.html] for the
supportive argument about his contribution as a mediator. Whilst Jimmy Carter’s
mediation between Israel and Egypt (the Camp David Accords) is a well-known
classics, less known are his other numerous successes. For example, in 1994 his medi-
ation resulted in a four-month cease-fire agreement in Bosnia at the height of the
ethnic violence in the Balkans, and a pledge from all sides to resume peace talks,
which eventually led to a peace agreement between Croatia, Bosnia, and Serbia in
1995. In 2008, his mediation led to the re-establishment in 2009 of relations at the
level of charge d’affaires between Colombia and Ecuador.

http://www.nobelprize.org/nobel_prizes/peace/laureates/2002/presentation-speech.html
http://www.nobelprize.org/nobel_prizes/peace/laureates/2002/presentation-speech.html
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implementation of analogy in [40]) or can be the object of the argumenta-
tion when mediator develops the ontology on which both parties agreed, or
attempt to change it.

IV. The mediator should be capable to extract information (intelligence) and
use it in the mediation process. Such information comes from the mediation
process and from external sources. Argumentation can provide informa-
tion about the process, encoded in the arguments, and can trigger external
information queries.

V. The mediator should be capable to combine different argumentation systems.
Each of the negotiators, involved in the mediation process most likely will
have, loosely speaking, a collection of arguments in support of their position.
If mediation allows argumentation, then the mediator will need to combine
these argumentation systems in an argument that supports its proposed
solution.

We develop further the mediation approach, introduced in [40] and developed
further in [2]. In layman terms, the approach views the problem solving process
in mediation as a combination of analogous reasoning and information revela-
tion,4 and part of the mediator’s strategy is guiding the process of information
revelation. The framework assumes that negotiating agents α and β are willing
or are required to achieve a mutually beneficial agreement; that α and β are
seeking or will accept mediation; and a mediating agent μ is available, hence,
the set of agents involved is A = {α, β, μ}.

A mediator analyses the way negotiation parties have built their views on
the disputed issues [22], i.e. the sets of arguments or argumentation systems
that underpin their respective positions when negotiation stalled. This is in
accordance with the view that negotiation can be conceptualised as a problem-
solving enterprise in which mental models guide the behaviour of negotiating
parties [45]. The mental model5 Mt at time t, introduced in [40], denotes the
internal model (representation) of the agent of the problem about which it nego-
tiates. It represents the knowledge of an agent about a dispute, including the
arguments that support her stance Γ t; about the views of the other parties on
that dispute that the agent is aware and the expected outcomes. This knowl-
edge is internal to the agent and is being updated as the process progresses, so
t will go from t1 when the mediation starts to tn when the mediation ends. At
each time instant the ontology, goals and arguments may get modified due to
the interaction.6 We thus modify the mental model Mt presented in [2], and

4 The utilisation of information in negotiation is central to the ‘curious negotiator’
framework [39].

5 The term was introduced by Craik in [16] to label the models of reality that the
mind forms and uses to anticipate events; we follow the terminology introduced and
used in [2,40].

6 In a previous work [40] we introduced reservations as those constraints that an agent
requires the solution to satisfy. Here we will consider reservations as properties of the
solution that the agent is never giving up and thus simply consider them a special
kind of goal.
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include the agent’s set of arguments as Mt = {ot, Gt, Γ t}, where ot, Gt, Γ t

denote the agent’s ontology, goals, and set of arguments at time t, respectively.
We also extend the case-base format in [2], so that each case ci in the case base
is described by ci = {oi, Ai, Gi, Γ

t1
i , Γ tn

i , Si}, denoting respectively the finally
agreed ontology of the dispute, the participating agents, the (consistent) union
of their goals at time tn, their joint argumentation system at the beginning and
at the end of the mediation, and the final solution itself.

In this work we reuse Dung’s theory of argumentation7 [20], as it reduces
argumentation to a completely abstract system consisting of a set of “atomic”
arguments and (a set of) binary relation(s) over these. For example, such
an atomic argument can be represented in a rule-based fashion as a pair
{Antecedent, Consequent}, where Antecedent is a set of premises. Dung’s origi-
nal work [20] follows the majority of argumentation frameworks, which consider
only conflicts between arguments, represented by a single type of binary relation
— “attack”, “defeat”. In order to use argumentation, the mediator, will have to
create an acceptable (by both parties) sets of arguments for each proposed solu-
tion that it offers. The concept of acceptability is well explored and developed
in [20] in a setting abstracted from the nature of the arguments, and interaction
between the arguments limited to the “attack” relation. However, this limita-
tion on the relations is counter-intuitive to the way we operate. Indeed, a seres of
recent works from Cayrol and Lagasquie-Schiex [10–12] strongly argue in favour
of modeling bipolarity in argumentation, when the argumentation system sup-
ports both defeat and support relations. This distinction has been supported by
studies in cognitive psychology which have shown that the two kinds of prefer-
ences are completely independent and are processed separately in the mind [10].
For instance, it is not clear how an “attack”-based argumentation system will
help our mediator μ to handle a situation when negotiating agent α advances an
argument that confirms premises used by an argument provided earlier to μ by
negotiating agent β. We adapt and extend bipolar argumentation frameworks,
developed by Cayrol and Lagasquie-Schiex [10–12] as they reuse the principles,
properties and algorithms of Dung’s framework. We also consider mechanisms
for building a “common” argumentation system acceptable to both α and β and
mechanisms for merging argumentation frameworks as discussed in [15].

Every argument coming from α and β is a piece of information available to
the mediator μ. Dubois and Prade’s analysis of bipolarity of information for the
needs of knowledge representation [19] supports the need for separate treatment
of support relation, so that μ can assess such piece of information as a positive
or negative with respect to another argument.

Definition 1. An Argumentation System AS = 〈A,R〉 is defined by a set of
arguments A = {ai|i ∈ N+} and a set of binary relations between arguments
R = {rk}k∈K where rk = {(ai, aj)|ai ∈ A, aj ∈ A, i, j ∈ N+}.

7 For a broader and detailed overview of the state-of-the-art in argumentation the
reader is referred to the editorial [4] to the special issue on argumentation of the
Artificial Intelligence journal and to the recent collection of chapters [34].



446 C. Sierra et al.

For Dung’s framework R = {attack}; for bipolar argumentation frameworks R =
{attack; support}. We recall the three postulates for the automated mediator,
formulated in [40]:

Postulate 1. An automated mediator μ should start interaction with extracting
information about the position of the parties on the negotiation;

This information is formulated as a collection of arguments A ⊂ Γ t.

Postulate 2. An automated mediator μ should develop an independent “grand
view” of the problem, which is more comprehensive than the individual views of
α and β;

Postulate 3. An automated mediator μ should operate from the initial stance
that α and β are willing to achieve a mutually beneficial agreement and will
accept mediation by μ.

In this paper we have committed to deliberative mediation, hence, we add
the following postulate for the automated mediator.

Postulate 4. An automated mediator μ should be capable of developing an argu-
mentation system ASt

μ supporting the proposed solution, which is acceptable
under agreed semantics by α and β.

For instance, this may be achieved by the incorporation of the argumentation
systems ASt

α and ASt
β in line with the ways proposed in [15], or with the ArgMed

algorithm, presented in next section.

4 The Argumentative Mediator - Integrating CBR
and Argumentation

In this section we present in layman terms how the mediator can use argumen-
tation. At t1 the mediator μ requests α and β for their respective ontologies of
the dispute ot1

α and ot1
β . If ot1

α and ot1
β are not the same, μ aligns these ontolo-

gies through argumentation8 with α and β into the agreed ontology ot1
μ . This

step can adapt the methodology of the DILIGENT argumentation process in
ontology engineering [43] and elements of the argumentation based approaches
for ontology alignments presented in [6,27]. Further, μ provides to α and β the
agreed ot1

μ . The mediator μ requests the goals Gt1
α and Gt1

β from α and β in terms
of the working ontology ot1

μ . If Gt1
α and Gt1

β do not conflict, then St1 = Gt1
α ∪Gt1

β .
If there is a conflict then μ requests the argumentation systems that agents want
to make public at time t1, ASt1

α = 〈Aα,Rα〉, such that Aα ⊆ At1
α , Rα ⊆ Rt1

α

and ASt1
β = 〈Aβ ,Rβ〉, such that Aβ ⊆ At1

β , Rβ ⊆ Rt1
β , and merges them into

ASt1
μ . Next the mediator queries the CBR system. The query includes structural

and semantic compositions of ot1
μ , Gt1

α , Gt1
β , and ASt1

μ , with capability to retrieve

8 See [21] for a compact overview of the area.
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cases analogous to the current conflict/dispute and not necessarily in the same
problem domain. If the solution is not accepted by the parties the process iter-
ates until a solution is accepted or no progress can be made. During the process
agents α and β update their mental models.

Algorithm 1. ArgMed

Require: A = {α, β} the set of agents
Ensure: S a solution to the conflict
1: t = t0
2: St = ∅
3: repeat
4: t = t + 1
5: get ot′

α {ot′
α � ot

α if t′ ≤ t}
6: get ot′

β {ot′
β � ot

β if t′ ≤ t}
7: ot

μ = agree(ot
α, ot

β) {via [6, 27, 43]}
8: send ot

μ to α and β
9: Gt

α = get(α, Gt
α|ot

µ
) {goals aligned to ot

μ}
10: Gt

β = get(β, Gt
β |ot

µ
) {goals aligned to ot

μ}
11: if conflict(Gt

α, Gt
β) then

12: get ASt
α

13: get ASt
β

14: ASt
μ = merge(ASt

α, ASt
β)

15: St = Adapt(CBR(ot
μ, Gt

α, Gt
β , ASt

μ))
16: else
17: St = Gt

α ∪ Gt
β

18: end if
19: until accept({α, β}, St) or St = St−1 {repeat until the agents agree or there is no

progress}
20: if accept({α, β}, St) then
21: memorise(ot

μ, {α, β}, Gt
α ∪ Gt

β , ASt1
μ , ASt

μ, St)
22: return St

23: else
24: return ∅
25: end if

The solution sets in the case base can include two types of solutions - those
that are directly applicable and those that require reframing of the problem.
For example, in the case of resource disputes, the equal division of the resource
between the disputing parties is a directly applicable solution. Reconsideration
of the resource, as a collection of different structural parts, can lead to splitting
the resource in different sets of its parts. This is restructuring of the problem;
the solution in this case is offering different sets to the disputing parties.

5 Case Study: The Orange Dispute Revisited

We show the interplay of argumentation and case-based reasoning in the medi-
ation process following an extended version of the Orange Dispute, introduced
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in [25] and considered in [40]. Two sisters need an orange each and there is one
orange left, hence, they negotiate. The sisters are the negotiation agents α and
β. Negotiation stalled at t1 and the mediating agent μ intervenes, following the
ArgMed procedure of previous section. In order to show the approach we extend
the formulation of the orange dispute scenario with additional facts, that con-
tribute to the rationale about why each sister wanted the orange — the set of
arguments which each sister has, some of which or all can be used in support of
having the orange, namely:

– α is expecting a business visitor to come for an afternoon tea. α plans to
prepare an orange chiffon cake, as its interesting history9 can be a good
conversation starter. The recipe requires both orange zest and orange juice.
She plans to serve it with a Calvados cocktail, which also requires orange
juice. As the orange is a large one, α believes the juice of the orange will be
sufficient for both.

– β has a flu. She wants to immediately start treatment as her timely recovery
is critical due to forthcoming performance on stage over the weekend. She
follows treatment with natural remedies, so she plans to take orange juice for
the high concentration of vitamin C.

We represent the narrative in terms of propositions that constitute the argu-
mentation knowledge bases Γ tx

α and Γ tx
β which are part of the mental models

Mtx
α and Mtx

β of α and β, respectively, for t1 ≤ tx ≤ tn. We denote by ai, bi

and mi the propositional symbols representing the facts in Γ tx
α , Γ tx

α and Γ tx
μ .

The sets of arguments Γ t1
α and Γ t1

β are shown in Tables 1 and 2.

Table 1. The set of arguments Γ t1
α that α has at t1

a1 = α plans to impress the business visitor

a2 = α’s selection of a cake with interesting history is part of the plan

a3 = α’s selection of the accompanying drink with interesting history is part of the plan

a4 = the orange chiffon cake has an interesting history, dating back to 1927

a5 = Calvados has an interesting history, dating back to Napoleonic times

a6 = accompanying drink matches selected cake

a7 = the recipe of the orange chiffon cake requires orange zest and juice

a8 = the recipe of the Calvados cocktail requires orange juice

a9 = one large orange is sufficient for both the cake and the cocktail

a10 = α knows the visitor likes citruses and citrus flavour

a11 = α respects her sister β commitment to performances

a12 = α needs an orange

9 Harry Baker (1883–1974), a Los Angeles insurance agent turned caterer, is said to
have invented the original chiffon cake in 1927. Baker kept the recipe secret for 20
years, baking the popular creation for the Hollywood elite. Finally, in 1947, he sold
the recipe to Betty Crocker’s parent company, General Mills, which released it to
the public in 1948, naming it “the first really new cake in 100 years”.
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Table 2. The set of arguments Γ t1
β that β has at t1

b1 = β plans immediately to take measures against the flu to restore her health

b2 = β needs timely recovery

b3 = β aims to be ready for the performance over the weekend

b4 = orange juice is an excellent natural source of vitamin C

b5 = β prefers treatment with natural remedies

b6 = β likes cakes with orange flavour

b7 = β needs the juice of an orange

Step t1: When negotiation between α and β stalled at t1, the mediator μ, fol-
lowing the ArgMed procedure, requests from α and β their respective ontolo-
gies of the dispute ot1

α and ot1
β . In this case ot1

μ is a replica of either of ot1
α

and ot1
β , as they are aligned, representing orange as a dividable resource with

peel, pulp and juice, as shown in [40]. The mediator μ received from α and β
their goals Gt1

α = {a12 − need a full orange; a1 − impress a business visitor} and
Gt1

β = {b7−need the juice of a full orange; b2−need timely recovery}. The work-
ing ontology ot1

μ recognises the divisibility of the orange, hence the conflict in the
two goals is in the requirement for the orange juice. As conflict(Gt1

α , Gt1
β ) = True,

μ requests the argumentation systems ASt1
α and ASt1

β .
The argumentation systems are described in terms of support and attack

relations: R = {rk}k∈{supp,att}.

ASt1
α = 〈At1

α ,Rt1
α 〉 = 〈{a1, a3, a5, ..., a10, a12}, rsupp = {(a6, a9), (a5, a3), (a3, a1),

(a10, a12), (a8, a9), (a9, a12), (a12, a1)}〉
ASt1

β = 〈At1
β ,Rt1

β 〉 = 〈{b1, ..., b5, b7}, rsupp = {(b1, b3), (b2, b3), (b3, b7), (b4, b7),
(b5, b7), (b7, b2)}〉

The operator merge(ASt1
α , ASt1

β ) returns the merged argumentation system
ASt1

μ , in which μ finds out that argument b7 attacks both a7 and a8. Argu-
ments b7 and a12 mutually attack each other as shown in Fig. 1a. This means
St= ∅, which result triggers the case base retrieval and case adaptation operator

Fig. 1. The merged argumentation system ASt1
μ before (a) and after (b) the application

of the case adaptation operator Adapt(CBR(·)) in t1.
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Adapt(CBR(ot1
μ , Gt1

α , Gt1
β , ASt1

μ )) of μ. As a result of this operation, μ adds to
ASt1

μ two new arguments: m1 = the recipe of the almond pound cake with orange
glaze requires only orange zest and m2 = the recipe of limoncello does not require
orange juice, which both support a1, and attack a12 as shown in Fig. 1b. μ returns
to α and β the following solution St1 = {m1,m2, b7, b2, a1}.

Step t2: The operator accept({α, β}, St1) = false, meaning that St1 has not
been accepted, triggers the beginning of the next step. During this step α uses
argumentation to inform μ that m1 does not have an interesting history. There
are no changes in the agreed ontology: ot2

μ = ot1
μ . The mediator μ receives from α

and β their revised goals Gt2
α = Gt1

α ∪{a2} and Gt2
β = Gt1

β , and the updated argu-
mentation systems ASt2

α = 〈At1
α ∪{a2,m1,m2},Rt1

α ∪{{rsupp = (a2, a1)}, {ratt =
(a2,m1), (a2,m1)}}〉 and ASt2

β = ASt1
β . The operator merge(ASt2

α , ASt2
β ) returns

the merged argumentation system ASt2
μ , shown in Fig. 2a, in which μ finds out

that its suggestion m1 and m2 is attacked by a2, which in turn supports a1.
This results in St

1= ∅, which triggers the case base retrieval and case adaptation
operator Adapt(CBR(ot2

μ , Gt2
α , Gt2

β , ASt2
μ )) of μ. As a result of this operation, μ

replaces m1 and m2 in ASt2
μ with two new arguments: m3 = the recipe of the

orange Santiago tart requires only zest and has an interesting history and m4 =
crema de limoncello does not require orange juice, which both support a1 and a2,
and attack a12 as shown in Fig. 2b. μ returns to α and β the following solution
St2 = {m3,m4, b7, b2, a1, a2}.

The proposed solution St2 satisfies the goals Gt2
α and Gt2

β of α and β, and
accept({α, β}, St2) = True. Consequently, the operator memorise(ot2

μ , {α, β},

Gt2
α ∪ Gt2

β , ASt1
μ , ASt2

μ , St2) updates the case base of μ and this concludes the
execution of ArgMed.

Fig. 2. The merged argumentation system ASt1
μ before (a) and after (b) the application

of the case adaptation operator Adapt(CBR(·)) in t2.

6 Conclusions

In this paper we have proposed a negotiation mediator, which builds on and
develops further the work presented in [2,40]. The mediator μ in [40] demon-
strated the problem reframing capabilities and the case-based reasoning app-
roach to implementing such capabilities [2]. These works assumed that α and
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β provided all the information, requested by μ, and accepted the solutions pro-
vided by μ. Whilst both assumptions served the purpose of the work developed
in [2,40], it is unlikely that these assumptions will hold in a majority of real
world problems, which require mediation. The work presented in this paper
demonstrates the next step towards the development of mediation agents, which
can utilise argumentation in the mediation process. The proposed mediator fol-
lows an algorithmic schema to be instantiated with particular argumentation
semantic alignment and CBR techniques. Similar to [40], the case study uses the
popular Orange Dispute problem, extending the information about the reasons
for the position of each party involved. This information is then utilised by the
mediator in the subsequent cycles. The proposal is neutral with respect to which
particular technique is selected.

The interplay between argumentation and the mediation process, presented
in Sect. 3, has not discussed the time dependency of arguments. Arguments, for
instance those related to specific legislation, may be valid until a new legislation
is put in place and then become invalid. Capturing the time dependency of
arguments and argumentation systems will require extensions of argumentation
frameworks, like the ones proposed in [8], and modification of the description
of each case ci in the case base, the case-based reasoning cycle CBR(·) and the
Adapt(CBR(·)) operator.
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Abstract. Coalition formation is studied in a setting where agents take
part to a group decision-making scenario and where their preferences
are expressed via weighted propositional logic, in particular by consid-
ering formulas consisting of conjunctions of literals only. Interactions
among agents are constrained by an underlying social environment and
each agent is associated with a specific social factor determining to which
extent s/he prefers staying in a coalition with other agents. In particular,
the utilities of the agents depend not only on their absolute preferences
but also on the number of “neighbors” occurring with them in the coali-
tion that emerged. Within this setting, the computational complexity of
a number of relevant reasoning problems is studied, by charting a clear
picture of the intrinsic difficulty of finding “agreements” in such social
environments. Some restrictions leading to identify classes of tractable
instances are discussed, too.

1 Introduction

Understanding how global behavior emerges from local interactions among indi-
viduals is a well-established topic of research in a number of different areas,
including economics, finance, epidemiology, social psychology, and political sci-
ence (see, e.g., [16]). Formally, this problem is often modeled and studied by
assuming that a set of individuals/agents is given, each of them expressing some
preferences over a set of possible alternatives, and by considering the question of
how these preferences can be amalgamated in order to end up with some socially
desirable outcome (see, e.g., [5,9,30]). In the paper, we specialize the problem
to a setting where interactions among agents are constrained by an underlying
social environment, which is modeled as an interaction graph whose nodes are
the given agents and whose edges encode whether two agents (i.e., the endpoints
of the edge) are influenced by each other. Accordingly, in this setting, the utility
of the agents depend not only of their absolute preferences on the possible alter-
natives, but also on the number of neighbors agreeing with them. In particular,
we assume that, in order to obtain higher worth than by staying all together,
agents can group into coalitions (see, e.g., [19,32] and the references therein)
each one selecting a possibly different alternative. Therefore, the utility of each
agent actually depends on the neighbors occurring in the same coalition.
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In order to encode the preferences of the agents with a compact representation
language [20,22,29,35], we consider weighted propositional logic [15]. Following
earlier group decision-making studies based on this logic (e.g., [28,34]), it is
assumed that each individual expresses her preferences as a set of propositional
formulas associated with numerical values. Given an interpretation σ assigning a
truth value to each variable, the utility of the individual is defined as the sum of
the values associated with the formulas satisfied by σ [15,34]. Actually, we depart
from earlier approaches by considering formulas that consist of conjunctions
of literals, only. Indeed, we show via a number of exemplifications that this
language is powerful enough to model real-world application domains, while
being conceptually simple and easy to manipulate.

The basic utilities associated with the agents will be then adjusted by consid-
ering the influence of the other agents. In particular, each agent will be associated
with a specific social factor determining to which extent s/he prefers staying in a
coalition with other agents. In fact, we model conformist agents which would like
to stay with as many agents as possible. So, a tension will emerge between the
number of agents staying together in the given coalition and the utility derived
by the alternative on which such agents can agree. The paper studies the com-
putational complexity of dealing with this tension, by conducting an analysis
that is parametric w.r.t. the underlying semantics for aggregating the utilities
of the agents belonging to the same coalition. On the one hand, the utilitarian
semantics is considered, where the collective utility of a coalition is the sum
of the utilities of the individuals, called the utilitarian social welfare. On the
other hand, an egalitarian perspective is also considered. In fact, in a number
of application domains, a “fair” approach would be more appropriate with the
goal being to maximize the egalitarian social welfare, that is, the satisfaction of
the least satisfied agent (see, e.g., [3,8]).

Organization. The rest of the paper is organized as follows. The setting to
model social environments is discussed in Sect. 2 and some exemplifications are
illustrated in Sect. 3. The computational complexity of a number of relevant
reasoning problems arising in the framework are discussed in Sect. 4. Moving
from the observation that in general such problems emerge to be intractable,
some restrictions leading to identify classes of tractable instances are discussed
in Sect. 5. A few final remarks are eventually illustrated in Sect. 6.

2 Formal Framework

In this section, we formalize a framework where rational agents can group into
coalitions in order to find better agreements on the decision that has to be
taken. In particular, the coalition formation process will be guided by constraints
imposed by the topology of an underlying interaction graph, which is meant to
encode the social influence phenomena occurring in a social environment.
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2.1 Agents and Utility Functions

Throughout the paper, we assume that a universe V of propositional variables
is given. An interpretation σ : W → {true, false} over W ⊆ V is a function
assigning a Boolean value to each variable in W. We denote by I(W) the set
of all interpretations that are defined over W. Intuitively, each propositional
variable X ∈ V is meant to encode some specific alternative that is provided to
the agents and on which they have to express their own preferences, so that its
truth value w.r.t. an interpretation σ denotes whether or not the given alternative
is selected, based on whether σ(X) = true or σ(X) = false, respectively.

In more detail, we consider a framework where a set A = {A1, . . . , An} of
agents is given. Each agent Ai ∈ A is a associated with a domain dom(Ai) of
propositional variables taken from V and with a utility function ui : I(W) → Q

mapping any interpretation σ ∈ I(W) to the rational number ui(σ). With a slight
abuse of notation, we denote the domain of the set A as dom(A) =

⋃n
i=1 dom(Ai).

Example 1. Let us consider a very simple setting where two friends, say A1 and
A2, have to express their preferences about the possibility of going to the cinema
or to stay at home. We model the scenario with a propositional variable C, so
that the interpretation σcinema (resp., σhome) where C is mapped to true (resp.,
false) means that the agent goes to the cinema (resp., remains at home).

If A1 prefers the cinema while A2 would like to stay at home, then we can
assume that the agents are equipped with the functions u1 and u2 such that:
u1(σcinema) = u2(σhome) = 1 and u1(σhome) = u2(σcinema) = 0. �

Note that, in the above example, the maximum and minimum values of the
utility functions are 1 and 0, respectively. This is not by chance, as we can
always rescale the utility functions of the agents from a given set A, in a way
that they become normalized, formally, such that maxσ∈I(dom(Ai)) ui(σ) = 1 and
minσ∈I(dom(Ai)) ui(σ) = 0, for each agent Ai ∈ A (see, e.g., [20,28]). Unless stated
otherwise, all agents are hereinafter assumed to be normalized.

2.2 Social Environments

The goal of the paper is to study the process of amalgamating the preferences of
the agents in settings where they interact in a given social environment. In par-
ticular, by following a standard modeling perspective in the literature, a social
environment is modeled as a network IG(A) = (A, E), which we call the interac-
tion graph of A, whose nodes correspond to the agents and whose edges encode
their social interconnections which give rise to influence phenomena. The role of
the interaction graph is to prescribe which agents can directly communicate with
each other, by exchanging opinions and beliefs, and which coalitions of agents
are allowed to form. Intuitively, coalitions are groups of agents among which
some agreement on the possible alternatives can be find more easily.

In fact, for reasons that might range from physical limitations and constraints
to legal banishments, certain agents might not be allowed to form coalitions with
certain others (see, e.g., [13], and the references therein). Accordingly, a coalition
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C ⊆ A of agents will be said to be legal if the subgraph of IG(A) induced over
the nodes in C is connected.

Example 2. Consider again the setting of Example 1, by assuming that another
agent, say A3, joins the group. Assume that u3 = u1, that is, A3 prefers to go
to the cinema. Assume that the interactions among the agents are formalized
via the interaction graph ({A1, A2, A3}, E) where E = {{A1, A2}, {A2, A3}}. In
this context, A1 and A3 are not related to each other, and hence they are not
allowed to form a coalition. This means that, based on their preferences, a natural
outcome would be that A1 and A3 both go to the cinema, but independently on
each other (e.g., looking for a different film). �

Now, while taking part to the coalition formation process, agents can be
influenced by their “social” relationships, in that their own utility functions can
be affected by the number of neighbors belonging to the coalitions they belong to.
To define this influence, we first define the concept of neighborhood w.r.t. the
underlying interaction graph. So, for each legal coalition C ⊆ A and agent
Ai ∈ C, we define the neighbors of Ai that occur in C as the set neigh(Ai, C)
of all agents Aj ∈ C such that there is an edge connecting Ai and Aj in IG(A).

Belonging to a social environment, it makes sense to assume that the utilities
of the agents depend not only of their absolute preferences but also on the num-
ber of neighbors occurring with them in the coalition that emerged. Accordingly,
each agent Ai ∈ A is also implicitly associated with a rational number αi with
0 ≤ αi ≤ 1, which we call the social attitude of Ai.

In particular, for each interpretation σ over a superset of dom(C), we define
the following “adjusted” utility (indeed depending on C):

ûi(σ,C) = αi × |neigh(Ai, C)|
|neigh(Ai,A)| + (1 − αi) × ui(σ).

Note that an agent Ai with αi = 0 does not care of the agents belonging
to the given coalition. Instead, with αi = 1, the agent would like to stay as
much as possible together with all the neighbors in the interaction graph, by
completely getting rid of the original utility function. Note that this approach
is suited to model social agents that are “conformist” in their behavior, and
it is fully consistent with traditional studies on opinion formation and diffu-
sion in social environments based on influence models, such as the cascade, the
tipping/threshold, and the homophilic models. Extending the analysis to “dis-
senter” agents, whose adjusted utility does not monotonically increase with the
number of neighbors in the coalition, is an interesting avenue of further research.

Example 3. Let us continue our discussion about the running example over the
set A = {A1, A2, A3} of agents. Consider a setting where α1 = α3 = 0 while
α2 = 1. In this case, agents A1 and A3 still act by maximizing their own internal
preferences and, hence, they would like to go to the cinema. However, agent
A2 now completely overrides the original attitude to stay at home, with the
attitude to join other agents. Then, given the interaction graph of Example 2
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where neigh(A2,A) = {A1, A3}, there are four possible coalitions for A2, such
that, no matter of the given interpretation σ:

– Ci = {A2}, with û2(σ,Ci) = |neigh(A2,Ci)|
|neigh(A2,A)| = 0

2 = 0;
– Cii = {A1, A2}, with û2(σ,Ci) = 1

2 ;
– Ciii = {A2, A3}, with û2(σ,Ciii) = 1

2 ;
– Civ = {A1, A2, A3}, with û2(σ,Civ) = 2

2 = 1.

In particular, note that for A2 it is convenient to form a coalition with A1

and A3. This time, A2 can act as a bridge between such agents, and therefore it
is natural to expect that they go to the cinema all together. �

2.3 Goals in the Aggregation Process

The final ingredient of the formalization is to define the objective functions that
we would like to optimize for modeling the agreement process among the agents.
To this end, we consider two classical approaches discussed in the literature, that
is, the utilitarian and the egalitarian social welfare. In the former case we just
look for maximizing the sum of the adjusted utilities, while in the latter a fair
approach is considered where we maximize the utility of the least satisfied agent.
More formally, for any given interpretation σ and coalition C, we will consider:

– the utilitarian social welfare, denoted by ut, where the utilities of the various
agents are summed; hence, we define ut(σ,C) =

∑
Ai∈C ûi(σ,C);

– the egalitarian social welfare, denoted by eg, where we take care of the least
satisfied agent; hence, we define eg(σ,C) = minAi∈C ûi(σ,C).

Based on the above notions, we then say that an interpretation σ is ut-
optimal for C if it has the maximum utilitarian social welfare ut(σ,C) over
all interpretations. The set of all ut-optimal interpretations is denoted by ut-
Opt(C), and their utilitarian social welfare is denoted by ut-Val(C). Similarly,
σ is eg-optimal for C if it has the maximum egalitarian social welfare eg(σ,C)
over all interpretations. The set of all eg-optimal interpretations is denoted by
eg-Opt(C), and their utilitarian social welfare is denoted by eg-Val(C).

Example 4. Consider again the setting discussed in Example 3. For the coalition
Ci = {A2}, it is immediate to check that both σcinema and σhome are (trivially)
optimal interpretations, with respect to both the utilitarian and the egalitar-
ian social welfare. Indeed, note that we just have ut(σ,Ci) = eg(σ,Ci) =
ûi(σ,Ci) = 0, no matter of the given interpretation σ. Consider instead the
coalition Civ. In this case, for the interpretation σcinema, we have:

ut(σcinema, Civ) =
3∑

i=1

ûi(σcinema, Civ) = 1 + 1 + 1; and eg(σcinema, Civ) = 1;

whereas for the interpretation σhome we have:

ut(σhome, C
iv) =

3∑

i=1

ûi(σhome, C
iv) = 0 + 1 + 0 and eg(σhome, C

iv) = 0.
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Therefore, it is immediate to check that σcinema is optimal with respect
to both the utilitarian and the egalitarian social welfare, as we have already
informally argued in Example 3. �

In fact, in many practical real-world scenarios, one might want to study
settings where agents can form a coalition structure, i.e., where they can partition
themselves into a set Π of disjoint coalitions such that

⋃
C∈Π C = A.

Assessing which coalition structure might emerge in a given scenario is a fun-
damental problem in the study of multi-agent systems, which attracted much
research in earlier literature (see, e.g., [19,32]). In particular, we are interested in
those coalition structures Π that are optimal w.r.t. the utilitarian and the egali-
tarian social welfare, i.e., such that the values ut-Val(Π) =

∑
C∈Π ut-Val(C)

and eg-Val(Π) = minC∈Π eg-Val(C), respectively, are maximized over all
possible coalition structures.

Example 5. Recall by Example 4 that ut(σcinema,A) = 3 and eg(σcinema,A) =
1—indeed, just observe that Civ = A. Now, rather than assuming that all agents
would like to stay all together, we assume that they form the coalition structure
Π = {{A1}, {A2}, {A3}}, i.e., each agent stays alone in Π. In this extreme case,
we would have ut-Val(Π) = 2, since we have already observed that the adjusted
utility of agent A2 is 0, by staying alone. Hence, we have eg-Val(Π) = 0.

Eventually, the coalition structure where all agents stay together can be
preferred to Π and it can be checked that such structure is the optimal coalition
structure w.r.t. the utilitarian social welfare and the egalitarian social welfare. �

In the above example, it emerged that it is convenient for the agents to stay
all together. However, this is not in general the case, even when agents have
some social attitude. An exemplification is discussed below.

Example 6. Let us go back to Example 1, where only agents A1 and A2 have
been introduced. Recall that A1 wants to go to the cinema, while A2 wants to
stay at home. By considering the social factors α1 and α2 (w.l.o.g., α1 ≤ α2),
and by assuming that the agents are connected in the interaction graph, we get:

– ut-Val({{A1}, {A2}}) = α1
2 + (1 − α1) + α2

2 + (1 − α2);
– ut-Val({{A1, A2}}) = α1 + (1 − α1) + α2.

In particular, note that when staying all together, since α1 ≤ α2, the maximum
welfare is obtained if agents go to the cinema, so the adjusted utility of A1 is 1
(resp., of A2 is 0). It is immediate to check that, whenever α2 < 1

2 , the optimal
coalition structure is {{A1}, {A2}}, where the two agents stay alone. �

3 Further Exemplifications

In this section, we exemplify further possible applications of the general frame-
work we have introduced for reasoning about social environments.
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3.1 Voting and Influence Phenomena

Consider a scenario where a set A = {A1, A2, A3} of agents have to decide
whether they will vote for the Democratic Party. The agents are all friends of
each other, so that the interaction graph IG(A) is a clique defined over them.

We consider two propositional variables: D and V . The latter is meant to
encode whether the agent will vote (i.e., does not abstain), while the former
is meant to encode whether the vote actually expressed is for the Democratic
Party. Of course, it is meaningless to consider the interpretation σ∗ where D
is true and V is false. This is a kind of hard constraint, which can be easily
encoded in our framework by assuming that ui(σ∗) = 0, for each Ai ∈ A.

Now, agents A1 and A2 are strongly inclined to abstain, so that u1(σ) =
u2(σ) = 1, for the interpretation σ with σ(V ) = σ(D) = false. Moreover, they
do not have any specific political preference, so that u1(σ) = u2(σ) = 1

2 hold, for
each other interpretation. On the other hand, agent A3 is a Democrat, so that
u3(σ) = 1 if, and only if, σ(V ) = σ(D) = true—with all other interpretations
being mapped to the value 0.

Concerning the social factors, assume for the moment that α1 = α2 = α3 = 0,
so that ûi = ui, for each Ai ∈ A, and let us consider the support over all the
agents for the interpretation σdem such that σdem(D) = σdem(V ) = true. It
is immediate to check that ut(σdem ,A) = 1

2 + 1
2 + 1, while eg(σdem ,A) = 1

2 .
Instead, for the interpretation σ with σ(V ) = σ(D) = false, we would have
ut(σ,A) = 1+1+0, while eg(σ,A) = 0. This means that such an interpretation,
where both A1 and A2 abstain, will be optimal with respect to the social welfare
for A. However, this is not optimal when considering the optimization of the
egalitarian social welfare, since for A3 it is definitively more desirable to vote for
the Democratic Party—formally, we can check that σdem is eg-optimal for A.

Finally, consider the scenario where α3 = 0 whereas α1 = α2 = ᾱ is a fixed
value strictly greater than 0. In this case, we have û1(σdem ,A) = û2(σdem ,A) =
ᾱ + (1 − ᾱ) × 1

2 , so that ut(σdem ,A) = 2 + ᾱ, while eg(σdem ,A) = 1+ᾱ
2 . As

above, consider then the interpretation σ with σ(V ) = σ(D) = false and note
that we would have ut(σ,A) = 1 + 1 + 0, while eg(σ,A) = 0. Hence, such an
interpretation is no longer ut-optimal for A, since ut(σ,A) = 2 < 2 + ᾱ =
ut(σdem ,A). In particular, in this case, the interpretation σdem is not only eg-
optimal for A, but ut-optimal for A, too.

3.2 Influence in Large Networks

The proliferation of social networking services, such as FaceBook and Twitter,
created novel and highly-dynamic forms of techno-social ecosystems where agents
are deeply influenced by their social relationships. In a contest of this kind,
consider an agent A1 ∈ A = {A1, . . . , An+1} and an interpretation σ̄ such that
u1(σ̄) = 0—that is, σ̄ is definitively the worse possible interpretation for A1,
whenever the agent does not take part to a group decision process. On the other
hand, assume that all agents Ai ∈ A\{A1} are such that ui(σ̄) = 1. Therefore, we
immediately have that eg(σ̄,A) = 0 and that ut(σ̄,A) = α1 + n. In particular,
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note that the adjusted utility function for A1 when grouping all agents in A is
such that û1(σ) = α1, which is greater than u1(σ̄) provided α1 > 0.

At the extreme opposite of being all together, consider the coalition struc-
ture Π where each agent stays alone. In this case, each agent Aj ∈ A can select
the best possible individual interpretation (whose value is 1, as we are consid-
ering normalized agents), then getting 1 − αj as the resulting adjusted utility.
Therefore, by looking at the sum of the utilities of the agents, we get the overall
value ut-Val(Π) =

∑n+1
j=1 (1 − αj), so that being in isolation, whenever σ̄ is

selected, is convenient only if:
∑n+1

j=1 (1 − αj) > α1 + n. For instance, assuming
that αj = α > 0, for each Aj ∈ A, we get that the above inequality reduces to
asking that n < 1

α − 2. That is, for every sufficiently large value of n, provided
that A1 has some social attitude, it is never convenient to form the coalition
structure Π where each agent stays alone. In fact, for a sufficiently large value
of n, it can be checked that staying all together in the coalition A is optimal
w.r.t. the utilitarian and the egalitarian social welfare.

4 Complexity Analysis

Now that we have entirely formalized the framework for reasoning about social
environments, we move to analyzing the amount of computational resources that
are intrinsically needed to reason about it. To this end, we consider the standard
concepts taken from complexity theory, and we stress that such analysis is helpful
to identify those questions that are likely to be efficiently answerable even over
large environment and those are intrinsically intractable, formally NP-hard.

4.1 Computational Setting and Problems of Interest

In order to formalize the reasoning problems that will be analyzed, it is sen-
sible to first discuss the specific encoding mechanisms we adopt to define the
utility functions of the agents. By following well-known logic-based encoding
approaches [15,28,34], we assume to this end that each agent Ai ∈ A is trans-
parently viewed as a finite set of pairs 〈ϕ,w〉, called weighted formulas, where
ϕ is a cube, i.e., a formula built by using the Boolean connectives ∧ and ¬, and
where w ∈ Q is a rational number. Eventually, for any given interpretation σ,
the utility ui(σ) is defined as the sum of all values w for the pairs 〈ϕ,w〉 ∈ Ai

such that σ satisfies ϕ, shortly denoted as σ |= ϕ. Hence, Ai is just encoded by
its associated underlying weighted formulas.

Example 7. For the running example discussed in Sect. 2, the utility function
of agents A1 and A2 can be modeled by the set of weighted formulas {〈C, 1〉},
where the cube just consists of the propositional variable C meant to encode
that the agents get 1 as their utility whenever the go to the cinema. Moreover,
we have A3 = {〈¬C, 1〉}, which encodes that A3 would like to stay at home.

For the example discussed in Sect. 3.1, instead, the utility functions of agents
A1 and A2 can be modeled by the set {〈¬D ∧ ¬V, 1〉, 〈V, 1

2 〉}, while the utility
function of A3 can be modeled as {〈D ∧ V, 1〉}. �
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Within this framework, we next embark on the study of a number of decision
problems, being defined parametrically w.r.t. the specific kind of social welfare
x ∈ {ut,eg} we would like to consider. All these problems receive as input a
set A of normalized agents, specified as above, plus a rational number γ:

x-Check: Given a legal coalition C ⊆ A, does x-Val(C) ≥ γ hold?
x-Existence: Is there any legal coalition C ⊆ A such that x-Val(C) ≥ γ?
x-CS-Existence: Is there any coalition structure Π such that x-Val(Π) ≥ γ?
x-Maximal: Given a legal coalition C ⊆ A, is C x-maximal for γ, i.e., such that

x-Val(C) ≥ γ and for which no coalition C ′ ⊃ C exists with x-Val(C ′) ≥ γ?

Note, in particular, that the latter problem is meant to identify maximal
coalitions on which good “agreements” can be found. Instead, the former prob-
lems reflect the concepts we have defined in our formal framework, so far.

4.2 Results and Technical Elaborations

We start our analysis by focusing on the problem x-Check.

Theorem 1. For each x ∈ {ut,eg}, x-Check is NP-complete. Hardness holds
on sets A of agents with αi < 1, ∀Ai ∈ A.

Proof
(Membership) The problem ut-Check (resp., eg-Check) can be solved in

polynomial time by a nondeterministic Turing machine that guesses an interpre-
tation σ and then checks that ut(σ,C) ≥ γ (resp., eg(σ,C) ≥ γ).

(Hardness) Recall that deciding whether a Boolean formula in conjunctive
normal form ϕ = c1 ∧ . . . ∧ cn, where c1, . . . , cn are clauses, i.e., disjunction of
literals, is a well-known NP-hard problem. Given a formula of this kind, consider
a variable X not occurring in ϕ, and define Ai = {〈¬X, 1〉} ∪ {〈X ∧ sc1, 1〉 | sc1
is a conjunction of literals over variables in ci and satisfying that clause } and
consider the agent An+1 = {〈X, 1〉}. Note that the role of X is to guarantee that
all the agents are normalized. For an example, note if c1 = Y ∨ Z holds, then,
the conjunctions of literals included in Ai are Y ∧ Z, Y ∧ ¬Z, ¬Y ∧ ¬Z, and
¬Y ∧ Z. Moreover, note that these conjunctions are mutually exclusive.

Let A = {A1, . . . , An, An+1} be a set of agents and assume that IG(A) is the
complete interaction graph over A. Therefore, for any interpretation σ, we have
ut(σ,A) =

∑
i αi +

∑
i(1 − αi) × ui(σ). Since we know that

∑
Ai∈A αi < |A|,

we immediately derive that ut(σ,A) = |A| if, and only if, X evaluates true in
σ and σ satisfies all clauses in ϕ. Hence, ut-Check is NP-hard.

In order to conclude, let us consider the egalitarian social welfare. Assume
that ϕ is not satisfiable. Then, for each interpretation σ with σ(X) = true, there
is at least an agent Ai such that ui(σ) = 0 and, hence, ûi(σ,A) = αi < 1.
Therefore, eg-Val(A) ≥ 1 holds if, and only if, ϕ is satisfiable, which shows
that eg-Check is NP-hard, too. ��

A similar result can be proven for x-Existence and for its counterpart to
coalition structures, i.e., for the problem x-CS-Existence.
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Theorem 2. For each x ∈ {ut,eg}, x-existence is NP-complete. Hardness
holds on sets A of agents with αi < 1 (and αi �= 0 if x = eg), ∀Ai ∈ A.

Proof
(Membership) The problem ut-Existence can be solved in polynomial time

by a nondeterministic Turing machine that guesses a coalition C ⊆ A and an
interpretation σ and then checks that ut(σ,C) ≥ γ. With the same line of
reasoning, it can be checked that eg-Existence belongs to NP.

(Hardness) Consider again the reduction we have exhibited in the proof of
Theorem 1. Note that for each possible legal coalition C ⊆ A, it is always the case
that ut(σ,C) ≤ C, because agents are normalized. Therefore, ut(σ,C) ≥ |A|
might hold only if C = A. But, in this case, we know that checking whether
there is an interpretation σ such that ut(σ,A) = |A| is equivalent to checking
whether a given Boolean formula in conjunctive normal form is satisfiable, which
is a NP-hard problem. For the egalitarian social welfare, note that for each
interpretation σ, coalition C and agent Ai ∈ C with C < |A|, it is the case that
ûi(σ,C) ≤ αi×q+(1−αi) with q < 1. Hence, ûi(σ,C) < 1 holds, too. Therefore,
given that αi �= 0, for each Ai ∈ A, ut(σ,C) ≥ 1 might hold only if C = A.
But, again, we know that checking whether there is an interpretation σ such
that ut(σ,A) ≥ 1 is equivalent to checking whether a given Boolean formula is
satisfiable, which is a NP-hard problem. ��
Theorem 3. For each x ∈ {ut,eg}, x-CS-existence is NP-complete. Hard-
ness holds on sets A of agents with αi < 1 (and αi �= 0 if x = eg), ∀Ai ∈ A.

Proof
(Membership) The problem can be solved in polynomial time by a nondeter-

ministic Turing machine that guesses a coalition structure Π and an interpreta-
tion σC , for each coalition C ∈ Π, and then checks that

∑
C∈P ı ut(σ,C) ≥ γ or

minC∈Π eg(σ,C) ≥ γ.
(Hardness) Consider again the reduction we have exhibited in the proof of

Theorem 1 and the arguments in the proof of Theorem 2. Note that the inequal-
ities

∑
C∈Π ut(σ,C) ≥ |A| and minC∈Π eg(σ,C) ≥ 1 can hold only if Π = {A}.

In both cases, hardness follows as we have observed that checking whether there
is an interpretation σ with ut(σ,A) = |A| or eg(σ,A) = 1 is NP-hard. ��

To complete the picture of the complexity results, we now consider x-
Maximal for which a complexity increase occurs. Indeed, recall that DP is
the class of all those problems that can be written as a conjunction of a problem
in NP and a problem in the complementary class co-NP.

Theorem 4. For each x ∈ {ut,eg}, x-Maximal is DP-complete. Hardness
holds on sets A of agents with αi < 1 (and αi �= 0 if x = eg), ∀Ai ∈ A.

Proof
(Membership) Let C ⊆ A be the legal coalition provided as input, and recall

that C is is x-maximal for γ if (C1) x-Val(C) ≥ γ, and (C2) there is no
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legal coalition C ′ ⊃ C such that x-Val(C ′) ≥ γ. We observe that (C1) can
be checked in NP, as we shown in Theorem 1. Consider, then, the condition
complementary to (C2), that is, that there is some legal coalition C ′ ⊃ C such
that ut-Val(Γ, C ′) ≥ γ. To verify whether the condition holds, we can just
guess a legal coalition C ′ ⊃ C and an interpretation σ, by subsequently checking
that ut(σ,C ′) ≥ γ hold. This is feasible in NP, and hence (C2) can be checked
in co-NP. Overall, the problem is in DP.

(Hardness) Recall that the problem receiving a pair (ϕ1, ϕ2) of Boolean for-
mulas in conjunctive normal form defined over different propositional variables
and asking whether ϕ1 is satisfiable and ϕ2 is not satisfiable is DP-hard.

Let A1 (resp., A2) denote the set of agents that can be associated with the
formula ϕ1 (resp., ϕ2) based on the encoding discussed in the proof of Theorem 1.
In particular, assume that the variable X used there to guarantee that all agents
are normalized is replaced by the fresh variable X1 (resp., X2). Consider then
the set of agents A = A1∪A2 and note that A1 and A2 are defined over different
propositional variables. Moreover, assume that IG(A) consists of two cliques, one
defined over the agents in A1 and the other defined over the agents in A2. That
is, the agents in these two sets do not interact.

Now, by Theorem 1, we know that eg-Val(A1) ≥ 1 (resp., eg-Val(A2) ≥ 1)
if, and only if, ϕ1 (resp., ϕ2) is satisfiable. Given that the two sets of agents are
defined over different propositional variables, it can be checked that eg-Val(A1∪
C) ≥ 1 with ∅ ⊂ C ⊆ A2 if, and only if, C = A2 and both ϕ1 and ϕ2 are
satisfiable. Hence, A1 is e.g.-maximal for 1 if, and only if, ϕ1 is satisfiable and
ϕ2 is not satisfiable. That is, eg-Maximal is DP-hard.

A more technical reduction based on the same kinds of ingredients can be
then used to show the DP-hardness for the utilitarian social welfare, too. ��

5 Islands of Tractability

The results derived in the previous section are bad news concerning the possi-
bility of dealing efficiently with the framework we have proposed for reasoning
about social environment. This motivates the study of restrictions leading to
identify classes of instances that are tractable.

The first natural restriction pertains the social factors associated with the
agents in A, since all results derived so far assume αi < 1, for each Ai ∈ A, and
αi �= 0 when the egalitarian social welfare is considered. We now show that the
problems are tractable, when they are confined over these extreme cases.

Theorem 5. For each x ∈ {ut,eg}, problems x-Check, x-Existence, x-CS-
Existence, and x-Maximal are tractable on sets A with αi = 1, ∀Ai ∈ A. The
latter three problems are also tractable for αi = 0, ∀Ai ∈ A, if x = eg.

Proof. For an agent Ai ∈ A, we have ûi(σ,C) = |neigh(Ai, C)|/|neigh(Ai,A)|,
since αi = 1. This means that for the agent, it is convenient to stay together
with all the other agents in A, by getting 1 as utility, no matter of the given
interpretation and the semantics adopted for the social welfare.
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Finally, for the egalitarian social welfare, note that if αi = 0, then by staying
alone, agent Ai can always get the utility 1. Therefore, in this case, all problems
are actually immaterial, but x-Check where the coalition is actually a-priori
given and, in fact, intractability has already emerged (cf. Theorem1). ��

Another interesting restriction is analyzed below about the language used for
representing the utility functions, which similarly to the above case leads to a
monotonic behavior and, ultimately, to tractability.

Theorem 6. For each x ∈ {ut,eg}, problems x-Check, x-Existence, x-CS-
Existence, and x-Maximal are tractable when negation is not allowed in the
definition of the propositional formulas and all weights are non-negative.

Proof. Consider the interpretation σ∗ mapping each propositional variable to
true. In the given setting, for an agent Ai ∈ A, it is immediate to check
that ui(σ∗) = 1, since the agent is also known to be normalized. Therefore,
ûi(σ∗, C) = αi × |neigh(Ai, C)|/|neigh(Ai,A)| + (1 − αi). Hence, the maxi-
mum is again achieved when all agents stay together, no matter of the given
interpretation and the semantics adopted for the social welfare. ��

The final restriction we would like to analyze is a structural one. Indeed,
many NP-hard problems in different areas such as AI, Database Systems, Game
theory, and Network Design, are known to be efficiently solvable when restricted
to instances whose underlying structures can be modeled via acyclic graphs.
Below, we argue that this nice behavior still holds in our setting, with some
further assumption in place. Formally, for any fixed natural number h > 0, we say
that a set A is h-bounded if |dom(Ai)| ≤ h holds, for each Ai ∈ A, and if an edge
{Ai, Aj} is in the interaction graph IG(A) if, and only if, dom(Ai)∩dom(Aj) = ∅.

At a high-level, the idea is to encode the problems in terms of constraint satis-
faction problems (CSPs) [17], equipped with weighting functions, by establishing
a one-to-one correspondence between solutions to the CSP and solutions to the
problems of interest. The property of being h-bounded ensures that the construc-
tion is feasible in polynomial time; indeed, just note that, for each agent, we can
explicitly enumerate in polynomial time the set of all possible interpretations.
Moreover, it can be shown that the mapping preserves the structural proper-
ties of the original instance, so that the desired result derives from tractability
results for CSPs (equipped with weights) over acyclic instances [26]. The proof
is omitted due to space constraints. In fact, details are rather technical, but the
line follows a template which is well-known in the literature [27].

Theorem 7. Problems ut-Check, ut-Existence, ut-CS-Existence, and
ut-Maximal are tractable on h-bounded sets A such that IG(A) is acyclic.

Furthermore, by using standard technical machineries (see [27] and the ref-
erences therein) the above result can be also extended to classes of interactions
graphs that are nearly acyclic, formally, that have bounded treewidth [31]. How-
ever, note that the above results hold for the utilitarian social welfare only, and
it is open whether they can be extended to the egalitarian social welfare, too.
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6 Conclusion and Discussion

Social environments are usually modeled in the literature as networks, whose
nodes correspond to the individuals and whose edges encode their social inter-
connections which give rise to influence phenomena, because of reasons ranging
from similarity and social ties [1], to conformity [33], and to compliance [14],
just to name a few. In particular, classical studies focuses their analysis on
understanding how information diffuses over the newtwork by exploiting such
phenomena (see, e.g., [7,10,12,23–25]).

In fact, richer models of social environments have been also proposed to study
the process of opinion diffusion, rather than just information diffusion. In par-
ticular, they focused on how a given global opinion can emerge by amalgamating
the information and the preferences of the single agents populating the network.
An influential study in this contest goes back to the seventies [18] and postulated
that each agent has to be equipped with a real number (for example, representing
a position on a political spectrum or a probability assigned to a certain belief),
which in each time step is updated to be a weighted average of that opinion with
the current opinions of the neighbors. By doing so, the diffusion processes will
converge to a state of consensus where all individuals hold the same opinion. In
fact, this model has been more recently enriched by [2,4,6], by assuming that
each agent is equipped with an innate opinion in addition to the expressed opin-
ion, which is iteratively updated to minimize the disagreement with the innate
opinion and the opinions expressed by the neighbors (see, also, [21]).

The paper position itself within this avenue of research, by studying the prob-
lem of assessing how a general consensus can be reached over a network and by
considering a framework that goes beyond such earlier works, in that it deals
with agents seen as thinking entities equipped with their own logical theories.
Indeed, modeling the reasoning capabilities of the individuals as real numbers
is a clear limitation from the knowledge representation viewpoint. In particu-
lar, we have proposed a framework where agents can form coalitions, i.e., we do
not necessarily require that a general consensus is reached, and where their rea-
soning capabilities are encoded via weighted propositional formulas—formally,
formulas consisting of conjunctions of literals only. On the one hand, a number
of exemplifications have been provided to illustrate the expressiveness of the
framework. On the other hand, a thorough complexity analysis has been con-
ducted in order to precisely assess the amount of resources that are intrinsically
needed to reason in the resulting setting. A natural avenue of further research is
to implement the proposed framework, in order to apply it for reasoning on real
social environments. In particular, when the goal is to optimize the utilitarian
social welfare, it is not hard to envisage that the problem can be recast into a
standard (weighted) MaxSAT problem [11].
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Abstract. In this paper, we propose a Boolean matrix approach to
encode Dung’s acceptability semantics. Each semantics is encoded into
one or more Boolean constraint models, which can be solved by Boolean
constraint solvers. In addition, based on our Boolean matrix represen-
tations, we also propose a bit-vector-based approach to compute the
grounded semantics, and the experimental results show that this app-
roach can achieve a good performance.

Keywords: Boolean matrix · Abstract argumentation · Acceptability
semantics · Encodings · Boolean constraints · Bit vector

1 Introduction

Argumentation theory is a formal discipline within Artificial Intelligence (AI)
where the aim is to make a computer assist in or perform the act of argumenta-
tion. Dung’s argumentation framework (AF) is a popularly used framework that
covers general issues of argumentation [1]. It consists of a set of arguments and a
binary relation that represents the conflicting arguments. It also provides a fam-
ily of extension-based semantics for solving argumentation problems by selecting
acceptable subsets (see [2] for an overview). However, finding extensions of these
semantics could be a complex procedure when done without any computational
help.

This paper introduces a Boolean matrices approach to encode and solve
Dung’s semantics, in which the subsets of arguments are represented by Boolean
vectors (i.e., 0–1 vectors), the attack relation by a Boolean matrix (0–1 matrix).
With some Boolean operations, such as logic AND, OR and NOT, Dung’s semantics
can be encoded as a finite set of Boolean constraints. Then, to find the extensions
of a semantics is to find all assignments that satisfy these constraints. Moreover,
based these encodings, we propose an efficient way to compute the grounded
semantics by bit vectors, a high efficient and compact data structure. An experi-
ment shows that our bit-vector-based approach can achieve a good performance
for computing grounded extensions.
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The paper is organized as follows. Section 2 recalls some necessary concepts.
Section 3 introduces a Boolean matrix approach to represent arguments and
attacks. Based on these representations, we encode Dung’s acceptability seman-
tics in Sect. 4. Section 5 describes a bit-vector implementation of our encod-
ings to calculate the grounded semantics. Section 6 discusses related work and
concludes.

2 Preliminaries

In this section, we briefly outline key elements of Dung’s abstract AFs [1].

Definition 1. An argumentation framework (AF) is a tuple Δ
def= 〈X ,R〉 where

X is a finite set of arguments and R ⊆ X × X is a binary relation on X , called
attack relation. For any S ⊆ X , we denote by R−(S) def= {x ∈ X : ∃y ∈
S such that xRy} and R+(S) def= {x ∈ X : ∃y ∈ S such that yRx}.

The justified arguments are evaluated based on extensions (i.e., subsets of X ).
The arguments in an extension are required to not attack each other (conflict-
freeness), and attack any argument that in turn attacks an argument in the
extension (defence).

Definition 2. Let Δ = 〈X ,R〉 be an AF, S ⊆ X and x ∈ X . (i) S is
conflict-free iff �x, y ∈ S such that xRy (i.e., S ∩ R+(S) = ∅, or, equivalently,
S ∩ R−(S) = ∅). (ii) S defends x iff ∀y ∈ X if yRx then ∃z ∈ S such that zRy,
(i.e., R−(x) ⊆ R+(S)).

Next, we introduces two useful functions for an AF, called characteristic
function and neutrality function. The former applies to some set S ⊆ X and
returns all arguments that are defended by S. The later returns all arguments
that not attacked by S.

Definition 3. Let Δ = 〈X ,R〉 be an AF. The characteristic function of Δ is
FΔ : 2X 
→ 2X such that, for any S ⊆ X , FΔ(S) def= {x ∈ X : S defends x}.
The neutrality function of Δ is NΔ : 2X 
→ 2X such that, for any S ⊆ X ,
NΔ(S) def= R+(S), where the bar on a set means the complement of the set
relative to X .

We will omit the subscript Δ from FΔ and NΔ if there is no danger of
ambiguity. Now, let us give two properties of the two functions.

Proposition 1. Let Δ = 〈X ,R〉 be an AF. For any S ⊆ X , the following holds:
(i) S is conflict-free iff S ⊆ N (S); (ii) F(S) = N (N (S)).

Now, we can define extensions of an AF Δ under Dung’s acceptability seman-
tics, in terms of the fixpoints or the post-fixpoints of the functions F and N as
below:
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Definition 4. Let Δ = 〈X ,R〉 be an AF, and a set E ⊆ X . (i) E is a conflict-
free extension (CF) of Δ iff E ⊆ N (E); (ii) E is a stable extension (ST) of Δ
iff E = N (E); (iii) E is an admissible extension (AD) of Δ iff E ⊆ N (E) and
E ⊆ F(E); (iii) E is a complete extension (CO) of Δ iff E ⊆ N (E) and E =
F(E); (iv) E is a grounded extension (GR) of Δ iff E is the minimal (w.r.t.
⊆) complete extension. Let σ be an acceptability semantics in {CF, ST, AD, CO, GR},
we denote the collection of all σ-extensions of Δ by Eσ(Δ).

A stable extension is a maximal (w.r.t. ⊆) conflict-free extension. The exis-
tence of stable extensions is not guaranteed. If there exists a stable extension, it
must be a complete extension (but not vice versa), and thus it is admissible. The
grounded extension is unique and conflict-free (for proofs see [1, Theorem 25]).
It can be computed by iteratively applying the characteristic function F from
the empty set until we reach a fixed point. We summarize some properties of
these semantics from [1,2] as below:

Proposition 2. Let Δ = 〈X ,R〉 be an AF, and S,E ⊆ X , then, (i) S is an
admissible extension iff S ⊆ N (S) and R−(S) ⊆ R+(S). (ii) S is an admissible
extension iff S ⊆ F(S) ∩ N (S). (iii) S is an admissible extension iff S ⊆ F(S ∩
N (S)). (iv) S is a complete extension iff S = F(S) ∩ N (S). (v) S is a complete
extension iff S = F(S ∩ N (S)). (vi) If S is the (unique) grounded extension,
then S is included in each complete extension, i.e.,

S ⊆ E,∀E ∈ ECO(Δ), (1)

and arguments, attacked by S, are not included in any complete extension, for-
mally,

R+(S) � E,∀E ∈ ECO(Δ). (2)

They are also hold for stable semantics, if Δ has stable extensions, i.e., EST(Δ) �=∅.

3 Representing AFs via Boolean Matrices

Dung’s argumentation theory is mainly based on set theory. This section shows
that his theory can also be built on Boolean algebra via Boolean matrices.
A Boolean matrix is a matrix with entries from the Boolean domain B = {0, 1},
where 1 and 0 indicate the truth values true and false. Such a matrix can rep-
resent a binary relation between a pair of finite sets. In particular, we consider
elements of Bn×1 to be n×1 matrices, i.e., Boolean (column) vectors, which can
represent subsets of finite sets. Now, let us present the Boolean matrix represen-
tations of argument sets and argument graphs.

Definition 5. Let Δ = 〈X ,R〉 be an AF with X = {x1, x2, · · · , xn}, and let
S ⊆ X . The subset S can be represented by a Boolean vector s ∈ Bn×1, whose
row indices index the elements in X , such that the entry si is 1 if xi ∈ S; 0
otherwise.
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The attack relation R on X for Δ can be represented by an n × n Boolean
matrix A ∈ Bn×n, whose row and column indices index the elements of R, such
that the entry Aij is 1 if xjRxi; 0 otherwise. We call A as the attack matrix of
Δ. It can be seen that A is the transpose of the adjacency matrix of the argument
graph of Δ.

Clearly, si = 1 indicates the presence and si = 0 the absence of xi in the set
S. If S = ∅, then all entries of s are 0s, denoted by 0n, and if S = X , i.e., the
universal set, then all entries of s are 1s, denoted by 1n. To manipulate Boolean
matrices, we need to define some operations on Boolean matrices. Before this, let
us introduce some Boolean operations over Boolean domain B. These operations
are parts of Boolean algebra.

Definition 6. A Boolean algebra is a four-tuple Λ
def= 〈B,+, ∗,¬〉, in which

B is the Boolean domain, + (logical OR) and ∗ (logical AND) are two binary
operations, and ¬ (logical NOT) is a unary operation on B, defined by, for two
Boolean variables a, b ∈ B,

• a + b
def= 0 if a and b have value 0; otherwise a + b

def= 1;
• a ∗ b

def= 1 if a and b have value 1; otherwise a ∗ b
def= 0;

• ¬a
def= 0 if a is 1, and ¬a

def= 1 if a is 0.

The above operations are three basic operations in Boolean algebra. There
are also two derived operations, which can be built up from the basic operations
by composition:

• a � b
def= ¬a + b, called logical implication. It is commonly written as a → b.

• a ≡ b
def= (a ∗ b)+(¬a ∗ ¬b), called logical equivalence. It is 1 just when a and

b have the same value, thus, it is always interpreted as the identity relation.

All Boolean vectors of a given length form an element-wise Boolean algebra,
that is, any n-ary Boolean operations can be applied to n-dimensional Boolean
vectors at one time. Therefore, we can extend operations on Boolean variables
to Boolean vectors:

Definition 7 (Operations over Boolean Vectors). Let s and t be two n×1
Boolean vectors. We define the following operations over Boolean vectors, for
i = 1, 2, · · · , n,

[s + t]i
def= si + ti, [s ∗ t]i

def= si ∗ ti, [¬s]i def= ¬si,

[s � t]i
def= si � ti, [s ≡ t]i

def= si ≡ ti

Note that each of the above operations over Boolean vectors actually realizes
a set operation. The operations +, ∗ and ¬ over Boolean vectors realize the set
union, intersection and complement operations. It has been shown that every
finite Boolean algebra is isomorphic to some power set algebra, thus, set theory
and Boolean algebra are essentially the same [3]. Table 1 illustrates some proper-
ties and axioms as applied to set theory. Since there is one-to-one correspondence
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Table 1. The connections between set algebra and Boolean algebra

Set algebra Boolean algebra Set algebra Boolean algebra

∅ 0 S ∪ T s+ t

X 1 S ⊆ T s � t

S ¬s S = T s ≡ t

S ∩ T s ∗ t X ∪ S = X 1+ s ≡ 1

between the subsets of X and the Boolean vectors in Bn×1, in this paper, thus
we may mix a subset and a Boolean vector whenever it is convenient.

Next, let us introduce an operation on Boolean matrix and Boolean vector,
which multiplies a Boolean matrix with a Boolean vector, and returns a Boolean
vector:

Definition 8. Let A ∈ Bn×n be a Boolean matrix, and s ∈ Bn×1 a Boolean
vector. The multiplication of A and s, denoted by A � s, is a Boolean vector
t ∈ Bn×1 defined by

ti =
∑n

j=1
Aij ∗ sj (3)

The multiplication of a Boolean matrix and a Boolean vector is completely
analogous to the numerical matrix multiplication, except we use the Boolean
operations + and ∗ on the B instead of ordinary addition and multiplication,
respectively. Similar to the numerical matrix multiplication, we can easily prove
that the Boolean matrix multiplication also obeys distributive properties over
matrix addition:

Proposition 3. Let A ∈ Bn×n be a Boolean matrix, and s, t ∈ Bn two Boolean
vectors. It holds that

A � (s + t) = A � s + A � t (4)

Next, we will present a critical theorem, which provides a basis for charac-
terizing Dung’s acceptability semantics by means of Boolean matrix and vector
multiplication.

Theorem 1. Let Δ = 〈X ,R〉 be an AF with X = {x1, x2, · · · , xn}, its attack
matrix be A and a subset S ⊆ X . Assume s to be the Boolean vector representa-
tion of S (w.r.t. X ), then it holds that: (i) R+(s) = A�s; (ii) R−(s) = AT�s.1

The proofs of this theorem can refer to our previous work [4, Theorem 1].
A similar result also appeared in [5] almost simultaneously. By Definition 3, we
can now write the Boolean matrix representation of the neutrality function as:

N (s) = ¬R+(s) = ¬(A � s). (5)

1 Here, we consider R+(s) and R−(s) as Boolean functions, which map a Boolean
vector to another Boolean vector.
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By the relationship between the neutrality function and the characteristic func-
tion shown in Proposition 1, then we have

F(s) = N (N (s)) = ¬(
A � ¬(A � s)

)
. (6)

4 Encoding Dung’s Acceptability Semantics

In this section, we encode Dung’s acceptability semantics via Boolean algebra.
Each semantics is encoded as a finite array of Boolean expressions (constraints)
with a vector of Boolean variables. The goal is to find an assignment to the
vector of all Boolean variables so that all constraints evaluate to 1, i.e., be
satisfied. This is a typical Boolean constraint satisfaction problem. If no such
satisfying assignment exists, then these Boolean constraints have no solution.
Let Δ = 〈X ,R〉 be an AF with X = {x1, x2, · · · , xn}, its attack matrix be A,
and Boolean vector s be a subset of X .

Conflict-Free Boolean Constraints. Boolean vector s is conflict-free iff any
of the equivalent Boolean constraints below are satisfied:

s ∗ R+(s) ≡ 0 [CF1] s � N (s) [CF2]

in which [CF1] follows from the definition of conflict-freeness, [CF2] follows from
Proposition 1.

Stable Boolean Constraints. Boolean vector s is a stable extension iff any of
the equivalent Boolean constraints below are satisfied:

s ≡ N (s) [ST1]

where [ST1] follows from the condition ST in Definition 4.

Admissible Boolean Constraints. Boolean vector s is admissible iff any of
the equivalent Boolean constraints below are satisfied:

{
[CF?]
s � F(s) [AD1]

{
[CF?]
R−(s) � R+(s) [AD2]

s � N (s) ∗ F(s) [AD3]
s � F (s ∗ N (s)) [AD4]
s � N (s + N (s)) [AD5]

where [CF?] can be one of any conflict-free Boolean constraints, [AD1] can be
obtained from the condition AD in Definition 4, and [AD2], [AD3] and [AD4] follow
from Proposition 2. [AD5] can can follow from [AD3]:

s � N (s) ∗ F(s) ⇔ s � ¬(A � s) ∗ ¬(A � N (s))
⇔ s � ¬ (A � (s + N (s)))
⇔ s � N (s + N (s))

Complete Boolean Constraints. Boolean vector s is complete iff any of the
equivalent Boolean constraints below are satisfied:
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{
[CF?]
s ≡ F(s) [CO1]

s ≡ N (s) ∗ F(s) [CO2]

s ≡ F (s ∗ N (s)) [CO3]
s ≡ N (s + N (s)) [CO4]

in which [CF?] is a conflict-free Boolean constraints, [CO1] can be encoded from
the condition CO in Definition 4, [CO2] and [CO3] follow from Proposition 2, the
proof of [CO4] can refer to the proof of [AD3].

Next, let us provide a concrete example to show how to utilize these Boolean
constraints to find extensions of a given semantics.

Example 1. Consider the AFΔ = 〈X ,R〉 shown in Fig. 1. Here, we consider to
compute the stable extensions of Δ using [ST1]. Assume Boolean vector s =
[s1, s2, s3, s4, s5]T, in which si is an unknown Boolean variable, then by the
encoding [ST1], we have the following constraints:

⎡

⎢⎢⎢⎢⎣

s1
s2
s3
s4
s5

⎤

⎥⎥⎥⎥⎦
≡ ¬

⎛

⎜⎜⎜⎜⎝

⎡

⎢⎢⎢⎢⎣

0 0 0 0 0
1 0 1 0 0
0 0 0 1 0
0 0 1 0 0
0 0 0 1 1

⎤

⎥⎥⎥⎥⎦
�

⎡

⎢⎢⎢⎢⎣

s1
s2
s3
s4
s5

⎤

⎥⎥⎥⎥⎦

⎞

⎟⎟⎟⎟⎠
⇐⇒

⎡

⎢⎢⎢⎢⎣

s1
s2
s3
s4
s5

⎤

⎥⎥⎥⎥⎦
≡ ¬

⎡

⎢⎢⎢⎢⎣

0
s1 + s3

s4
s3

s4 + s5

⎤

⎥⎥⎥⎥⎦

Computing the stable extensions of Δ is to find out all assignments, which can
satisfy all these Boolean constraints. It can be verified that there merely exists
one solution s1 = 1, s2 = 0, s3 = 0, s4 = 1 and s5 = 0, satisfying these
constraints. Hence, Δ merely has one stable extension s = [1, 0, 0, 1, 0]T, i.e.,
{x1, x4}.

Fig. 1. A simple example of an abstract argumentation framework

5 Computing the Grounded Extension by Bit Vectors

This section introduces an efficient approach to compute the grounded extension
based on our Boolean matrix representations. A grounded extension includes
all arguments that are not attacked, as well as the arguments which are
defended directly or indirectly by non-attacked arguments. The computation
of the grounded extension is important. It can reduce the search space when it
is used as an initial state to calculate the complete extensions and the stable
extensions (see Proposition 2). For example, the grounded extension of the Δ in
Fig. 1 is {x1}, and it attacks x2. Thus, we can assign s1 = 1 and s2 = 0 as an
initial state to compute the complete and stable semantics. Then, the remaining
problem is to search the assignments of s3, s4 and s5.

In Dung’s set-based approach, the grounded extension can be computed by
iterating the characteristic function F from ∅. Similarly, we can compute the
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grounded extension by iterating the Boolean-matrix-based characteristic func-
tion from s(0) = 0n,

s(k) = F(s(k−1)) = ¬(
A � ¬(A � s(k−1))

)
(7)

We have implemented this Boolean-matrix-based function by bit vectors, which
are an array data structure that compactly stores bits. By this data structure, we
can store a Boolean vector into a bit vector, and a Boolean matrix (an array of
Boolean vectors) into an array of bit vectors on computers. The main advantages
using bit vectors includes:

• Bit vectors are highly compact. For a Boolean vector with n variables, this
data structure can store it using about n/w storage units, where w is the
number of bits in one storage unit, such as a byte (8-bit), a word (32-bit), or
a double word (64-bit).

• Bit vectors are effective at exploiting bit-level parallelism in hardware to
execute bitwise operations rapidly. For example, given two bit vectors A and
B with the same size n, denoting two sets, we can calculate their union and
intersection using n/w simple bit operations each, as well as the complement
of either, seeing the following C++ codes, where A[i] and B[i] represent a
storage unit:

Similarly, we also can compute the Boolean product of A and B using no
more than n/w bit operations, where A is seen as a row vector, B as a column
vector, and a Boolean value will be returned:

Based on this implementation, we can easily implement the Boolean matrix-
vector multiplication, by multiplying each row vector of the matrix with the
column vector.

• Bit vectors allow some vectors of bits to be stored and manipulated in
the register set with few memory access, and can maximally use the data
cache. Therefore, they often outperform many other data structures on set
operations.

We implemented the bit vectors using the dynamic bitset class, from the
Boost C++ Libraries.2 The dynamic bitset provides all of the bitwise opera-
tors, such as operator& and operator|, corresponding to set intersection and
2 http://www.boost.org/.

http://www.boost.org/
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Table 2. The average time (in milliseconds) for computing the grounded extensions
over Barabasi-Albert benchmark and ICCMA2015 benchmark.

Barabasi-Albert ICCMA2015

60 250 500 1000 Small Medium Large

1200–4200 1200–6600 5000–9500

32-bit vector <0.1 4.0 10.5 24.0 86.3 177.9 500.4

64-bit vector <0.1 7.5 12.4 28.9 74.2 154.2 533.8

CoQuiAAS <0.1 6.1 11.3 25.9 132.5 235.4 697.5

ArgSemSAT 10.0 69.7 158.8 346.4 1043.3 2372.1 11127.9

union operations. To test the efficiency of our approach, we run our implementa-
tion on a PC (2.4 GHz Intel Xeon processors, with 64 GB RAM, and the Linux
distribution Ubuntu 14.04-64bits). We consider to execute our tests by using
two benchmarks. The first benchmark argument graphs are from [6], where
the authors randomly generate AFs according to the Barabasi-Albert graph
models3. The Barabasi-Albert model generates arbitrary AFs and inserts for
any pair (x, y) an attack from x to y with a given probability. The experiment
is performed over 4 different test sets of Barabasi-Albert graphs with 60, 250,
500 and 1000 nodes, and each set having 100 cases. The second benchmark is
from the ICCMA2015, which provides three test sets for grounded semantics,
representing three levels of complexity: small, medium and large.4 Each test set
has 24 randomly generated AFs, with the number of arguments from 1200 to
4200 for the small test set, from about 1200 to 6600 for the medium test set, and
from about 5000 to 9500 for the large test set. All tests are performed according
to two types of storage unit: 32-bit word and 64-bit double word. We also com-
pare our approach with two modern tools, CoQuiAAS [7] and ArgSemSAT [8],
which receive the awards of “First Place” and “Second Place” of ICCMA2015,
respectively. The average results are given at Table 2. The results show that the
bit vector approaches (32-bit and 64-bit) and CoQuiAAS have a similar perfor-
mance on Barabasi-Albert benchmark. However, the bit vector approaches have
better performance than CoQuiAAS on ICCMA2015 benchmark, and the 64-bit
vector approach outperforms the 32-bit vector approach. ArgSemSAT has the
worst performance on both benchmarks.

By the way, the bit vector approaches can also be extended to verify whether
a given set of arguments is an extension of Dung’s semantics. We believe that it
may be efficient, as all computation can be executed by bit operations.

6 Related Work and Conclusion

The first work using matrix approach to solve argumentation is presented in
[9]. It considers to use adjacency matrices and their sub-blocks to determine
the extensions of Dung’s semantics according to some criteria based on the
3 http://www.dmi.unipg.it/conarg/.
4 http://argumentationcompetition.org/.

http://www.dmi.unipg.it/conarg/
http://argumentationcompetition.org/


Boolean Matrix Approach for Abstract Argumentation 479

elementary permutation of matrices. This approach is quite different from ours.
First, our approach does not use sub-blocks and the matrix permutation opera-
tions, but use Boolean matrices and Boolean operations to characterize Dung’s
semantics. Second, our approach is more intuitive than [9], as our approach is
based on Boolean algebra, Dung’s semantics are based on set theory, and both
of them are naturally connected (see Table 1).

Recently, a Boolean matrix approach was proposed to formalize the basic
concepts of Dung’s argumentation [4]. In this paper, we enrich their work to
encode Dung’s acceptability semantics. Similar works also appeared in [5,10].
These works mainly aim to test whether a given set of arguments is an extension
of a semantics. However, our approach can be used not only to verify an argu-
ment set, but also to find all possible argument sets (extensions). Moreover, our
approach can equivalently encode each semantics into several Boolean constraint
models, while the works in [5] and [10] just make one model for each semantics,
and thus in some sense our approach has a stronger representation capability
than their works.

We also propose a bit-vector-based implementation of our theory to calcu-
late the single-status grounded semantics. The experimental results show that
it can achieve a good performance compared to two other modern tools. In our
future study, we will mainly concern on dealing with multi-extension seman-
tics using our theory. A preliminary work has been done, in which we select a
Constraint Logic Programming over Boolean variables (CLPB) as our solver to
solve the Boolean constraint models. CLPB, provided by many Prolog systems,
is an algebraically oriented Constraint Programming solver, and has abilities to
handle any Boolean expressions (see [11] for a system description). We have sub-
mitted the codes to an online Prolog interpreter.5 You can try our codes on your
browser without installing any components on your system. Due to the space
limit, we intend to elaborate these implementations in our future works.
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Abstract. Argumentative debates are a powerful tool for resolving con-
flicts and reaching agreements in open environments such as on-line com-
munities. Here we introduce an argumentation framework to structure
argumentative debates. Our framework represents the arguments issued
by the participants involved in a debate, the (attack and defence) rela-
tionships between them, as well as participants’ opinions on them. Fur-
thermore, we tackle the problem of computing a collective decision from
participants’ opinions. With this aim, we design an aggregation function
to ensure that participants reach a coherent collective decision.

1 Introduction

As argued in [10,11], argumentative debates are a powerful tool for reaching
agreements in open environments such as on-line communities. Nowadays, this
is particularly true in our society due to the increasing interest and deployment of
e-participation and e-governance ICT-systems that involve citizens in governance
[14]. Not surprisingly some European cities are opening their policy making to
citizens (e.g., Reykjav́ık [2], Barcelona [1]). Moreover, the need for argumentative
debates has also been deemed as necessary for open innovation systems [12].
On-line debates are usually organised as threads of arguments and counter-
arguments that users issue to convince others so that debates eventually converge
to agreements. Users are allowed to express their opinions on arguments by rating
them (e.g., [11]). There are two main issues in the management of large-scale
on-line debates. First, as highlighted by [10,11], there is simply too much noise
when many individuals participate in a discussion, and hence there is the need
for structuring it to keep the focus. Second, the opinions on arguments issued by
users must be aggregated to achieve a collective decision about the topic under
discussion [4]. In this paper we try to make headway on these two issues.
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Recently, argumentation has become one of the key approaches to ratio-
nal interaction in artificial intelligence [5,13]. Here, we propose to follow an
argumentation-based approach that allows agents to issue arguments in favour
of or against a topic under discussion as well as about other agents’ arguments.
Furthermore, we will consider that agents express their opinions about each
other’s arguments and the topic itself.

Within our multi-agent framework, we face the following collective decision
problem: given a set of agents, each with an individual opinion about a given set of
arguments related to a topic, how can agents reach a collective decision on the topic
under discussion? To solve this problem, we propose: (1) A novel multi-agent
argumentation framework, the so-called target-oriented discussion framework, to
support discussions about the acceptance of a target proposal; and (2) A social
choice function that aggregates agents’ opinions to infer the overall opinion about
the topic under discussion. Our aggregation function is based on combining opin-
ions and exploiting dependencies between arguments to produce an aggregated
opinion. Moreover, and most importantly, our aggregation function guarantees
the resulting aggregated opinion to be coherent, namely free of contradictions.

1.1 Example

Next, we introduce a simple example to illustrate some of the presented concepts
along the paper.

Example 1 (Flatmates’ discussion). Consider three flatmates (Alan, Bart,
and Cathy) discussing about norm (N): “Flatmates take fixed turns for dish-
washing at 10 p.m.” and issuing the following arguments: a1 = “10 p.m. is too
late and should be changed”; a2 = “Schedule is too rigid”; and a3 = “Fair dis-
tribution”. Notice that: arguments a1 and a2 attack N whereas a3 defends it;
and a1 is in favour of a2. Once all arguments and their relations are clear, flat-
mates express their opinions by accepting, rejecting (or not opining about) each
argument: (1) Alan (Ag1) gets up early 4 days per week, and so (as first row in
Table 1 shows) he rejects norm N and accepts arguments a1 and a2. Neverthe-
less, he acknowledges and accepts argument a3. (2) Bart (Ag2) has spare time
at night and is clearly pro norm N . Second row in Table 1 shows he accepts N
and a3, and rejects a1 and a2. Finally, (3) Cathy (Ag3) is keen on routines so
she rejects a2 and accepts N , a1, and a3 (see third row in Table 1).

Therefore, the question that arises is how to aggregate all these opinions so that
a consensus is reached over the acceptance (or not) of this dish-washing norm.

Table 1. Flatmates’ opinions in the discussion on the dish-washing norm.

Agents

Ag 1

Ag 2

Ag 3

N a1 a2 a3

Arguments
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2 The Target-Oriented Discussion Framework

The purpose of this section is to formally capture all the core elements of our
argumentation framework.

2.1 Formalising Our Argumentation Framework

Our purpose is to provide an argumentation framework that allows one to cap-
ture both attack and defence relationships between arguments, as done in bipolar
argumentation frameworks [3,8].1 The motivation for including defence relation-
ships is based on recent studies in large-scale argumentation frameworks involv-
ing humans (e.g., [11,12]). There, humans naturally handle both attack and
defence relationships between arguments. Our notion of discussion framework
aims at offering such expressiveness.

Definition 1. A discussion framework is a triple DF = 〈A, �→,�〉, where A
is a finite set of arguments, and �→⊆ A × A and �⊆ A × A stand for attack
and defence relationships that are disjoint, namely �→ ∩ �= ∅. We say that an
argument b ∈ A attacks another argument a ∈ A iff b �→ a, and that b defends a
iff b � a.

A discussion framework can be depicted as a graph whose nodes stand for
arguments and whose edges represent either attack or defence relationships
between arguments. Figure 1 shows our graphical representation of attack and
defence relationships.

Fig. 1. Representation of an attack relationship b �→ a and a defence relationship d � c.

Definition 2. Let DF = 〈A, �→,�〉 be a discussion framework and a ∈ A one
of its arguments. We say that an argument b ∈ A is a descendant of a if there
is a finite subset of arguments {c1, · · · , cr} ⊆ A such that b = c1, c1R1c2,
· · · , cr−1Rr−1cr, cr = a and Ri ∈ {�→,�} for all 1 ≤ i < r.

Definition 3. A target-oriented discussion framework TODF = 〈A, �→,�, τ〉 is
a discussion framework satisfying the following properties: (i) for every argument
a ∈ A, a is not a descendant of itself; and (ii) there is an argument τ ∈ A, called
the target, such that for all a ∈ A \ {τ}, a is a descendant of τ .

1 Nevertheless, there are notable differences, e.g., bipolar argumentation frameworks
do not consider labellings (different opinions on arguments), nor their aggregation.
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Fig. 2. Flatmates example: (a) TODF’s associated graph; (b) TODF together with
labellings.

Observation 1. From the previous definitions we infer some properties that
help us further characterise a target-oriented discussion framework: Attack and
defence relations are irreflexive and non-reciprocal. Moreover, the target neither
attacks nor defends any other argument. This distinguishes the special role of
the target as the center of discussion to which attacks and supports are directly
or indirectly pointed.

Proposition 4. Let TODF = 〈A, �→,�, τ〉 be a target-oriented discussion
framework and E =�→ ∪ �. The graph associated with a TODF, G = 〈A, E〉, is
a directed acyclic graph, where A is the set of nodes and E the edge relationship.

Proof. Straightforward from Definition 2 and Observation 1.

Example 2 (Flatmates’ example formalization). Figure 2(a) depicts the
flatmates’ target-oriented discussion framework. The nodes in the graph repre-
sent the set of arguments A = {N, a1, a2, a3} in the example of previous section,
where N is the dish-washing norm, and a1, a2, a3 are the rest of arguments. Thus,
N , the norm under discussion, is taken to be τ in our TODF . As to edges,
they represent both the attack and defence relationships: a1 �→ N , a2 �→ N and
a1 � a2, a3 � N respectively.

2.2 Argument Labellings

Agents encode their opinions about arguments through labellings [6,7]. An agent
expresses its support to an argument by labelling it as in, rejects it with out
labels, and abstains from deciding whether to accept it or reject it by labelling
it as undec. This undec label also stands for the absence of an opinion.

Definition 5 (Argument labelling). Let TODF = 〈A, �→,�, τ〉 be a target-
oriented discussion framework. An argument labelling for TODF is a function
L : A −→ {in, out, undec} that maps each argument of A to one out of the
following labels: in (accepted), out (rejected), or undec (undecidable).
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We note as Ag = {ag1, . . . , agn} the set of agents taking part in a TODF , and
as Li the labelling encoding the opinion of agent agi ∈ Ag. We will put together
the opinions of all the agents participating in an argumentation as follows.

Definition 6 (Labelling profile). Let L1, . . . , Ln be argument labellings of the
agents in Ag, where Li is the argument labelling of agent agi. A labelling profile
is a tuple L = (L1, . . . , Ln).

Example 3 (Flatmates’ opinions). Figure 2(b) graphically depicts Alan’s,
Bart’s, and Cathy’s labellings (noted as L1, L2, L3 respectively), each one appear-
ing next to the corresponding arguments in the TODF ’s graphical representation
in Fig. 2(a).

2.3 Coherent Argument Labellings

Given an argument a, we will define:

– its set of attacking arguments as A(a) = {b ∈ A|b �→ a}, and
– its set of defending arguments as: D(a) = {c ∈ A|c � a}
Thus, the labelling of arguments in A(a) ∪ D(a) compose the indirect opinion
on a.

Given an argument labelling L and a set of arguments S ⊆ A, we can quantify
the number of accepted arguments in S as:

inL(S) = |{b ∈ S |L(b) = in}|
and the number of rejected arguments in S as:

outL(S) = |{b ∈ S |L(b) = out}|
Thus, given an argument a, we can readily quantify its accepted and rejected
defending arguments as inL(D(a)) and outL(D(a)) respectively. Moreover, we
can also quantify its accepted and rejected attacking arguments as inL(A(a)) and
outL(A(a)) respectively. Now we are ready to measure the positive and negative
support contained in the indirect opinion of a given argument as follows.

Definition 7 (Positive support). Let a ∈ A be an argument and L a labelling
on A. We define the positive (pro) support of a as: ProL(a) = inL(D(a)) +
outL(A(a)).

Definition 8 (Negative support). Let a ∈ A be an argument and L a
labelling on A. We define the negative (con) support of a as: ConL(a) =
inL(A(a)) + outL(D(a)).

Notice that the positive support of an argument combines the strength of
its accepted defending arguments with the weakness of its rejected attacking
arguments in the argument’s indirect opinion. As a dual concept, the nega-
tive support combines accepted attacking arguments with rejected defending
arguments.
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We now introduce our notion of coherence by combining the positive and
negative support of an argument. We say that a labelling is coherent if the fol-
lowing conditions hold for each argument: (1) if an argument is labelled accepted
(in) then it cannot have more negative than positive support (the majority of
its indirect opinion supports the argument); and (2) if an argument is labelled
rejected (out) then it cannot have more positive than negative support (the
majority of its indirect opinion rejects the argument).

Definition 9 (Coherence). Given a TODF = 〈A, �→,�, τ〉, a coherent
labelling is a total function L : A → {in, out, undec} such that for all a ∈ A
with A(a) ∪ D(a) �= ∅ it satisfies: (i) L(a) = in =⇒ ProL(a) ≥ ConL(a); and
(ii) L(a) = out =⇒ ProL(a) ≤ ConL(a).

Example 4. Again, considering our example and its labellings from Fig. 2(b)
(L1, L2, L3), we note that just L1, L2 belong to the subclass of its coherent argu-
ment labellings Coh(TODF ).

3 The Aggregation Problem

Definition 10 (Labelling discussion problem). Let Ag = {ag1, · · · , agn}
be a finite non-empty set of agents, and TODF = 〈A, �→,�, τ〉 be a target-
oriented discussion framework. A labelling discussion problem is a pair LDP =
〈Ag, TODF 〉.

Given an LDP, our aim is to find how to aggregate the individuals’ labellings
into a single labelling that captures the opinion of the collective.

Definition 11 (Aggregation function). An aggregation function for a
labelling discussion problem LDP = 〈Ag, TODF 〉 is a function F : L(TODF )n

−→ L(TODF ), being L(TODF ) the class of the argument labellings of TODF .

Plainly, an aggregation function F takes a labelling profile representing all
agents’ opinions and yields a single labelling computed from the individual
labellings. Such aggregation function is key to assessing the collective decision
over the target.

Definition 12 (Decision over a target). Let LDP = 〈Ag, TODF 〉 be a
labelling discussion problem, L a labelling profile, and F an aggregation function
for the LDP. The decision over the target of the TODF is the label F (L)(τ).

The literature on Social Choice theory has identified fair ways of adding votes.
These can be translated into formal properties that an aggregation function is
required to satisfy [9]. Based on [4], here we formally state what we consider to
be the most desirable property for an aggregation function that allows to assess
the decision over the target of a target-oriented discussion framework. Thus,
we consider an aggregation function F (L) to be Collective coherent (CC) iff
F (L) ∈ Coh(TODF ) for all L ∈ L(TODF )n, being Coh(TODF ) the subclass
of coherent argument labellings.
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Notice that if an aggregation function does not produce a coherent labelling,
there is at least some argument whose collective label (direct opinion) is in con-
tradiction with its indirect opinion. Thus, the aggregation would not be reliable.

4 The Coherent Aggregation Function

In order to define an aggregation function to compute the collective labelling,
we first introduce notation to quantify the direct positive and negative support
of an argument. Let L = (L1, · · · , Ln) be a labelling profile and a an argument.
We note:

– The direct positive support of a as inL(a) = |{agi ∈ Ag |Li(a) = in}|; and
– The direct negative support of a as outL(a) = |{agi ∈ Ag |Li(a) = out}|.
Next, we define our chosen aggregation function: the coherent aggregation func-
tion. The main purpose of this function is to compute a coherent aggregated
labelling, and hence fulfil the collective coherence property. that is, to yield a
rational outcome that is free of contradiction.

Definition 13 (Coherent aggregation function). Let L be a labelling pro-
file. For each argument a the coherent function over L is defined as:

CF (L)(a) =

⎧
⎨

⎩

in , IO(L)(a) + DO(L)(a) > 0
out , IO(L)(a) + DO(L)(a) < 0
undec , IO(L)(a) + DO(L)(a) = 0

where DO (direct opinion) and IO (indirect opinion) functions are defined as:

DO(L)(a) =

⎧
⎨

⎩

1 , inL(a) > outL(a)
0 , inL(a) = outL(a)
−1 , inL(a) < outL(a)

If A(a) ∪ D(a) = ∅ then IO(L) = 0, Otherwise:

IO(L)(a) =

⎧
⎨

⎩

1 , P roCF(L)(a) > ConCF(L)(a)
0 , P roCF(L)(a) = ConCF(L)(a)
−1 , P roCF(L)(a) < ConCF(L)(a)

Notice that to compute our CF on a single argument a we need to compute first
the CF of its descendants. The acyclic characterisation of our TODF prevents
endless recursion.

Example 5 (Flatmates’ discussion). Back to our example involving a flat-
mates’ discussion, we use the coherent aggregation function to obtain the aggre-
gated opinion of the provided labellings (see Fig. 2(b)). Figure 3 shows the results
of the aggregation and the decision over the target as produced by CF. We observe
that the flatmates collectively accept arguments a1 and a3, whereas argument a2

becomes undecidable. Finally, the decision over the norm is to accept it.
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Fig. 3. Flatmates example: aggregated labellings (and decision over target N) com-
puted by CF .

Proposition 14. CF satisfies the collective coherence property.

Proof. Let a be an argument such that CF (L)(a) = in. From Definition 13 we
know that IO(L)(a) + DO(L)(a) > 0. Thus, there are three possibilities: (i)
DO(L)(a) = 1 and IO(L)(a) = 1; (ii) DO(L)(a) = 1 and IO(L)(a) = 0; or
(iii) IO(L)(a) = 0 and DO(L)(a) = 1. Since IO(L)(a) ≥ 0 in all cases, this
implies that ProCF(L)(a) ≥ ConCF(L)(a), and hence CF satisfies the coherence
property. The proof goes analogously for the case CF (L)(a) = out.

5 Conclusions and Future Work

This paper formalises the problem of taking collective decisions by proposing
a target oriented discussion framework and a novel aggregation function that
combines opinions. We show that such function satisfies coherence, a valuable
social choice property.

We are currently studying other social choice properties, such as anonymity,
non-dictatorship, or supportiveness. Regarding the operationalisation of our
problem, we are also working on an algorithm for the computation of the decision
over a target.

Finally, as for future work, we first plan to extend our Target Oriented Deci-
sion Framework (TODF) to permit loops, and hence ease rebuttal, a common
feature of argumentation systems. Moreover we will also pursue to provide more
fine-grained means of computing argument support.
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Abstract. Smart Cities require reliable means for managing installations that
offer essential services to the citizens. In this paper we focus on the problem of
evacuation of smart buildings in case of emergencies. In particular, we present a
proposal for an evacuation guidance system that provides individualized evac-
uation support to people in case of emergencies. The system uses sensor tech-
nologies and Complex Event Processing to obtain information about the current
situation of a building in each moment. Using semantic Web technologies, this
information is merged with static knowledge (special user characteristics,
building topology, evacuation knowledge) in order to determine (and dynami-
cally update) the most appropriate individualized evacuation routes for each
user.

Keywords: Multiagent systems � Evacuation guidance � Context aware
systems � Complex event processing � Semantic technologies � Smart buildings

1 Introduction

As cities are growing both in size and population, it is necessary to have reliable means
to manage installations that offer essential services to the citizens (e.g., airports, sta-
diums, museums, and so on). Although there are already experts who design and
manage such facilities, there is a lack of efficient operational tools and knowledge to
explore their functional limitations in a principled manner, to identify potentially
dangerous situations, and to support decision-making in case of emergencies.

Recommendations or guidelines about how to react in cases of emergencies obvi-
ously exist, but they can hardly be challenged or debated upon as they are often based on
specific cases and experiences rather than strong general arguments. In practice, fre-
quently it is up to human decision-makers to design and monitor an appropriate and

© Springer International Publishing AG 2017
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timely course of action in response to a specific emergency situation. They do not adapt
information to the context and the profile of each person, so the information they
transmit might be useless. In large spaces, human coordinators are introduced mostly at
a limited number of critical nodes of an evacuation network. Due to the lack of overall
information, these coordinators usually direct all the evacuees to predefined evacuation
routes not considering the real-time conditions of the building.

Recently, it was proposed that, by bringing together researchfrom the fields of
Agent-Based Social Simulation (ABSS), Ambient Intelligence (AmI), and Agreement
Technologies (AT), advanced methods and tools can be developed to address the
aforementioned problem [1]. In particular, ABSS is useful for realistically modelling
human crowds in large installations (taking into account both individual and herd
behaviours). AmI techniques are adequate to model and simulate physical devices in
smart spaces (sensors and actuators). Finally, AT are used to explore intelligent
strategies for managing such installations as large-scale open distributed systems.

In this paper, we focus on the evacuation of installations of the aforementioned type
in case of emergencies. In particular, we focus on smart buildings equipped with
information processing, sensing and actuation facilities. In [2] a recommender system
has been put forward that arranges personalized visits through a museum, based on user
profiles and visitor location data provided by in-door localization techniques. Such
situation-aware recommender systems can be considered as a special type of
Context-aware Recommender Systems (CARS) that are discussed in detail in [3]. The
present work aims at exploiting infrastructures of this type for evacuation purposes.

The objective of an evacuation is to relocate evacuees from hazardous to safe areas
or the areas where the life-threatening risk is minimal, that is, providing them with safe
routes to such areas. Present evacuation approaches are mostly static, based on pre-
assigned evacuation routes. Frequently, no coordination is carried out except for pre-
defined evacuation maps. There may arise dangerous situations caused, for instance, by
herding and stampeding behaviours at potential bottlenecks. Real-time route guidance
systems with situation–aware capabilities that dynamically determine and update
evacuation routes based on the evolution of an ongoing emergency, can help reducing
those risks. Furthermore, smart devices allow guidance to be personalized, taking into
account, for instance, the specific circumstance of the elderly, disabled persons, or
families. Finally, large groups of people may need to be evacuated so scalability issues
are also of importance.

Our proposal concentrates on real-time situation-aware evacuation guidance in
smart buildings. The system aims to assign efficient evacuation paths to individuals
based on their mobility limitations, initial positions, respecting individual’s privacy,
and other evacuation requirements. In our approach, complex event processing and
semantic technologies are the key technologies used to address this problem.

Section 2 describes in more detail the particular problem that we are addressing,
and provides a brief overview of the technologies we use. Section 3 outlines the
architecture of the system, and details the structure and dynamics of its key modules.
We conclude the paper with Sect. 4, describing lessons learnt and future lines of work.
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2 Evacuation Guidance in Emergency Situations

A pedestrian route recommender system for smart spaces that recommends the safest
routes to pedestrians and simultaneously optimizes conflicting objectives of finding the
social optimum and minimizing individual path travel times in steady state conditions
while considering people flow and fairness was presented in [4]. The system considers
the influence of stress on human reactions to the recommended routes and iteratively
ponders user response to the suggested routes influenced by stress-related irrational
behaviours until system acceptable routes are found. Moreover, the influence of affiliate
ties and self-concerned individuals among evacuees was studied in [5]. Here,
self-concerned and social group behaviour is modelled via individual and team rea-
soning. The recommended routes take into account the affiliate ties to guarantee
evacuee’s compliance with the routes.

The proposal we present in this paper applies a more lightweight approach for
determining the evacuation routes for users. We rely on the existence of ara the
extensive set of possible evacuation routes. This set should include multiple alternative
paths for evacuating people from each possible location in the building. The routes may
be determined by evacuation experts or through some automated process, which can be
carried out offline or updated online if topology changes are produced during the
emergency (e.g. new openings through broken walls). The way such potential evacu-
ation routes are generated is out of the scope of this paper. The different evacuation
routes are stored in an emergency ontology that, together with an ontology describing
the topological structure of the building specifies the a priori knowledge of our system.
In addition, situational knowledge about the current situation in each moment of the
building and of the evacuees is generated in real-time through a network of sensors.
The monitoring permits us to recognize the evacuees’ behaviour with respect to the
suggested routes and to perceive possible changes in safety conditions of the infras-
tructure. This dynamic knowledge is merged with the static knowledge about the
infrastructure. In an emergency situation, semantic inference is used to select the most
appropriate evacuation route for each individual in the building. Furthermore, the
real-time monitoring allows the system to reroute evacuees in case of contingencies
and, thus, to propose evacuation routes that are adaptive to unpredictable safety drops
in the evacuation network.

In the following subsections we present the basic technologies used in our system.

2.1 Sensing Infrastructure

Our work assumes the existence of data provided by a smart infrastructure as well as by
the users currently in the building.

Localization with Landmarks. A prerequisite for intelligent routing guidance is a
detailed knowledge about the current location of all persons in the building: First, the
routing system must know about the occupancy of each space in a building for cal-
culating an appropriate route. Secondly, the precise position of each person is necessary
for providing her with individualized routing recommendations taking her specific
constraints into account.
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There are various technological approaches to localize persons in buildings:

• WIFI: The intensity of a WiFi signal can be measured to derive the distances to
several access points. This allows calculating a person’s position via trilateration.
Unfortunately, WiFi doesnot yield good accuracy: the distance between a mobile
phone and a WiFi access point is often rather large and may not be precisely
estimated on base of the received signal, because the signal strength changes sig-
nificantly with environmental conditions.

• RFID (Radio Frequency Identification) technology can also be used for indoor
positioning. Persons equipped with passive RFID tags can be detected by RFID
readers that are spread in the building. RFID technology has several drawbacks:
First, it is rather expensive to equip a building with an adequate number of RFID
readers. Second, it might be difficult to provide each person with a personal RFID
tag.

• iBeacon technology has recently been introduced to support indoor navigation [6].
A beacon device uses Bluetooth LE to send in a configurable frequency a unique ID
that can be read by any smartphone. Therefore, a beacon infrastructure is set up
easily: Beacons are cheap enough to distribute many of them, so that they can form
a much denser network in the building. Furthermore, no specific beacon readers are
necessary, because usual smartphones are capable of reading and processing beacon
signals.

Summarizing, beacon technology can provide a higher accuracy: there are as many
readers as users, and each building section can be equipped with many beacons such
that a dense network of landmarks is given. Furthermore, some of our former projects
proved that beacons provide sufficient localization accuracy [7, 8]. Therefore, we
applied beacon technology in our scenario, i.e. we assume that all sections of the
buildings contain a sufficient number of beacons that cover completely the space in the
building. In general, we use the term section to refer to spatial elements like rooms,
floors, staircases, etc.

User Smartphones. From the point of view of information gathering, the personal
smartphones of users play two different roles: they serve as readers for beacon signals
and they can exploit their built-in sensors to derive more details about the current
situation of its particular user.

• Beacon reader for localization: In smartphone operating systems such as iOS and
Android, the capability of reading beacon signals is already integrated.
Each room is equipped with several beacons with non-overlapping ranges. As soon
as a user approaches a beacon within the predefined range the smartphone triggers
an event carrying the beacon ID. Then the smartphone knows that it is near that
beacon and can forward this information to a server that coordinates emergency
situations.

• User activity recognition: The built-in sensors of a smartphone can be exploited to
derive the current activity of its particular user. There exist several works on how to
use phone-based sensors for performing activity recognition. For instance, the
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authors in [9] applied different machine learning techniques to classify accelerometer
data as certain activities. In our scenario, the current behavior of the users is crucial to
detect panic situations, e.g. the situation that most persons in a room are running.

Besides, the smartphones serve as an individualized communication channel to
each user to provide personalized routing guidance.

Further Sensors and Infrastructure. Further sensors are necessary for achieving
situation awareness in the emergency recommender system. In particular, these sensors
can be used to detect unexpected events in the building. For instance, smoke and
temperature sensors could be used for fire detection. Furthermore, building operators
can specify current incidents that could be detected automatically.

2.2 Complex Event Processing (CEP)

A key issue in emergency recommender systems is detailed knowledge about the
current situation in the building. In this regard, in our scenario, an appropriate and
individualized guidance for all people in the building requires information about: (i) the
current position of each person and the occupancies of all sections in the building,
(ii) the situations that can provoke panic, and (iii) the space safety for each constituent
part of the evacuation network (made of building sections) that can be jeopardized by,
e.g., fire or build-up smoke, or panic related herding and stampeding behaviors.

Apparently, such situational knowledge cannot be predefined. It can be considered
as dynamic knowledge with a high change frequency and must be inferred by
exploiting livedata. Usually, livedata is provided by sensors, which monitor their
environment and produce a continuous stream of data. Each set of sensor data corre-
sponds to a particular event in the environment.

Considering a solitary event is usually of no significance, because it represents just a
single incident in the physical world. For instance, it is of no importance if a single
person is running, but if all persons in a room are running it could indicate a panic
situation. Complex event processing (CEP) is a software technology to extract the
information value from event streams [10, 11]. CEP analyses continuous streams of
incoming events in order to identify the presence of complex sequences of events, so
called event patterns. The main goal of CEP is to extract a domain-specific meaning out
of the observed streams of simple fine-grained and uncorrelated events. According to the
key idea of CEP, a set of simple events must be correlated to a single complex event with
a significant meaning [10]. For instance, a panic event can be inferred if the smartphones
of nearly all persons in a certain section of the building emit a running event.

Event stream processing systems manage the most recent set of events in memory
and employ “sliding windows” and temporal operators to specify temporal relations
between the events in the stream (each event has a timestamp). The core part of CEP is
a declarative event processing language (EPL) to express event processing rules. An
event processing rule contains two parts: a condition part describing the requirements
for firing the rule and an action part that is performed if the condition matches. The
condition is defined by an event pattern using several operators and constraints.

A Proposal for Situation-Aware Evacuation Guidance 497



An event processing engine analyses the stream of incoming events and executes
the matching rules. Luckham introduced the concept of event processing agents
(EPA) [10]. An EPA is an individual CEP component with its own rule engine and rule
base. Several EPAs can be connected in an event processing network (EPN) that
constitutes a software architecture for event processing. Event processing agents
communicate with each other by exchanging events.

2.3 Knowledge Representation Using Ontologies

Ontologies are commonly used for knowledge representation in Artificial Intelligence.
In the Semantic Web field, standard ontology languages have been recommended by
the W3C, such as RDF, RDFS and OWL.

Resource Description Framework (RDF) is a model for knowledge representation.
RDF models are directed graphs (semantic networks), where nodes represent concepts
or individuals (instances) and arcs represent properties (or predicates). Using RDF
terminology, a graph consists of a set of subject-predicate-object triples (statements),
i.e. each triple represents an arc. Subjects and predicates are identified using IRIs1,
while objects can be represented by IRIs or literals (basic data types)2.

There are several serialization formats for writing RDF. We use Turtle due to its
simplicity and readability. In turtle, an RDF graph is written as a set of triples (the order
is not important), each of them in the form <subject> <predicate> <object> ending with
a dot. The following shows the turtle representation of the facts “Bob Smith is a
security guard that is located in room1, which is connected to room2 and has a capacity
of 50 people. Both, room1 and room2 are rooms and also sections.”:

:bob  rdf:type  :SecurityGuard. 
:bob  :locatedIn  :room1. 
:bob  :name   “Bob Smith”. 
:SecurityGuard rdfs:subClassOf :Personnel. 
:Personnel  rdfs:subClassOf :Person. 
:room2  rdf:type  :Section. 
   rdf:type  :Room. 
:room1  rdf:type  :Section; 

rdf:type  :Room; 
 :connectedTo  :room2; 
 :capacity  “50“. 

Note that the last three lines is a syntactic sugar where we can avoid repeating the
same subject in consecutive triples by separating triples with a semicolon.

Semantic descriptions are given in standard ontology languages (e.g. RDF Schema,
OWL), which extend RDF and are based on description logics (DL). This technique

1 RDF syntax allows defining prefixes to ease IRIs readability. For example, rdf:type is the same as
http://www.w3.org/1999/02/22-rdf-syntax-ns#type if we define prefix rdf = http://www.w3.org/
1999/02/22-rdf-syntax-ns#. Here we use a default prefix (e.g. :Room).

2 RDF also includes the concept of blank node, but we prefer not to mention it in this paper for the
sake of clarity.
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models knowledge in terms of TBox (terminological box) and ABox (assertional box).
In general, the TBox contains sentences describing general concepts (e.g. Security
Guard, Personnel, Section, etc.) and relations between them (e.g. Security guards are
Personnel, persons are located in sections, sections have capacities, …). The
ABox contains sentences about concrete individuals and their relations (e.g. security
guardBob is located in room1, which has a capacity of 50 people and is connected to
room2, room1 and room2 are sections and rooms etc.). TBoxes are normally reusable
across different applications, while ABoxes typically represent particular cases.

RDF Schema (RDFS) extends RDF by defining a few IRIs with given DL
semantics. Basically it introduces the notion of classes and instances (e.g. :bob rdf:type
:SecurityGuard), as well as simple “subclass of” relations (e.g. SecurityGuard is a
subclass of Personnel as shown in the previous example). In addition, RDFS introduces
the concept of property (and subproperty), allowing specifying its domain and range.
For example, the following sentences specify that locatedIn is a property whose
domain is Person and range Section:

:locatedIn  rdf:type  rdfs:Property; 
   rdfs:domain  :Person; 
   rdfs:range  :Section. 

Applying DL reasoning, in particular subclass of and type semantics, it can be
checked that security guards are located in a section (e.g. “Bob is located in room1”).

Web Ontology Language (OWL) extends RDFS with new primitives that allow
creating more complex expressive ontologies. It is possible, for example, to specify
cardinality and characteristics of properties (e.g. transitivity, symmetry, …), create
complex classes (intersections, disjoints, …), etc.

Semantic representations provide the means to easily obtain inferred knowledge.
For example, if we define a class DisabledPerson to represent people with at least one
disability, then we can infer disabled people even though they have not been explicitly
described as instances of that class.

For more complex reasoning tasks, we use rules on top of our OWL ontologies,
which typically include new inferred knowledge into the A-Box. In particular, we use
rules to determine the accessibility of certain sections in the building, and to select
possible evacuation routes.

3 Emergency Management System

In this section we first present the architecture of the proposed emergency management
system and describe the different components comprising it. Then, we give some
details and examples of the CEP and Route recommender modules.

3.1 System Architecture

We propose a solution concept of an evacuation guidance system architecture that
combines different CEP modules in order to provide situation awareness for evacuation
route recommendation. An overview of this architecture is given in Fig. 1.
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The general operation dynamics of the system is based on two modes: standard
mode and evacuation mode. In standard mode, the system continuously monitors the
current state of the building, trying to detect a possible emergency scenario. If such a
situation is detected (e.g., an emergency event is detected through complex event
processing), the system alerts some human operator who can activate an evacuation
process and the system enters in evacuation mode. In this mode, the evacuation route
recommendation module is executed, which provides individualized route guidance to
the people that are currently in the building.

The system consists of two main parts: User Agents (UA) and Emergency Manager
(EM), as well as a set of Sensors located at different points in the infrastructure.

User Agent (UA). The user agent manages and stores all the information that is related
to a particular user (a person that is currently located in the building under consider-
ation). The UA is executed as an app on the smartphone of each user. We assume that
people that enter the building have either downloaded and run such an app on their
smartphones, or they have been provided with some Smartphone like device that runs
the app when they entered the building.

The UA contains three parts: a preference module, a user situation awareness
module and a recommendation interface. The preferences and constraints module
allows the user to specify certain preferences or constraints regarding evacuation
scenarios; e.g. disabilities that imply a restricted mobility of the person (wheelchair,
blind, etc.). This information is entered during the configuration of the UA and is stored
locally in form of RDF data.

The user situation awareness module exploits sensor data (from the smart phone
and beacons installed in the building) and reasons about the behaviour and location of
the user (through local CEP processes). The derived information is passed to the

Fig. 1. Overall architecture of the evacuation guidance system.
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situation module in the EM. In order to assure privacy, the amount of information
provided to external components is different in standard and in evacuation mode. In
standard mode, only certain basic data about the user’s situation are forwarded to the
EM (e.g., location, running events). In case of the activation of an evacuation (e.g., the
EM broadcasts an evacuation event to all user agents), more detailed events are
detected and also the preferences and constraints regarding user mobility are passed to
the EM. Thus, we consider that an emergency situation prevails upon privacy issues.

Finally, the evacuation mode will also trigger personalized navigation guidelines
for evacuation through an appropriate interface. Thus, helping her to leave the building
in the way it was suggested by the evacuation route recommender.

Emergency Manager (EM). The emergency manager is the central part of the system.
A building situation awareness module combines and analyses the events provided
from the individual user agents with data from smart building sensors and generates
information about the global situation of the building. This information is stored in the
data model as RDF data. In this process CEP is used to filter irrelevant information and
to generate higher level events. Regarding user events, individual data is aggregated to
detect events regarding groups of users as well as identifying the density of the dis-
tribution of users in the building.

When the building situation awareness module detects an emergency situation, an
alert is sent to the operator interface. This interface allows, on one hand, to monitor the
situation of the building and, on the other hand, to trigger an evacuation process and to
execute control actions in such a process (e.g., specifying blockage of parts of the
building). If an evacuation process is initiated, the system enters evacuation mode and
the evacuation route recommender is executed. The module sends an evacuation event
to all user agents informing them about the situation. Then it starts to calculate indi-
vidual evacuation routes for all users. In this process, three types of data are used:

• Data regarding the building topology: Static information about physical elements in
the building (e.g. rooms, corridors, floors, doors, etc.) and relations among them
(e.g. room A is 10 m2, is connected to room B and both are connected to floor F).
As we said before, we use sections to logically identify physical spaces in a
building. For instance, a room may be a section or a large hall could be represented
through multiple sections. The sections are connected creating the graph of possible
movements in the building.

• Emergency ontology: This static ontology contains general knowledge about
emergency and evacuation scenarios, e.g., possible evacuation paths, the appro-
priateness of certain routes for people with limited mobility in emergency situations,
the influence of certain events like fire and smoke on the security level of a section
for evacuation purposes, etc.

• Global situation: Contains the current situation of the building itself including the
people that are currently in the building. This information includes (i) the distri-
bution of people in the building, (ii) momentary positions, evacuation preferences,
and mobility constraints of each person, (iii) information on building sections that
are blocked for evacuation, and the reason for blockage.
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During evacuation, the global situation of the building is dynamically updated in
order to reflect the situation in each moment. Also the route recommender continuously
controls the viability of the current evacuation strategy. If changes occur that may
violate that viability, then new evacuation routes may be selected for each user.

In the following we describe in more detail the CEP components, the knowledge
bases and the principal functioning of the evacuation route recommender module.

3.2 CEP Components

Both agent types, User Agent (UA) and Emergency Manager (EM) analyse the
incoming streams of events to understand the current situation.

CEP in the User Agent. The UA exploits sensor data and infers (i) the location and
(ii) the behaviour of a single user. To explain the CEP component in more detail, we
will assume that the UA monitors two types of explicit (or atomic) events to achieve
this type of situation awareness:

– beaconEvent(beaconID): a beacon with a certain ID3 has been detected
– accelerationEvent(velocity): the phone is moving with a certain velocity

The beaconEvents collected by a particular phone are used to derive the current
position of its owner. The following CEP rule creates enteringSection and leav-
ingSection events, meaning that the user is entering, respectively leaving a certain
space. These events can be considered as complex (or materialized) events. They carry
the ID of the user and the related beacon ID.

CONDITION: beaconEvent AS b1 beaconEvent AS b2 
 b1.id <> b2.id  

ACTION: CREATE enteringSection(userID, b2) 
CREATE leavingSection(userID, b1)

The rule describes the situation that a new beaconEvent b2 has been read in the
phone, where the beacon ID has changed. The symbol “!” indicates that event b1
occurs before event b2.

Detecting a running user is another situation that must be forwarded to the
Emergency Manager, because many running users can indicate a panic situation. An
appropriate CEP rule checks if the average velocity of a user is higher than 5 km/h
considering a time window of 5 s:

CONDITION: accelerationEvent As a [win:time:5sec]
 average(a.velocity) > 5 km/h

ACTION: CREATE runningEvent(userID)

3 Note that the beaconID is structured and includes, among other information, the ID of a certain
section in the building.
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If the condition matches, then the rule creates a runningEventthat contains the ID of
the corresponding user.

CEP in the Emergency Manager. The CEP component in the Emergency Manager is
responsible for deriving the global situation in the building. For instance, it could
receive and analyze the following atomic events: produced by the CEP rules running on
the users’ smartphones.

– enteringSection (userID, sec): a user with a given ID has entered section sec.
– leavingSection (userID, sec): a user with a certain ID has left section sec.
– runningEvent (userID): a user with a certain ID is running.

Another kind of situational knowledge describes the global situation. A first type of
rules is calculating the occupancy of different sections in the building.

The following CEP rule calculates the number of persons staying in a certain
section by counting all entries and exits in that section during the last 15 min:

CONDITION: (enteringSection AS e  leavingSection As l)
[win:batch:15min] group_by (e.sec) 

 e.sec = l.sec
 count(e) AS entries
 count(l) AS exits

ACTION: CREATE occupancy(e.sec, entries - exits)

The second type of rules tries to infer a global behavior of the people currently
staying in the building. For instance, the next rule intends to detect a panic situation in
the building:

CONDITION: runningEvent AS r [win:time:1 min] group_by(r.sec) 
 count(r) > r.sec.occupancy * 0.2

ACTION:  CREATE panicEvent(r.sec)

It groups all runningEvent according to a time-spatial window. The grouping cri-
terion is defined by the section, where the runningEvent have occurred, and a time
interval of 1 min. If more than 20% of the people staying in the section are running, a
panic situation is indicated.

Note that also other situational events could be detected by appropriate CEP rules.
For instance, a blocked staircase could be inferred, if numerous persons could not
continue their recommended evacuation path along the staircase. Similarly, information
from other sensors in the smart building can be exploited to derive certain important
events. For instance, the data from temperature and smoke sensor can be used to detect
a fire situation in a certain part of the building. There are appropriate CEP rules that
derive such situations as well.

A Proposal for Situation-Aware Evacuation Guidance 503



3.3 Knowledge Bases

The knowledge used in our system is distributed between the User Agent and the
Emergency Manager. All agents share the same common ontology (TBox) for repre-
senting the facts describing their knowledge.

User Preferences. In the UA, the user specified her personal preferences and con-
straints. The following facts written in RDF give an idea of a possible knowledge base
content.

:user1 :accompaniedBy  :user2;
:hasDisability :wheelchair.

We can distinguish between preferences (user1 wants to stay in a group with user2)
and constraints (user1 uses a wheelchair).

Building Topology. The EM maintains detailed knowledge about the topology of the
building. The following example shows how this knowledge can be described.

:room1  rdf:type :Section;
rdf:type :Room;
:connectedTo  :room2;
:connectedTo  :staircase1;
:capacity

:staircase1 rdf:type :Staircase;
rdf:type :Section;
:connectedTo :room1.

:connectedTo rdf:type owl:SymmetricProperty.
:Staircase rdfs:subclassOf :Exit.

The RDF triples provide information about room1, which is connected to another
room2 and a staircase1. The room is a section and has a capacity of 50 people, which
can be used to derive overcrowded situations. Furthermore, data about staircase1 is
given. Note that an OWL reasoner can infer the fact that staircase1 is connected to
room1 by using the knowledge that connectedTo is a symmetric property.

Emergency Ontology. The following part of the EM ontology specifies knowledge
necessary in emergency situations. The first fact informs that space room2 cannot be
used by wheelchairs. Then, an evacuation route is described. The route has a length of
50 m, it starts in room1 and ends in exit1 following a particular sequence of sections. In
this example, we assume that for each section several evacuation routes are predefined
providing different alternatives for the users. In the following subsection, we will show
how an appropriate evacuation route can be selected for a particular user.

:room2 :notUsableFor :Wheelchair.
:route1 rdf:type :EvacuationRoute;

:startsIn :room1;
:endsIn :exit1;
:length ;
:path (:room1 :staircase1 :room7 :exit1).
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Global Situation. Finally, the EM knows about the current situation in the building.
For instance, the following triples specify the locations of certain user, the current
occupancy of sections and the certain emergency state (e.g. panic situation in room2).

:user1  :locatedIn :room1 .
:room1  :occupancy
:room2  :emergencyState  :panic.
:locatedIn :rdf:type owl:FunctionalProperty .

The above facts are derived by appropriate CEP rules executed in the UA and the
EM, as discussed in the previous section. The integration of events detected through
CEP into the system knowledge is provided by a component that maps events to RDF
facts. For instance, an enteringSection(user1, room1) event is mapped to the RDF fact
(:user1 :locatedIn :room1.). In this process, previous facts may have to be deleted. For
instance, because the property :locatedIn is functional, a former :locatedIn assertion for
the same user must be deleted from the knowledge base.

3.4 Evacuation Route Recommender Model

In this subsection, we show how to derive personalized evacuation routes from the
knowledge base using semantic rules. The examples show, how evacuation experts
could specify rules that can be used to determine personalized evacuation routes for
users. The example rules are using a notation similar to Jena4 rules.

First, one class of rules are used to block certain sections for particular users. If a
user has the disability of being in a wheelchair, and a section is of type Staircase, then
section is not accessible for that user:

(?user :hasDisability:Wheelchair)  
(?sectionrdf:type  :Staircase)  
   ->   (?section :notAccessibleFor ?user)  

The former rule could be refined by not considering lightweight kids accompanied
by adults. However, we opt here for keeping simple rules so as to convey the model
operation rather than a detailed description.

If a user (user1) is accompanied by another person user2, then the restrictions hold
for all persons in the group:

(?user1 :accompaniedBy ?user2)  
(?section :notAccessibleFor ?user1) 
    ->(?section :notAccessibleFor ?user2) 

If a panic situation has been detected in a section, the section is restricted for access
for any user (here user) who is currently located in an arbitrary section Section 2:

4 jena.apache.org.
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(?section1 :emergencyState :panic)(?user :locatedIn  ?section2) 
notEqual(?section1,?section2) 
    ->(?section1 :notAccessibleFor ?user) 

Similar rules can be specified for restricting the access to sections due to other
situational events (e.g., detected fire or smoke, etc.).

The following rule finds all evacuation routes that can be potentially used by a
particular user, i.e. all routes that start in the same section where the user is located.

(?user :locatedIn ?section)(?routerdf:type :EvacuationRoute)  
(?route :startsIn ?section) 
 ->(?route :startingRouteFor?user) 

But not all of these routes can be used by user1 due to her personal restrictions.
Therefore, another rule marks all routes that contain a section, which is not accessible
for user1:

(?route :startingRouteFor  ?user)(?route :path  ?path)  
(?section :notAccessibleFor ?user) listContains(?path,?section) 

->(?route   :isNotPossibleFor  ?user) 

Now, the next rule determines all routes that a user can really use in her current
situation. Those are all routes for user, which are derived as her starting routes and
which additionally are not marked as ‘not possible’.5

(?route :startingRouteFor  ?user) 
noValue(?route:isNotPossibleFor ?user) 
 ->(?route :usableBy  ?user) 

Finally, with an appropriate SPARQL6 query the best evacuation route for each
user can be searched by comparing the lengths of the evacuation routes.

SELECT ?user ?path ?minLength 
WHERE { 
?route :usableBy?user .  
?route :length ?minLength . 
?route :path  ?path .    
    { 
SELECT ?user (MIN(?l) AS ?minLength) 
      WHERE { 
?route :usableBy?user . 
?route :length ?l . 
      }GROUP BY ?user 
    } 
} 

5 Note that this rule must be processed in a subsequent reasoning step for guaranteeing that all ‘not
possible’ routes have already been found by the preceding rules.

6 SPARQL is a query language for RDF (https://www.w3.org/TR/sparql11-query/).
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Semantic rules reflect the knowledge of domain experts. In contrast to traditional
recommender methods such as Collaborative Filtering they don’t need historical data,
but are based on domain experts’ expertise. Furthermore, they can easily integrate
situational knowledge derived from the CEP rules (e.g., ?user1 :locatedIn ?room1)
with facts from the knowledge base (e.g., predefined evacuation routes).

4 Conclusions

In this paper we have presented a system for situation-aware evacuation guidance in
smart building. The system provides an individual evacuation route recommendation to
each user of a smart large installation. The proposal takes into account the current
location and building state obtained through sensors and personal mobile devices, as
well as human factors in emergencies.

We described the architecture and the main technologies proposed to implement the
proposed system, namely, beacons and smartphones for obtaining live building
information, CEP for efficient event processing, and knowledge representation and
semantic reasoning for determining evacuation route recommendations. Although
semantic reasoning may require high computational resources, we alleviate this fact by
the use of efficient CEP technologies distributed in UAs and EM, whichefficiently
provide a reduced set of high level facts describing current building situation.

In [4], we presented a distributed algorithm that calculates evacuation route rec-
ommendations through global optimization techniques, concentrating on the safety and
fairness of the recommended routes. In this paper we have presented a more light-
weight approach that uses semantic inference techniques to select appropriate evacu-
ation routes out of a set of predefined routes. In contrast to other more automatic
techniques, the proposed approach is based on domain experts’ expertise. Thus, certain
facts and particular conditions that are difficult to take into account in automatic
methods may be taken into consideration when evacuation routes are calculated.

In an emergency situation, the system continuously monitors the evolution of the
building’s global state and recalculates recommended evacuation routes if necessary.
Furthermore, the recommended evacuation routes can be personalized to each user,
taking into account special mobility conditions or other restrictions. The information on
such conditions is kept private (on users’ smartphones) and is only revealed in case of
an emergency situation.

In the future, we plan to test our architecture in a simulated scenario where we will
evaluate the correctness of CEP rules and the route recommendation mechanismin
different settings and comparing it to other approaches. Wealso consider an evaluation
in a real world scenario in a University building.

Acknowledgments. Work partially supported by the Autonomous Region of Madrid (grant
“MOSI-AGIL-CM” (P2013/ICE-3019) co-funded by EU Structural Funds FSE and FEDER,
“SURF” (TIN2015-65515-C4-4-R (MINECO/FEDER)) funded by the Spanish Ministry of
Economy and Competitiveness, and through the Excellence Research Group GES2ME (Ref.
30VCPIGI05) co-funded by URJC and Santander Bank.

A Proposal for Situation-Aware Evacuation Guidance 507



References

1. MOSI-AGIL project (2016). https://www.gsi.dit.upm.es/mosi/
2. Hermoso, R., Dunkel, J., Krause, J.: Situation awareness for push-based recommendations in

mobile devices. In: 19th InternationalConference onBusiness Information Systems (BIS) (2016)
3. Adomavicius,G., Tuzhilin,A.: Context-aware recommender systems. In: Ricci, F., Rokach, L.,

Shapira, B., Kantor, P.B. (eds.) Recommender Systems Handbook, pp. 217–253. Springer,
New York (2011)

4. Lujak, M., Ossowski, S.: Intelligent people flow coordination in smart spaces. In: Rovatsos,
M., Vouros, G., Julian, V. (eds.) EUMAS/AT -2015. LNCS, vol. 9571, pp. 34–49. Springer,
Cham (2016). doi:10.1007/978-3-319-33509-4_3

5. Lujak, M., Giordani, S., Ossowski, S.: Distributed safety optimization in evacuation of large
smart spaces. In: The 9th International Workshop on Agents in Traffic and Transportation
(ATT 2016 @ IJCAI 2016) (2016)

6. Apple Inc.: iBeacons https://developer.apple.com/ibeacon/
7. Zimmermann, W.: Indoor navigation with iBeacon technology. Master thesis, Hannover

University of Applied Sciences and Arts (2016). (in German)
8. Brown, M.: Introducing iBeacon Technology at SXSW 2015 (2015). http://www.sxsw.com/

news/2015/introducing-ibeacon-technology-sxsw-2015
9. Kwapisz, J.R., Weiss, G.M., Moore, S.A.: Activity recognition using cell phone

accelerometers. ACM SIGKDD Explor. 12(2), 74–82 (2010)
10. Luckham, D.: The Power of Events. Addison-Wesley, Boston (2002)
11. Etzion, O., Niblett, P.: Event Processing in Action. Manning, Greenwich (2010)

508 H. Billhardt et al.

https://www.gsi.dit.upm.es/mosi/
http://dx.doi.org/10.1007/978-3-319-33509-4_3
https://developer.apple.com/ibeacon/
http://www.sxsw.com/news/2015/introducing-ibeacon-technology-sxsw-2015
http://www.sxsw.com/news/2015/introducing-ibeacon-technology-sxsw-2015


Software Agents in Retinal Vessels Classification
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Abstract. This article presents a methodology for the classification of
retinal vessels based on agreement technologies and artificial vision. Some
studies have demonstrated a direct relationship between the information
gathered from retinal images and certain pathologies such as hyperten-
sion or diabetes. There are different works that present methodologies
based on image processing algorithms to extract that information, but
there is no globally accepted methodology to obtain the information
automatically, which is the objective of this work. The proposed method-
ology has been evaluated by one expert user and compared with other
existing free software with similar features.

Keywords: Agents · Agreement technologies · Retinal vessels · Visual
analysis · e-Health

1 Introduction

When trying to detect eye diseases, the information that is obtained from blood
vessels may be relevant. The blood vessels of the eye can be seen on retinal
images. Some of those diseases affect the morphology of the vessel tree itself,
such as retinopathy of prematurity.

Methods of digital image processing of fundus photographs have been pro-
posed in recent years in order to improve the measurement of retinal vessel
parameters, and then find the association of those vessels with cardiovascular
diseases [1,2]. Nevertheless, there is no validated automatic methodology that
can obtain the necessary information and relate the extracted parameters with
pathologies.

In this work, we intend to extract different measurements that have been
proved to be related to pathologies. For example, the arteriovenous index
c© Springer International Publishing AG 2017
N. Criado Pacheco et al. (Eds.): EUMAS 2016/AT 2016, LNAI 10207, pp. 509–523, 2017.
DOI: 10.1007/978-3-319-59294-7 41
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(or just AV index) is a parameter that represents the relationship between the
arteries caliber and the veins caliber, and it has been proved to be related to
diabetic retinopathy.

To obtain the required information in an efficient way we propose the use
of software agents for the execution of different artificial vision techniques is
proposed. To this end, the first objective is vasculature segmentation, which
provides the vessel structure apart from the retinal background. Agents must
then collaborate to identify every vessel and classify them according to their
type: vein or artery. This classification proved to be the most difficult step in
previous works [3] because it is also a challenging task for human experts, given
that the brightness of every image is always different.

Therefore, previous results for the vessel identification step are expected to
improve with the tool that implements the proposed methodology. As the vessel
identification step is obviously based on the vasculature segmentation step, every
step is important for the final result. Agreement technologies (AT) and multi-
agent systems (MAS) have been introduced because software such as the one
proposed require high levels of intelligence, and all of them will have to negotiate
to propose the most accurate result.

Once every blood vessel in the image has been detected and identified, inter-
esting parameters related to its morphology, such as thickness, area or length, are
extracted and saved in order to keep a complete database and find a relationship
with illnesses in future works.

The proposed methodology has been implemented to be evaluated and the
result is a software tool called ALTAIR (Automatic Image Analyzer to Assess
Retinal Vessel Caliber). This is the second version (v2) of the software tool,
which includes the MAS approach as the main modification (first version was a
sequential application without agents [3]).

The remainder of this paper is structured as follows: a review of the current
published works that led to the realization of this study is presented in the
next section. Then, the proposed system is described, detailing separately the
agent architecture and the image processing techniques that have been applied
to extract the information from retinal images. The results obtained with this
work are presented, followed by the conclusion and future work.

2 Background

Fundus examination is a non-invasive evaluation of the vascular damage caused
by multiple factors. Images taken by a fundus camera provide a clear image of
the retina.

As a result of various population studies carried out, a direct relationship
has been found between the caliber of the retinal vessels and pathologies such
as arterial [4], stroke [5], metabolic syndrome [6], etc.

The relationship between retinal blood vessels and pathologies is not a recent
discovery; retinal images have been used and analyzed manually for decades [7].
Today, computer-based visual analysis is used to detect the vessel structure in
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retinal images. Different works, including [8,9], suggest the application of mor-
phological methods like erosion or dilation [10], which are widely used when
extracting different kinds of features from images with a previously known shape.
Other works apply algorithms based on adaptive filtering techniques to highlight
the vessels and detect them easily [11]. Methodologies such as [12] or that pro-
posed in [13] for the detection of diabetic retinopathy, have also been proposed.
These methodologies follow a four block analysis that includes a preprocessing
step, a shape estimation step, a feature extraction step and a classification step.
However, existing tools only apply one technique in every step, the results can
be improved by combining more than one techniques in every step. A summary
of the technologies applied by other methodologies for the analysis of retinal
images can be found in [14].

Part of the medical team that collaborated in this study was previously
involved in the development of another software tool (AVIndex [15]) which
extracts information similar to that extracted with the software tool proposed in
this work. However, the medical team realized that it was incomplete (informa-
tion related to the area, length or vessel position was missing) and the analyzed
area was not large enough to discover relationships with pathologies.

Artificial intelligence is usually applied to solve difficult problems, such as the
detection and classification of the retinal vessels, to get the same or even better
results than the ones an expert user would get by alone. Software agents have
been widely used for decades as a solution to solve complex problems and more
recently they have been used to solve e-health problems [16]. AT can be success-
fully applied in a large number of domains [17] to solve complex and dynamic
runtime problems. This is the case of vessel identification, where agents have
to determine the vessel type taking into account different parameters (defined
by the retina morphology) and negotiate to reach a global agreement regarding
their type.

3 Proposed System

The proposed system is based on a novelty methodology specifically designed and
developed for the present work. Although this methodology follows a schema that
is similar to the one followed by other developments and works, as shown in [14],
the set of techniques applied in every state are novel. The steps to be followed
when performing the analysis of the retina are sequential, but each of these steps
can be carried out individually, even in parallel and using different techniques and
algorithms. The proposed system follows an approach based on agents, in which
the functionalities can be distributed and also carried out independently, but
with a common goal. The schema that is followed by the proposed methodology
uses eight states or steps as a basis for extracting the information. The output
of the previous state is considered as the input for the next state, as can be seen
in Fig. 1.

In order to carry out different analyses or studies linking the extracted infor-
mation with the pathologies, the system must be able to associate that infor-
mation with the patient in order to study the relationship with the patient’s
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Fig. 1. State diagram.

clinical history. In this way, the first step of the system links the selected retina
image with the patient.

The retinal images used in the current study have been taken by a com-
mercial fundus camera whose model is irrelevant for the system, given that any
fundus camera can be used to get the images. The reason for this is that the
analysis only requires a suitable resolution (height from 600px) and the scale,
relationship between pixels, and real measure, are features that all fundus cam-
era manufactures should provide. One or more agent participates at every step
of the process. When more than one agent executes one step for the same task,
the input is the same, although each one can have its own output. In this case,
agents will have to use agreement technologies to propose the output that is best
suited for the desired result.

Agents have been developed by following the PANGEA specifications [19].
The communication between agents in PANGEA is based on the FIPA/ACL
protocol. A diagram representing how agents take part in the system can be
seen in Fig. 2.

Fig. 2. Agents organized by stages.

First, the user must select the image to process and associate it to the patient.
In the MAS, this action is executed by the User Agent. Then the system
enters a state of “Image preprocessing” where the image is processed by the
Preprocessing Agent. The image, usually RGB, is combined in a single layer
image (grayscale) by using different filters. The result of this preprocessing step
can be seen in the top middle of Fig. 3, where the original RGB image (a) is
directly converted to grayscale (b) and converted by using a filtered combination
(c). This combination mixes red (R), green (G) and blue (B) channels in a specific
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way to highlight the difference between blood vessels and the background to
improve the analysis results.

Fig. 3. Fundus retinography preprocessing and optic disc alignments. (Color figure
online)

RetinaEdge Agent executes the retina location step. It is a very important
step as it determines the image area (size and location) where the information is
contained, which is the area to be analyzed. From that moment, all the analyses
of the methodology are focused only in this area and processing time is signifi-
cantly lower.

In order to detect the edge, the color of every pixel is analyzed to find a
substantially color change that belongs to a blob big enough to be considered
as the retina. This procedure is executed for every row, which detects both the
top and the bottom points of the retina. The agent then does the same with the
columns to detect horizontal retina limits.

The optic disc (or papilla) is another important element in the image that has
to be located. All the blood vessels access the eye through the optic disc. Vessels
inside the optic disc are too close to detect their morphology individually, so the
analysis starts from its edge. The localization step is executed by the OpticDisc
Agent and it is essential for the following steps.

Fundus images can be taken with the optic disc oriented in different ways: (i)
with the optic disc in left or right side (Fig. 3(i)), (ii) with the macula centered
(Fig. 3(ii)) or (iii) with the optic disc centered (Fig. 3(iii)). As we want to obtain
as much information as possible, we are only considering the images with the
optic disc in the middle because the region of interest (ROI) has no hidden parts.

The ROI where the analysis is executed is defined as the area from the optic
disc border and its concentric circle whose radius is three times higher. With
this definition, the analysis area will be different for every retina image as the
size ratio of optic disc size can vary from 1:8 the retina size to 1:6 optic to retina
size. Therefore, this is the radius value that has been established for all of them.
An example of this relationship is shown in Fig. 3(1).

The optic disc is now located by applying pixel intensity, adaptive thresh-
olding and morphologic filters to locate the lighter blob with the optic disc
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morphology. Its center of mass is defined as the middle of the circle that con-
tains the optic disc. The result of every filter can be seen in Fig. 4.

Fig. 4. Visual analysis steps of algorithm for optic disc location.

Once the area containing all the information to extract is determined and the
location of the optic disc is known, the eye side (left or right) can be determined.
This information can be interesting when analyzing the results. The EyeSide
Agent executes the algorithm of this step, which is very simple and consists of
locating the macula, a taint that is always located in the image side closer to
the external side of the face. Images are always taken with the fundus camera
opposite the face so if the macula is in the left side of the image, it indicates
that the image is associated with the right eye. If the macula is in the right
side of the image, it means that an image of the left eye is being analyzed. As
mentioned, the algorithm that the EyeSide Agent executes to detect the macula
is very simple, so the analysis time is really low. The location of the optic disc
is already known and the macula must be in one of the sides and approximately
at the same height. For this reason, the grayscale image is divided into two new
ROIs. The width of each ROI is delimited from the x-axis center of the optic
disc and the retina border and the height of both ROIs is 1:4 of the retina height
centered in the y-axis center of the optic disc. An example with both ROIs
(ROI1 and ROI2) delimited is shown in Fig. 5(i). Once delimited, the algorithm
compares the mean color of the two ROIs. The lowest one (0 = black; 255 =
white) is the darker which means that the macula is in that ROI.

Fig. 5. Eye identification and vessel segmentation steps.

At this point of the methodology, the system knows all the information to
segment the vasculature in the “Segmenting vessels” state, whose output will be
the vascular structure separate from the background. This process requires the
participation of more than one agent. More specifically, the Blur Agent executes
different Gaussian filters so that blood vessels are mixed with the background.
This will result in an image like the one shown in Fig. 5(a). The agent then detects
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the points of the new image with highest color difference from the same point in
the grayscale image. It generates a binary image with those points (Fig. 5(b)),
which is analyzed by the Morphology Agent to evaluate the morphology of
every blob. This removes noise and results in a well-defined vessel structure as
shown in Fig. 5(c). The Skeleton Agent can now extract the skeleton. Skele-
tonization is a widely known tool to describe binary images that captures the
essential topology shape information of the object in a simple form. Every point
of the skeleton is now analyzed by the agent to separate every single vessel. There
are four kinds of points: (i) final, with just one neighbor, (ii) normal, with two
neighbors, (iii) branch, with three neighbors, (iv) intersection, with four neigh-
bors. This classification is really useful to identify single vessels from crossing
vessels.

The information about blood vessels is then sent to the next step, where
different VesselType Agents and one VesselManager Agent classify every blood
vessel by its type: vein or artery. This step is detailed in the following subsection.

Once all the blood vessels have been detected and tagged, the Parameters
Agent extracts all the parameters required to try the pathology relationship.
These parameters represent the result of the tool, which generates the following
information: veins length, arteries length, veins area, arteries area, veins thick-
ness, arteries thickness and AV index. All measurements are in millimeters as a
result of applying the fundus camera manufacturer scale.

3.1 Negotiation for Vessel Classification

Once blood vessels have been segmented and individually identified, the system
proceeds with their classification as vein or artery. The only measurable para-
meter that differentiates veins and arteries in retinal images is the vessel color.
The mean thickness of all the veins is usually higher than that of the arteries,
but some arteries can be thicker than some veins, so thickness cannot be used
to classify the vessels.

But vessel color cannot be the only parameter taken into account because
color depends on the lightness of that area of the image (for example, all vessels
close to the macula are usually darker), so the vessel’s closest background color
has to be measured too in order to evaluate the vessel type.

The retina morphology plays also an important role in this step of the
methodology. All images should follow three basic rules: (i) there must be both
veins and arteries; (ii) the number of arteries and veins must be similar (there
is always at least a 40% of the total vessels that are veins or arteries, and the
other % is associated to the other vessel type); (iii) both veins and arteries should
be in the northern as well as the southern half of the image because they always
follow that pattern.

The tool launches different VesselType agents, each one of which is associated
with one area of the image as explained below, and one VesselManager agent.
Each VesselType agent is responsible for obtaining both the vessel and the back-
ground tonality information (mean value). The negotiation between every agent
now begins, coordinated by the VesselManager agent. An agreement must be
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reached to provide one result with the classification of every vessel as a vein or
an artery.

In the classification of vessels is important to consider the different results
obtained by the agents and including a complex process such as negotiation
because according to medical experts and previous experience [5], a same image
can produce different results. A negotiation, in which each agent can classify
according its parameters and a final classification obtained, is necessary in the
system. Each agent, meanwhile, could use the technique of classification for which
it is implemented (traditional or own as in this case).

Agents in this tool were originally conceived as single actors, but within the
MAS approach, a different method has become possible. The need for multiple-
services and functionalities continues, but it has become a coordination problem.
The vessel classification process can be conceived as a way to present the oper-
ational capabilities of a VesselType agent (or a collection thereof).

Communication between agents makes it possible to synchronize actions,
send and receive knowledge, resolve conflicts in solving a task, etc. Meanwhile,
negotiations can be described as social norms that impose a standard behavior
for agents that avoid conflicts [20]. It is a process where each negotiator evaluates
information from their own perspective, and there is a final decision made by
mutual agreement. In this case there is a negotiation between VesselType agents
to carry out a classification of the vessel according to its type (vein or artery).
The process below describes the formalization of the negotiation process.

In this case, a trading strategy is carried out, where there are different pro-
posals and a unilateral agreement in which a negotiator agent takes control to
reach the final resolution, in this case the classification. There are several models
of negotiation [18]. In this case it is centralized. There is a negotiation cycle in
which VesselType agents start proposing a solution to the conflict, then discuss
other possibilities, taking their preferences into account, and finally updating
the storage solutions according to the final preferences.

This research proposes a coordination model that uses a cooperative MAS
in which each agent is capable of establishing results dynamically in order to
reach its objectives. Additionally, there should be a global mechanism that can
optimally assign a final result to the agents so that they can work in a coordi-
nated effort. The global mechanism considers the global objective of the group of
agents. VesselType agents present a deliberative CBR-BDI (Case Based Reason-
ing - Belief Desire Intentions) [21] agent architecture to construct the negotiation
model.

BDI architectures exhibit interesting properties that can deal with situations
involving high level coordination among the agents available at a given time,
and suggest the necessary extensions for this model, thus allowing the agents to
engage in the correct social behavior.

The software presented in this study introduces a group of agents whose aim
is to offer a classification vessel to the users. This group of agents is implemented
by using the CBR-BDI model. The agent roles that have been identified within
this study are (Fig. 6):
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Fig. 6. Coordination problem between VesselType Agents and VesselManager Agent.

– VesselType Agent: This agent is in constant communication with the Ves-
selManager Agent to obtain the classifications it requests within a defined
area of the retina, and to know which VesselType agent group it is assigned
to. An area will be a location within the retinal image with certain char-
acteristics that may be appealing to the user. For example, within a given
area there can be several vessels. The profile for the VesselType agent will be
characterized by a set of variables specific to the agent (tonality, morphology,
area, vessels, etc.).

– VesselManager Agent: An agent that assumes this role will be able to
assign the final classification to take for VesselType Agents.

VesselType agents can generate a classification for the vessel identified in its
area of performance independent of other agents, but depending on the resources
and profile for each of them. The VesselManager agent will be responsible for
assigning final classification vessels according to the best individual classification.
The VesselManager agent will be responsible for assigning final classification
vessels according to the best individual classification. This classification is chosen
taking into account the probability of the cases of the base-cases stored for this
vessel in the past. In other words, there may be certain individual restrictions
for each agent that must be taken into consideration by the VesselType agents
in order to generate a classification vessel; however, it is the VesselManager
Agent who takes into account the restrictions for the entire group of agents
in order to distribute and assign the final classifications. We can say that the
VesselManager agent is like a coordinator that has access to the information on
areas, previous classifications, tonalities, etc., stored in the system. The CBR-
BDI agent, as suggested in [22], is assigned a cycle in which it will obtain its
personalized optimal classification. The information stored is a data base of cases
that considers the classification performed and the resources generated by each
agent. This way the VesselManager agent ensures that the vessel classification
process can at least be carried out.
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There is a decomposition of services (in this case of classification services)
to provide the required features; but after that it is necessary to address the
structure of agreements which supports this decomposition, in order to make it
adaptive. So, an important notion is the agreement between computational enti-
ties (agents) conceived as an architectural construct. The interaction between
the VesselType agent and the VesselManager agent is made through a nego-
tiation protocol inspired by the standard WS-Agreement used in web services
[24–26]. In this case, the following information is going to be considered: Inputs,
Outputs, Preconditions, and Results, and a non-functional parameter: classifi-
cation process execution time. When a classifying vessel process is carried out in
the system, a Morphology Agent sends a request to the VesselManager Agent,
the query is an OWL (Web Ontology Language) document, which contains a
set of service inputs, outputs and a deadline before which the required service
should be provided:

query = <input, output, deadline>

The VesselManager agent, in order to determine a set of appropriate clas-
sification, analyzes the existing classifications of VesselType agents considering
the Morphology Agent deadline. Each individual classification of a VesselType
agent consists of a set of elements:

service = <serviceId, input, output, service − Duration, probability>

The VesselManager Agent selects the service, taking into account the success
probability of the service and its execution time.

Internal Vessel Agents Agreements: Vessel Classification
In our proposal, arguments exchanged among VesselType agents are tuples of
the form

Arg = α, β,<S>,

where α is the conclusion of the argument, β is the value that the agent wants
to promote, and <S> is a set of elements that justify the argument (the support
set).

The support set S can consist of different elements, depending on the argu-
ment purposed. For example, if the argument justifies a potential solution for
a problem, the support set is (i) the set of features (premises) that match the
problem to be solved, (ii) additional premises that do not appear in the descrip-
tion of this problem but have also been considered to draw the conclusion of
the argument, and (iii) optionally, any knowledge resource used by the propo-
nent to generate the argument (domain-cases, argument-cases or argumentation
schemes). This type of argument is called a support argument. However, if the
argument attacks the argument of an opponent, the support set can also include
any of the allowed attack elements of our framework. These are distinguishing
premises, counter-examples, or critical questions. A distinguishing premise is
either a premise that does not appear in the description of the problem to be
solved and has different values for two cases, or a premise that appears in the
problem description and does not appear in one of the cases. A counter-example
for a case is a previous case (i.e. a domain-case or an argument case), where the
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problem description of the counterexample matches the current problem to be
solved and also subsumes the problem description of the case, but proposing a
different solution. Also, as pointed out before, critical questions represent poten-
tial attacks that can defeat the conclusion of an argumentation-scheme. This
other type of argument is called an attack argument.

The argumentation system that implements our framework has a specific
structure of domain-cases and a concrete set of argumentation-schemes, depend-
ing on the application domain. An example of a case used by a VesselType agent
could be the following (Table 1):

Table 1. Case example for VesselType agent

Case example for VesselType agent

Type Vessel {A}
Tonality {0}
Background {1}
Area of performance {4}
Probability {87%}

Argument-cases store the information about a previous argument that an
agent had posed in a specific step of a dialogue with other agents. In argument
cases we store a problem description that has a domain context consisting of the
premises that characterize the argument. In this case, it is necessary to store
all information related to the classification of the vessel, that is, tonality, back-
ground color, area of performance of the VesselType Agent, Type of classification
result (in this case A-Artery or B-Vein), and the probability of success in the
classification process.

4 Results

The proposed methodology includes different visual analysis techniques that
agents use. A summary is shown in Table 2. The result of implementing this
methodology is a multiplatform tool, called ALTAIR (v2), developed with Qt
and OpenCV as shown in Fig. 7. The accuracy of this tool when analyzing the
different existing components of the image has been assessed by processing a
total of 200 images. Results for every analysis step are shown below in Table 3.

To assess whether the analysis is right or wrong, each image has been reviewed
by an expert user. In the case of the retina edge location, optic disc location
and eye side identification, the accuracy was excellent: 100%, 99.5% and 100%
respectively.

For the evaluation of the segmentation stage, only main blood vessels were
considered (generally there are at least 6–8 vessels thicker than the rest, and
usually, at least 1 vein-artery pair in every eye quadrant). In the 200 images
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Table 2. Visual analysis techniques used by agents.

Retina edge Optic disc Eye side Segmentation Classification

Pixel intensity Pixel intensity Pixel intensity Pixel intensity Pixel intensity

Morphologic
filter

Adaptive
thresholding

Adaptive
thresholding

Adaptive
thresholding

Adaptive
thresholding

Morphologic filters Gaussian filters Classifier

Morphologic
analysis

Fig. 7. Software tool screenshot (last step)

Table 3. Analysis results for every stage.

Retina edge Optic disc Eye side Segmentation Classification

Right 200 199 200 1,316 1,119

Wrong 0 1 0 147 197

Total 200 200 200 1,463 1,316

Accuracy 100% 99.5% 100% 89.95% 85.03%

that were processed, the expert user marked a total of 1,463 main blood vessels
and 1,316 were successfully detected, achieving a system accuracy of 89.95%.

Regarding the vessel classification as vein or artery, the most difficult step
even for an expert user, the evaluation was performed considering only those
main blood vessels that were successfully detected (1,316). In 1,119 cases, the
classification of the system coincided with the classification performed by the
expert user, which translates to an accuracy of 85.03%.

These results have improved the results obtained with the first version of
ALTAIR [3] (without the MAS approach), where the segmentation achieved an
accuracy of 80% and the system achieved an accuracy of 72% in the vessel
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classification step. The segmentation in ALTAIR v2 is much higher than the
results obtained by the AVIndex tool, which only detects 50% of the vessels. In
addition, in AVIndex, crosses and branches are not taken into consideration.

Another interesting issue to evaluate the tool that implements the proposed
methodology (in this case, its usability), is the time spent in the analysis of
every image. A slow tool could dissuade the user from using it. Timing results
are shown in Table 4. All values are in seconds and they are the mean processing
time for 10 images in every step of the methodology.

Table 4. Analysis time.

Retina edge Optic disc Eye side Segmentation Classification Total

Time (s) 0.9 1.2 0.3 2.2 1.4 6.0

The tool has been compared to an existing free software tool with simi-
lar characteristics [15]. The ALTAIR tool takes just 6.0 s until parameters are
exported. The AVIndex tool takes 15.3 s to process the same images (steps can-
not be evaluated because there is just one step and it is not an open source
tool).

Clinical validation of the ALTAIR software tool and the results obtained have
been published in [23], where the conclusion of the developed tool is that: (i)
it showed a good reliability in the concordance inter observers, intra observer
and inter device measurements; (ii) the tool is valid to show an association with
vascular parameters, target organ damage and cardiovascular risk.

5 Conclusion and Future Work

A new methodology that improves the previous results has been presented by
using different visual analysis techniques (a summary of the used techniques is
shown in Table 2) and by using software agents with AT.

The proposed system follows a based agents approach in which the function-
alities can be distributed and carried out independently, but with a common
goal. Each agent can use different techniques of filtering, classification or seg-
mentation among other. In this way, in a future work, using this approach it is
possible to have several agents working in parallel on each step, and agents will
have to deal with issues such as coordination, synchronization, etc.

So far, the only pathologies that have been demonstrated to be associated
with the parameters measured and exported by the ALTAIR v2 software tool is
organ damage and cardiovascular risk. This means that the measured values are
right and these values do not depend on the user, because the evaluation showed
a good reliability no matter who the user is.

Because of the large number of diseases and pathologies related to the
blood vessels caliber and structure, future work will concentrate on finding the
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relationship of these types of pathologies with the parameters exported using
the developed tool. Another CBR system will be implemented for this purpose.

In addition, different online services will be published to allow other users to
use their images to increase the case database.
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Marcos, M.A.: Automatic image analyzer to assess retinal vessel caliber (ALTAIR)
tool validation for the analysis of retinal vessels. J. Hypertens. 34, e160 (2016)

24. Rahwan, I., Simari, G.: Argumentation in Artificial Intelligence. Springer, Heidel-
berg (2009)

25. Walton, D., Reed, C., Macagno, F.: Argumentation Schemes. Cambridge University
Press, Cambridge (2008)

26. Heras, S., Jordán, J., Botti, V., Julián, V.: Argue to agree: a case-based argumen-
tation approach. Int. J. Approx. Reason. 54(1), 82–108 (2013)

http://dx.doi.org/10.1007/978-94-007-5583-3_1
http://dx.doi.org/10.1007/978-3-319-00563-8_6
http://dx.doi.org/10.1007/978-3-319-00563-8_6
http://dx.doi.org/10.1002/int.10138


Using Genetic Algorithms for Group Activities
in Elderly Communities
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Abstract. This paper proposes a model for group formation in elderly
communities using Coalition Structure Generation Problem implemented
by Genetic Algorithms. The model parameters are physical requirements,
preferences and social relationships, being the model able to learn from
each execution and improve the future configurations. The results show
near-optimal solutions to all proposed scenarios, beating greatly the com-
putational time of CPLEX.

Keywords: Genetic algorithm · Group formation · Elderly activities

1 Introduction

Currently, collaboration is essential for successfully achieving any type of goal.
We can simply observe the growing importance of concept of business teams in
the literature. But this is not the only field where teams, groups, coalitions or
partnerships are being used. For instance in education, educational organiza-
tions have shown a growing interest in shifting towards teaching paradigms that
promote teamwork [1–3]; in sports competitions, it is well know the importance
of building and managing a team to achieve success; and in other fields, such as
science, many of the most important results arise from the formation of working
groups and their collaboration.

In general, any task with hints of complexity require the collaboration of
more than one individual. It is essential to current technology the ability of
giving support to the needed processes of formation and management of groups
or coalitions with the aim of maximizing the utility or expected benefit.

In this sense, agent technology, although still immature in some ways, allows
the development of systems that support the formation and dynamic manage-
ment of these teams. Many tasks cannot be completed by a single agent because
of limited resources or capabilities, even if the task can be done by a single agent,
the performance may be too low to be acceptable. In these situations, agents may
c© Springer International Publishing AG 2017
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form groups to solve the problem or accomplish the task by cooperation. This
work is focused on the formation of teams in order to do some specific task.

Traditionally, allocating agents into optimal groups has been a field of study
for coalition formation [13,19,20]. Many coalition formation algorithms focus on
optimally dividing coalitional payoffs [6,17,21], which are the resulting benefits
from carrying on a task as a group.

Genetic Algorithms (GA) have also contributed to the state-of-art in group for-
mation. They are general optimization and learning algorithms based on the evo-
lutionary processes found in the nature. Candidate solutions for a problem form
the genetic population of the algorithm, which gradually converges towards high
quality solutions by applying genetic operators like mutation and crossover. GA’s
can be used as an implicit learning and adaptation mechanism in environments
where dynamics and structure is also uncertain. This is perhaps what makes GA
an adequate approach to group formation problems, since they can be used to
learn and adapt both to the different needs and goals of the group’s members.

In this sense this work proposes the use of GA in order to solve a specific prob-
lem of group formation. Concretely, the proposal has been used to analyse which
is the best way to organize older people into activity groups in elderly communi-
ties (e.g. nursing homes, day-care centres). Different studies [4,5,7,10–12,14,15]
have shown the benefits of a constructive group activities programme for the
elderly, increasing their happiness levels and wellbeing. In most elderly commu-
nities exist the figure of activities manager, typically assumed by a psychologist
or a registered nurse, whose task is to create a list of activities that please the
elderly communities’ users (care-receivers). An usual issue is the lack of novelty
and low significance of the events, leading to bored and unengaged care-receivers.
Caregivers should be able to arrange activities that relate to the care-receivers,
e.g., likes, health condition, background. Exploiting the social interaction is key
to keep a harmonious environment, thus it is essential to please the largest num-
ber of care-receivers [18]. The issue is that finding activities that please everyone
is rather difficult and most of the activities that do that are ones that require
little effort by the care-receiver (like watching television) defeating the goal of
promoting active aging through playful psychological and physical activities.

One possible solution is to part the community into groups, being the partici-
pants related between them (likes, health condition, friendship), performing activ-
ities that are suited to them, optimizing the overall satisfaction of the community.
The issue with this solution is that it is a hard problem to find suitable associa-
tions between the users. For instance, from the three areas (likes, health condition,
friendship) the values can range from love to hate, thus one care-receiver may love
another but hate every activity that the other likes, which may eventually lead to
unhappiness of the care-receiver in the long term. By using technological helpers
the task can be eased by performing the grouping task.

This idea emerged from an issue encountered in the iGenda platform [8,9].
When in a specific environment where the care-receivers were forced to interact
with other care-receivers the iGenda was not able to provide events suggestions
in a fashionable time. The complexity of the task and specificity was not initially
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foreseen thus the iGenda was not designed for this task. The aim of this paper
is to treat this issue.

This paper is structured in the following way: Sect. 2 presents the proposed
model and the problem definition; Sect. 3 presents the genetic algorithm design,
with equations and examples that help to envision the development; Sect. 4
present the experiments and the results of 4 scenarios execution; and finally
Sect. 5 present the conclusions.

2 Proposed Model

To make a proper planning of care-receivers allocated per activity during a long
period of time (i.e., semester) several parameters should be considered: (i) the
physical condition of care-receivers and the requirements of each activity to be
performed; (ii) the preferences of care-receivers about activities, to improve their
degree of satisfaction; (iii) the friendship relationships of each group.

The most of the nursing homes lack the appropriate number of staff, thus
most of the staff is overworked. Another factor to be considered is that the
number of activities the nursing homes can offer is limited, so residents have to
repeat activities. The use of computational systems that facilitate the activities
scheduling process may provide the help that institutions require, streamlining
the list of possible activities and groups.

In this section, we describe our proposal for dividing care-receivers into
groups to perform activities every day during a period of time using a Coali-
tion Structure Generation Problem. The criterion to generate coalitions relies
on physical and psychological aspects of each care-receiver (i.e., preferences,
health, friendship, etc.) and the profiles of activities (i.e., physical requirements
and the number of people per activity).

The Coalition Structure Generation problem refers to partitioning the com-
ponents of a set into exhaustive and disjoint coalitions optimizing certain criteria.
In our problem, the components of the set are the care-receivers that take part in
group activities proposed by a senior residence centre and the criterion to optimize
is a social welfare function of each coalition (i.e., the degree of matching between
the profile of the care-receivers and the activity in which they participate).

Definition 1. Let E = {ei, . . . , en} be a set of care-receivers where each indi-
vidual has a set of features that describes his/her profile. Let Gj ∈ E be a subset
of E called group.

The profile of each individual is defined by the following features:

– Physical status refers to the physical condition of the individual and can
take three values based on his/her medical profile: independent, partially
independent, or dependent. Depending on the physical status, there are some
activities that are most suitable for an individual. The physical status is
known from the beginning and usually remains almost constant during his/her
stay in the centre.
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– Preference of activities refers to how appealing is an activity for an individ-
ual. This feature can take three values: appealing, neutral, or non-appealing.
We assume that an individual does not have any preference until he/she par-
ticipates in an activity. Upon the activity completion the feedback is collected
about his/her preference.

– Friendship relationships represents the social network of the senior residence
centre. Nodes represent the individuals and links are weighted bidirectional
relations between individuals that take three values: non-friends (i.e., the indi-
viduals consider each other annoying), neutral (i.e., the individuals are indif-
ferent with each other), or friends (i.e., the individuals are friends). Initially,
information of friendship is not available. After each activity, individuals pro-
vide information about his/her relationships with other activity members.

– Historical activity the profile stores the sequence of activities already per-
formed by the individual during the planned period. This information is used
to avoid the repetition of activities during an specific period of time. Individ-
ual preferences, friendship relationships and historical activity profile will be
considered in future group activity configurations.

Definition 2. Let A = {ai, . . . , an} be a set of activities planned for a period of
time (i.e., several weeks or months depending on the requirements of the senior
residence centre). Each activity is defined by a set of features.

The features associated to an activity are the type and the number of par-
ticipants. The activities are classified as psychological or physical. Psychological
activities include table games, artistic expression, reading, or religious events,
among others. Physical activities include dancing, walks, gardening or culinary
lessons, among others. The number of participants is set between a minimum
and maximum number of individuals.

We define < Gj , ai > as a group of individuals that participate in an activity.
Given a group < Gj , ai >, the value associated to group is given by a charac-
teristic function v(< Gj , ai >) : 2E → R that assigns a real-valued payoff to
< Gj , ai >. The value of a group v(< Gj , ai >) is calculated as a linear com-
bination of functions that calculate different types of matching. We define the
following functions, whose values ranges from 0 to 1:

– Function phy(ej , ai) calculates the degree of match between the physical fea-
tures of an individual ej ∈ Gj and the physical requirements of the activity
ai ∈ A.

– Function act(ej , ai) calculates the match between the personal preferences of
each individual ej ∈ Gj and the activity ai ∈ A care-receivers.

– Function fri(ej ,X) calculates the degree of friendship of an individual ej ∈
Gj with other members of the group ek ∈ Gj : j �= k considering the social
network X.

– Function his(ej , ai, d) penalizes the group if an individual ej ∈ Gj has per-
formed the activity ai ∈ A in the last d days.
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Given the above functions, the value of a group is calculated as:

v(< Gj , ai >) =
∑

ei∈Gj

α · phy(ej , ai) + β · act(ej , ai) + γ · fri(ej , X) + θ · his(ej , ai)

(1)

Note that parameters α, β, γ, and θ are defined to give more relevance to
specific features in order to build groups.

Definition 3. A group structure S = {< G1, ai >,< G2, aj >, . . . , < Gk, an >}
is a partition of groups such that ∀i, j(i �= j), < Gj , an > ∩ < Gi, ak > =
∅,

⋃

∀<Gj ,an>∈S

< Gj , an > = E.

The value of a group structure is denoted by v(S), where v(S) is an evaluation
function for the group structure. In this work, we assume that the quality of each
group is independent of other groups. Therefore, we can calculate the value of
the group structure as:

v(S) =
∑

<Gj ,an>∈S

v(< Gj , an >) (2)

The goal is to determine an optimal group structure for the organization of
activities argmax

S∈2E
v(S).

It turns out that partitioning a set of elderly individuals into disjoint groups
while optimizing a social welfare function corresponds to the formalization of
coalition structure generation problems. In order to solve this problem, we pro-
pose the use of a genetic algorithm.

3 Genetic Algorithm Design

Genetic algorithms have been shown to be effective at finding approximate opti-
mal solution, and, in some cases, optimal solutions to combinatorially explosive
problems. To solve the coalition formation problem, we proposed a genetic algo-
rithm (see Algorithm 1) that generates successive sets of solutions (generations),
where each new generation inherits properties from the best solutions of the
previous. Initially, the algorithm creates an initial random population of N indi-
viduals. Each individual is a solution to the problem (see Fig. 1). Therefore,
the size of the chromosome is the number of residents. The chromosome gene
order corresponds to the different care-receivers, and gene values correspond to
the activity number a care-receiver is engaged. More than one care-receivers
engaged in the same activity constitute a coalition.

The fitness function evaluates the quality of the solutions (i.e., the quality
of the individuals). The fitness function in our problem corresponds to function
that calculates the value of the group structure (see Eq. 3). However, not all the
fitness values of the individuals are calculated in the same way. In the described
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Fig. 1. The encoding of a chromosome.

problem, there is a certain type of individuals that must be discarded for future
generations, and therefore, they have a 0 fitness value. These individuals are
those that are allocated to activities that exceed the maximum number of care-
receivers or activities that do not reach the minimum required people.

v(S) =

⎧
⎨

⎩

∑

Gj∈S

v(Gj) if ∀Gj ∈ S : min size < |Gj | < max size

0 otherwise
(3)

Genetic operators are applied over the individuals. The algorithm considers
four genetic operators (see Fig. 2):

– Swap two different genes within an individual. This operator allows that
two randomly selected participants from different activities swap his/her
activities.

– Swap genes with a certain value for genes with another value within an indi-
vidual. This operator allows to swap all participants of two activities selected
randomly.

– Randomly replace genes with a certain value within an individual with a
new, randomly chosen value. This operator allows to randomly change the
activity of all the participants of a current coalition. This operator facilitate
the inclusion of new activities.

– Swap genes with a certain value within an individual with genes with another
value within another individual. This operator changes the activity of a group
that is part of a planification with the activity of a group in other planification.
This operator facilitate the inclusion of new activities.

The genetic algorithm is shown in Algorithm 1. A population consisting on a
number of possible activities planifications is randomly generated. During each
iteration (i.e., generation) of the algorithm, a randomly selected genetic operator
is applied to each individual of the population and then, its fitness value is
calculated according to Eq. 3. Once the genetic operators are applied, the new
individuals are inserted in the new generation. The best N individuals remain
in the new generation and the others are removed. The process ends when at
least one of these situations occur: (i) the number of generations is exceeded; (ii)
when there are a certain number of generations where there is none individual
in the new generation that has a higher value of fitness than the best individual
in previous generations; (iii) when the algorithm exceeds the time limit.
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Fig. 2. Examples of genetic operators.
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Algorithm 1. The evolution algorithm
Generate an initial population of N random individuals
Evaluate the fitness of each individual of the population N
Select the best solution s
Number of generations k = 0
Number of generations without improving the solution q = 0
Temporal constraint t = 0
while (k < max gen ∧ q < max gen without improving) do

for (j = 0; j < N ; j + +) do
randomly apply one of the genetic operators over individual j
evaluate the fitness value of j and j’
insert j and j’ in the new generation

end for
selection of N best individuals
selection of the best individual s’
if (s’ ≤ s) then

q++
end if
k++

end while

4 Experiments

In this section, we simulate five different scenarios in order to test the efficiency
and performance of the algorithm proposed. For each scenario, we defined a
population of individuals with different preferences in activities and friendship
degree. We defined heterogeneous populations in which some individuals had a
high friendship degree while others had a low friendship degree. Similarly, some
activities were preferred by a high number of individuals while others were only
preferred by few individuals. These five scenarios were configured as follows:

– Scenario 1 : 43 individuals and 20 activities.
– Scenario 2 : The 20 individuals with the highest degree of friendship and 20

activities.
– Scenario 3 : The 20 individuals with the lowest degree of friendship and 20

activities.
– Scenario 4 : 43 individuals and the 10 most preferred activities.
– Scenario 5 : 43 individuals and the 10 few preferred activities.

In each scenario, groups of individuals were formed during 30 days in which
the value of the group structure was calculated for each day, considering that
each individual could carry out a single activity per day, and a penalization was
introduced if the same activity was repeated in a three-days period. The size of
each group ranged from 3 to 5 people per group. It must be pointed that some
activities could be carried out by different group sizes while others must be only
carried out by a specific number of group size. Note that an activity might have



532 J.J. Hernández et al.

no individuals. The value of each group is calculated considering that each factor
(physical condition, preferences, friendship, and previous activities performed)
of the fitness function has the same weight.

Fig. 3. Scenario 1.

In order to compare the efficiency of the genetic algorithm proposed, we also
applied the commercial software ILOG CPLEX 12.5 1. This software solves the
problem as a linear programming problem [16] obtaining the best configura-
tion for each day. In contrast, the computational time required to find the best
configuration is expected to be high.

The execution of these two grouping strategies (genetic algorithm and
CPLEX ) was repeated 10 times for each scenario. Thus, each figure shows the
95% confidence interval, and Student’s t-tests was performed to assess whether
the differences among the strategies were significant. In addition, the upper
bound of the highest value of the group structure is also represented as a con-
tinuous line above all the strategies. This upper bound represent an scenario in
which all the preferences are known and any penalization is carried out.

4.1 Results

Figure 3 shows the results of the Scenario 1. As it can be observed in the figure,
as the more information was considered for group formation, the higher the value
of the group structure was.

1 http://www.ibm.com/software/commerce/optimization/cplex-optimizer/ - Last
access: 25/07/2016.

http://www.ibm.com/software/commerce/optimization/cplex-optimizer/
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Thus, both the genetic algorithm and CPLEX improved the performance
during the 30 days, getting closer to the optimal. Although differences among
both strategies were significant from day 15 on, the differences between the
two strategies for all days that is lower than 0.1 in day 30, showing that the
performance of the genetic algorithm algorithm is quite close to the CPLEX.

However, computational differences were notable. While the time required to
obtain the optimal coalitional structure by the genetic algorithm was 14.21 s ±
0.41, the time required by CPLEX was 689.56 s ± 47.78.

Fig. 4. Scenario 2.

In Fig. 4 we can observe the results of the Scenario 2. Similar to the previous
scenario, the performance of both strategies increased during the 30 days as
more information was considered. In contrast, the differences between the genetic
algorithm and CPLEX were reduced and the average values in the day 30 were
lower than 0.06. Regarding computational time, since the population was lower
than in Scenario 1, the time required by both strategies was also lower. Despite
this, the genetic algorithm performance was much better, requiring 0.68 s ± 0.01
to execute and iteration, while CPLEX required 3.76 s ± 0.12.

Figure 5 shows the performance of Scenario 3, which was similar to the previ-
ous scenario. Since this corresponds to a configuration in which individuals had a
low degree of friendships, the values were low, and therefore, differences between
both strategies were also few. Although these were significant from day 17 on, the
difference between the average values of the coalitional structure obtained in day
30 by the genetic algorithm and CPLEX were lower than 0.04. In this scenario,
computational consumption was similar to the Scenario 2, being 0.72 s ± 0.02 for
the genetic algorithm and 3.84 s ± 0.18 for CPLEX.
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Fig. 5. Scenario 3.

The next scenario, considered the same population that Scenario 1 but the
half of the activities. Similar to the previous scenarios, in Scenario 4, the per-
formance of both strategies increased during the 30 days. In this case, since the
values of the coalitional structure were high, differences between both strate-
gies were higher than in other scenarios, becoming significant from day 16 on,
becoming a difference of 0.06 between the average value of both strategies in day
30. Since the population was lower than in Scenario 1, the computational time
required by the genetic algorithm was lower, being 1.74 s±0.05. In contrast, this
is not relevant for CPLEX, whose computational time was 692.10 s ± 34.60.

Finally, Fig. 7 shows the performance of the Scenario 5 for the genetic algo-
rithm and CPLEX. This scenario is similar to the previous one but the activities
considered were those preferred by the lowest number of individuals. This caused
that the values of the coalitional structures were lower compared to Scenario 4.
In this case, the differences between both strategies in day 30 were around 0.03.
Computational times were similar to the previous scenario, being 1.92 s ± 0.06
for the genetic algorithm and 686.80 s ± 31.82 for the CPLEX.

As a general conclusion, it is observed that the performance of the genetic
algorithm was quite close to the CPLEX, which obtains the coalitional structure
with the highest value possible since all the possibilities are explored. How-
ever, the average time required for obtaining the solutions were considerably
different, requiring much more time for CPLEX as we can observe in Table 1.
In addition, as it can be appreciated, as more complex scenarios are consid-
ered, more computational time is required, which would make some problems
to become unmanageable at a reasonable time. In contrast, since the genetic
algorithm provides quite optimal solutions in a response time much more lower,
much complex problems could be managed (Fig. 6).
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Fig. 6. Scenario 4.

Fig. 7. Scenario 5.

Table 1. Time consumption (in seconds).

Strategy Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5

Genetic
algorithm

14.21 ± 0.41 0.68 ± 0.01 0.72 ± 0.02 1.74 ± 0.05 1.92 ± 0.06

CPLEX 689.56 ± 47.78 3.76 ± 0.12 3.84 ± 0.18 692.10 ± 34.60 686.80 ± 31.82
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5 Conclusions

In this paper, we presented a model for dividing care receivers into groups to
perform activities with elderly people. This model allows the representation of
physical requirements of the individuals but also preferences and social relation-
ships. The model is also able to learn these features as activities are performed
by care receivers and improves next activities configurations.

We represented the problem of finding the most suitable grouping as a Coali-
tion Structure Generation problem, which we solved by implementing a Genetic
Algorithm. The set of experiments presented demonstrated that the solution
obtained by our algorithm was really close to the optimal values for all the sce-
narios proposed. What is more, the computational time required to find the solu-
tion was really small compared to the time required by CPLEX, which explores
all the solutions. Therefore, our algorithm could be applied in more complex
problems with large populations and activities.
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Ângelo Costa2, Stella Heras1(B), Javier Palanca1, Jaume Jordán1,
Paulo Novais2, and Vicente Julian1

1 D. Sistemas Informáticos y Computación,
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Abstract. The iGenda framework is a cognitive assistant that helps
care-receivers and caregivers in the management of their agendas. One
of the problems detected in systems of this kind is the lack of user engage-
ment. This engagement can be improved through the application of per-
suasion techniques in order to convince users to act in a specific way.
According to this, this paper presents a new architecture that will allow
the system to select and recommend activities that potentially best suits
to the users’ interests based on argumentation techniques.

1 Introduction

Ambient Assisted Living (AAL) is a subset area of Ambient Intelligence that is
aimed to provide intelligent environments to elderly or disabled people. These
people have certain needs (different from user to user) that have to be addressed
distinctly from common people. Even though it is expected that intelligent envi-
ronments conform to users, they are still constricted to the physical restrictions,
sensors, and actuators that the environments possesses.

Due to medical and socio-economical advances, the life expectancy has been
increasing over the last few years, i.e., in Portugal the life expectancy has
increased 10% from 2004 to 2014, being in 2014 85 years old the mean age for
both sexes [8]. In 1981 the ratio between the people between 15 and 64 years old
was 5.5 and in 2011 is only 3.5, meaning that there has been a reduction of the
people that are able to financially support elderly people [8]. Furthermore, the
elderly population is left alone by their relatives during large periods of time,
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which gives rise to lack of socialisation and general help [3]. One solution may be
the inclusion of technological devices that bring together the elderlies’ relatives
and other people, like friends.

The issue with the current applications directed to the elderly people is that
they are not truly designed to the elderly, as most require intensive learning
and more than advanced basic knowledge. Despite the shown interest, most
abandon the application if they are not forced to use it, thus it is obvious that
there is a need for appealing and understandable visual interfaces that engage
the users. Also, people tend to trust the information that is presented by dig-
ital systems even if it is not true or incomplete, and when people realise that
they were tricked they stop using the system [13]. Most recommender systems,
for instance, tend to keep the information simple and hide the process behind
the recommendation. However, several studies showed that when the control is
given to the users (even if limited), and when the system can provide justifica-
tions, people tend to trust recommendations more [4,14]. Therefore, intelligent
decision-support systems that can give understandable justifications for med-
ical diagnosis and health-care recommendations have gained success in recent
years. Recent work has investigated the role of argumentation theory in medical
diagnosis and health care. In [2], authors present ongoing research on testing
the effectiveness and usability of argumentation schemes, a well-known con-
cept of argumentation theory, to improve the persuasion power of doctors and
to enhance elderly diabetes patient’s self-management abilities in chronic care.
In [11], an argumentation-based approach to aggregate clinical evidence com-
ing from multiple sources (randomised clinical trials, systematic reviews, meta-
analyses, network analyses, etc.) and decide the best treatment is proposed. In
[9], biomedical argumentation schemes are presented as logical programs to be
able to automatically devise arguments from scientific texts. Also, the role of
argumentation schemes to represent fallacious reasoning in public health has
been analysed in [7].

In a previous work, we presented a persuasive module that has been inte-
grated in a cognitive assistant framework, iGenda [5]. The proposed persua-
sive module improves user engagement generating arguments for the selection
of activities that potentially best suits to the users’ interests. These arguments
where based on previous similar cases stored in a case-base database, which
provided a justification only based on the information of the clinical guidelines
used to recommend a specific activity. However, this was a basic argumentation
feature that does not provide a way to generate more elaborated arguments and
to determine the relation among arguments (e.g. specifying clearly how an argu-
ment can receive attacks). Furthermore, it is also important that users perceive
the ‘human-like’ intelligence of the system, which is not only to be able to show
experience-based arguments based on similar cases, but also arguments based on
human common patterns of reasoning. Thus, in this work we investigate the role
of argumentation schemes as knowledge resource to capture the way of reasoning
that physicians and caregivers follow to recommend activities to patients.
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2 The iGenda Framework

The iGenda is an AAL project, more precisely, a cognitive assistant platform [5].
Its aim is to provide assistance to the people in the elderly’s sphere of people,
e.g., family, relatives, health assistants, caregivers. This is achieved through its
platform that manages daily activities that can be performed solo (like activities
of daily living) or accompanied (like family visits or playing group games). The
system provides automatic scheduling and conflicts management of events and
user profiling and management [6]. Furthermore, it promotes active ageing by
recommending activities (through direct scheduling) that impact physical or
psychical aspects to keep the executers active and increase their happiness level.

Through its user mobile application, the iGenda is able to interact with their
users and benefit from the sensors of the mobile device, like GPS or accelerom-
eter, which may help iGenda by providing the platform with useful information
about the current location and environment status. The iGenda visual inter-
faces divide into two strands: (i) the care-receivers, directed for the elderly,
friends and relatives; and (ii) the caregivers, directed to health assistants, like
registered nurses and physicians. The care-receivers will receive activities and
perform them, creating a social network with other users, while the caregivers
will attend to their assigned care-receiver’s health status and assure that they
are well and secure.

By using its recommendation module, the iGenda system periodically sched-
ule activities that promote active living, selected from its free time events data-
base. The events go through a filtering system that preselects activities that
match the users medical condition (physical or psychological), the weather condi-
tion, and the available time. In its original version, iGenda gathers the events that
outcome from the filter and uses a biased random function to suggest activities.
However, the potential willingness of the user to accept a specific activity (based
on his/her current social context - i.e. the specific user, the specific caregiver,
their relation, etc. - and the knowledge of similar past experiences) was not taken
into account. Then, the new persuasion module of iGenda enabled the provision
of justification and argumentation about why each activity is recommended.

In this section, we provide an overview of the persuasive module of the iGenda
tool, focusing on its knowledge resources (for a comprehensive explanation of
the persuasive module see [5]) and on the operation of the module. This module
allows the iGenda activities recommender system to collect the users’ input
and justify the recommendation provided in a way that emulates the humans
way of reasoning. Therefore, when iGenda calls the recommendation module
to recommend activities, the system tries to create one argument (or more) to
support each activity and decide which one would be preferred by the user. Then,
an internal argumentation process takes part to decide the activity that is better
supported by its arguments.

2.1 Argumentation Framework

The persuasive module of iGenda implements the agent-based argumentation
framework for agent societies presented in [10,12]. This framework takes into
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account the values that arguments promote (the preferences of the users), the
users’ preference relations (preference orderings over values), and the dependency
relations between agents (the relations that emerge from agent interactions or
are predefined by the system) to evaluate arguments and to decide which ones
defeat others. In our system, agents can play the role of patients, caregivers
(e.g. relatives, personal health assistants, friends), and doctors. In addition, in
our system we have established the following typology of values, which repre-
sent preferences for activities that: are performed still, sitting, standing up, etc.
(Motion Values); are performed indoors with or without movement, outdoors
with or without movement, etc. (Location Values); involve socialise with others,
or not (Social Values); are weather-dependent, or not (Environmental Condi-
tions Values); and have immediate or direct impact on health, or not (Health
Conditions Values).

In this work, we have adapted the knowledge resources of this framework to
cope with the requirements of the iGenda domain: a database of argumentation-
schemes and a case-base with domain-cases.

Argumentation schemes represent stereotyped patterns of common rea-
soning whose instantiation provides an alleged justification for the conclusion
drawn from the scheme. Many authors have proposed different sets of these
argumentation schemes, but the work of Walton [15], who presented a set of
25 different argumentation schemes, has been the most widely used by the AI
community. AI researchers have appreciated the simplicity of Walton’s schemes
and the fact that these argumentation schemes have associated a set of critical
questions (CQs) that represent potential attacks to the conclusion supported by
the scheme. Thus, the schemes can be used to generate arguments that support
each activity, and to guide the argumentation process by determining potential
attacks to these arguments.

The most obvious pattern of human reasoning to recommend an activity to
take care of elderlies’ health is because an expert (e.g. a physician or a care-
giver) thinks that it could improve the health of the user (probably following
a well-stablished clinical guideline). This pattern of reasoning is captured by
the Argument From Expert Opinion scheme of Walton’s set. For illustrative
purposes, we provide next an adaptation of this argumentation scheme for the
iGenda application domain (we refer the reader to [15, Chap. 9] for the original
version of the scheme). Note that critical questions 3 and 6 cannot be instanti-
ated as potential attacks by the same nature of this recommendation domain,
since all activities recorded in the iGenda database have a proposer by default
(the doctor, caregiver or at least the system that created the activity).

Major Premise: Expert E (doctor, caregiver or expert system) is an expert
on the area of expertise X where activity A belongs to
Minor Premise: Activity A is proposed by expert E
Conclusion: Activity A should be recommended in the current situation
CQ1: How credible is E as an expert source?
CQ2: Is E an expert on the area of expertise X where activity A belongs to?
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Fig. 1. Structure of a domain-case

CQ3: Did expert E recommend activity A?
CQ4: How personally trusted is E as an expert source?
CQ5: Is A consistent with what other experts have recommended?
CQ6: Is E’s recommendation based on evidence?

Domain-cases represent previous problems and their solutions. The case-
base of domain-cases stores previous experiences and their final outcome in the
form of cases that can be retrieved and used later to select the best activity to rec-
ommend in view of past similar experiences. Domain-cases allow iGenda to gen-
erate basic experience-based arguments, and to store the new knowledge gained
in each process, improving the system’s recommendation skills. Figure 1 shows
an example of the structure of a specific domain-case in our system. This domain-
case is the representation of a set of previous activities that have been successfully
recommended to the same kind of user. Each case has a set of attribute-value
pairs (variables of any value type) that describe the characteristics of the user,
the environmental context where the recommendation was provided, and the list
of activities recommended. The characteristics of a user are a representation of
users with the same attributes. These are their medical status (moderate, severe,
mild, ...), their role (elderly, family, medical, ...), the medical term that defines
them (psychological, physical, both, ...) and whether or not the user is allowed
to go outside his/her house or just the perimeter. Besides the above, these char-
acteristics also define if the user is physically constrained, semi-constrained or
unconstrained and if the user is allowed to practice high intensity activities or
not. The environmental context where the recommendation was provided is use-
ful to be aware of the suitability of an activity regarding the environment. It’s
easy to conclude that an outdoor activity is directly dependent on the weather.
The characteristics that are stored in the environmental context are: the weather,
which is usually only important for outdoor activities, the time range when the
activity was done, the season (there are activities that are more desirable than
others regarding the season), whether the day was a holiday or not and, finally,
if the user is at home or at other residence (hospital, holidays residence, ...).
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Finally, the list of activities include the activity that was recommended (Id), the
proposer of that activity (ProposerId) and a degree of suitability that represents
if the activity was good or not for that case (Suitability).

Arguments that iGenda generates are tuples of the form Arg = {φ, p, 〈SS〉},
where φ is the conclusion of the argument (e.g. the activity to recommend), p is
the value that the argument promotes and 〈SS〉 is a set of elements that justify
the argument (the support set). The support set 〈SS〉 is the set of features
(premises) that represent the context of the domain where the argument has
been put forward (those premises that match the problem to solve and other
extra premises that do not appear in the description of this problem but that
have been also considered to draw the conclusion of the argument) and any
knowledge resource used by the proponent to generate the argument (domain-
cases and argumentation schemes).

2.2 Recommendation Process

The recommendation process starts when iGenda has to schedule a new activity
for the user. Then, the recommendation module is called to retrieve a list of
candidate activities (those that match the requirements of the current situation)
from the activities database. After that, the persuasion module executes the
classical case-based reasoning cycle [1] (the Retrieve, Reuse, Revise, and Retain
phases) to select from this list the best activities to recommend in view of past
similar experiences. The design decisions adopted for each phase of this cycle
were influenced by the proposed domain and the aim of providing flexibility.

The main goal of the retrieval phase is to obtain the set of stored domain-
cases that are similar to the current situation. The module is able to work with
heterogeneous activities with missing information and can also compute the simi-
larity between them and the current context of the recommendation (user, sched-
ule and environment). To implement the retrieval algorithm, we have adapted
and tested several well-known distance measures (e.g. Normalised Euclidean,
Tversky) in order to work with heterogeneous data. The most similar case or
cases are selected by means of a k-nearest neighbour algorithm by using these
distance measures.

In the reuse phase, for each activity selected by the recommendation module,
the persuasion module looks at the set of retrieved cases if there are any whose
activities list include the current activity under consideration. This would mean
that the system has gained previous knowledge from a similar past recommenda-
tion experience and hence, the persuasion module can generate experience-based
arguments that support the recommendation of a specific activity. In addition,
a minimum suitability threshold is set to only take into account those previous
cases that represent successful recommendation experiences (i.e. the activity rec-
ommended was enjoyable and useful for the user). If different cases can support
the same activity or several different activities can be supported by the domain-
cases retrieved, the experience-based arguments generated can be weighted by
using the activities suitability degree.
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Table 1. Argumentation scheme instantiation

Argument from expert opinion

Elements of
the scheme

Related data

Major premise Proposer, area of expertise, activity proposed

Minor premise Activity proposed

CQ1 Proposer reputation lower than a threshold or less preferably
(computed from all recommendations provided by this proposer)

CQ2 Proposer area of expertise does not exactly match the required in
this situation

CQ4 Trust degree between the user and the proposer lower than a
threshold or less preferably (computed from previous interactions
between them)

CQ5 Other different proposers that recommend different activities for
this same situation (computed either from the iGenda database
and/or from the retrieved domain-cases)

Regardless of whether the system has been able to generate experience-based
arguments or not, the persuasion module tries to generate scheme-based argu-
ments for each of the activities selected by the recommendation module. To do
this, the module queries the iGenda database, which includes different tables to
store information about patients, activities, doctors, caregivers, etc., and tries to
retrieve the pieces of information that support the instantiation of the specific
pattern of reasoning that each argumentation-scheme represents. Furthermore,
any relevant data stored in the domain-cases retrieved can be also used to instan-
tiate argumentation schemes. Table 1 shows these related data for the Argument
From Expert Opinion example scheme. Thus, if any scheme can be instanti-
ated, the module generates new scheme-based arguments to support the activity
under consideration. Also, if a scheme is instantiated, the system also tries to
retrieve data to instantiate their associated critical questions. In this way, attack
arguments to the argument generated from the scheme can be also created.

Once all possible support and attack arguments have been generated to sup-
port each potential activity to recommend, an argument evaluation process is
started to decide which of arguments hold or which are rebutted. The formal
specification of this process is out of the scope of this paper and we refer the
reader to [5,10] for details. Finally, the system recommends the activity that it
is deemed to be more suitable and persuasive for the user, which is that activ-
ity supported by more arguments and/or with higher weights (in the case of
experience-based arguments). At the end of the recommendation process, when
an activity is scheduled, the user must indicate to the system whether the activ-
ity proposed was actually performed and his/her degree of satisfaction with it.
Then, the retention phase is executed, and the system can learn from the recom-
mendation experience and store the degree of suitability of its recommendations.
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To do this: (i) the system receives an input about the activity recommended;
(ii) if the system was able to retrieve a domain-case that matches the current
situation and the activity was in the list of activities associated with this case,
the suitability degree of this activity is increased; (iii) otherwise, the activity
is added to the list or, if no matching cases were found, a new domain-case is
created to store the new knowledge acquired by iGenda.

3 Conclusions

Cognitive assistants try to enhance the user’s well-being and quality of life man-
aging his/her agenda, reminding appointments and events and becoming a con-
stant helper. One of the main problems with applications of this kind is that
users typically abandon the application if they are not engaged in some way to
use it. This paper has presented an extension of the persuasive module included
into the iGenda framework to improve user engagement through the generation
of arguments for the selection of activities. As a future work, we want to test the
complete iGenda framework in a real world scenario, with the new introduced
features to support the activities recommendation. Moreover, the collected data
about the users’ experience would be useful to improve the iGenda framework
and include new argumentation schemes to have a more powerful justification
to the activities recommendations.
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Abstract. We want to draw attention to “polemics”, collective
processes that are complex, unavoidable and not infrequently of substan-
tial consequence in social, political and economical terms. We propose to
address the topic from the perspective of agreement technologies in order
to elucidate its inherent epistemic, argumentative and social coordina-
tion aspects. Our aim is to develop an analytical framework to describe
the key components of actual controversies and eventually provide tech-
nological means to participate in an ongoing disputation. In this paper
we take three modest steps in that direction: (i) we foray the topic and
introduce some conceptual distinctions and terminology, (ii) we charac-
terise a type of polemical dispute that we think is significant from a
practical perspective and amenable to formal and computational treat-
ment and (iii) we articulate some salient challenges we find pertinent for
the agreement technologies community.

1 Introduction

In its everyday use, the word polemic (from the greek πoλεμικóς, “of war”) usu-
ally refers to a verbal or written battle around a controversial issue. The attacks
involved in polemics are commonly associated with pejorative meanings—hostile,
virulent, caustic, sarcastic, scathing, even mordacious—while the process itself
is labelled as chaotic, irrational even parasitic. Nevertheless, in spite of those
quarrelsome, chaotic and unruly aspects of this form of social engagement, we
would like to draw attention to the topic because polemical disputes perform
epistemic, argumentative and social coordination functions that may be signifi-
cant in economic, political and social terms.

Ours is a bottom-up approach in which we want to study actual polemical
disputes. The real ones, however messy, that affect people. We do not intend to
study them formally in the way that argumentation theory studies dialogues and
disputation. We want to be able to describe them, to “make sense” of what goes
on in a polemical dispute. We are not looking for a “prescriptive model” that
determines which arguments are the most “solid” or how one should proceed
to win. We see polemics as an agreement technology, consequently we want
to understand the structure and dynamics of the dispute and represent that
understanding in a way that can be communicated to those involved.

c© Springer International Publishing AG 2017
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Our proposal is guided by the will to develop two complementary outcomes:
(i) A descriptive framework to make a polemic intelligible to those individuals
who observe or participate in it and, (ii) the development of technological arti-
facts that facilitate the interpretation of an on-going polemic and eventually
articulate and facilitate the participation in it.

In the next section (Sect. 2) we motivate our research proposal. We describe in
very intuitive terms what we call a polemic by using examples and enumerating
its distinguishing features. We argue also for the significance of the topic. In
Sect. 3 we get more technical and propose a restricted understanding of polemical
disputes, and finally, in Sect. 4, we identify some challenges that we believe are
relevant for researchers and technologists concerned with persuasive disputation
and its social use.

2 Motivation

Why study polemics? In a nutshell: because they are frequent, costly, technically
challenging, inevitable and largely unexplored.

2.1 Polemics Are Frequent and May Have Substantial Value

An Illustrative Example. In order to motivate and illustrate some compo-
nents of our framework, we will use a toy version of the polemic inspired by the
London Shard Tower.1

Picture a polemic that starts when the city council of a large city—like
London—with an emblematic location—like Hyde Park—announces that it
has decided to sell the location to a group of foreign investors that want to
build a one thousand meter tall skyscraper, the tallest ever. Let’s call this
proposal S.

The announcement of S is officially made public (perhaps in the gov-
ernment gazette) and includes (i) the grounds (the city is broke; S will
bring enough income to save the city finances and will foster local growth
and employment; the city council is entitled to sell the land) and (ii) war-
rants (the list of norms and regulations that validate the entitlement) for the
decision.

The moment the public becomes aware of S, there is a strong and confus-
ing social reaction both in pro and against it. There is a realisation that key
information about the building project is lacking and several stakeholders—
for instance, legislators, spokespersons for the judiciary system, city-hall

1 Manuel Appert & translated by Oliver Waine, “Skyline policy: the Shard
and London’s high-rise debate”, Metropolitics, 14 December 2011. http://www.
metropolitiques.eu/Skyline-policy-the-Shard-and.html.

http://www.metropolitiques.eu/Skyline-policy-the-Shard-and.html
http://www.metropolitiques.eu/Skyline-policy-the-Shard-and.html
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employees, land developers, political and special interest groups and asso-
ciations, citizens that find their interests affected—become involved in the
debate.

After a flurry of public statements, newscasts, editorials and tweets, the
debate settles around a few issues: transparency of the decision, relevance
of the purported warrants, actual economic benefits of the project, effect on
the environment and the urban landscape, tradition and patriotic feelings,
alternative solution to the financial problems of the city. Stakeholders adopt
positions in favour or against those issues and propose and take different
actions: for example, bring suit against officials for breaking a law, request
environmental impact assessments, publish editorials and in-depth studies,
convene demonstrations, . . .

Although, this example is somewhat contrived, actual polemics are not all
that different in flavour, content, structure and opacity. Some well-documented
real cases are available, for example:

1. Contentious projects of public works that comport significant economic or
social consequences. For instance, (i) the proposal to build the Franklin-
Below-Gordon dam (cancelled in 1983 after a five-year polemic), (ii) the
turbulent construction of Narita airport in Japan (1966–1982) or (iii) the
construction of the Keystone Pipeline System in the US.

2. NIMBY (Not in my back-yard) opposition of residents of a city or neighbour-
hood to locating something perceived as unpleasant or hazardous (a prison,
fracking) in their own neighbourhood, while raising no such objections to
similar developments elsewhere.

3. Political quarrels associated with requests that involve major practical conse-
quences for a polity. For example, (i) the Greek debt crisis or (ii) the Catalan
claim to call a referendum.

4. Disputes over legislation that involve morally or socially sensitive issues, like
the “Human stem cell” controversy, the “Same-sex marriage” debate and the
dispute over the legal use of drugs.2

As these examples show, the social, economic and political significance may
be substantial. Moreover, note also that actual polemics serve three inestimable
functions: they serve as a means for reaching collective decisions, they are an
epistemic device to discover the relevant aspects of a topic and provide grounds
for the assessment of values, interests and conflicts. Finally, they serve to spawn
and coordinate purposeful collective action.

2 For detailed discussions of all the examples see Wikipedia articles on Franklin Dam
controversy, Narita International Airport Construction, Keystone Pipeline, NIMBY,
Greek government debt crisis, Catalan self-determination referendum 2014, Stem cell
controversy, Same sex marriage, Arguments for and against drug prohibition.
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2.2 Polemics Are Challenging

Polemics are situated processes and polemical disputation is more involved than
the usual forms of disputation.

Notion 1. A Polemic is a social process that involves several stakeholders who
engage in polemical disputation by exchanging utterances that are linked to an
objective reality and are uttered within a stable institutional framework.¶
Notion 2. Polemical Disputation is a form of disputation that has four
aspects that, together, distinguish it from more classical forms of argumentation:

1. Multiple players. Thus, they involve several stakeholders (agents) with dif-
ferent (i) degrees of representation (individual actors, groups of individuals,
organisations), (ii) legitimacy, entitlements and power, (iii) bindings (stable
lobby groups, transitory task forces, volatile Twitter topics), and with (iv)
multiple and often conflicting interests,

2. Rich socio-cognitive interactions. (i) Agents have individual motivations that
reflect values, emotions, preferences, goals, . . . (ii) they form expectations of
the socio-cognitive effects of their actions, (iii) agents are not presumed to
abide by any norms, social, legal or otherwise, (iv) agents are not presumed
to be truthful, sincere, competent or consistent.

3. No explicit interaction protocol. Although agents interact with other agents
through utterances (polemical moves) and a polemical dispute starts with an
argument that becomes attacked and supported by other arguments, the process
is rich: (i) at any moment of a polemic there may be several issues in dispute,
(ii) argumentation threads intermingle, (iii) there are polemical moves that
are labelled as “standard” rhetorical moves (threats, promises, information
requests, declarations) but forces and effects may be not standard, hence agents
not compelled to play standard dialogue games), (iv) there are moves whose
effects are determined by the real-world context in which they are uttered,
although not even these have unique, ostensible pragmatic effects (for instance
a strike may be interpreted as “successful” even if it never takes place, or as
“unsuccessful” even when it is supported because the number of followers is
not large enough), (v) there are no explicit termination conditions.

4. Actual. That is, (i) utterances are exchanged in public, (ii) they affect and are
affected by events and actions that take place in reality, (iii) they are sensitive
to the passage of time. ¶

2.3 Polemics are Useful

Since in spite of that inherent complexity polemics continue to take place, it
must be that they serve a function that other forms of collective interaction do
not or cannot serve better.

We can identify five uses of polemics that may have a positive value towards
collective agreement:
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(i) Framing a problem [16]. By choosing contentious issues and a given rhetor-
ical strategy, a polemicist may influence the focus of attention of participants,
the relevance of arguments, the set of values that bear upon the dispute and
eventually the motivations of stakeholders.

(ii) A form of empowerment. For instance an NGO starts or jumps into a
polemic in order to gain a public recognition or backing that isn’t acknowledged
and would otherwise be unlikely to receive.

(iii) A form to achieve transparency. A polemical confrontation may foster
the revelation of hidden agendas, or may serve to demonstrate that there is
nothing to hide.

(iv) Avoid impunity or acquire protection. By having the polemical issues
exposed to the public, an authority or an opponent, are made accountable of
their opinions and actions and reduce the risk of foul-play.

(v) Shift public attention. This may be a worthy strategy to gain time, leeway,
or a better negotiation position; or a ruse to distract the attention of stakehold-
ers, to avoid the proper assessment of an issue or to force the opponent to incur
in costs.

Alongside these “constructive” uses, polemics may also serve spurious goals:
(i) to avoid binding negotiation, (ii) to merely vocalise opposition, (iii) to create
an opponent, (iv) to attach pejorative labels to someone, and (v) in its most
devastating fashion, polemics may be used to obliterate the opponent [23].

Such inevitable presence will continue to produce some cost/benefit trade-
offs related to the actual decisions that are fostered by the polemic, and also
because of effort and time invested, and side effects to stakeholders in terms of
unwanted public exposure, and distraction of attention and resources. Moreover,
with new technologies for social participation, we are likely to see polemics that
go beyond the classical constraints on time, territory, number of participants
and cost of involvement.

2.4 The Topic is Almost Unexplored

There is abundant discussion of religious, philosophical and even scientific issues
that are referred to as “polemical” but the focus of attention is in the issues
themselves or the historical or anecdotal account of the polemic as such [7,11,20].
Our definition of polemical argumentation has some affinity with Churchman’s
“wicked problems” [6] and consequently some of its insights may be applied in our
treatment. In addition to Dascal’s classification of polemical moves [8] we have
not come across any other examples of Polemics as the subject matter. Although
the topic of Polemics as such is almost untouched from the perspective of formal
argumentation theory, it does have—in the fashion we propose to address it—a
strong connection with core notions of argumentation theory and specially with
recent work of the ArgMAS community, as we shall see in (Sect. 4). Moreover,
there are also strong affinities between our proposal and some environments for
on-line argumentation support and specially with the efforts on argumentation
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mining as reported in [19]. These connections and affinities suggest opportunities
in argumentation theory but also in the development of collective epistemology
and social coordination.

2.5 The Use of Computational Models of Polemics

Currently, significant polemics like the ones mentioned in Subsect. 2.1, may
become intelligible ex-post, off-line and generally through ad-hoc socio-economic-
historical analysis. However the practical questions remain: While the polemic
is unfolding, how can a regular citizen or a stakeholder make sense of what is
in question? What is at stake? Who holds what position and why? And more
importantly: What may this citizen do when given an opportunity to act upon
the question?

The pertinence of our proposal is to provide elements to address those very
questions. The descriptive framework outlined in Sect. 3 should provide “pegs” to
identify, label and organise the contents of the polemic. Concomitantly, the tech-
nological artifacts suggested in Sect. 4 should make the actual “pegging process”
(semi)-automatic. Together they aim to provide a rich visualisation of the unfold-
ing polemic and furnish means to bring new cogent content into the polemic and
its analysis.

3 Delimiting the Subject Matter

Recall that in the previous section we described a polemic as a situated
process with several components (Notion 1), where a specific type of dispu-
tation (Notion 2) takes place. Now we want to narrow down the topic to a type
of polemical dispute that we believe can be fruitfully formalised and tooled.

Notion 3. A Polemical Dispute is a polemic that

C.1 Takes place within an institutional environment that includes: (i) a set of
explicit norms that forbid, allow or oblige certain actions under given cir-
cumstances, (ii) a set of established procedures that have to be followed in
order to accomplish some results (for instance, procurement regulations, con-
flict resolution procedures, validation an environmental impact assessment,
etc.), (iii) stakeholders with legitimate entitlements to participate in the
polemic, and (iv) a legal system that takes care of the “official” interpreta-
tion of norms and evidence, and their enforcement.

C.2 Involves a set of entitled stakeholders who are able to introduce utterances
(“polemical moves”) in the dispute.

C.3 Utterances may be labelled with illocutionary particles and stand for argu-
ments that may be organised into dialogues.

C.4 A polemical dispute starts with a “polemical proposal”; that is, a public
declaration (Δ) that: (i) Has the dialogical structure of a promise (essen-
tially that in that moment, the speaker commits to see to it that a cer-
tain goal is achieved according to a given plan). (ii) Is made by an enti-
tled speaker. (iii) Is stated explicitly and communicated through appropriate
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media that reaches incumbent stakeholders. (iv) Any change of the commit-
ment is observable and binding.

C.5 The dispute takes place only when one or more stakeholders oppose that
original declaration and aim at having it withdrawn or modified.3 ¶

3.1 The Institutional Framework

For our purpose of making polemical disputes intelligible, the institutional frame-
work (C.1 above) is significant for three main reasons:

(i) It provides an ontology that is specific to the polemical dispute.
(ii) It enables the possibility of an institutional debate that runs parallel to the

polemical dispute and may serve to address in neutral, legal terms, the key
contentious issues.

(iii) It prescribes the content and structure of the polemical proposal (Δ).

3.2 Three Levels of Abstraction and Their Relationships

As suggested in Fig. 1, we propose to understand a polemical dispute as a phe-
nomenon that may be observed from three interrelated spaces: The polemi-
cal proposal (P), the controversy about that proposal (C) and the relevant
facts, events and actions in the physical world (W). These are immersed in
a core institution—the public policy framework—that restricts and conditions
the polemic, which in turn is immersed in a wider institutional framework that
conforms society and pertinent reality.

Level P: The Polemical Proposal. This level consists of a declaration Δ by a
legitimate stakeholder of the commitment to carry an action towards an osten-
sible goal. It is conditioned by the public policy institution. It may evolve to
Δ1,. . . , Δn, as a result of the controversy and may eventually be accomplished,

Fig. 1. A polemic as a three layer process within an institutional framework

3 Notice that in spite of these additional conditions our notion of polemical dispute
still applies to the four classes of polemics we mentioned in Sect. 2.1.
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withdrawn or become unattainable. In our example, Δ is S, which starts the
polemical dispute and may evolve to a new S1, if some polemical moves or an
institutional ruling force the city council to change it.

Level C: The Controversy. Contains utterances or polemical moves that are
organised into dialogues which in turn give rise to issues and positions [29,30].

In our example, a press release (in W) may draw attention to the potential
impact on the city skyline, thus causing polemical moves (in C) that involve
stakeholders like urban planners, architects and public figures into several “dia-
logues” around this issue. One dialogue over the profile of the tower; another one
to elucidate the details of the financial aspects of the project, while an eristic
dialogue may arise to bring the major down.

Level W: The World of Actual Individuals, Facts, Events and Actions. This
includes, firstly, stakeholders who actively participate in the polemic, playing
individual or collective roles, and have direct interests in the consequences of Δ
and its derived effects in the world. Secondly, there are physical facts, events and
actions that are of two kinds: those that are a consequence of exchanges in C and
those that happen independently of C but become relevant for C because they
are used in a dialogue. We recognise as elements of W those physical objects that
may be reified as claims or dialogical moves: newspaper articles, expert opinions,
impact assessment reports, putting someone in prison, a demonstration. Notice
that passage of time is of significant consequence in a polemic because actions
and commitments may depend on a timely execution (for example, procedures
may impose deadlines).

3.3 Interrelationships Among Levels

The three levels are interrelated through a complex type of “counts as” relation-
ship [13,28].

1. From Pto C. Δ and Δn are regular speech acts but in order to exist in level C,
they need to be grounded in W, so that the speaker has authority, and the
contents of Δ and Δn are consistent with the current state of the world.

2. From W to C. Events and actions α in W are labelled as speech acts φ
that come into C as atomic arguments when they are deemed pertinent for
a dialogue or a position by an entitled stakeholder. Notice, however that the
same α may be (mis)labelled as more than one speech act φi in C when
interpreted by different stakeholders with different rhetorical intentions in
mind. Thus, a demonstration α may be interpreted by a newspaper as an
atomic argument—a “very large number of citizens”—against the issue size
of the building and labelled φ1, and the same demonstration may be labelled
φ2 by the major as a failure of the opposition to prove enough popular support
against S.

3. From C to W. As Searle and Sergot and Jones [13,28] state, institutional
actions (speech acts) may produce facts or events in W, that in turn may
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trigger other events that may be brought into the polemic as new speech
acts. A threat by a prominent environmentalist to call for a demonstration
(φ in C) is picked up by a reporter and published (α in W) and sympathisers
react to the news by organising a march (β in W) that is brought into C as
a new atomic argument ψ.

4. From C to P. There needs to be a valid claim κ (in C) that is consistent with
Δ and is admitted by the issuer of Δ or another equally or more qualified
authority. When κ is taken into account and properly declared, Δ is changed
into a new proposal Δ1 that leads the polemical dispute from then onwards.
In our example, for instance, the major may be forced to modify the height
of the tower because of public outcry, thus changing S into S1.

3.4 The “Institutional” Debate

In Subsect. 3.1 we mentioned that the polemical dispute is embedded within an
institutional framework governed by law and regulations that affect society in
general. It establishes a due process and is overseen by a (judiciary) independent
third party. This institutional framework modulates the progress of the polemical
dispute by being aware of those matters that are brought to its attention and
intervening in the polemical dispute when the due process and the institutional
framework entitles it. Thus, there is an institutional debate I that is sort of
“orthogonal” to the three levels just mentioned. It may be invoked at some point
by authorities or any stakeholder but proceeds at its own pace. Not everything
that transpires within it is reflected in the polemical dispute but its outcomes
may.4

In terms of the polemical dispute, the most salient function of I is that
some of its rulings, for instance ρ, may either force Δ to change or shield it
from any change that is rooted on ρ and those arguments that, because of ρ,
were settled in I. For instance, in our example, an ecologist group may bring
the city council to court—claiming, for example, that the project will affect
an endangered species, based on environmental impact assessments—in hope of
stopping the works. If the court finds the claim well grounded it will command
the city council to stop the works and rule about compensations, otherwise, it
may not accept other claims involving environmental impact.

3.5 Stakeholders

These are individuals (persons, groups of persons, organisations) that are affected
or are interested in the polemical declaration. We may want to identify the role
4 The relationships with the three levels are quite obvious. A fact in W may give

grounds to any stakeholder for promote a request ρ to open a due process I. Although
ρ might not be reflected as such in the controversy C, at some point it is likely that
utterances related with ρ will appear in C. Because level W is within the institutional
framework, anything that happens in W and is relevant for the due process may be
promoted into I. The rulings of I (say ψ) will become public in W and may produce
polemical moves in C.
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some of them are playing when uttering a polemical move in order to assess their
corresponding entitlements and potential power, responsibility or influence.

3.6 Arguments

Level C is populated by polemical moves that most of the time may be reified as
arguments of classical argumentation theory.

Polemical moves can be “atomic”, claims that correspond to a “brute” fact
or action that takes place in level W or “non atomic”, speech acts that have a
structure that relates a claim (atomic or not) with its “backing”.5

3.7 Dialogues

Since a polemic involves exchanges of dialectical moves akin to classical argu-
mentation, we propose to reify the exchange of arguments in a polemic as dia-
logues, and thus may be associated to some standard type: eristic, deliberation,
negotiation, enquiry, persuasion, information seeking [30].

However, such association is not unproblematic in polemical argumentation
for two main reasons:

First, in classical argumentation theory, one assumes that each type of dia-
logue has an intended purpose and a socially (or formally) associated protocol
that is coherent with that purpose. In particular, it is assumed that such pur-
pose attaches a single illocutionary effect to the dialectical moves within the
dialogue. Thus an information-seeking dialogue involves questions and answers,
and a negotiation dialogue an exchange of offers and counteroffers with only
two potential outcomes: withdrawal or acceptance of a final offer. That is not
always the case in polemical disputes, because protocols are not enforced and
moves may carry ambiguous or multiple illocutionary forces, and consequently
multiple perlocutionary effects.

For instance, in our Hyde Park example, as in many real polemics, in a
negotiation dialogue, an opposing party may utter the move “threat to convene
a demonstration”; the role played by that party would lend the move a prima-
facie rhetorical intention as a promise to take a potentially damaging action;
however, its perlocutionary effect depends mostly on the credibility and expected
impact of implementing the threat. Moreover, there is also the perlocutionary
force of not actually fulfilling the threat but simply to exhibit power or to shift
the context—means, jurisdiction, audience—of the dispute.

Second, the practical nature of polemics—and its intrinsic chaotic
appearance—makes intervening dialogues to become intertwined and not always
neatly interleaved. Walton [30] addresses the problem of dialogue shifting and

5 We may use Toulmin’s [29] argument structure that includes four types of
components—a claim which is sustained by the other components: grounds
(premises, atomic arguments, other claims), warrant (inference, pertinence, norm or
regulation, ...) and qualification (certainty, number, power,...)—whose actual content
depends on the type of dialogue.
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Fig. 2. Intertwining of dialogues. Claims sustained in one, may be used in other dia-
logues or become “commitments” for some stakeholders’ position

embedding, features that are certainly part of this intertwining; however the
structure of polemical arguments is richer because of the forward and backward
branching connections between claims, the intervention of several parties in the
different dialogues, the absence of clear termination conditions of dialogues, and
new and concomitant dialogues that share claims or parties (Fig. 2).

This can be illustrated again in the Hyde Park polemic. Assume there is an
eristic dialogue that involves slander against the major. As we illustrated in the
previous example, the counter moves may have more than one perlocutionary
effects and thus open new dialogues of different types. For instance: (i) to argue
that the accusation is false (continuing the eristic dialogue or making the dialogue
an information-seeking one); (ii) to haul the attacker into court (a threat of an
institutional dispute, changing domain and stakes); (iii) to ignore the attack
and distract attention by instigating news reports that accuse the attacker of
ulterior motives (a new eristic dialogue); (iv) bring the dispute back to a pending
dialogue by “leaking” a cooling of the investors’ enthusiasm (shift attention to
debate the financial distress of the city); (v) or negotiating, privately, a partial
concession in exchange of a public apology.

3.8 Issues

We claimed that polemical argumentation is problematic because illocutionary
vagueness, lack of compliance with standard dialogical protocols and involve-
ment of multiple participants make it very difficult to keep track of the evo-
lution and intermingling of active threads. Another feature that is intrinsic to
polemical argumentation, the fact that most rhetorical moves are public, adds
to this complexity. Paradoxically, it also provides a handle to cope with the
richness of polemical dynamics. Indeed, the more stakeholders involved in the
exchange, and the more exchanges, the clearer the salience of certain topics and
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the corresponding focus around certain claims. Thus, during some time interval,
only a few claims—issues—draw the attention of participants and get more and
longer argumentative threads. Roughly speaking, then, an issue is a claim that
receives support or attacks. Active issues are the ones that centre the polemic
at any given time.

Issues are easy to identify in actual polemics. In our Hyde Park example,
the first issue may be the entitlement of the major to propose the project but
it may shift to the ecological or aesthetic impact of the building, national pride,
financial need, transparency of city dealings, and so on. The tell-tale aspects of
an issue is that it belongs to a handful of topics that is limited by the original
declaration and the relative frequency of the topic in a time-interval. Hence, a
formal definition could be grounded on notions like relevance and salience of
the topic. A relevance measure could be built from the ontology of the polemic
and the number and length of arguments that include claims about the topic. A
measure for salience should probably involve relative frequency of the topic and
a way to reflect recency and latency of the topic.

3.9 Positions

Issues are not only easier to handle than their associated dialogical threads but
they also reveal the “orientation” of individual stakeholders who have advanced
an argument for or against each particular issue. Consequently an analysis of
issue-stakeholder-orientation triads affords the possibility of obtaining “snap-
shots” of the strategic positioning of stakeholders during the polemic. Thus pro-
vide another handle to cope with the complexity of polemical dynamics.

Several stakeholders may hold the same position about a given relevant issue.
This may provide grounds for alliances and agreements that transcend the par-
ticular issue. One way of anticipating or avoiding such alliances is to identify
those “values” (ethical, social, utilitarian) behind issues and the positioning of
potential allies or rivals with respect to the classes of issues that share similar
values.

4 Areas of Opportunity

Polemics is a pertinacious topic that deserves to be studied from a multidisci-
plinary approach where agreement technologies could play a key part. These are
lines of work that may be worth pursuing:

1. Empirical study of actual polemics. Few actual polemics have been studied
by social scientists in a systematic way. Studies like [7,20] have attempted to
elicit heuristics that authorities may use in their communication strategies.
Although focused in the cognitive behaviour of the citizens these studies bring
to light the types of arguments that have been used and, to some extent, their
evolution. Such studies have been performed off-line and have used only a
fragment of the polemical moves, those that can be grasped from newspaper
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accounts. We mean to support other types of empirical study, imposing a
richer structure to the contents of the controversy—by looking into argu-
mentation threads and their association with issues and positions—and draw
contents from social media and other sources.

2. A framework for the representation of polemical disputes. Namely, an inven-
tory of structures and features (arguments, dialogues, issues, positions; types
of dialogues, types of warrants,...) that are common to all polemical disputes
and the means to instantiate these in actual polemical disputes (argument
mining, evolution of stakeholder positions,...). A representation framework
that allows, from a descriptive perspective, to identify events and polemical
moves, and their interrelationships as recurrent patterns or schemes; and,
from an applications perspective, to bring support to socio-technical systems
that may serve individuals to observe and participate in an on-line polemic.

3. Argumentation provides the formal core for the framework we propose. We
propose to look for innovation on those features of polemical disputation that
are specific or more complex than those of classical forms of argumentation.
For instance,
(a) The dialectical shifts and dialogue embeddings discussed by Walton [30]

might be generalised or refocused in multilateral controversies, the pas-
sage of time and its influence in the validity and force of arguments is
an unavoidable feature of polemical disputes, and different from what
has been done so far in classical argumentation [27,29,30]; and, defeasibe
reasoning is inevitable [29,30]. For instance, in a recent paper, Walton
et al. [32] propose a new deliberation model for open settings on the web.
In this paper they extend the Deliberation Dialogue Framework (DDF)
model of McBurney et al. [21].

(b) Rhetorics. In Sect. 2 we touched upon the rhetorical richness of polemical
moves. We see a good opportunity in the study of illocutionary regularities
and dialogue schemata of rhetorical moves that are typically polemical.
For example the threat to convene a demonstration or appeals to national
sentiment [4]. Aside from the obvious lines of enquiry on illocutionary
and perlocutionary aspects of these moves, we believe that one may find
that classical fallacies take new shapes in online polemics and also that
new classes of fallacies are being created. As we mentioned in Sect. 2,
Framing [14,17] is a motivation for polemical disputes, hence a topic
worth studying.

(c) New trends on Argumentation and Multiagent systems research. The
research challenges outlined in the Dagstuhl Manifesto [10], are now
well established research topics that are quite relavant for the study of
Polemics as we see it: argumentation and the semantic web [5,24,25,31];
argumentation and decision support in applications [15,26]; argumenta-
tion and multiagent systems (including multiparty dialogues and nego-
tiation) [2,27]; and argumentation and social networks [15]. Notewor-
thy: (i) the use of AIF [5,24], core ontology in the design of multiuser
open argumentation systems based in multiagent technology [3,31], and
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(ii) two systems—based on visual maps about complex issues—for organ-
ising open deliberative discussion among large number of participants:
Debategraph and Deliberatorium [15].6

4. Understanding the institutional framework. We noted that bringing a dis-
pute into the legal system is a way of imposing an external arbitration to
controversial issues. The descriptive framework should be able to capture
these transformations so that observers may become aware of this type of
changes during an ongoing dispute. For descriptive purposes, we expect to
take advantage of recent work on normative MAS and electronic institutions
and organisations to address this interplay [1,9]. We believe that the approach
of Searle [28] to the constitutive concepts of an Institution can be useful to
understand the highly complex relationship between levels of abstraction in a
polemical dispute. For example the use of the collective assignment function:
X counts as Y in context C, (see for example [12]).

5. Argumentation mining. Given the type of results reported in argumentation
mining [18,19,22], one may expect that the type of official claim Δ that trig-
gers a polemic will possess a clean structure of warrants and grounds that is
amenable to automated mining. This should constitute a good starting land-
mark for the identification of the ontology of the polemic, and consequently,
of its issues, stakeholders and positions, of the threading of sub-dialogues
and of the evolution of positions. Such subordinate contents should be mined
from textual repositories in digital formats (from legal transcripts and press
reports, to tweets and facebook posts) plus inputs that may be obtained from
other sources (videoposts, TV newscasts, interviews), which may require some
forms of human processing.

6. Tools for the description of polemical disputes.
(a) Functionalities: (i) Extracting relevant information tokens from several

web accessible sources: newspapers, official publications, blogs, tweets, and
so on. (ii) “Map” the contents of a polemic as it unfolds, “tag” relevant
information tokens in the ongoing polemic—issues, stakeholders, posi-
tions, argument structure, etc.,—and link tokens with rhetorical moves
and with whatever entities in W are involved. (iii) Provide a graphical
display of the evolving polemic.

(b) Integration. Most likely those tools may become integrated into a hybrid
on-line social system along the line of electronic institutions (and their
extensions) because they afford, for example, the resource to a domain
ontology, the isolation of polemical actions and reification of their polem-
ical effects, the interleaving of utterances and localisation of contexts.

(c) Operation. We envision an online organisation with agents (human-
artificial) that specialise in different information processing tasks and
delivers ad-hoc representations to stakeholders. We see at least two dis-
tinct modes of usage: (i) Off-line, mainly for “institutional debate” sup-
port, and for research (sociological, political and communication research;
and for research in polemics and dialectics). (ii) On-line, for citizens, news

6 http://debategraph.org/home.

http://debategraph.org/home
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people and different stakeholders to monitor evolution, identify players,
issues, positions; to measure impact of particular actions; to assess per-
locutionary effects of moves, etc.

5 Closing Remarks

Our intention in this paper was to motivate the topic of Polemics and give a
taste of the type of formal and technical challenges that are open.

Our key concern is to develop the means to identify those elements that
are relevant in a dispute and provide means to organise these. The first step
in that direction is the development of the framework that we outline in this
paper. Second, is to explore the construction of technological artifacts that may
support identification and organisation of those relevant elements. Fortunately,
many tools that could be useful for that purpose are already under development
in fields like the semantic web, data mining, argument mining and several tech-
niques of natural language processing. Finally, we want to apply these conceptual
and technological tools to real controversies. We are aware of the complexity of
that objective but we are aware also of the social significance of making sense
out of the apparent chaos of a real polemic. Hence, there is a practical as well
as altruistic objective: to empower citizens.

Acknowledgements. We received support of SINTELNET (FP7-ICT-2009-C
Project No. 286370) and project MILESS (MINECO TIN2013–45039-P). We also wish
to thank reviewers of the previous version of this paper, “Making sense out of polemics”
(ArgMAS 2015).

References

1. Andrighetto, G., Governatori, G., Noriega, P., van der Torre, L.W.N. (eds.) Nor-
mative Multi-agent Systems, vol. 4 of Dagstuhl Follow-Ups. Schloss Dagstuhl -
Leibniz-Zentrum fuer Informatik (2013)

2. Bex, F.J., Reed, C.A.: Schemes of inference, conflict and preference in a computa-
tional model of argument. Stud. Logic Grammar Rhetoric 36, 39–58 (2011)

3. Bex, F., Lawrence, J., Snaith, M., Reed, C.: Implementing the argument web.
Commun. ACM 56(10), 66–73 (2013)

4. Bitzer, L.F.: The rhetorical situation. Philos. Rhetoric, 1–14 (1992)
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Abstract. This work provides initial results on the relationship between
argumentation and Paul Thagard’s coherence theory. We study the rela-
tionship, via appropriate transformations, between different types of
coherent graphs (according to the values in the arcs) and different argu-
mentation frameworks such as Dung’s abstract argumentation frame-
work, weighted argument systems or preference-based argumentation.
The practical interest of our study is to show that coherence theory and
argumentation can be mutually useful.

1 Introduction

This paper studies and provides initial results on the relationship between several
models of argumentation and coherence theory.

Coherence theory, as proposed by Thagard [12], assumes that knowledge can
be represented as a network where nodes represent claims, and valued edges link-
ing nodes may be labeled with positive or negative values representing respec-
tively the degree of coherence or incoherence between nodes. Every coherence
graph is associated with a number called the coherence of the graph. Based on
Thagard formalism, this can be calculated by partitioning the set of nodes N of
the graph in two sets, A and N \ A, where A contains the accepted elements of
N , and N \ A contains the rejected ones. The aim is to partition N such that
a maximum number of nodes linked by edges with positive values (weights) are
in the same set (i.e. A or N \ A) while a maximum number of nodes linked by
edges with negative values are in complementary sets (i.e. A, and N \ A). The
values of edges belong to [−1, 1] \ {0}.

There have been different proposals to represent arguments and their rela-
tionships. An Abstract Argumentation Framework (AF) [5] can be considered
as a pair of a set arguments and a binary attack relation defined on the set of
arguments. Such a theory can be represented as an oriented graph where nodes
represent the arguments and edges the attacks between them. In Weighted Argu-
ment Systems (WAS) [6] attacks are associated with a weight, indicating the
relative strength of the attack. A key concept in this framework is the notion of
an inconsistency budget, which characterises how much inconsistency we can tol-
erate when selecting the sets of preferred arguments (extensions). It means that
c© Springer International Publishing AG 2017
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given an inconsistency budget β, we are prepared to disregard attacks among the
arguments up to a total weight of β. In Preference-based Argumentation (PAF),
a preference relationship explicitly established between arguments, is used to
rank sets of arguments.

Although argumentation and coherence theory strive to understand similar
phenomena, such as making sense of contradictory information, their relation has
not attracted much attention in the past. The need for a study of the relation
between the two formalisms is also evident in the context of specific domains such
as legal reasoning. Indeed, there are well established links between argumentation
and legal reasoning on the one hand [10,11], and legal reasoning and coherence on
the other hand [1]. Another domain where the combination of coherence theory
and argumentation may also prove beneficial, is the domain of argumentative
debates. In this context, the coherence of the arguments that are used by the
opponents during a debate could be taken into account. For instance, agents
may decide to refrain from introducing arguments that decrease the strength of
the coherence graph that corresponds to the arguments that has been exchanged
in the course of that debate. E-justice or online dispute resolution are specific
domains that could benefit from this kind of argumentative debates. Another
application domain in which argumentation and coherence can be combined is
that of policy analytics. Here the notion of coherence may serve as a measure of
the impact of governmental policies on public opinion as it is expressed in social
networks, by aggregating arguments supporting or attacking those policies.

As a first step in the direction of resolving these issues, this work provides
the first formal results on the relation between coherence and argumentation.

In [8], coherence theory is used to understand the notion of norm adoption
and a discussion on the relationship with AF is given although no formal account
of this relationship is established. Here we contribute by giving some preliminary
results on the relationship between optimal partitions and stable extensions in
AF. In [9] argumentation dialogues are used to regain coherence when conflicts
arise between agents. Argumentation is considered as a mechanism that permits
the interaction between agents endowed with coherence theories. Here, differ-
ently from this work, we study the relationships between both approaches as
alternative means of representing conflicting views.

In this paper we contribute to the study of the relationships between coher-
ence theory and different argumentation formalisms. In particular we provide
three results.

First, we transform classical argumentation theories into particular coherence
graphs and show that the optimal partitions of these graphs correspond to stable
extensions of the argumentation theory.

Second, we show that some coherent graphs can be understood as a WAS.
More precisely, we consider a particular type of coherence graphs, those whose
nodes represent atomic arguments, and that contain only maximally negative
edges (i.e. −1). We prove that any subset A of arguments of such a coherence
graph is an admissible extension with respect to the inconsistency budget β of
a particular type of WAS.
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Finally, we show that the maximal partitions of coherence graphs that contain
edges labeled with {−1, 1} can have an interpretation as extensions of PAF
systems.

The paper is structured as follows. First, we provide some background knowl-
edge on coherence and argumentation. Then, we study in order the relationship
between coherence theory and Dung, WAS, and PAF systems. We conclude with
a summary of the results and with the open lines for future work.

2 Background

2.1 Coherence Theory

The theory of coherence is a psychological motivational theory which under-
stands coherence as an intrinsic domain independent motivation to agents. As
any other motivational theory it aims at explaining the behaviour of agents at
a high-level. We refer to Thagard’s interpretation of the theory as he proposed
a computational model for an otherwise long disputed concept.

Thagard presents the theory of coherence as a cognitive theory with roots
in philosophy that interpret problem solving as the satisfaction of constraints
over interconnected entities [12,13]. The theory of coherence is then the study of
associations among different pieces of information and the computation of how
do they ‘fit’ together. Each piece of information puts constraints on other pieces
of information; these constraints can be positive or negative. Positive constraints
strengthen the connected pieces of information when considered together while
negative constraints weaken them. In this theory, the cognitive process to be
undertaken by an agent is to put together as many information pieces that
have positive constraints while separating from these those that have negative
constraints. In other words, coherent-based agents face an optimisation problem.

Several psychological processes can be understood in terms of coherence and
constraint optimisation. These processes include stereoscopic vision, word per-
ception, discourse comprehension, analogical mapping, and cognitive dissonance;
see [14] for details.

Next we recall the basic definitions of coherence graph, constraint satisfaction
and strength.

Definition 1 [7]. A coherence graph is an edge-weighted undirected graph g =
〈N,E,ψ〉, where

– N is a finite set of nodes representing pieces of information
– E ⊆ {{v, w}|v, w ∈ N} is a finite set of edges representing the coherence or

incoherence between pieces of information and that we shall call constraints
– ψ : E → [−1, 1] \ {0} is an edge-weighted function that assigns a negative or

positive value to the coherence between pieces of information, and which we
shall call coherence function.
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The nodes of coherence graphs can be understood, from a knowledge repre-
sentation perspective, as representing beliefs, desires, intentions, norms, or other
cognitions an agent may have [7,9]. How the coherence values are computed
depends on what sort of coherence we want to model. Thagard distinguishes
among several types of coherence: deductive, explanatory, . . . , and suggests dif-
ferent methods of computing these degrees. A coherence-based agent aims at
determining which subset of the overall set of information pieces is to be accepted
and which is to be rejected, that is, how to partition N into two sets containing
accepted and rejected claims.

Definition 2 [7]. Given a coherence graph g = 〈N,E,ψ〉 and a partition of N
into (A,R), the set of satisfied constraints CA ⊆ E is given by:

CA = {{v, w} ∈ E|v ∈ A iff w ∈ A when ψ({v, w}) > 0,

v ∈ A iff w ∈ R when ψ({v, w}) < 0}
According to Thagard, Coherence-based agents perform a search process to

find the best partition which is the one that maximises the strength as defined
next.

Definition 3 [7]. Given a coherence graph g = 〈N,E,ψ〉 the strength of a par-
tition (A,R) is given by:

Str(g,A) =

∑
{v,w}∈CA

|ψ({v, w})|
|E|

The computation of the best partition does not tell us which one of the
two sets is the one to accept, as the computation is symmetric, i.e. Str(g,A) =
Str(g,R). To determine which partition to accept an agent should use some
ad-hoc criteria (e.g. greater number of nodes, greater average degree, etc.).

Thagard experimented with different computational implementations of
coherence. Among them, ECHO [12] uses a neural network approach that,
although does not guarantee convergence, has a good behavior on small net-
works. For very small networks like those in this work, a straightforward algo-
rithm that enumerates all possible partitions is enough and is the algorithm we
used.

A major question, left open by Thagard, is how to compute the degrees and
links between pieces of information. Some works fill this gap proposing specific
domain dependent functions, e.g. deductive relationships in [8]. We are assuming
in this paper that these relationships are established and determined before our
study can begin.

2.2 Some Specific Types of Coherence Graphs

From now onwards when we refer to the partition of a coherence graph we mean
the best partition. We finally define the coherence of a graph as its strength
assuming we would accept all its elements.
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Definition 4. Given a coherence graph g = 〈N,E,ψ〉, we define the coherence
of graph g, noted Coh(g), as the strength of the partition (N, ∅), that is the
partition with all nodes in N accepted, Coh(g) = Str(g,N).

Next definition is useful in some of the proofs later on.

Definition 5 (Subgraph). Given two coherence graphs g = 〈N,E,ψ〉 and g′ =
〈N ′, E′, ψ′〉 we say that g′ is a subgraph of g, noted g′ � g iff N ′ ⊆ N , E′ =
{{v, w}|v, w ∈ N ′, {v, w} ∈ E} and ψ′ = ψ|N ′ , where ψ|N ′ : E′ → [−1, 1] \ {0},
with ψ|N ′({v, w}) = ψ({v, w}).

In this paper we will use two particular types of coherence graphs. First, those
where the links between nodes are all labeled with −1. This value expresses the
fact that the two nodes are maximally incoherent. We call such graphs negative
unipolar (or neg-unipolar). More formally:

Definition 6 (Negative Unipolar Coherence Graphs). We say that a
coherence graph g = 〈N,E,ψ〉 is negative unipolar (or neg-unipolar) if and only
if for all e ∈ E,ψ(e) = −1.

Second, those where the links between nodes are all labeled with −1 or 1.
We call such graphs Bipolar. More formally:

Definition 7 (Bipolar Coherence Graphs). Given a coherence graph g =
〈N,E,ψ〉, we say it is a Bipolar Coherence Graph iff (1) it is connected and (2)
ψ(e) ∈ {1,−1} for all e ∈ E.

2.3 Argumentation Systems

An argumentation system, as introduced by Dung in [5], is a pair 〈A,R〉, where
A is a set of arguments, and R ⊆ A × A is an attack relation. The relation a
attacks b, or b is attacked by a, is denoted by a R b or (a, b) ∈ R.

In [5], different acceptability semantics were introduced. They are based on
two basic concepts: defence and conflict-freeness, defined as follows:

Definition 8 (Defence/Conflict-freeness). Let T = 〈A,R〉 be an argumen-
tation system. Let A′ ⊆ A.

– A′ is conflict free iff � a, b ∈ A′ s.t (a, b) ∈ R.
– A′ defends a ∈ A iff ∀b ∈ A, if (b, a) ∈ R, then ∃c ∈ A′ s.t (c, b) ∈ R.

The basic idea behind these concepts is the following: for a rational agent,
an argument a is acceptable if he can defend a against all attacks. All the argu-
ments acceptable for a rational agent will be gathered in a so-called extension.
An extension must satisfy a consistency requirement and must defend all its
elements.

Definition 9 (Acceptability Semantics). Let T = 〈A,R〉 be an argumenta-
tion system and A′ a conflict free set of arguments.
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– A′ is an admissible extension iff A′ defends every element in A′.
– A′ is a preferred extension iff A′ is a maximal (w.r.t set ⊆) admissible set.
– A′ is a stable extension iff it is a preferred extension that attacks any argument

in A \ A′.

In [6] the authors have proposed an extension of classical Dung’s argument
systems in which attacks are associated with a weight which indicates the relative
strength of each attack. A key idea in weighted argument systems is that of an
inconsistency budget, characterizing how much inconsistency we are prepared to
tolerate. More formally:

Definition 10 (Weighted Argument Systems (WAS) [6]). A weighed
argument system is a triple W = 〈A,R, w〉 where 〈A,R〉 is a Dung-style abstract
system and w : R → �> is a function assigning real-valued weights to attacks.

An inconsistency budget β characterizes how much inconsistency we are pre-
pared to tolerate. Thus, accepting an inconsistency budget β means that we are
prepared to disregard attacks up to a total weight of β. Dung systems implicitly
assume an inconsistency budget of β = 0. An increasing number of extensions
can be found for increasing values of β. We note a WAS system with budget β
as W β = (〈A,R, w〉, β).

Definition 11 [6]. Let W = 〈A,R, w〉 be a weighted argument system. Given
R ⊆ R, we define the budget of R as:

wt(R,w) =
∑

(a1,a2)∈R

w(a1, a2)

And the sets of links under budget β as:

sub(R, w, β) = {R : R ⊆ R and wt(R,w) ≤ β}

3 Coherence Theory and Classic Argumentation (AF)

In this section we establish results on the relation of Dung classic argumentation
[5] and coherence theory. Given a symmetric Dung system, i.e. T = 〈A,R〉,
such that (a, b) ∈ R iff (b, a) ∈ R, we define its associated coherence graph as
gT = 〈A,R, ψ〉, where ψ(e) = −1 for all e ∈ R. Obviously, gT is neg-unipolar.

In the particular case we are considering in this work, namely arguments
correspond to the nodes of a coherence graph and attacks to its arcs, it is rea-
sonable to consider that the non-oriented negative arcs in a neg-unipolar graph
correspond to symmetric attacks in the associated argumentation system.

The coherence graph gT associated with a symmetric argumentation theory
T is a classic undirected graph. A bipartite graph is a graph whose nodes can be
divided into two disjoint sets A and B such that every edge connects a node in
A to one in B. Clearly, if a coherence graph g is bipartite it admits an optimal
partition (A,B) with Str(g,A) = 1. On the other hand, it is well known that a
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graph is bipartite iff it contains no odd cycles. The above leads to the following
observation: A neg-unipolar graph g has a partition (A,R) with Str(g,A) = 1
iff it contains no odd cycles.

Clearly, the coherence graph gT of a symmetric Dung argumentation theory
T contains an odd cycle iff T contains an odd cycle. The next proposition states
that an optimal partition of the coherence graph associated to a symmetric Dung
theory without odd cycles induces two stable extensions for the theory.

Proposition 1. Let T = (A,R) be a symmetric Dung theory, (A,R) an optimal
partition of its corresponding neg-unipolar graph gT , and i(A) ⊆ A the set of
nodes with degree 0. Then A ∪ i(A) and R ∪ i(A) are stable extensions of T iff
T does not contain odd cycles.

Proof. If T does not contain odd cycles, then gT is a bipartite graph, i.e. there is
an optimal partition (A,R) with Str(g,A) = 1. It suffices to show that A∪i(A) is
a stable extension. First, A∪i(A) is conflict-free because otherwise Str(g,A) �= 1.
Now assume that A is not a stable extension because there is b ∈ R such that
there is no a ∈ A with {a, b} ∈ R. Clearly, b cannot have degree 0 because then
b ∈ i(A). Therefore, there must be b′ ∈ R such that {b′, b} ∈ R, which means
that Str(g,A) �= 1, and thus we get a contradiction. On the other hand, if T
contains an odd cycle, gT is not bipartite, and therefore the arguments of T
cannot be partitioned in two sets that are conflict-free. Similar arguments hold
for R.

We now study a relation between non-symmetric Dung frameworks and
coherence theories based on a different coherence theory construction that is
described in the next definition and used in the rest of this section.

Definition 12. Given an argumentation framework T = (A,R), we define its
corresponding coherence theory gT = 〈N,E,ψ〉 as follows

– N = A ∪ {xij |(ai, aj) ∈ R}
– E = {{ai, xij}, {xij , aj}|(ai, aj) ∈ R}
– ψ({ai, xij}) = 1, ψ({xij , aj}) = −1, ∀(ai, aj) ∈ R

We say that a Dung argumentation theory T = (A,R) is connected if there
is a directed path from any node in A to any other node in A.

Proposition 2. Let T be a connected Dung argumentation theory, and gT

its corresponding coherence theory. Any partition (A,R) on gT such that
Str(gT , A) = 1 induces two stable extensions on T .

Proof. Let T = (A,R) and let (A,R) be a partition of gT with Str(gT , A) = 1.
We consider A, as similar arguments hold for R. Clearly, A contains a set of nodes
S ⊆ A that correspond to arguments of A. We show that this set S = A ∩ A is
a stable extension of T .

First observe that for each node ai ∈ S all nodes xij for arguments aj s.t.
(ai, aj) ∈ R must also belong to S, since ψ({ai, xij}) = 1 and Str(gT , A) = 1.
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The same holds for the nodes of R ∩ A. We first show that S is conflict-free. By
way of contradiction, suppose that ai, aj ∈ S and (ai, aj) ∈ R. Then, A must
contain the nodes ai, aj , xij with ψ({xij , aj}) = −1, therefore Str(gT , A) �= 1,
contradiction.

We now prove that for all aj ∈ R ∩ A there is a node ai ∈ A ∩ A s.t.
(ai, aj) ∈ R. Since T is connected, there must be an argument ak ∈ A s.t.
(ak, aj) ∈ R. If ak ∈ A, the result holds. Assume that ak ∈ R. Then there is a
node xkj ∈ R s.t. ψ({xkj , aj}) = −1 therefore Str(gT , A) �= 1, contradiction.

The above property leads to the following correspondence between the opti-
mal partitions of the coherence graph of a Dung theory without odd cycles and
its stable extensions.

Proposition 3. Let T be a connected argumentation theory without odd cycles,
and gT its corresponding coherence theory. An optimal partition of gT induces
two stable extensions of T .

Proof. Given gT we construct an undirected graph g′ as follows. For node ai and
all nodes xij connected to ai with a positive link, we introduce a node a′

i in g′.
A node a′

i is connected to node a′
j in g′ if there is a node xij in gT such that

{ai, xij}, {xij , aj} ∈ E for the nodes ai, aj that correspond to a′
i, a′

j . Clearly, g′

is isomorphic to (the graph that corresponds to) T , therefore does not contain
odd cycles. Moreover, a bipartition of g′ induces an optimal partition (A,R) of
gT with Str(gT , A) = 1. Then the claim follows by Proposition 2.

4 Coherence Theory and Weighted Argument Systems
(WAS)

In this section we study a relationship between coherence theory and weighted
argument systems (WAS). We consider the particular case of neg-unipolar
graphs. We consider that negative arcs linking nodes in a neg-unipolar graph
represent symmetric weighted attacks of equal value (e.g. w = 1) between argu-
ments in an associated weighted argument system. More formally:

Definition 13. Given a neg-unipolar graph g = 〈N,E,ψ〉 we define the
weighted argument system associated to g with inconsistency budget β as
W β(g) = (〈N,E,w〉, β) where w(a, b) = w(b, a) = 1 for all (a, b) ∈ E.

When β = 0 the weighted argument system associated to a neg-unipolar
graph corresponds to a symmetric Dung abstract argumentation system.

Based on the above we can define formally a WAS (g) as follows:

Definition 14. Given a neg-unipolar graph g = (N,E,ψ) we define the weighted
argument system of g as WAS (g) = W 2∗|Σψ(e)|(g).
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We need now to define a notion of internal inconsistency of a coherence graph
which is simply the sum of the weights of its negative links. More formally:

Definition 15 (Internal Inconsistency (INC)). Given a graph g =
〈N,E,ψ〉 the internal inconsistency of graph g is defined as INC(g) =
|Σψ(e)<0ψ(e)|.

Based on the above notions we can now formulate a relation between coher-
ence and weighted argument systems.

Proposition 4. Let (A,R) be a partition of a neg-unipolar graph g = 〈N,E,ψ〉.
Then A is an admissible extension of W k(g), where k = 2 ∗ INC(〈A,E|A, ψ〉).
Proof. Clearly, A, as any subset of N , is an admissible extension. On the other
hand the budget of A is the number of negative edges that link its nodes, i.e.
INC(〈A,E|A, ψ〉), multiplied by 2, since every undirected edge of g corresponds
to a pair of directed edges in W k(g). ��

It is then obvious that all admissible extensions of WAS (g) are also parts of
the possible bipartitions of the associated neg-unipolar coherence graph g.

We will now show that the strength of coherence graphs induces a ranking
on the bipartitions of the nodes of neg-unipolar graphs that has an interesting
meaning from an argumentation perspective. The following result shows that
the order of the bipartitions induced by Str(·) of a neg-unipolar graph induces
a ranking over Dung’s stable extensions (i.e. for inconsistency budget β = 0 of
the associated WAS).

Theorem 1 (Ranking of stable extensions). Given a neg-unipolar graph
g = 〈N,E,ψ〉, let P = 〈P1, . . . , Pn〉 be the partially ordered set (or poset),
according to Str(·), of all possible partitions of g where Pi = (Ai, Ri). Then,
for any pair Ei and Ej of stable extensions of W 0(g), INC (〈N \Ei, E|N\Ei

, ψ〉) <
INC (〈N \ Ej , E|N\Ej

, ψ〉) if there are k, l such that Pk = (Ei, N \ Ei) and
Pl = (Ej , N \ Ej) and k < l.

Proof. Let P = 〈P1, . . . , Pn〉 be the partially ordered set, according to Str(·), of
all possible partitions of the neg-unipolar graph g = 〈N,E,ψ〉. Let’s consider two
partitions Pi = (Ei, N \ Ei) and Pj = (Ej , N \ Ej) s.t. Ei, Ej are stable extensions
of W 0(g). Following Definition 3 the strength of the partition Pi is Str(g, Ei) =
Str(g,N \ Ei) and the strength of Pj is Str(g, Ej) = Str(g,N \ Ej). We must
prove that INC (〈N \Ei, E|N\Ei

, ψ〉) < INC (〈N \Ej , E|N\Ej
, ψ〉) if Str(g,N \Ei) >

Str(g,N \Ej) (i.e. i < j). Following Definitions 2 and 3 the strength of a partition
P depends on the number of satisfied constraints namely (a) how many negative
arcs are cut, splitting the linked arguments in the two subparts of a partition and
(b) how many positive arcs are protected i.e. keeping the linked arguments in the
same subpart of the partition. In our case the graph g is a neg-unipolar graph
and therefore only negative arcs (i.e. for all e ∈ E, ψ(e) = −1) exist between the
arguments. That means that the number of not satisfied constraints only relies on
the number of negative arcs that link arguments in any subpart of the partition.
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As Ei, Ej are stable extensions we know that INC (Ei) = INC (Ej) = 0. Thus there
is no violated constraints (i.e. arguments linked by negative arcs). So the value of
the strength of Pi (resp. Pj) depends exclusively on the number of not satisfied
constraints (i.e. number of negative arcs) in N \ Ei (resp. N \ Ej). As the total
number of negative arcs is |E|, the lower the number of negative arcs appearing in
e.g. N \ Ei, the greater the number of satisfied constraints (i.e. negative arcs cut)
and thus, according to Definition 3, the higher the value of Str(g,N \ Ei). Thus
if Str(g,N \ Ei) > Str(g,N \ Ej) that means that INC (〈N \ Ei, E|N\Ei

, ψ〉) <
INC (〈N \ Ej , E|N\Ej

, ψ〉). ��
The above result implies an ranking on Dung’s extensions according to the

internal inconsistency of the arguments that are left out of the extensions. The
following example illustrates this ranking.

Example 1. Consider the neg-unipolar graph g of Fig. 1 and its associated
weighted argument system W 18(g) (i.e. 18 = 2 ∗ INC (g) with INC (g) = 9)
in Table 1. On the left hand column of the table we see the partitions of the
graph ranked according to their strength and on the right hand column the
Dung’s stable extensions (i.e. β = 0) of the associated weighted argument sys-
tem W 18(g).

Fig. 1. A neg-unipolar graph.

The set of Dung stable extensions of W 18(g) is SE = {{2, 4}, {3, 6}, {3, 5},
{1, 6}, {1, 5}, {1, 2}}. These extensions are ranked wrt the internal inconsistency
of their complementary parts. So we can observe that (by abusing slightly the
notation) for {2, 4} we have INC[1, 3, 5, 6] = 2 ∗ 2 = 4, for {3, 6} we have
INC[1, 3, 4, 5] = 2∗3 = 6, for {3, 5} we have INC[1, 2, 4, 6] = 2∗3 = 6, for {1, 6}
we have INC[2, 3, 4, 5] = 2 ∗ 4 = 8, for {1, 5} we have INC[2, 3, 4, 6] = 2 ∗ 4 = 8
and finally for {1, 2} we have INC[3, 4, 5, 6] = 2 ∗ 4 = 8.
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Table 1. Partitions of graph in Fig. 1

Partitions Strength Ranking

[3, 5, 6], [1, 2, 4] 0.77

[1, 3, 5, 6], [2, 4] 0.77 Rank 1 for [2, 4]

[1, 2, 6], [3, 4, 5] 0.66

[3, 6], [1, 2, 4, 5] 0.66 Rank 2 for [3, 6]

[1, 3, 6], [2, 4, 5] 0.66

[2, 4, 6], [1, 3, 5] 0.66

[1, 2, 4, 6], [3, 5] 0.66 Rank 2 for [3, 5]

[3, 4, 6], [1, 2, 5] 0.66

[1, 5, 6], [2, 3, 4] 0.66

[1, 6], [2, 3, 4, 5] 0.55 Rank 3 for [1, 6]

[2, 3, 6], [1, 4, 5] 0.55

[1, 2, 3, 6], [4, 5] 0.55

[4, 6], [1, 2, 3, 5] 0.55

[1, 4, 6], [2, 3, 5] 0.55

[2, 3, 4, 6], [1, 5] 0.55 Rank 3 for [1, 5]

[1, 2, 5, 6], [3, 4] 0.55

[3, 4, 5, 6], [1, 2] 0.55 Rank 3 for [1, 2]

[2, 6], [1, 3, 4, 5] 0.44

[1, 3, 4, 6], [2, 5] 0.44

[5, 6], [1, 2, 3, 4] 0.44

[2, 3, 5, 6], [1, 4] 0.44

[1, 2, 3, 5, 6], [4] 0.44

[4, 5, 6], [1, 2, 3] 0.44

[1, 4, 5, 6], [2, 3] 0.44

[6], [1, 2, 3, 4, 5] 0.33

[1, 2, 3, 4, 6], [5] 0.33

[2, 5, 6], [1, 3, 4] 0.33

[2, 4, 5, 6], [1, 3] 0.33

[1, 2, 4, 5, 6], [3] 0.33

[1, 3, 4, 5, 6], [2] 0.33

[2, 3, 4, 5, 6], [1] 0.22

[1, 2, 3, 4, 5, 6] 0
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5 Coherence Theory and Preference Based
Argumentation (PAF)

In this section we present a relationship between coherence theory and
preference-based argumentation (PAF) (see e.g. [2,3]).

Before recalling the definition of a PAF, we provide a quick reminder on
notions related to preference relations. We use the symbol �⊆ A × A to denote
a preference relation on the set of arguments A. � is a partial preorder i.e. a
reflexive and transitive binary relation. So a � b means that a is preferred over
b (or a is at least as good as b). We also use � for representing a strict preference
relation. More precisely, a is strictly preferred over b and it is represented as
a � b iff a � b and b �� a. Finally, we use the symbol ∼ for expressing the
indifference relation between a and b. We say that a ∼ b iff a � b and b � a. We
are now ready to define a PAF as follows.

Definition 16 (PAF). A preference-based argumentation framework is a tuple
PAF = 〈A, Att,�,�〉 where A is a set of arguments, Att ⊆ A × A is an
irreflexive and symmetric attack (or conflict) relation, �⊆ A×A is a preference
relation on the set of arguments A and � is a defeat relation composed by Att
and �. Here we define a defeat relation � s.t. ∀a, b ∈ A, a � b iff (a, b) ∈ Att
and a � b.

It follows directly from the definition that if (a, b) ∈ Att and a ∼ b, then
(a, b) �∈ �. We note that different ways of defining the defeat relation may lead
to different PAFs.

Based on the definition of PAF given above we can now establish a rela-
tionship between a coherence graph g and a PAF (g) theory associated to it and
defined as follows:

Definition 17 (Neg-unipolar graph-PAF relation). Let g = 〈N,E,ψ〉 be
a neg-unipolar graph, and (A,R) a partition of g. The PAF theory associated to
g and A is PAFA

g = 〈N,Att,�,�〉, where

– (a, b) ∈ Att iff {a, b} ∈ E
– ∀a, b ∈ A (a, b ∈ R) it holds that a ∼ b
– ∀a, b, a ∈ A and b ∈ R it holds that a � b.

We can now interpret partitions of neg-unipolar coherence graphs in terms
of extensions in PAF.

Proposition 5. Let g = 〈N,E,ψ〉 be a neg-unipolar graph, (A,R) an optimal
partition of g and i(N) the nodes of g with degree 0. Then A∪ i(N) is the unique
grounded, preferred and stable extension of PAFA

g .

Proof. For any pair of nodes a, b ∈ A, it holds by construction that a � �b
and b � �a. Similarly for R. Therefore, A (and R) is conflict-free, and therefore
A ∪ i(N) is conflict-free as well. On the other hand, the only attacks are from
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nodes in A to nodes in R, therefore PAFA
g is acyclic. Therefore, its unique stable

extension coincides with its grounded extension, so we need to show that A∪i(N)
is a stable extension.

Since it has already been proved that A ∪ i(N) is conflict-free, it suffices to
show that for any ai ∈ N \ A ∪ i(N) = R \ i(N), there is some aj ∈ A s.t.
aj � ai. Clearly, there must be a node ak ∈ N such that {ai, ak} ∈ E, because
otherwise ai ∈ i(N). If ak ∈ A the result holds. Otherwise, it must be the case
that for all nodes ak ∈ N such that {ai, ak} ∈ E, it holds that ak ∈ R. But
then Str(g,A ∪ {ai}) > Str(g,A) which contradicts the assumption that (A,R)
is optimal. ��

Next, we introduce a relation between bipolar coherence graphs and
preference-based argumentation (PAF).

Based on Definitions 7 and 16 we propose a PAF construction for bipolar
graphs. To do this, we consider that a negative arc represents an attack (or con-
flict) between the linked arguments (similar to the case of neg-unipolar graphs)
while a positive link represents a mutual support between the linked arguments.

Definition 18 (Bipolar graph-PAF relation). Let g = 〈N,E,ψ〉 be a bipolar
graph and (A,R) a maximally coherent partition such that |A| ≥ |R|. Then
we define the associated preference-based argumentation framework PAFA

g =
〈N,Att,�,�〉 as follows:
– ∀{a, b} ∈ E s.t. ψ({a, b}) = −1, (a, b), (b, a) ∈ Att
– ∀a, b ∈ A (a, b ∈ R) if (a, b) ∈ Att it holds that a ∼ b
– ∀a, b, a ∈ A and b ∈ R if (a, b) ∈ Att it holds that a � b.

We can now interpret partitions of bipolar coherence graphs in terms of
extensions in PAF.

Proposition 6. Let g = 〈N,E,ψ〉 be a bipolar graph and (A,R) a maximally
coherent partition such that |A| ≥ |R|. Then A is the unique grounded, preferred
and stable extension of PAFA

g .

Proof. Let (A,R) a maximally coherent partition and A be the accepted part
s.t. |A| ≥ |R|. Let also Str(g,A) be the strength of this partition and CA the set
of satisfied constraints (see Definition 2). We have to prove that A is the unique
grounded, preferred and stable extension of the associated PAFA

g . We know by
construction that ∀a, b ∈ A, (a, b) �∈ �. So A is conflict-free. The same holds for
R. We also know by construction that ∀a, b, if a ∈ A and b ∈ R, then (a, b) ∈ �.
We know that g is a connected graph so it holds that ∀b ∈ R there exists at
least a negative link coming from an argument a ∈ A and therefore it holds that
∀b ∈ R,∃a ∈ A s.t. (a, b) ∈�. Otherwise, we could have an argument x ∈ R that
could be added to A so that we would have A′ = A ∪ {x}. By Definition 3 we
know that Str(g,A) is maximal which means that in that case we would have
Str(g,A) = Str(g,A′) with |A′| > |A|. However this cannot be true because we
know that the partition (A,R) is a maximally coherent partition. Contradiction.
Thus A is also a maximal (wrt ⊆) admissible extension and therefore it is stable
extension. From the above we can also conclude that PAFA

g is acyclic. Therefore
A is also grounded and unique. ��
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6 Conclusion

In this work we have presented a theoretical analysis of the relation between
argumentation and Paul Thagard’s coherence theory. We studied several con-
nections between the two theories by defining transformations between coher-
ence graphs and some well known argumentation frameworks (classical systems
(AF), weighted argument systems (WAS), and preference based argumentation
frameworks (PAF)). We showed that coherence theory can be interpreted as a
weighed argument system (WAS) and that partition maximization generates a
ranking of extensions. We also saw that some coherence graphs can be translated
into PAF systems and its partitions interpreted as PAF extensions.

We would like to complete the study of links between the two fields, as
we believe there are many interesting relations that are left unexplored. For
instance, we plan to study the relationship between coherence theory and bipolar
argumentation [4]. Furthermore, we would like to extend the notion of argument
to sets of nodes of a coherence graph, i.e. sets of claims that are internally
coherent. Moreover, a study of the computational aspects of both fields may
reveal potential gains that can be obtained by applying algorithms from one
field to the other. Finally, we reiterate that the ultimate goal of this line of
research is to integrate argumentation and coherence in applications domains
such as legal reasoning and policy analytics.
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