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Abstract. Owing to the development of internet finance in China, credit
scoring is growing into one of the most important issues in the field of
financial risk management. Quantitative credit scoring models are widely
used tools for credit risk assessment in financial institutions. In this study,
an AdaBoost algorithm model based on back-propagation neural net-
work for credit scoring with high accuracy and efficiency is proposed.
We first illustrate the basic concepts of back-propagation neural network
and AdaBoost algorithm and propose a hybrid model of AdaBoost and
back-propagation neural network, then two real-world credit data sets
are selected to demonstrate the effectiveness and feasibility of the pro-
posed model. The results show that the proposed model can get higher
accuracy compared to other classifiers listed in this study.

Keywords: Credit scoring + AdaBoost model - Back-propagation neural
network

1 Introduction

Credit scoring has grown an increasingly important issue of financial risk man-
agement in financial institutions since the 2008 financial crisis. It often calculates
by following a set of decision models and other underlying technologies, does
a great favor for lenders’ judging whether an application of credit should be
approved or rejected [27]. When some applicants fail to repay their debt, it leads
to a direct economic loss for the lenders. In addition, the sub-prime mortgage
crisis occurred in the USA has caused some financial institutions loss billions
of dollars due to customers’ default. However, if a credit-granting-institution
rejects all applicants of loans even with good credit scores, it will suffer the
potential revenues it can earn from the applicants in the future. Therefore, an
efficient decision support with high accuracy becomes a clear need for financial
institution.
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Due to the great importance of credit risk assessment, an increasing research
stream is focusing upon credit risk assessment and credit scoring using different
methods and models, approaches such as linear discriminant analysis (LDA)
[1], logistic regression analysis LRA [26], k-nearest neighbor (KNN) [12,13] and
decision tree [5] which uses the statistics disciplines. With the development of
artificial intelligence(AI) techniques, artificial neural network (ANN) [3,8,14,21,
30,31], support vector machines (SVM) [2,11,25,34], genetic algorithm (GA)
[7,22,28], rough set [4] and case-based reasoning [15-19] are used for credit
scoring. Also some combined and ensemble approaches perform quite well with
high accuracy and efficiency, including fuzzy system and artificial neural network
[20,23], rough set and support vector machine [33], fuzzy system and support
vector machines [29], case-based reasoning and support vector machines [19],
neural network ensemble [32] etc.

Inspired by the combined and ensemble theories, this study attempts to pur-
pose an ensemble AdaBoost model based on BP neural network for credit scoring.
The main idea of AdaBoost algorithm is to maintain a distribution of weights
over the training samples and adjust them after each basic classifier sorting cycle
adaptively. In our study, we use ten single back propagation neural networks as
the weak learners contends of a three-layer feed-forward network each, and the
final strong ensemble classifier is constructed by the method of weighted voting
associated with the performances of the weak learners. Based on the experi-
mental results achieved from two public available credit data sets, our proposed
AdaBoost model based on BP neural network obtains a good performance with
higher accuracy efficiency compared to other models used in this study, which
indicates a wide prospect usage in financial risk management.

The rest of this paper is organized as follows. Section 2 gives a brief formula-
tion concerns about back propagation neural network and AdaBoost algorithm.
Section 3 presents a hybrid model of AdaBoost and BP neural network. To ver-
ify the accuracy and effectiveness of the purposed model, empirical validation
results of the model using the German credit data set and Australian credit
data set are analyzed in Sect.4. Finally, a short conclusion and discussion are
presented in Sect. 5.

2 Methodology Formulation

2.1 Back-Propagation Neural Network Theory

Back-propagation neural network model was proposed by Rumelhart and Mccel-
land in 1985 [24], it is a kind of multi-layered forward feed type error counter-
biography neural network. This model usually consists of input layer, out-
put layer and hidden layer. Each layer includes certain nodes, and each node
expresses a neuron. There exists interconnection among the nodes of different
layers, but there is no connection among nodes in the same layer. Among them,
the single hidden layer BP network’s application is the most common. The typ-
ical structure of BP neural network is as shown in Fig. 1.
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Fig. 1. Structure of single hidden layer BP neural network

The core thought of BP neural network can be described as following: training
signal forward-propagating and error signal reverse dissemination. During the
process of forward-propagating, the signal spreads from input layer, dealt with
connection weights between input layer and hidden layer, then is transformed
by the active function of hidden layer and transmitted to the output layer. If
expected output can’t be achieved from the output layer, then another process of
error back propagation begins, which would continuously adjust the weights and
bias of each layer in order to ultimately minimize the error of the network. This
kind of signal forward-propagating and error back-propagating is to go iteration
and iteration till the system output error is reduced to an acceptance degree or
obtains the network constraints. Its concrete process is shown in Fig. 2.

Initializing network
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Fig. 2. Process of BP neural network model
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2.2 Basic Theory of AdaBoost Algorithm

AdaBoost is a very popular boosting algorithm for binary classification, and
it solved many practical difficulties of the earlier boosting algorithms. It was
initially proposed by Yoav Freund and Robert Schapire in 1997 [10]. This algo-
rithm constructs a high-quality compositive classifier by combining trained weak
classifiers sequentially while putting more attention on those weak classifiers
accompanied with good performance. There are several methods for combining
results from base weak learners into one stronger predictor. Uniform voting, dis-
tribution summation, Bayesian combination, etc. are widely used for ensemble
algorithms. Adaptive boosting algorithm has been applied in many fields such as
speech recognition [9], moving vehicle classification based on images [6] and etc.

The main ideas of AdaBoost algorithm is to maintain a distribution of weights
over the training samples and adjust them after each basic classifier sorting cycle
adaptively. The weights of training data which are wrongly classified by current
weak learner will be increased, otherwise, decreased if the samples are correctly
classified. During the training process, the prediction error of the weak classi-
fiers should be less than 0.5. And the voting weights of base classifiers will be
increased while the decreasing of the prediction error, which means a larger vot-
ing weight this weak learner will take in the final ensemble output. Pseudocode
for AdaBoost algorithm is shown in Fig.3. As a series of base learners have
been achieved, AdaBoost calculates a value a; that is assigned to h;, and the
final hypothesis H is constructed via T weak classifiers using a weighted voting
ensemble method.

AdaBoost Algorithm:

Given a training dataset: T= {(x,,3),.. Gy ) (x0.30)) where xeX,ye¥ = (—1,+1}
Initialize Distribution: 51(1')=i =120

For t=12,..T:

+Train weak classifier using samples with distribution b,
«Get weak hypothesis hg:X - {=1,+1}
sCalculate the error of h;:

£ = Xie1 D@ 1 ()

i 1if hy#y,
Where [,(i) = [0 ifh=y
t i

« Calculate the weight of current hypothesis: a, = é *ln(%)
t

«Update distribution: Dy, (i) = @exp(—rxt « y; » he(xi)
3
Where Z, = Z}L, D, (i) + exp(—a, * y; * h(xi))

Output final classifier:
H(x) = sign(TL, a * h(x))

Fig. 3. Pseudocode for AdaBoost algorithm
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3 Hybrid Model of AdaBoost and BP Neural Network

In this section, a hybrid model is constructed based on AdaBoost and BP neural
network for credit scoring. According to the AdaBoost algorithm, the efficiency
and accuracy of the ensemble predictor based on a series of weak classifiers
largely depends on the accuracy of those base learners, the correlation coeffi-
cient of the ensemble predictor and the base classifiers is directly proportional.
As BP neural network model is very fledged both in theory and practical appli-
cations with high accuracy and efficiency compared to other widely used models.
So, in this study, BP neural network is selected as the weak classifier, and as
the final ensemble classifier requires a certain method to combine those weak
learners into an efficient ensemble system, we adopt the weighted voting method
to combine the outputs of each weak classifier for the final outputs. The frame
and pseudocode of hybrid model based on AdaBoost and BP neural network are
shown in Figs. 4 and 5. The main steps used to construct ensemble predictor are
shown as follows.

Step 1. Select the training samples randomly from the chosen databases with
the method of 10-fold cross-validation, and each group training sample
is assigned with the same weights:

T = {(z1,y1), -, (zi,yi), -~ , (xzn,yn)} while zi € X,yi € Y = {—1,+1}.

The weights of this distribution on training samples on round ¢ is
denoted D1(%). Initially, all weights are assigned with equal value D1(3):

1
DI(i) = —i=12-n, (1)

where n represents the total number of samples in the training data set;
Step 2. Parameters of the BP neural network, which include the structure of the
network, neurons of each layer, expected goal, are set up according to
the attributes of the input and output training samples. Then initialize
the weights and biases of BP neural network.
Step 3. Training the BP neural network with the processed databases:

Step 3.1 Calculate input and output values of hidden layer: net;, b,

netj = Zwij X T; — 0]'7 (2)
i=1
bj = [f(net;), 3)

where w;; is the connection weights between input layer and
hidden layer and 6; represents the Threshold values of hidden
layer, f(x) represents the transfer function Sigmoid. Namely:

1

f(net) = T o net-

(4)
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Fig. 4. The frame of hybrid model of AdaBoost and BP neural network

AdaBoost Model Based on BP neural network
Input: Training dataset T = {(x;,), .. (xp. 3. . (X3 )} where x € R, y; € {=1,+1}
Weak classifier training algorithm (Back-Propagation algorithm)
Number of Learning Round: T
Initialize Distribution: Dy(i) =% .i=12,...n
Fort=1:T Do
1. Select the subset training data drawn from the distribution Dy ().
2. Train the base chssifier with the samples and obtain the hypothesis h,,h, € {=1,+1}.
3. Cakublte the chissifying error of h(x):

Lif h(x) =y,
0 if hix) =y,
4. Calulate the weight of current hypothesis h,

€= Ty DO (he(x;) where 1(h) =

1 1-g
a.=gln( = )

5. Update distribution (1)

Deyqy(i) = D}Ei)exp(—a; Vit hr(-“f))

Where Z, s normalization constant forD,,, () become a proper distribution.
Output: Construct the final clssifier based on the weak classifiers that have been tramed using
weighted voting method.

"
HO) = sign(). @ + he(x)

=1

Fig. 5. Pseudocode of hybrid model of AdaBoost and BP neural network

Step 3.2 Calculate input and output values of output layer:

m
neti = Z’th X bj — Vi, (5)
j=1

0; = f(neti)v (6)
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where vj; is the connection weights between hidden layer and
output layer and ; represents the Threshold values of output
layer. In this study, the hidden layer contains m neurons.

Step 3.3 Calculate the error d; of each neuron of output using network’s
goal vector and its response output:

di:yi_oiu (7’:17277n) (7)
Step 3.4 Calculate the total error of the network e(k):

=52 (i (8)

=1

l\.')\»—t

Step 3.5 If the total error above is acceptable, the process stops. Oth-
erwise, revise and. There are many ways of weight changes, we
use the most common gradient descent method:

ffl—w + Awf; + OAw) 1, (9)
whitt = wh, + Awh, + 0Aws (10)

This process continuous till the system output error is reduced
to an acceptance degree or obtains the network constraints.
Step 4. When training epochs go to round ¢, a base classifier hi(x) could
be achieved with the weights distribution D; and then calculate the
weighted error ; from model:

ZDt x I ht )) (11)

where I(h;(x;)) is the indicator function, and its mathematical expres-
sion shows as below:

100=13 itmie) 2o 12

Step 5. Calculate the weight of base classifier hy(z)

_]. 1—Et
at21n< - ) (13)

As is shown above, if the prediction error of the samples is less than 0.5,
the weight is bigger than zero, and with the decreasing of the prediction
error, will be increased meanwhile, which means a larger voting weight
of this weak learner in the final ensemble output.

Step 6. Update the weights of each samples in the training databases for the
next iteration:

Dy (i)
Zy

Diy1(3) = exp(—az X y; X he(z;)), (14)
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where Z; is normalization constant for D;i1(i) become a proper distri-
bution:

7y = ZDt(i) x exp(—as X y; X he(x;)). (15)

In this way, the weights of training data which are wrongly classified by
current weak learner will be increased or decreased if the samples are
correctly classified.

Step 7. As the training iteration goes on, a series of base classifiers will be
obtained, then combine these classifiers during the processes:

T
fl@) = "ar x hy(x). (16)

A series of base classifiers with diversity are collected with loops from
step 2 to step 5. Finally, an AdaBoost model based on the weak learners
trained above is constructed:

T
H(z) = sign(}_ ar x hy(x)) (17)
t=1

4 Empirical Analysis

In order to test the performance of the proposed AdaBoost algorithm based
on BP neural network model, two available real world credit data sets with
detailed input attributes description (German and Australian credit data sets)
are used in this study. These two credit databases are available from open access
UCI Machine Learning Repository. The German credit data set consists of 1000
instances with 700 samples labeled as creditworthy and 300 samples classified
as poor credit. For each instance, there are 24 input variables described 19
attributes with 4 attributes changed to dummy variables. Also, the 25th variable
is the label of the instance with two numerical descriptions, and label 1 stands
for a worthy credit assessment of current instance, label 2, on the contrary, rep-
resents a bad credit evaluation. The meaning of original attributes are described
in Table 1; The Australian credit data set is interesting because there is a good
mix of attributes — continuous, nominal with small numbers of values, and nomi-
nal with larger numbers of values, which includes 690 instances in total with 383
samples classified as trustworthy and 307 samples labeled as poor credit. For
each instance, 15 variables described 15 features of personal information and
financial history of applicants, the last feature is labeled as approved (marked as
0) or rejected (marked as 1). All attribute names and values have been changed
to meaningless symbols to protect confidentiality of the data.
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Table 1. Original attributes in the German credit data set

Number Description Class
Attribute 1 | Status of existing checking account Qualitative
Attribute 2 | Duration in month Numerical
Attribute 3 | Credit history Qualitative
Attribute 4 | Purpose Qualitative
Attribute 5 | Credit amount Numerical
Attribute 6 | Savings account/bonds Qualitative
Attribute 7 | Present employment since Qualitative
Attribute 8 | Instalment rate in percentage of disposable income Numerical
Attribute 9 | Personal status and sex Qualitative
Attribute 10 | Other guarantors Qualitative
Attribute 11 | Present residence since Numerical
Attribute 12 | Property Qualitative
Attribute 13 | Age in years Numerical
Attribute 14 | Other instalment plans Qualitative
Attribute 15 | Housing Qualitative
Attribute 16 | Number of existing credits at this bank Numerical
Attribute 17 | Job Qualitative
Attribute 18 | Number of people being liable to provide maintenance for | Numerical
Attribute 19 | Telephone Qualitative
Attribute 20 | Foreign worker Qualitative

4.1 Experiment Design

In the experiment, the AdaBoost algorithm model based on BP neural network
is used. The final classifier contents ten weak learners constructed with a three-
layer feed-forward BP neural network model. As to the neurons in hidden of each
weak learner, 9 nodes in hidden layer dealt with German data set and 20 nodes in
hidden layer in Australian data set are set. For comparison purpose, some com-
monly used models, such as linear discriminant analysis (LDA), quadratic dis-
criminant analysis (QDA), logistic analysis (Log A), K-Nearest neighbor (KNN),
artificial neural network (ANN), back propagation neural network (BPNN), and
least squares support vector machine (LSSVM) are also applied. In this study,
training samples are selected by the method of 10-fold cross-validation to deter-
mine the model parameters. In BP neural network model, a common three-layer
feed forward net trained by Levenberg-Marquartdt algorithm is employed, the
transfer function in hidden layer is applied with Sigmoid function, and with
Purelin function in output layer. In addition, three evaluation criteria, Type I
Accuracy, Type II Accuracy and Total Accuracy are used, which are defined as
follows [34]:
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b f both obs d bad and classified as bad
Type I Accuracy = Specificity _ number of both observed bad and classified as ba 7 (18)
number of observed bad
. number of both observed good and classified as good
Type II Accuracy = Sensitivity = )
number of observed good

number of correct classification
Total Accuracy = - . (20)
number of evaluation sample

4.2 Experiment Result

As is shown in Tables 2 and 3, validation results for the German credit data set
and Australian data set are achieved using the different algorithms and settings
described above. The classification results of the first six classifiers in Tables 2
and 3 are from another article [35]. From Tables2 and 3, several interesting
findings can be drawn.

First of all, the total accuracy of the proposed AdaBoost model based on
BP neural network is much better than other classifiers in both German and
Australian data sets. Followed by the least squares support vector machine.
Probable explaining reasons of the high accuracy achieved by AdaBoost model
includes two aspects. For one thing, the accuracy of AdaBoost model depends
much on the accuracy of the weak learners which it ensembles, and as we can see
from Tables 2 and 3, BP neural network do a good credit classification compared
to other commonly used models. For another reason, the main idea of AdaBoost
system gives larger weights to those base classifiers with small prediction error,
and as a result, the total accuracy of AdaBoost model get the best performance
among all the classifiers compared in this study.

Second, referring to Type I Accuracy, the presented AdaBoost model based
on BP neural network performs the best, compared to other classifiers employed
in this study both in German credit data set and Australian credit data set.
Followed by the linear discriminant analysis model in German data set and
logistic analysis model in Australian data set.

Third, in terms of Type I Accuracy and Type II Accuracy, all models used
in this study perform better with higher accuracy in Type II Accuracy than
Type I Accuracy in general, which indicates that it’s more difficult to classify
customers with bad credit conditions from those of good credit evaluation cause
of the complexity of credit risk.

Fourth, according to the Type II Accuracy shown in Table 2, our proposed
model only ranks the fourth compared to other models for comparison. Supposed
reason of this phenomenon may be the default of the AdaBoost algorithm, there
is no exotic existence of noisy data in German data set, which will attract more
attention of our AdaBoost model based on BP neural network on these noisy
signals, as a result, the accuracy of our proposed model may not be satisfied as
we wish and thus performs ordinarily in German credit data set.

Finally, compared with Tables2 and 3, it’s easy to find out that the perfor-
mance of the German data set is worse than that of the Australian data set.
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Table 2. Credit evaluation results comparison of different models for German credit
dataset

Models Type I Accuracy | Type II Accuracy | Total Accuracy
% Rank % Rank % Rank
LDA 72 2 74.57 |6 73.8 |5
QDA 66.57 | 3 69.33 | 8 674 |8
Log A 50.33 |5 88.14 |3 76.8 |3
KNN 27 8 90.57 | 1 71.5 |6
ANN 46.89 | 7 73.46 | 7 69.43 | 7
BPNN 63.83 | 4 79.36 | 5 75.8 |4
LSSVM 49.67 | 6 88.86 | 2 7712
BPNN_AdaBoost | 78.7 |1 84.19 4 83 1

Table 3. Credit evaluation results comparison of different models for Australian credit
dataset

Models Type I Accuracy | Type II Accuracy | Total Accuracy
% Rank % Rank % Rank
LDA 80.94 |6 92.18 |2 85.94 |5
QDA 66.12 | 8 91.38 |3 80.14 |6
Log A 85.9 |2 86.32 | 6 86.09 | 4
KNN 81.72 5 544 |8 69.57 | 8
ANN 72.56 | 7 83.61 |7 78.94 |7
BPNN 83.95 4 87.65|5 86.23 | 3
LSSVM 85.12 3 89.25 |4 86.96 | 2
BPNN_AdaBoost | 89.06 | 1 94.59 |1 92.03 |1

There are two possible reasons. On one hand, the credit market in Germany is
more complex than that in Australia. On the other hand, there is more non-
linearity in the German data set than in the Australian data set. Overviewing
the above performance, one interesting phenomenon shows that there is a great
capability raising of all three evaluation criteria both in the German data set
and Australian data set compared BP neural network with the AdaBoost model
based on BP neural network, from the viewpoint of Total Accuracy, there is
a 9.5% raising in the German data set and a 6.7% raising in the Australian
data set.

5 Conclusion

In this paper, a hybrid model of AdaBoost and BP neural network is proposed
for credit risk evaluation. According to the empirical results, we find that our
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proposed hybrid model is the best one compared with other seven models for
two publicly available credit data sets, which indicates that our proposed hybrid
model of AdaBoost and BP neural network has a good practicability for credit
scoring. In the future, we will use other method as base classifiers, for example,
support vector machine and decision tree, and research other ensemble algorithm
like bagging algorithm for credit risk assessment.
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