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Preface

Multirate signal processing has become a key topic enabling efficient techniques in

many areas of modern engineering such as wireless and satellite communication

systems, software and cognitive radio, and image and video processing, among

others. The main advantage of multirate systems is rooted in the computational

efficiency based on the ability to use different sampling rates simultaneously in the

same system.

Despite numerous existing techniques on multirate signal processing for digital

information processing and different promising future applications, there are only a

few edited books which include some of the applications of multirate systems in

different fields. The reason for proposing a new book in this area is to overcome a

gap existing between numerous results published in journals and conferences and

no recently edited books. The goal is to include recent important results and

promising future applications of multirate systems.

The text is divided into eight chapters written by experts in the field.

In the first chapter, “Implementation Studies of Multirate Systems,” written by

Y. Huang and C. Li, the implementation aspects of multirate systems are discussed.

Two case studies are elaborated. The first study investigates the design challenge

for high-speed and very high-bandwidth up-sampling filter for transmitter. The

second study particularizes design challenge in wide frequency coverage for down-

sampling filter for multi-standard radio receiver.

The next chapter, titled as “Advances in Multirate Filter Banks: A Research

Survey,” written by A. Kumar, B. Kuldeep, I. Sharma, G. K. Singh, and H. N. Lee,

advances a research survey on filter banks including a general review of filter bank

theory and the state of the art in filter bank design. The elaboration of future

advancement in the field of optimal filter bank design is also presented.

The third chapter, “Methods for Improving Magnitude Characteristic of Comb

Decimation Filters,” written by G. Jovanovic Dolecek, presents some recent

methods for improving the magnitude characteristic of comb decimation filters in

stopband, in passband, as well as in both. First, the methods for aliasing rejection

improvement, using comb zero rotation, based on exploring the characteristics of
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symmetrical polynomials, are presented. In the following the methods for comb

passband droop compensation in a wideband are presented, based on a trigonomet-

rical approach, in which the magnitude responses of compensators are in sinusoidal

forms. Finally, the method based on multiplierless corrector filters, for the improve-

ment of comb magnitude characteristic in passband, as well as in folding bands, is

elaborated. The methods are illustrated with examples and MATLAB scripts are

provided for presented methods.

The following chapter, “Design of Multi-Channel Filter Bank Using Minor

Component Analysis and Fractional Derivative Constraints,” written by

B. Kuldeep, A. Kumar, G. K. Singh, and H. N. Lee, presents a new design technique

for multichannel cosine-modulated filter banks, based on minor component analysis

and fractional derivative constrains, using swarm optimization techniques. Problem

formulation and proposed design methodology are elaborated and illustrated with

examples.

Chapter 5, “Multiresolution Filter Banks for Pansharpening Application,” writ-

ten by H. Hallabia, A. Kallel, and A. B. Hamida, tackles the image signal

processing application. Two channel filter banks are adopted to fuse remotely

sensed imagery, also called a pansharpening. This process consists in transferring

the spatial content of panchromatic (PAN) image at finer resolution into an image at

coarse resolution, e.g., multispectral (MS) or hyper-spectral (HS) image. Experi-

mental results, including datasets, the selected pansharpening algorithms, and the

quality assessment metrics, are included.

The next chapter, “Video Signal Processing,” written by Y. L. Huang, is devoted

to video signal processing applications. The background knowledge, applications,

and technical details of current multirate video systems are presented. First, the

basic concept and knowledge of the video system are introduced. In addition,

several examples of multirate video applications are shown. Afterward, the key

techniques to achieve these applications from the fundamental frame rate conver-

sion (FRC) and the advanced frame rate up-conversion (FRUC) are explained. The

general flow diagram of the FRUC techniques is given, and the technical details are

also discussed. Additionally, several evaluation methods are explained and the

popular video datasets are shown. Finally, the requirement and recent researches

of hardware implementation for FRUC techniques are discussed.

Chapter 7, “Multirate Systems in Cognitive Radio,” written by S. C. Prema and

K. S. Dasgupta, elaborates the use of filter banks for spectrum sensing in cognitive

radio (CR), including cosine-modulated filter banks and DFT filter banks. Multirate

filter bank techniques can reduce computational complexity and improve spectral

analysis in cognitive radio applications. For a fractional utilization of spectrum, the

center frequency and spectral edges of the primary user can also be estimated using

filter banks.

Chapter 8, “Design of Nonuniform Linear-Phase Transmultiplexer System for

Communication,” written by A. Vishwakarma, A. Kumar, and H. N. Lee, presents

an improved design technique for a nonuniform linear-phase transmultiplexer filter

bank (FB) for communication system. The prototype filter is designed using

different window functions that have high side-lobe falloff rate (SLFOR). Next,
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the filter coefficients are optimized to satisfy perfect reconstruction (PR) condition.

The performances of the method are evaluated in terms of fidelity parameters such

as inter-symbol interference (ISI), interchannel or inter-carrier interference (ICI),

signal to inter-symbol interference ratio (SISI), signal to interchannel interference

ratio (SICI), and signal to total interference ratio (SI). The simulation results

demonstrate that very low values of ICI and ISI can be obtained using various

adjustable windows.

Puebla, Mexico Gordana Jovanovic Dolecek
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Implementation Studies of Multi-rate Systems

Yanxiang Huang and Chunshu Li

1 Introduction

This chapter discusses the implementation aspects of the advance in multi-rate

signal processing. Two case studies of the multi-rate filters are presented: the first is

the up-sampling filter for wireless transmitters, and the second is the down-

sampling filter for receivers. The design challenge for the first up-sampling case

is the ultimate high speed, since the data rate is very high. Therefore, in this case

study, an important consideration is the relative sequence of different functionali-

ties to ensure system requirements. The coexistence with other functionalities is

also discussed, since they have cross effects on each other. For the second case, the

design challenge is the wide frequency coverage. The focus of discussion is the

filter architecture selection to meet a good trade-off of power consumption and area.

With the aggressive scaling of CMOS technology, the area utilization and power

consumption of digital circuit are dropping rapidly. Therefore, more and more

signal processing that was previously realized in the analog domain is nowmigrated

to the digital domain. The most notable applications for multi-rate signal processing

are up-sampling and down-sampling. Reducing the sampling rate requires an anti-

aliasing filter prior to the decimation to a lower sampling rate. Increasing the

sampling rate, on the other hand, also requires an anti-imaging filter after the

interpolation. These two filters are specified using the original low-pass filter

specification. To achieve any gain in computational efficiency, the two filters

must run at the reduced sampling rates.
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These up-sampling and down-sampling functionalities are realized by FIR (finite

impulse response) filters. For an FIR filter, let x[n] be the discrete input, and ci be
the FIR coefficient; the output y[n] are computed as

y n½ � ¼
XN
i¼0

cix n� i½ �

This computation is also known as discrete convolution.

Figure 1 depicts the implementation diagrams of an FIR filter. Figure 1a shows

the default implementation of the decimation stage, which down-samples the signal

after the low-pass FIR filter. The drawback is, however, half of the computation is

wasted because they are discarded by the down-sampler. To ensure area and power

efficiency, the high-frequency part should be kept as small as possible. The realistic

implementations (see Fig. 1 structure (b) and (c)) perform the filtering after the

down-sampler.

This chapter illustrates the design methodology with two case study filters. The

first multi-rate filter case is the up-sampling filter used for polar transmitters, which

exploits the mm-wave frequency band. The 60 GHz mm-wave frequency band
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Fig. 1 FIR filter implementations
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provides as wide as 7 GHz unlicensed bandwidth. The design challenge is the

ultimate high speed, as the bandwidth and hence the sample rate is very high. This

case study focuses on the high-level design aspects of the multi-rate system, for

instance, the relative configuration of the up-sampling filter and order of the

up-sampling filter with regard to other functionalities.

The second multi-rate filter case is the down-sampling filter for multi-standard

radio receivers. The receiver supports HD Radio, DAB Radio, and DVB-T. The

digital down-sampling decimation filter provides flexibility in those standards. The

design challenge is the wide-frequency coverage, i.e., the input is as high as 4.096

Gsps and the output is as low as 1 Msps. Therefore, in this section, the emphasis is

on the implementation details of the decimation down-sampling filter itself. For this

design, the high-speed filters favor multiplier-less FIR filter to meet timing, and the

low-speed filters employ one or few multipliers to perform all the FIR multiplica-

tions in sequence to save area cost.

2 Up-sampling System for Polar Transmitters

There is ample license-free bandwidth around the 60 GHz frequency (Fig. 2). This

large spectrum still has little commercial utilization, which is in contrast to the

over-crowded spectrum below 10 GHz. The 802.11ad [1] targets the throughput as

Fig. 2 Ample license-free bandwidth around 60 GHz
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high as 6.75 GHz data rate in wireless personal area network (WPAN). How-

ever, despite the advantages in free bandwidth, the PA (power amplifier) in trans-

mitters consumes a lot of power, especially in phased array transmitters where a lot

of PAs are employed. The main reason is that transmission at 60 GHz covers much

less distance for a given transmission power, mainly due to the high free-space path

loss. To overcome the high signal losses [2], phased array antennas are typically

employed. This will drastically increase the power consumption.

Improving the power efficiency of PA is critical in reducing the power cost of

mm-wave transmitter. Most 60 GHz PAs operate in the class A linear mode [3, 4],

due to the use of variable envelope modulations that are required for high data rates

and high spectral efficiency. This causes the typical PA power efficiency of less

than 5%.

In order to improve the PA power efficiency, the PA needs to work in its

nonlinear region to utilize the peak efficiency. The polar architecture is one

interesting solution that allows the PA to operate in saturation. In the polar

transmission, the PH (phase) signal goes to the PA, while the AM (amplitude) is

applied to the PA through a separate modulation path and combined with PH signal

by modulating the supply.

Previously, the modulation and processing are mainly realized by analog cir-

cuits, mainly due to the high-speed requirement that is too costly for digital circuits.

However, there are three design challenges for those analog-centric designs:

1. AM–AM distortion: the PA is subject to the effects of the supply voltage on

linearity [5]. For CMOS devices, voltage gain is usually a strong function of the

drain-source potential, which leads to PA gain changing with supply voltage.

This contributes to the AM–AM distortion. Voltage-dependent capacitances in

active devices exhibit high nonlinearity. The supply voltage can change the bias

conditions on these capacitances, resulting in PH shift dependent on the overall

output impedance, causing AM–PM distortion.

2. PA nonlinearity: the second concerns the linearity of the envelope detector.

Precise reconstruction of the envelope signal is vital for the performance of polar

transmitters. However, the analog envelope detector suffers from circuits’
nonlinear behavior and produces spectral regrowth.

3. AM–PM distortion: the PA exhibits a phase shift that depends on the input

amplitude of limiters at high frequencies. The phase shift increases as the input

amplitude decreases using the analog limiter for constant envelope signal gen-

eration, which will distort the transmitted signal depending on the input signals’
amplitude.

In recent years, due to the advance in digital CMOS scaling, more previously

analog-dominated circuits are transformed into the digital-centric methodology.

This also applies to the polar transmitter for mm-wave communication system.

For digital-intensive polar transmitters, the polar concept is expanded to the

whole transmitter, rather than only in the RF domain [6]. The polar conversion is

4 Y. Huang and C. Li



performed with digital signal processing. The AM signal can then digitally modu-

late a variable-size PA. This avoids modulating the supply and also eliminates the

need for an additional RF limiter and AM detection circuits, which would introduce

extra nonlinearity and bandwidth limitations.

Although the digital polar transmitter has many advantages, the design chal-

lenges on DSP (digital signal processing) front end need to be analyzed and tackled.

For the 60 GHz application, the DSP usually works at a very high speed depending

on the required oversampling factor. This complicates the timing closure and

increases the power consumption.

In this section, the designing of an energy-efficient digital front end for such

polar transmitter working in the 60 GHz band is analyzed. Section 2.1 depicts the

digital-intensive polar transmitter and the functions of the digital front end, with the

focus on the order of multi-rate system design. This is achieved by extensive system

simulation, with regard to error vector magnitude and output spectrum. It allows to

systematically optimize the design requirements on the DSP front end. Section 2.2

co-optimized the multi-rate system in algorithm and architecture level, to minimize

the power consumption. Extra emphasis is paid to the multiplier-less filter imple-

mentation, as well as the multiplier-less Cartesian-to-polar coordination conver-

sion. Section 2.3 demonstrates the design results.

2.1 Up-sampling Multi-rate Polar System Architecture

The polar radio transmitter (Fig. 3) comprises a digital front end and an analog front

end [7]. The digital front-end system comprises DSP blocks which receive rectan-

gular signals and output an AM signal and PH signals sin(θ(t)) and cos(θ(t)). The
AM and the PH signals are then fed to the analog front end of the radio transmitter.

Fig. 3 Multi-rate 60 GHz polar transmitter. The DSP is a multi-rate system. The frequency (order

of the filter and polar conversion) is yet to be discussed below

Implementation Studies of Multi-rate Systems 5



Each respective PH signal is first converted to an analog PH signal by DAC

followed by analog baseband low-pass filters and then fed to the mixers to generate

the up-converted, to radio frequency, and to PH signals. The up-converted PH

signals are then summed and fed to the input of the PA. The digital AM signal is fed

to the analog to directly control the operation of the PA. The PA comprises a

number of amplifying unit cells, whose operation is directly controlled by the

digital AM signal.

2.1.1 Multi-rate System Functionality Overview

This part gives a functional description of each multi-rate system block, i.e., the

pulse-shaping filter, rectangular-to-polar conversion, pre-distortion block, and dig-

ital front-end of a polar transmitter.

Pulse-Shaping Filter The nonlinear transformation from rectangular signals to

polar signals broadens the spectrum. Figure 4a depicts the PSD (power spectral

density) of the rectangular signal, which is compliant with the spectrum mask of

IEEE 802.11ad [1]. After nonlinear conversion to polar signals, the spectrum of the

converted signal greatly expands, as shown in Fig. 4b. To avoid EVM (error vector

magnitude) degradation from the spectrum overlap due to expansion after conver-

sion, the rectangular signal needs to be firstly oversampled and digitally filtered

Fig. 4 The signal spectrum will expand, due to the nonlinear rectangular-to-polar conversion. (a)

PSD of input I/Q symbols. (b) The PSD of the sine and cosine components after polar conversion
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before converting to a polar signal. The first residual image after oversampling

appears at an offset equal to the sampling frequency. For a symbol rate of, e.g., 1760

Msps in IEEE802.11ad application, an OSF (oversampling factor) of at least 6 is

normally required to meet the spectrum mask requirements, by moving the first

residual image out of the RF band of 802.11ad standard spanning from 57 to

66 GHz. However, even with a SOA (state-of-the-art) technology, the implemen-

tation of filters working at 10.56 (1.76*6) Gsps with reasonable power consumption

is challenging.

Rectangular-to-Polar Conversion The digital rectangular-to-polar conversion can

be mathematically computed from the Cartesian signals, i.e., an in-phase (I) and
quadrature (Q) signal, as follows:

A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 þ Q2

q

sin θ ¼ Qffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 þ Q2

p

cos θ ¼ Iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 þ Q2

p

The conversion equation involves multiple complex computations, e.g., square

root, trigonometric, and division computations. Power-efficient implementation of

these complex computations is challenging as well. Although COordinate Rotation

DIgital Computer (CORDIC), first described in 1959 by Jack E. Volder [8], is an

algorithm for these kinds of complex computations, its energy-efficient implemen-

tation for this high-speed conversion needs intensive optimization [9].

Pre-distortion Block The PA suffers from AM–AM and AM–PM distortions, as

illustrated before. The distortion causes spectral regrowth and devastates the con-

stellation diagram. In order to obtain high power efficiency while ensuring good

linearity to fit high-order QAM signals, digital pre-distortion is needed. This PA

linearization using lookup table (LUT) was widely used to linearize the PA, which

simply uses the error feedback signal to construct the inverse function and generates

the LUT. Considering that the AM–AM and AM–PM responses of the PA depend

only on the input AM, the two-dimensional LUT in the mapping pre-distorter can

actually be replaced by two one-dimensional LUTs. Indexed by the input amplitude

A(t), the one-dimensional LUTs specify the desired output AM, A
0
(t), and the phase

shift, Δθ(t). Then the pre-distorted output is given by

Z tð Þ ¼ A
0
tð Þej θ tð ÞþΔθ tð Þð Þ:

As the pre-distortion LUTs are in polar form, in practical implementations, the

phase pre-distortion for each input complex point is computationally intensive,

which involves multiple complex trigonometric and multiplication computations

operating at oversampled throughput (e.g., 10.56 Gsps for OSF of 6).

Implementation Studies of Multi-rate Systems 7



The power budget for the DSP front-end was analyzed in [10]. In order for the

DSP front-end to have a minor influence on the total power budget, a value of 10%

of the total TX power consumption should be considered. This concludes an

average of around 50 mW for the extra digital processing required for the polar

operation [10].

The above analysis puts a challenging task on the optimization of algorithms and

design techniques of the additional signal-processing circuitry. The 50 mW budget

for signal-processing power consumption needs to cover 10,560 (1760 � 6) Msps

complex mathematical computations analyzed above. Aggressive algorithms and

architecture optimizations are explored to achieve this target.

2.1.2 Multi-rate System Design

Modeling with MATLAB, a complete multi-rate system for IEEE 802.11ad trans-

mission chain is optimized, with the aim of output signals EVM and PSD. To be

specific, the order of oversampling and rectangular-to-polar conversion blocks, the

OSF in the DSP digital filtering block, and quantization accuracy of DSP conver-

sion block are optimized.

IEEE 802.11ad standard specifies �21 dB EVM for single-carrier 16-QAM

modulation. Taken as the design goal is �30 dB with a design margin of 9 dB,

considering its application for deep-scaled CMOS implementation. The order of

polar conversion and oversampling is studied. Various approaches are depicted in

Fig. 5.

For the setup in Fig. 5b, the conversion is placed before the oversampling. This

setup enjoys the advantage that the IQ–polar conversion is operating at the

not-oversampled frequency. Therefore, the implementation cost is low.

However, as the EVM diagram shows (in Fig. 6), no matter how large the OSF is

applied, the EVM stays around �20 dB, which is not acceptable. This result can be

explained straightforwardly, since the rectangular-to-polar conversion without

oversampling beforehand introduces significant spectrum overlap in both the

amplitude and phase signals.

Fig. 5 Different orders

of oversampling and

polar conversion.

(a) IQ-polar conversion

after upsampling.

(b) IQ-polar conversion

before upsampling.

(c) IQ-polar conversion

between upsampling
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Figure 5c shows another approach by putting the oversampling partially before

the conversion, combining with the effect of bandwidth limitation on phase path.

The rectangular signal is first oversampled by a certain OSF and then converted to

polar form. After this, a filter is put in the phase path to imitate the effect of

bandwidth limitation.

As the results shown in Fig. 7, with no bandwidth limitation on phase path, the

signal is hardly distorted, which means only the spectrum overlap due to conversion

will not distort the signal. Spectrum overlapping with the filtering afterward is the

main reason for performance degeneration. As shown in the figure, a combination

of two OSF and polar conversion followed by a 7 GHz filter will distort the signal

quality with final EVM higher than �30 dB. This means OSF2 conversion–OSF2

processing order, as shown in Fig. 5c, will neither work, as the OSF2 after

conversion is equivalent to applying a low-pass filtering with a bandwidth of

1.76 GHz � 2.

Therefore, the only workable architecture is to have enough oversampling before

rectangular-to-polar conversion (Fig. 5a). As explained above, an OSF of at least

E
V

M
(d

B
)

Oversampling factor

OSF2 OSF4 OSF6 OSF8

-20.205

-20.21

-20.22

-20.215

-20.225

-20.23

-20.235

-20.245

-20.25

-20.24

Fig. 6 EVM is insufficient even with OSF8 for the setup in Fig. 5b
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6 is normally required to avoid the first alias located in the RF band of 802.11ad

standard spanning from 57 to 66 GHz. To reduce the DSP front-end design

challenge, this work explores the possibility of using OSF of 4 to suppress the

alias below the spectrum mask, in combination with the suppression from the

analog Butterworth baseband filter in the phase path.

The passband width and filter order of the analog baseband filter exhibit design

trade-off between the output EVM and alias rejection ratio, wider passband or

smaller filter order keeps more significant signals in the transmission output, which

leads to better EVM. However, the alias is less suppressed which may violate the

spectrum mask. Extensive simulations with different combinations of OSF, pass-

band width, and filter order were conducted for trade-off.

Figure 8 presents the EVM results in terms of converted AM and PH quantiza-

tion accuracies with (1) OSF of 4, (2) input I/Q signals of 7 bits, and (3) 2 GHz

passband width of second-order analog Butterworth filter. Note that although there

are multiple choices of quantization accuracies in Fig. 8 to achieve the �30 dB

EVM, the ones with fewer bits of AM signal should be chosen to make layout easier

when routing the digital AM bit wires to the variable-size PA. The point at the

turning corner (5-bit AM and 7-bit PH) gives the best trade-off between AM and PH

quantization accuracies. Simulation with this quantization accuracy shows �30 dB

suppression on the first alias residing at 6.16 GHz. The resulting polar transmitter is

shown in Fig. 3 with key design specs annotated.

2.2 Digital Front-End Implementation

This section discusses the detailed implementation of the multi-rate system, which

is (1) the oversampling and phase-shaping filter, (2) the rectangular-to-polar con-

verter, and (3) the pre-distortion unit for PA nonlinearity.

Fig. 7 Bandwidth

limitation results of EVM

make the setup of Fig. 5c

unfavorable
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2.2.1 Multiplier-Less Phase-Shaping Filter

The function of the digital filter is to shape the frequency spectrum of the quadra-

ture signals so that the signal at the output of the filter is compliant with the

spectrum mask requirements. Instead of using computation-intensive-raised cosine

filter for the pulse shaping, we use Cascaded Integrator-Comb (CIC) filter [11],

which is a special case of FIR filter, to shape the spectrum compliant.

Figure 9 depicts the output spectrum of the signal at the output of an example

implementation using three CIC-4 filters, of which the overall transfer function is

shown in Fig. 9. The output spectrum is compliant with the 802.11ad spectrum

mask.

The straightforward implementation with the choice of three CIC-4 is very

challenging since it requires multipliers operating at 7.04 Gsps. This would require

an implementation in carefully designed custom logic, and the power consumption

could be very high. Since the pulse shaping will have to implement low-pass

filtering operations by means of finite impulse response (FIR) filters following

oversampling, the polyphase implementation of FIR filters is possible [12]. The

transfer function of the equivalent filter is shown in Fig. 10, where these three

CIC-4 tap filters are combined into a polyphase one.

Simplification of this filter is shown in Fig. 11. The transfer function of each of

the FIR filter can be decomposed into a combination of two operations, i.e., an

addition and a multiplication. Advantageously, the multiplication can be further

simplified to multiplications with binary values; the latter can be implemented in

digital domain simply with left shift operations. As a result, the digital filter can be

implemented with a simple circuit comprising only of summation and left shift

circuits working at 1.76 Gsps, which significantly reduces the area and power

footprint of the digital front-end system.

As the coefficients of the decimation filters are predefined, the multiplications in

those CIC filters are MCM (multiple constant multiplications). Instead of using
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hardware multipliers, the multiplications are done by shift and adders. This forms a

multiplier-less implementation of the CIC filter.

The shift-and-adder circuits are defined by the multiplication coefficients, which

are encoded into canonical signed digit (CSD) format [13]. With CSD encoding,

each coefficient bit is encoded into 1, �1, or 0. Therefore, most bits of the

coefficients are zero, which reduces the number of addition operations for the

MCM. Besides, some parts of two coefficients might be the same, so their shift-

and-adder hardware can be shared, which further reduces area cost and power

consumption.

Two different adder structures are considered, carry-ripple and carry-save

adders. As the name indicates, the carry of carry-ripple adder propagates from the

least significant bit (LSB) to the most significant bit (MSB). The carry-ripple

addition cannot meet the timing constraint. One way to speed up the multiplication

Fig. 10 Detailed transfer function of the three CIC-4 filters shown in Fig. 9

4
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Fig. 9 CIC-4 filters shape the spectrum to be compliant to 802.11ad standard
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is to use carry-save arithmetic [14]. CSA (carry-save adder) is usually used to

compute the sum of several numbers [15–18]. It differs from all other adders in that

the outputs consist of two numbers of the same word length as the inputs, one

contains the partial sum bits, and the other contains the carry bits. The idea is to

route the carry signals vertically down to the next stage instead of horizontally

within the same adder stage. The computation of CSA is faster, because the result is

propagated down as soon as it becomes available, as opposed to propagating further

within the stage. This scheme is, hence, called carry save and is used in this work.

Fundamental arithmetic operations are redesigned to preserve the signal in CS

format. In total, 12 operations using standard cells are designed, which are binary

(number) plus binary (number), binary minus binary, negative binary minus binary,

carry save plus binary, carry save minus binary, negative carry save plus binary,

negative carry save minus binary, carry save plus carry save, carry save minus carry

save, negative carry save minus carry save, right shift, and CS tree addition. The

outputs of all operations are in CS format. CS tree additions are designed with

Dadda tree structure [19]. Moreover, they are designed smartly, with bit-level delay

optimization capability that considers input delay for each bit to improve worst case

delay [20]. The structure of the implementation details of the filters is further

discussed in the second case study.

The output signals of the polyphase CIC filters are then fed to the conversion

circuits and then to the pre-distortion circuits. After the pre-distortion circuits, at the

very end of the digital front-end system, the signal paths are recombined. The

implementation of the digital filter thus defines the number of signal paths of the

digital front-end system.

4

CIC filter

4

4

4
I&Q

Other digital processing units
(i.e. rectangular to polar, pre-distortion)

1+12z-1+3z-2

3+12z-1+z-2

6+10z-1

z-1

z-2

z-310+6z-1

Fig. 11 Polyphase implementation of the phase-shaping filter
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2.2.2 Multiplier-Less Rectangular-to-Polar Convertor

CORDIC [8, 21–23] optimizes complex rectangular-to-polar conversion computa-

tions by decomposing the desired rotation angle into the sum of predefined ele-

mentary rotation angles such that the rotation through each of them can be

accomplished with simple shift-and-add operations. The flow diagram of a circular

CORDIC is shown in Fig. 12.

For polar conversion to get AM and PH, the circular CORDIC works in

vectoring mode. In this mode, the direction of each rotation (di in Fig. 12) is

determined by the sign of yi. A positive yi leads to a clockwise i-th rotation and

vice versa. In this way, the vector is continuously approaching positive x-axis. The
final xi value will approximate the required AM signal, and the sum of each rotated

angles (zi column in Fig. 12) generates the PH value.

Fig. 12 Flowchart of a CORDIC
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For the explored DSP conversion block, the PH signal itself is not required, but

the sine and cosine functions of the PH value. Four candidate methods are explored

in this work to get this. Figure 13 presents the first two candidate structures. Both

candidates use a circular CORDIC working in vectoring mode to get the required

AM signal and PH signal for further calculation. The following discussions are

made based on the assumption that the resolutions for (sin(θ) and cos(θ)) are both
7 bits.

Candidate 1 employs an additional circular CORDIC working in rotation mode

to get (sin(θ), cos(θ)). The working principle is shown in Fig. 14: whenever the

vectoring CORDIC makes a rotation, the rotation-mode CORDIC starting with a

unit vector rotates at the same angle but in an opposite direction. The rotation-mode

CORDIC will realize a vector of (sinθ, cosθ).
Since the PH signal is hidden in the structure and no longer necessary, the

z column in Fig. 12 for both CORDICs can be removed. This structure hence

needs four calculation columns all in all. In reality, six (instead of seven) CORDIC

Fig. 13 (a) Candidate 1 and (b) candidate 2 for polar conversion

Fig. 14 Working mechanism of candidate 1
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conversion stages are required, since the first conversion is substituted by folding

the I and Q signals into the [0, π/2] domain. Each CORDIC stage utilizes a 7-bit

adder for one column, although the exact adder width differs slightly in reality, to

minimize quantization and overflow errors.

Therefore, candidate 1 employs 4 � 6 � 7 ¼ 168 full adders (FA). If the speed

requirement is challenging, the adder microarchitecture will be changed and hence

more FAs are utilized. Nevertheless, the number serves as a good estimation to

compare the complexity with other candidates.

Candidate 2 uses a lookup table (LUT) with PH value from the vectoring

CORDIC as the index to generate the required (sinθ, cosθ). The sign of the (sinθ,
cosθ) can be derived easily from I andQ domain folding. Therefore, six multiplexer

(MUX) stages are required to obtain (sinθ, cosθ). The data width for each stored

(sinθ, cosθ) pair is 6þ 6¼ 12 bits. In sum, it requires 26–1 MUXs of 12 bits width.

Besides the area cost, a bigger challenge for this LUT-based method comes from

the required high throughput (7.04 ¼ 1.76 � 4 Gsps).

The read access time of a state-of-the-art ROM is reported to be 0.72 ns [24],

which is still far away from the design requirement. It is admitted that the speed

requirement can be met with a deep pipeline. However, that requires a huge amount

of flip-flops to register the intermediate lookup values, which adds extra power and

area cost to the system.

Another two candidates for the conversion block are presented in Fig. 15. These

two candidates make use of CORDIC to do division operations. The linear

CORDIC working in vectoring mode transforms (x, y, z) to (x, 0, z + y/x), which
can be used to calculate a division. During the iteration, x remains a fixed value.

Therefore, two calculation columns are needed to calculate either sinθ or cosθ. In
total, six calculation columns are needed for candidate 3, which requires

6 � 6 � 7 ¼ 252 FAs. Compared to candidate 1, besides the extra two columns,

another problem comes from the longer latency to generate the final (sinθ, cosθ), since

Fig. 15 (a) Candidate 3 and (b) candidate 4 for polar conversion
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the circular and linear CORDICs in candidate 3 have to work in series. Candidate

4 computes AM straightforwardly, which consists of two 7-bit multiplications, a

14-bit addition, and a hyperbolic CORDIC (2 � 6 � 7 ¼ 84 FAs) to calculate the

square root. Obviously, the complexity of candidate 4 is higher than the others.

Table 1 summarizes the complexity of those four candidates. Note that the area

and power consumption of an FA are similar to a 1-bit MUX. Candidate 1 is

superior in terms of resource utilization. Besides, it also has other advantages

described above, e.g., speed and latency. Therefore, the first candidate is chosen

for implementation.

Figure 16 shows a more detailed scheme of the conversion circuit. The conver-

sion circuit comprises in total four computation columns, the first two columns

forming the vectoring-mode CORDIC and the last two columns the rotation-mode

CORDIC. Each computation column is characterized with a pipeline architecture,

where the different pipeline stages are defined by the sequential logic circuits

connecting the different stages to one another.

Each computation column of the first CORDIC (i.e., the first two computation

columns) is provided with a folding circuit to fold the respective input samples to

the first domain, followed by a number of computation circuits with each to perform

a single rotation with a predetermined angle of rotation ∅i. The direction of the

rotation is defined by the most significant bit of yi. Therefore, the first computation

circuit rotates each respective sample with the same direction of rotation, d0, the

second computation circuit with a direction of rotation d1, and so on. As shown in

the Fig. 16, the vectoring-mode CORDIC comprises six computation circuits

connected to one another by a sequential logic circuit.

Each computation column of the second CORDIC (i.e., the last two computation

columns) comprises the same number of computation circuits as the vectoring-

mode CORDIC, followed by an unfolding circuit arranged to unfold the resulting

quadrature PH signals to the correct domain. For example, if in the vectoring-mode

CORDIC, the input samples are folded from the second domain to the first domain,

then in rotation-mode CORDIC, the output sample is unfolded from the first domain

to the second domain. Each computation circuit performs a single rotation of its

respective input signal with the same predetermined rotation angle di as in the

vectoring-mode CORDIC. The angle of rotation φ in each respective computation

circuit in both CORDIC processors at the same pipeline stage is the same; however,

the direction of the rotation is opposite. At the end of the conversion, the overall

rotation angle is

Table 1 Resource utilization of four candidate implementations of the polar converter, assuming

7-bit (sinθ, cosθ) resolution

Resources FA MUX Others

Candidate 1 168 0

Candidate 2 84 63� 6bits

Candidate 3 252 0

Candidate 4 14 þ 84 þ 168 ¼ 266 0 2� 7-bit multiplier
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∅ ¼
Xn
i¼1

∅i

As a result, the vectoring-mode CORDIC will calculate a vector having (A, 0)
spherical coordinates, while the rotation-mode CORDIC will calculate a vector

with (sinθ, cosθ) spherical coordinates.
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Fig. 16 Detailed architecture of the rectangular-to-polar conversion
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2.2.3 Pre-distortion of PA Nonlinearity

A pre-distortion circuit is necessary in case the PA’s linearity is not sufficient

enough. Although in a polar radio transmitter the PA can operate in saturation

mode, which allows for high-power efficiency, the PA may suffer from AM–AM

and AM–PM nonlinearities. These distortions cause spectral regrowth and devas-

tate the constellation diagram.

As shown in Fig. 17, the pre-distortion signal is derived from an LUT based on

the value of the AM signal. The value of the amplitude signal is used as an index to

derive from the LUT two pre-distortion signals, one, Δθ(t), being a pre-distortion

value for the phase signals and a second one, ΔA(t), being a pre-distortion value for
the AM signal. The pre-distorted AM signal is created by summing the AM signal

with the value ΔA(t) derived from the LUT. Similarly, the pre-distorted PH signals

are created by operating on respective PH signal with and the value Δθ(t) derived
from the LUT.

A tð Þ0 ¼ A tð Þ þ ΔA

sin θ0 tð Þð Þ ¼ sin θ
�
t

� �þ Δθ tð Þ� ¼ sin θ tð Þð Þ cos Δθ tð Þð Þ þ cos θ tð Þð Þ sin Δθ tð Þð Þ
cos θ0 tð Þð Þ ¼ cos θ

�
t

� �þ Δθ tð Þ� ¼ cos θ tð Þð Þ cos Δθ tð Þð Þ � sin θ tð Þð Þ sin Δθ tð Þð Þ

To simplify the implementation complexities of the complex trigonometric

computations in pre-distorting phase signals, the equation is simplified using

Taylor’s approximation [25]. Considering the fact that the distorted phase Δθ is

limited within 10� from the analog circuit simulation, the equation is simplified as

follows:

5-bits

5-bits

3-bits
LUT

32 entries
WL= 8 bits

A

sinθ

sinθ

sin(θ+Δθ)

cos(θ+Δθ)

Δθ

Δθ

ΔA
A’

cosθ

cosθ

Fig. 17 Pre-distortion unit to handle nonlinearity
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sin θ0 tð Þð Þ � sin θ
�
t

� �� �þ cos θ tð Þð ÞΔθ tð Þ
cos θ0 tð Þð Þ � cos θ

�
t

� �� �� sin θ tð Þð ÞΔθ tð Þ

The LUT size can be limited to store the values of ΔA(t) and Δθ(t). In this

implementation shown in Fig. 17, the LUT contains 32 entries indexed by the input

AM, with each entry containing three bits for distortion amplitude ΔA(t) and five

bits for Δθ(t). The power supply to the pre-distortion circuit can be dynamically

shut down when the PA in the polar transmitter offers sufficient linearity. This

allows to further reduce the power consumption.

2.3 Results Measurement

The multi-rate system for high-bandwidth polar transmitter was processed in a

standard 28-nm CMOS technology [26]. A micrograph of the chip is shown in

Fig. 18. The complete design area is as small as 0.036 mm2, of which the

pre-distortion unit utilizes 0.015 mm2. The power consumption is 39 mW.

The power spectral density (PSD) of the DFE outputs is shown in Fig. 19. Both

the in-band PSD and the alias rejection are confirmed to be compliant with the

spectrum mask. The EVM of the produced signal is measured to be �30.5 dB.

Figure 20 plots the constellation for 16-QAM signals. The EVM is as good as

�30.5 dB. The nice purity of the signals is demonstrated clearly. This ensures its

feasibility of applying to polar transmitters.

Fig. 18 Die shot of the

digital front-end processor
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3 Down-Sampling System for Multi-rate Radio Receiver

Modern ADCs (analog-to-digital converters) are driven by the increasing demands

for signal bandwidth and dynamic range from digital transceiver applications, e.g.,

multi-standard digital radio and advanced LTE (long-term evolution). The sigma–

delta technique is a possible candidate to realize these ADCs with high bandwidth

and high dynamic range.

For a sigma–delta ADC, the analog input signal is oversampled at a frequency

much larger than the Nyquist frequency, to increase the signal-to-noise ratio.

Fig. 19 Output PSD of

combined PH and AM

signals

Fig. 20 Constellation of

16-QAM outputs of the

digital front end
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Therefore, the first stage when it comes to digital domain is to down-sample the

output signal from sigma–delta ADCs. The down-sampling is commonly realized

using the well-known sample rate reduction concepts based on low-pass and

polyphase decimation filters [27]. For a complete decimation chain, it is more

efficient if the sample rate is reduced in multiple stages [28]. As a result, the

decimation process is decomposed into a chain of decimation filters running at

different frequencies, i.e., from 1.024 GHz to 1 MHz.

For the digital transceiver, the finite impulse response (FIR) filter design is

typically challenging when the input is the oversampled high-speed signal. At

such high frequencies, the filter circuits may operate at a speed close to the limit

given by technology, which incurs large area cost and power consumption by gate

upsizing. Considering that a number of commonly used algorithms in digital signal

processing, e.g., FIR filters, infinite impulse response (IIR) filters, and fast Fourier

transform (FFT) filters, can be simplified to basic arithmetic operations like mul-

tiplication, addition, and shifting operations; optimizing those arithmetic units is

important to boost system performance.

3.1 Down-Sampling Multi-rate System-Level Design

A high-level model of a chain of decimation filters for wideband and multi-standard

car entertainment digital radio receiver is considered as an input to this work. The

structure of the whole receiver is shown in Fig. 21. The ADC, which is placed close

to the antenna to simplify the analog front-end design, produces a 4.096 GHz signal

for the decimation filter. The filter is divided into high-frequency (HF) and

low-frequency (LF) parts. The output signals can be used for multiple applications:

DVB-T, DAB Radio, or HD Radio. The input sample rate of the HF decimation

filter is 4.096 GHz. Considering the requirements from the high-precision calibra-

tion circuit, the input signal resolution for the HF filter is as high as 13 bits.

To reduce the filter complexity, the whole decimation process is decomposed

into 11 FIR decimation filters (Fig. 22). The first two filters (FIR1–FIR2) constitute

the HF filter section, and FIR3–FIR11 constitute the LF filter section. The HF and

RF
Front-end

ΔΣ
ADC

I & Q HF Decimation Filter

Mixer

Baseband
Processor

Calibration

LF Decimation Filter

Decimation chain

Fig. 21 Multi-rate down-sampling filter used in the receiver for multi-standard car entertainment

radio
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LF sections are separated by a frequency-shifting operation using CORDIC or

multiplication.

The filter parameters of individual filters are determined by MATLAB simula-

tion [17, 18]. Each filter of FIR2–FIR11 decimates the signal with a factor of two.

Since a decimation filter is running at the speed of the output sample rate [29] and

the input sample rate is 4096 Msps, the operating frequency of FIR1 would be as

high as 2.048 GHz if its decimation factor is 2. That frequency requirement is

extremely challenging for the targeted 45 nm technology. Therefore, FIR1 deci-

mates the signal by a factor of 4, which enables it to run at 1.024 GHz, while at the

cost of requiring more taps in the FIR filters.

After decomposing the decimation process into HF and LF sections, we explore

the suitable architectures and for them in the subsequent sections.

3.2 Detailed Filter Architecture Designs

In this subsection, various detailed realizations of each FIR filter are illustrated.

For the HF (high-frequency) decimation FIR filters, the main design constraint is

the extremely high data rate. Therefore, transposed form FIR filters (Fig. 1c) are

chosen, because of their shorter critical path than direct form FIR filters.

The delay constraints of LF (low-frequency) filters are less stringent than HF

filters. So the design challenge is to minimize the area. Therefore, we propose to

employ one or two high-speed MAC units to execute the computation for every tap

in the FIR filter to reduce area. In these circumstances, because of the symmetry

coefficients, half computations are saved for a direct form FIR filter. Therefore,

direct form FIR filters (Fig. 1b) are applied in LF filtering.

3.2.1 High-Frequency FIR Filters

As mentioned in the first case study, the coefficients are fixed, and therefore MCM

computations are used. An MCM example is shown in Fig. 23. The MCM multi-

plies the same input signal with six different coefficients and outputs six

corresponding products (G1–G6). Since the right-shift operations for binary num-

bers can be implemented using only wires in hardware without incurring any delay

or area cost, they are not shown in this diagram. Note that in the diagram of the

MCM, the addition symbol may also represent a subtraction operation, due to the

CSD notation.

The transposed FIR architecture using MCMs in traditional binary format is

called MCM-B. One example is shown in Fig. 24. The products for the same group

(G) are added together by a tree adder.

An alternative solution is keeping numbers in CS format throughout the CIC

filtering, which is called MCM-CS. It can reduce the delay compared with MCM-B.
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This implementation on FIR1 is shown in Fig. 25, in which a double-lined arrow

represents a CS number. The CS number is converted back to binary number at the

very end of the design by the VMA (vector-merging adder).

Compared to the binary architecture, the delay is smaller because of the elim-

ination of CS to binary conversion. The CIC filter is thus implemented using two

parts, i.e., the first computation circuit performing the carry-save addition and the

second computation circuit implementing the vector-merging adder.

Input 

G3 G1 G5 G2 G4Output G6

0

Fig. 23 An example

implementation of the CIC

filter. The input is

multiplied with different

coefficients and producing

six different results (G1–

G6)

Fig. 24 MCM-B, one example of the FIR filter implantation. The intermediate results are stored

by flip-flops in binary format. This enables timing closure for high speed
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Modern synthesis tools are able to automatically replace binary additions in the

MCM and the tree adder into CSA to reduce propagation delay. However, signals

are still converted back to traditional binary format once they need right shifting or

passed into pipeline registers. The conversion incurs a huge delay overhead.

3.2.2 Low-Frequency FIR Filters

For LF FIR filters, MACs are used to compute for many taps and to save area.

Figure 26 shows this architecture using binary numbers and MACs (multiplier–

accumulators). Therefore, this setup is called MAC-B. Because the sampling

frequency is very low, the only MAC unit, controlled by the kernel clock (clk), is

able to execute all the computation for each tap.

Replacing binary MAC with CS MAC eliminates the CS to binary conversion

during multiplication, which decreases the delay. The FIR filter using CS-output

MAC is called MAC-CS, which is shown in Fig. 27. The intermediate results are

stored in the flip-flops as a carry-save (CS) format number. The CS number is

finally converted back to a binary number by the VMA.

The shorter propagation delay property makes MAC-based designs possible for

higher frequency filters, e.g., FIR2. This will reduce the area of the whole design, at

the cost of power consumption increase.

Fig. 25 MCM-CS, another example of the FIR filter implantation. The intermediate results are

stored by flip-flops in CS (carry-save) format. The delay is further reduced
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Fig. 26 FIR filter using binary MAC (MAC-B) for area saving

coefs

X

Sel.

Sel.

0

Input clk

Output clk

VMA Y
*
+

CS MAC

Kernel clk

Fig. 27 FIR filter using CS MAC (MAC-CS). The advantage of the MAC-CS is reduced delay,

with the cost of increase flip-flops to store the results
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3.3 System-Level Selection of FIR Filter Architectures
in the Multi-rate System

In this subsection, the selection of the four proposed FIR filter architectures is

analyzed. The designs are first synthesized in 45-nm CMOS technology for quan-

titative analysis of the power and area trade-off of the design.

Two architectural options are possible for FIR1–FIR3. The reason is that for

high-speed filters (FIR1–FIR3), the one (or several) MAC approach cannot meet

the timing. For FIR4–FIR11, there are three options. This is because the MCM-CS

approach is obviously too costly, compared with MCM-B, for low-speed designs.

Figure 28 shows the area of different FIR filters in the decimation chain. For

FIR1, since the speed is as high as 1.024 GHz, MCM-B can only meet the speed

requirements when three additional pipeline stages are inserted, which incurs large

area and power consumption due to the inserted registers. Besides, gate upsizing is

intensively used to reduce the signal propagation delay, which is also a reason for

the large area cost. However, MCM-CS can meet the fast requirements without

pipeline stages, which makes it smaller than MCM-CS approach. The situation is

similar for other high-speed filters.

For lower-speed filters, where speed is not a concern, MCM-CS suffers from

double registers, which makes the area larger. For very low-speed filters, MAC

approach reduces the area by using just one or two fast MAC units. But the MAC

approach cannot be applied to higher-speed filters. For FIR4, MAC-B requires two

MAC units, which eventually makes its area larger than MCM-based designs.

However, since MAC-CS is faster, it can realize FIR4 with just one MAC unit,

which archives the lowest area.

Fig. 28 Area comparison of the 11 FIR filters, with various FIR filter setup
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The power consumption is summarized in Fig. 29. Because high-speed filters are

running at a higher clock frequency, they consume most of the power. For FIR1,

MCM-CS is more power efficient than MCM-B because of its lower area. For FIR2,

although MCM-CS is larger than MCM-B, it consumes less power, because the

toggling rate of the overhead from inserted pipeline stages is lower than that from

the CS-to-binary conversion circuits.

MAC filters consume more power than MCM filters because the MAC and the

connected registers are running at a much higher frequency than the sample rate.

MAC-B is more power efficient than MAC-CS, simply because of fewer registers.

For FIR4, the advantage is larger because MAC-B uses two MAC units that run at

half the frequency compared to MAC-CS.

As each FIR filter can be realized by various architectures. The complete multi-

rate decimation chain can be any combination of the options. The area, power

consumption, and APP (area power product) are used for best area and power trade-

off. The result is summarized in Table 2. As discussed before, all architectures

should be considered numerically, for minimum power, area, or trade-off between

those two. For the best power-area trade-off, the minimum APP is chosen as the

final implementation for the decimation filter chain.

4 Conclusion

This chapter discusses designs of multi-rate systems. Two case studies are

performed, with different focuses. The first case is the up-sampling filter for high

data-rate wireless transmitters. The second case is the down-sampling filter for

multi-standard wireless receivers.

FIR1 FIR2 FIR3 FIR4 FIR5 FIR6 FIR7 FIR8 FIR9 FIR10 FIR11
MAC-B 6.65 4.85 5.88 4.16 1.25 0.99 2.29 0.64
MAC-CS 12.95 5.40 5.61 4.54 1.32 1.06 2.45 0.65
MCM-B 99.45 42.53 2.18 3.30 1.44 1.40 1.42 0.39 0.44 1.09 0.29
MCM-CS 89.95 36.94 2.76
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For the high-bandwidth up-sampling filter, the multi-rate system usually works

at a very high speed depending on the required oversampling factor. The design

challenge on DSP front-end is analyzed and tackled. Firstly, system simulations

with a complete transmission chain are conducted with regard to the error vector

magnitude and the output spectrum, which allows to systematically optimize the

design requirements on the DSP front-end. Secondly, algorithm and architecture

co-optimization on the DSP front-end is explored to minimize the power consump-

tion. The result shows the design is applicable for high-bandwidth usage and

satisfies the speed requirement.

For the various frequency down-sampling filters, the data rate of the signal varies

significantly. Therefore, different architectures are discussed. The advantages for

each architecture are analyzed. In general, MCM-CS is the most suitable architec-

ture for high-speed filters, e.g., running at 500 MHz or higher. For mid-speed filters,

MCM-B is more attractive. MAC-B is the best choice for very low-speed (16 MHz

or slower) FIR filters. If a minimum area is the objective, MCM-CS is useful for

mid-frequency FIR filters (128 MHz). Note that although the analysis in this paper

is dedicated for this decimation example, similar analysis can be generalized for

other FIR applications.

In summary, the advance of digital CMOS scaling enables digital signal

processing entering domains where it used to be believed as analog. In this scenario,

careful system analysis and simulation, as well as various architecture implemen-

tation trade-off, should be carefully examined.
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Advances in Multirate Filter Banks:

A Research Survey

A. Kumar, B. Kuldeep, I. Sharma, G.K. Singh, and H.N. Lee

1 General Overview

Multirate filter banks (FBs) play a substantial role in numerous signal processing

applications such as data compression, detection of harmonics, de-noising, subband

decomposition, recognition of one and two dimensional (2-D) signals, adaptive

filtering, design of wavelet bases, and wireless communication [1–12]. The specific

idea of developing multirate systems is their ability to split original input signal into

multiple signals or to combine multiple signals into a single composite signal in the

frequency domain. Division of a signal into number of subband is also known as

subband coding. Originally, the concept of subband coding was introduced to

minimize the effect of quantization noise in speech coding. Later on, with the

advancement in multirate signal processing, subband coding concept has been

extensively used in several applications. Performance of a subband coding system

or a multirate system in different applications relies on the optimal design meth-

odologies that have used for a multirate system. Therefore, there is always a strong

motivation to develop an efficient technique for designing a multirate system that

can improve the performance for given specific applications. Basically, the
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multirate system consists of a linear time-invariant (LTI) system and subsampling

operations such as down-sampling or up-sampling. In general, multirate systems

are classified in two types on the basis of their mode of operations. The first

type corresponds to a filter bank structure in which original input signal is

subdivided into different bands or channels, depending upon the requirement of

given application, while the second type corresponds to a transmultiplexer (TMUX)

structure, where several signals are combined and transferred through same channel

in communication system. A generalized block diagram of these structures is

graphically shown in Fig. 1. In Fig. 1a, the input signal is decomposed into different

subbands using a bank of filters; here an input signal is analyzed, so these filters are

also known as analysis filters, and at the receiver side, these subbands are synthe-

sized into a reconstructed signal, so they are known as synthesis filters. Due to this

operation, this structure is also known as analysis/synthesis multirate system.

In Fig. 1b, several input signals are filtered by a set of filters, also termed as

synthesis filters and combined into a composite signal, which is again filtered into

several signals at receiver side by a bank of filters, also called as analysis filters.

Fig. 1 (a) A block diagram of a filter bank [14, 15]. (b) A generalized block diagram of a

transmultiplexer system [1, 2]
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Therefore, this structure is also known as synthesis/analysis or transmultiplexer

system. In absence of channel coding, a multirate system should be a pure delay

system, it should not introduce any distortion to original input signal, and this type

of a system is known as perfectly reconstructed (PR) multirate system [13–16-

]. However, due to subsampling operations and non-ideal nature of LTI systems,

multirate systems suffer from three different types of distortions during reconstruc-

tion of a signal. The first is aliasing distortion, which occurs due to sub-sampling

operation; the next two distortions are amplitude and phase distortion, which occurs

due to imperfect frequency response of the composing filters. A multirate system

that suffers from these distortions is called nearly perfect reconstructed (NPR) filter

bank. Therefore many researchers and scientists have proposed numerous methods

to reduce or eliminate these distortions in multirate systems [14, 15].

Initially, the subband coding systems, introduced by Crochiere et al. [13, 17],

were influenced by all three types of distortions, and cancellation of aliasing

distortion in this multirate system was not completely achieved. Therefore, to

remove aliasing distortion in a multirate system, a concept of quadrature mirror

filter (QMF) bank was introduced by Croisier et al. [18]. In this context, firstly

Esteban and Galand [19] have employed a two-channel filter bank structure in the

voice-coding application and the aliasing distortion was reduced with the use of

QMF [18, 19]. The phase distortion was eliminated by using linear-phase finite

impulse response (FIR) filters. However, the amplitude distortion cannot be elim-

inated except for trivial case [14–16, 20]. It can be abated by using computer-aided

techniques or proper optimization techniques. The amplitude distortion can

be thoroughly removed by employing infinite impulse response (IIR) [14–16, 20–

24]. But in that case, the amplitude distortion is eliminated at the cost of introducing

phase distortion. Later on, Smith and Barnwell [25] and Mintzer [26] were able to

design PR FB. Since then numerous techniques have been proposed and described

for the design of PR multirate systems [14–16, 27–31], but for achieving the PR

property, some important properties of analysis/synthesis filters have to be

relinquished such as low stopband attenuation, narrow transition bands, and linear

phase.

It is revealed from above discussion that the QMF banks are extensively used in

a number of applications. However, in certain applications such as videos, com-

munication systems, etc., the linear-phase QMF banks are strictly needed to avoid

signal distortion and subband coding expansion problem [6, 11, 32]. Initially, the

effort was concentrated on the efficient design of two-channel FBs, and later on, it

was prolonged to multichannel FBs [14, 15, 20]. Among all multichannel FBs,

cosine-modulated filter banks (CMFBs) are one of the most often used filter bank

due to their simpler and more realizable design structure. As similar to QMF banks,

several competent techniques have also been projected to design CMFBs efficiently

[14, 15, 33–37], as the filter and FBs have become the most fundamental systems

used in various applications among multirate systems.

Advances in Multirate Filter Banks: A Research Survey 37



2 Digital Filter Bank

The digital filter can be defined as a frequency selective network that picks and

adjusts certain interlude of frequencies comparative to other frequencies, or

it attenuates all the frequency content outside the anticipated interval [38, 39]. -

Fundamentally, filtering operation is accomplished to enhance the quality of a

signal. The characteristic of filtering is determined by the frequency response of

filter. The frequency response of filter is computed by the system parameters or

coefficients. Thus, by suitable assortment of system coefficients, appropriate

frequency-selective network can be designed according to given applications

[38]. Two classical types of digital filters used are finite impulse response (FIR)

and infinite impulse response (IIR) filters, between which FIR digital filters are

widely used as component of digital signal processing systems due to their ease of

execution, stability, and linear design [16].

The digital FB is amalgamation of different band pass filters with a shared input

and a summed output, which are mostly employed for synthesis and examination of

different spectrums of signal. Therefore, FBs are grouping of analysis FBs and

synthesis FBs as depicted in [14–16].

Analysis FB consists of sub-filters, which are known as analysis filters. Analysis

filters are used to divide the input signal into dissimilar set of subband in frequency

domain. Each subband comprises some frequency share of original signal.

Similarly, the synthesis FB comprehends sub-filters called synthesis filters, which

combine the subband signals and generate signal or reconstruct signal [38]. These

FBs can be classified in two types; two-channel and M-channel FBs, based on the

number of channels used for the signal separation.

2.1 Two-Channel Filter Bank

The two-channel FB or QMF bank consists of an analysis filters followed by down-

samplers at transmission end, and up-samplers followed by synthesis filters at the

receiving end. The block diagram of QMF bank is depicted in Fig. 2. This

arrangement is termed as critically sampled FB, where decimation factor and

interpolation factor are equal to the number of subbands. On the performance

basis of reconstructed output, two-channel FBs can be further classified into nearly

perfect reconstruction (NPR) and perfect reconstruction (PR) filter banks. The NPR

two-channel FB is called conventional QMF banks, where the reconstructed output

and input signal is not exact replica to each other. Usually, in NPR two-channel FB,

the analysis and synthesis filters are in linear phase. In PR FBs, all the three types of

distortions can be eliminated. These FBs have some delay, but the signal is an exact

replica of original signal [38].

38 A. Kumar et al.



2.1.1 Analysis of Two-Channel Filter Bank

In general, the two-channel FB splits an input signal into two subbands and is made

up of an analysis and synthesis filter as well as a processing unit in between the FBs.

Hence, the elementary process of a two-channel FB involves two sequential steps in

the absence of processing unit: operation of the analysis banks and synthesis banks.

A general block diagram of two-channel FB is shown in Fig. 2. [14, 15, 38].

From the analysis of input and output relation, the output of two-channel FB is

written as [14–16]

Y zð Þ ¼ T zð ÞX zð Þ þ A zð ÞX �zð Þ, ð1Þ

where T(z) is the overall distortion transfer function of FB, expressed as

T zð Þ ¼ 1

2
H0 zð ÞG0 zð Þ þ H1 zð ÞG1 zð Þ½ �, ð2Þ

and A(z) is the aliasing transfer function, defined as [14, 15]

A zð Þ ¼ 1

2
H0 �zð ÞG0 zð Þ þ H1 �zð ÞG1 zð Þ½ �: ð3Þ

To cancel aliasing distortion, the second term of Eq. (1) must be cancelled, that

is, A(z)¼ 0. Thus, the following choice cancels the aliasing error [14–16, 20]:

G0 zð Þ ¼ H1 �zð Þ and G1 zð Þ ¼ �H0 �zð Þ: ð4Þ

It is thus possible to completely cancel the aliasing distortion by this choice of

synthesis filters. Therefore, using above relations, the input–output relation of the

FB expressed by Eq. (1) can be further simplified as

Fig. 2 A generalized block diagram of a two-channel filter bank [14, 15]
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Y zð Þ ¼ T zð ÞX zð Þ: ð5Þ

If H0(z) is a casual real coefficient FIR filter and H1(z)¼H0(�z) [14, 15], it
conforms that H1(z) is a noble high-pass filter if H0(z) is a good low-pass filter and

vice versa. By carefully examining these responses, it is perceived that one filter is

the complementary or mirror of other filter at ω¼ π/2, which is the cutoff frequency
of both high-pass and low-pass responses and justifying the name Quadrature

mirror filter (QMF) bank. Thus, by using H1(z)¼H0(�z) condition, the aliasing-

cancellation condition given by Eq. (4) can be modified as

G0 zð Þ ¼ H0 zð Þ and G0 zð Þ ¼ �H0 �zð Þ: ð6Þ

Consequently, the above equations suggest that the analysis and synthesis filters

of QMF bank can be generated by proper design of H0(z) called prototype FB. By

using Eq. (6) and mirror-image condition H1(z)¼H0(�z), the distortion function

given by Eq. (2) can be further rewritten as

T zð Þ ¼ 1

2
H2

0 zð Þ � H2
1 zð Þ� � ¼ 1

2
H2

0 zð Þ � H2
0 �zð Þ� �

: ð7Þ

Consider a casual FIR filter H0(z) defined as

H0 zð Þ ¼
XN�1

n¼0

h0 nð Þ z�n, ð8Þ

where, N is the order of filter. Given that h0(n) 6¼ 0 and h0(N ) 6¼ 0, H0(z) has linear-
phase characteristics if

h0 nð Þ ¼ h0 N � 1� nð Þ: ð9Þ

For a linear-phase FIR filter, the frequency response H0(e
jω) can be written as

H0 e jω
� � ¼ H0 e jω

� ��� ��e�jN�1
2
ω, ð10Þ

where |H0(e
jω)|¼H0(ω). Substituting (10) into (7) and using the fact that |H0(e

jω)| is

an even function, the FB transfer function reduces to

T ejω
� � ¼ e�j N�1ð Þω

2
H0 e jω

� ��� ��2 � �1ð Þ N�1ð Þ H0 e j π�ωð Þ
� ���� ���2

	 

: ð11Þ

If N� 1 is even, then above expression reduces to zero at ω/2, resulting in severe
amplitude distortion. Hence, even order filters cannot be used, since they allow the

existence of nulls in overall system response. If the N is to be taken as odd, then, FB

transfer function is reduced to
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T ejω
� � ¼ e�j N�1ð Þω

2
H0 e jω

� ��� ��2 þ H0 e j π�ωð Þ
� ���� ���2

	 

: ð12Þ

For perfect reconstruction, a FB must have

H0 e jω
� ��� ��2 þ H0 e j π�ωð Þ

� ���� ���2 ¼ 1: ð13Þ

But, this is not exactly possible because of amplitude distortion, which is

defined as

e ωð Þ ¼ 1� H0 e jω
� ��� ��2 þ H0 e j π�ωð Þ

� ���� ���2 ð14Þ

In linear-phase QMF bank design, the minimization of amplitude distortion will

be a major consideration. Regarding this issue, several techniques for designing a

linear-phase QMF bank have been reported in literature [14, 15, 20].

2.2 M-Channel Filter Bank

M-channel FB divides the signal intoM number of subbands. On the basis of nature

of channel bandwidth, M-channel FBs are categorized into two ways: uniform and

nonuniform M-channel FBs [14, 15, 20, 38]. Uniform M-channel FBs are

subgrouped into three different types: tree structure, independent M-channel (par-

allel FB), and modulation FBs [14, 15, 20, 38]. As compared to two-channel FB, the

conditions for alias-cancellation and perfect reconstruction are much more compli-

cated. The general theory of M-channel FB was developed by a number of

researchers [14, 15, 20]. TheM-channel filter banks are further classified as uniform

and nonuniform filter bank on the basis of channel bandwidth, and so as the

subsampling factors. When these sub-sampling factors are kept same throughout

the design procedure, the M-channel filter bank is known as uniform as shown

in Fig. 1a, and when these sub-sampling factors are changed, the M-channel filter

bank is known as nonuniform filter bank as shown in Fig. 3. [14, 15, 20, 38]. It can

be observed that from Fig. 3, a two-channel filter bank has been used as a

basic building block for designing NUFB. With meticulous governance of

two-channel filter banks, they are designed to be alias free, so as to eventually

make NUFB alias free.

This section concentrates mainly on cosine modulation technique of M-channel

FB design, because cosine modulated (CM) filter banks have become very popular

in many applications of signal processing due to use of easy prototype filter design

and fast discrete cosines transform (DCT).
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2.2.1 Analysis of M-Channel CM Filter Bank

During the past, theory of multirate systems has been well developed and available

in several research books [14, 15]. The generalized system structure of M-channel

CMFB [14, 15, 20, 38], is graphically shown in Fig. 1a. In this architecture, (hk(n)
andHk(z)) and synthesis filters ( fk(n) and Fk(z)) are derived from cosine modulation.

Here, hk(n) and Hk(z) are the impulse responses, and z-transforms of the analysis

filters, while fk(n) and Fk(z) represent the impulse responses, and z-transforms of

the synthesis filters. In Fig. 1, M represents the number of channels in a multirate

filter bank. In general, the basic components of a multirate system are either it is a

filter bank (FB) or transmultiplexer (TMUX) are decimators, expander, and filters.

Based on input/output relations of a decimator and expander, the reconstructed

output of a considered structure in Fig. 1 [14, 15, 20, 38]:

Y zð Þ ¼ T0 zð ÞX zð Þ þ
XM�1

l¼1

Tl zð ÞX ze�j2πl=M
� �

, ð15Þ

where, X(z) and Y(z) is the input and output signals, respectively,

T0 zð Þ ¼ 1

M

XM�1

k

Fk zð ÞHk zð Þ, ð16Þ

and

Tl zð Þ ¼ 1

M

XM�1

k

Fk zð ÞHk ze�j2πl=M
� �

for l ¼ 1, 2, . . . ,M � 1: ð17Þ

In Eq. (15), T0(z) stands for distortion transfer function, which decides the

distortion, resulted from overall filter bank structure for un-aliased component of

input signal (X(z)). Second term Tl(z) decides aliasing error [14, 15, 20]. For perfect
reconstruction, T0(z) is to be a delay function (z�K), where K is an integer and

Fig. 3 Block diagram of tree structural NUFB [15–17]
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aliasing error should be zero. If a filter bank structure satisfies these conditions, then

it is known as perfect reconstructed (PR) cosine-modulated filter banks (CMFBs),

in which the reconstructed output signal is an exact replica of original input signal.

This structure is highly suitable for data compression application in lossless coding.

If these conditions are partially satisfied, then it is known as nearly

perfect reconstructed (NPR) CMFB with amplitude distortion and aliasing error

[14, 15, 20]. In a CMFB, impulse responses of the analysis filters (hk(n)) and

synthesis filters ( fk(n)) are cosine-modulated version of a prototype filter h0(n)
with following transfer function given by Eq. (18). The remaining analysis and

synthesis filters are determined by

hk nð Þ ¼ 2h0 nð Þ cos ωk n� N � 1

2

	 

þ θk

� �
, ð18Þ

f k nð Þ ¼ hk N � 1� nð Þ ð19Þ

with k¼ 0 , 1 , . . . ,M� 1, and

ωk ¼ 2k þ 1ð Þπ
2M

, ð20Þ

where

θk ¼ �1ð Þkπ=4: ð21Þ

As discussed above, in a multirate filter bank, three types of distortions known as

phase distortion, amplitude distortion, and aliasing distortion are encountered.

Generally, the phase distortion is completely eliminated by using a finite impulse

response (FIR) filter due to their exact linear-phase response characteristic. In NPR

CMFB, distortion in amplitude response is computed as [14, 15, 20]

eam ¼ max
ω

1� T0 ejω
� ��� ��� �

, ð22Þ

and aliasing distortion (ea) is computed as

ea ¼ max
l,ω

Tl e
jω

� �� �
for ω2 0; π½ �, 1 � l � M � 1: ð23Þ

3 Literature Review

In this section, a comprehensive review on multirate filter banks, M-channel filter

banks, and two-channel filter banks, is presented.
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3.1 Review on Multirate Filter Bank

In past few decades, an extensive research has been carried out in the area of

multirate FB design, because of its significant importance in the field of signal

processing. On the basis of number of channels employed for subband decomposing

of a signal in frequency domain, the research and development of multirate FB

belongs to two-channel andM-channel FB [40–105]. On the basis of reconstruction

of signal, the investigation of multirate FB is further divided into NPR and PR FB

design. Moreover, research in NPR FB is classified as linear and nonlinear phase

FB on the basis of phase of compound filters. In linear-phase two-channel multirate

FB or QMF banks, aliasing and phase distortions are removed by deploying

appropriate design of the composite filters and linear-phase FIR filter, respectively,

whereas an amplitude distortion can be minimized using computer-aided tech-

niques or optimization techniques [14–16, 20, 40–42]. The exact reconstruction

of signal with good frequency resolution is pretty difficult due to various distortions

occuring in multirate FB.

In QMF bank, due to quadrature relationship between the analysis and synthesis

filters, the design problem merely reduces to solitary prototype filter design [14–16,

20, 40–42]. In this context, there are numerous methods have been reported for

designating prototype filter of two-channel multirate FB [43–50]. These design

methods can be further categorized into optimization and non-optimization based

methods. The design problem using optimization techniques is framed as nonlinear

single or multi-objective functions, which is solved by numerous optimization

techniques such as classical iterative, non-iterative [38, 47, 51–82] methods, and

nature-inspired optimization techniques [99–105].

In 1980, the first symmetric iterative method for the design of two-channel FB

was introduced by Johnston [47]. In this method, the objective function, which is

framed as weighted sum of the prototype filter with stopband error energy and

ripple energy, is optimized through Hooke and Jeaves optimization algorithm

[47]. This method does not give optimum solution and needs manual initialization.

Further, Jain and Crochiere [51] proposed a novel design approach with same

objective function. In [51], manual initialization has been eliminated and solution

becomes more optimal than that in [47], but it is well-suited to higher-order filter

bank due to high degree of nonlinearity. However, in both these algorithms,

reconstruction error is not Equiripple. Therefore, Chen and Lee [52] have intro-

duced an iterative technique for the optimization of objective function in frequency

domain that affects the Equiripple reconstruction error. Further, there are numerous

algorithms introduced by the researchers based on [53–56]. These are superior from

the algorithm given in [52] in term of peak reconstruction error and computational

time, but all these algorithms are not acceptable for higher-order FB design. After

that, Bregovic and Saramaki [57, 58] have developed a two-step method for

designing two-channel FBs for those applications where Equiripple reconstruction

error and less stopband energy are required.
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It was found that the design problem, which is constructed in minimax logic,

needs more efficient optimization techniques. Thus, the weighted least squares

optimization technique is more appropriate than other conventional techniques,

because of its smaller code and delivery of solution analytically. Therefore,

several researchers used weighted least squares method in the field of FB design

[47, 50–56, 59–64]. Fundamentally, the weighted minimax design is a nonlinear

constrained optimization problem, which is complex to solve. In [54], weighted

minimax problem is resolved by means of unconstrained weighted least squares

(WLS) approach using two iterative methods. This method has been later on

modified [53, 55–57, 59–61] in terms of computation time and reconstruction

error. After that, WLS techniques have been successfully used by various

researches with the modification in objective function, different parameters and

constraints, or use of different modeling [62–65].

In this context, many classical iterative and WLS techniques have been intro-

duced for the efficient design of QMF bank using constraints or unconstraint

formulation. In [66], the researchers have used Lagrange multipliers method to

optimize the nonlinear constrained problem. In [67–70], the unconstrained optimi-

zation methods have been used to optimize the objective functions, which have

been framed as linear or nonlinear combination of reconstruction error, stopband

residual energy or passband energy. Unfortunately, all the above discussed tech-

niques were not much well organized in terms of peak reconstruction error (PRE)
and computational complexity.

Recently, several efficient classical techniques have been explored for efficient

NPR filter bank design. In the early stage of research, several gradient-based

techniques such as Levenberg–Marquardt (LM) algorithm and quasi-Newton

method [71–74] were developed to enhance the PRE and computational efficiency.

A new methodology for the design of a two-channel FB by deploying Marquardt

optimization technique is given in [71]. These design methodology was further

enhanced by using quasi-Newton (QN) [75] and Levenberg–Marquardt

(LM) method [76] and again modified as a hybrid technique based on LM and

QN optimization techniques in [77]. As similar to linear-phase NPR QMF design,

there are numerous classical techniques also reported in the stream of nonlinear

phase and PR QMF bank [66, 75–81]. It is clear that the PR condition can be

attained by surrendering the linear phase or some other properties of FB. Since this

chapter quintessence on linear-phase NPR QMF design, therefore, here no detail on

PR QMF bank is included. The detail on nonlinear and PR QMF bank is explained

in [14–16, 20, 38, 82].

In this regard, primarily, the research effort was focused on two-channel FB,

and thereafter, it was extended to multichannel FBs, particularly modulation-based

multichannel FB, because of easy design and less complexity. Numerous modula-

tion techniques are reported in literature such as modulated lapped transform, cosine

modulation, a modified discrete Fourier transform (MDFT) technique, etc. [14, 15,

20, 83]. Cosine modulation technique is more popular in various requirements

among different class of modulation techniques. Cosine-modulated FB is also

categorized into PR and NPR cosine-modulated (CM) filter bank [14, 15,
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20]. Initially, the concept of modulated FBs was presented by Nussbaumer [84–

107]. The first NPRM-channel critically sampled FB employing cosine modulation

on prototype filter was produced by Rottweiler [85]. In NPR CMFBs, PR state is

relaxed to reduce the design complexity. After that, FBs with such property

have been studied in detailed, and various approaches have been developed [86–

105]. Several efficient methods have also been advanced, so that it can facilitate the

efficient design of prototype filters for NPR CMFBs. In conventional design

approaches [33, 34, 83], in overall, a relationship has to be made amongst the

2Mth band filter, and a group of quadratic constraints in impulse response coeffi-

cients of the prototype filter. These constraints and stopband attenuation of the

prototype filter have to be reduced as much as possible using either constrained or

unconstrained optimization techniques, which is quite time consuming. As a con-

sequence of continued development in this field, several new procedures that have

simpler minimizing cost functions have been established. To decrease the compu-

tational complexity in conservative designs [33, 34, 83], Creusere and Mitra [86]

have presented the first systematic linear search optimization method for designing a

prototype filter for CMFB, by varying passband frequency (ωp) in each of iteration.

This method yields improved performance of filter bank in terms of reconstruction.

However, it also suffers from slow convergence. Therefore, these algorithms are not

suitable for filter with larger taps. Thus, in search of efficiency and simplicity, a new

efficient technique has been introduced by Lim and Vaidyanathan [87], in

which Kaiser window function has been deployed for designing the prototype filters.

This techniquewas further modified to include other windows [88, 89]. Furthermore,

other efficient methods using different window techniques have been introduced

[90–96] with improvement in [86–89]. In general, the FBs designed with windowing

result in reduced stopband error, while passband ripple should be kept approxi-

mately equal to stopband ripple [97]. Therefore, a new method based on the

weighted constraint least square (CLS) technique is devised for designing CMFB

for given channel overlapping, and it was further improved in [98, 99]. Similarly,

many other researchers [100–105] have also developed various methods for cosine-

modulated FBs with NPR design. Similarly, various methods have also been

proposed for M-channel PR FB design [14, 15, 36, 106]. These FBs are used in

various applications such as lossless coding. Here, the detailed discussion on PR FB

design is not given, because this chapter emphasizes on NPR M-channel CMFB

design. The details of PR FB design can be found in [14, 15, 36, 106]. It is reflected

from the above review that there are numerous conventional techniques have been

proposed for two-channel andM-channel FB design. The general disadvantage of all

these conventional techniques is that they may get stuck in local minima. To

overcome this problem, recently various global optimization techniques are

employed [107–113] in the field of FB design. Most of the global optimization

techniques are driven by the natural phenomena’s such as social behavior: flock of

birds, schooling of fish, intelligence of swarm of bee; and biological process:

reproduction, mutation, and interaction. Therefore, these algorithms are also termed

as nature-inspired (NIO) or swarm optimization techniques (SOTs). Thus, many

global optimization techniques are employed to design highly optimized FB such as
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GA [113, 114], PSO and its different variants [115–118], ABC algorithm [116], and

ADE algorithm [119]. In this context, a CORDIC genetic algorithm was used for a

two-channel filter bank design in [107], which is based on coordinate rotation. A new

design technique using nonlinear unconstraint optimization was presented for QMF

banks based on PSO optimization and was further modified in [110]. Here, a new

hybrid technique based on PSO and ABC algorithms was presented for a

two-channel QMF bank design. This design was further improved by using ADE

algorithm in [113]. Similarly, for M-channel FB design; a new technique based on

genetic algorithm (GA) was devised by formulating a new cost function in [108],

which is based on the weighed sum of aliasing error and amplitude distortion.

Whereas, a novel design method was also presented for CMFB [111]. This design

is based on Lagrange polynomial approximation and PSO, by considering stopband

attenuation as a cost function, which was further modified using new variant of PSO

[112], where quantum mechanics involved on particles of PSO is exploited and the

reconstruction condition was formulated as a new cost function or objective function

for optimization.

In recent years, several researchers have proposed the new design methodologies

for optimal designs of digital filters and filter bank which are computationally

efficient and require least hardware resources [115–119]. Here the continuous filter

coefficients are quantized and converted into binary form (two’s complement,

maximal signed digit, canonical signed digit (CSD), etc.). These filter bank are

also known as multiplierless multirate filter bank as all of the multipliers are

realized in terms of adders and shifter. As the multipliers are the most resource-

consuming component in hardwired realization, the removal of multipliers from the

circuits reduces it overall resources cost. However, when these continuous filter

coefficients are rounded in terms of binary or quantized CSD valued coefficients

form, the performance of the filter is deteriorated due to quantization and conver-

sion process, and, thus, the given specifications are no longer satisfied. Therefore, to

overcome these problems, many global optimization techniques have been

exploited to optimize the performance. In this context, authors in [120] have used

genetic algorithm (GA) for designing digital filter with optimal performances.

Since then, several designs for digital filter and filter banks have been proposed

based on GA [121–123]. Recently, evolutionary algorithms (EA) such artificial bee

colony (ABC), differential evolution (DE), harmony search algorithm (HSA),

gravitational search algorithm (GSA), CSA and PSO have been developed and

have become more promising optimization techniques in problem solving due to

their multi dimension and multivariable steps for achieving a global solution

[124, 125]. Therefore, researchers have exploited these techniques for designing

optimal digital filter banks [123, 126, 127]. Multiplierless reconfigurable

multichannel filters using metaheuristic algorithms have been proposed, where

DE, HAS, gravitational search algorithm, and artificial bee colony algorithm were

used to design the multiplierless reconfigurable nonuniform channel filters [93, 94,

128, 129]. Then, modified metaheuristic algorithms such as modified ABC algo-

rithm, GA, and GSA have been employed to design frequency response masking

(FRM)-based multiplierless uniform and non-uniform filter bank [132, 133], while
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authors in [130, 131] have used linear search technique for designing filter bank and

represented the filter coefficients in CSD form and DE for digital filter, respectively.

From the literature review, it is quite evident that marked progress has been

made in the field of FB design, and various conventional, nature-inspired, constraint

optimization is incorporated in the field of FB design. Some methods are not good

in computational time, and some do not give less distortion. Moreover, the new

research trend in the field of multiplierless multirate filter banks has attracted many

researchers to develop an efficient and resource-optimized designs for designing

optimal multirate system. Therefore, there is still need to develop an efficient

method, which can minimize the computational time, reconstruction error, and

aliasing distortion and utilize least resources simultaneously.

4 Research Gap and Future Direction

The above discussion reveals that there are various literatures available in for

efficient design of multirate filter bank. For the recent advancement in multirate

system, some latest research aspects are discussed in this section, which are based

on simultaneous utilization of nature inspire optimization techniques, fractional

derivative, polyphase components, minor component analysis, multiplierless

realization of filter, and filter bank. Recently, conventional integer derivative

constraints have been used to design various FIR filters to improve design accuracy

at the prescribed frequency point. However, a fractional calculus has shown

improved performance in many engineering applications such as electrical net-

works, electromagnetic theory, biomedical applications, signal and image

processing. The fractional derivative increases the possibility of improving control

performance by reducing the convergence time in mentioned control problems.

Therefore, a new technique for designing linear-phase FIR filters, based on

fractional derivative constraints (FDCs), was devised in 2012. It gives smoother

passband and stopband region than conventional least square and conventional

derivative methods. But, it was not so efficient. The literature, available so far on

fractional derivative, reveal that there is still need for an efficient technique, which

shall use FDCs and evolutionary optimization technique for designing different

types of linear-phase FIR filters and multirate FBs for higher order. Literature

review also reveals that there is no method available for optimizing all the FDCs

simultaneously. Fractional derivative has also been not employed in the field of

multirate filter bank design.

The important advancement in signal processing is the polyphase representation

of digital filter which reduces the computational complexity and data storage. But

according to current literature, there is no method presented that has been used for

optimized design of FIR filter and multirate filter bank, where polyphase compo-

nents (PCs), FDCs, and swarm intelligent optimization algorithms are employed

simultaneously.
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As seen from the literature, nowadays, neural network plays a major role in

several signal processing applications such as antenna, constraint beam forming,

and biomedical processing [24, 56, 112, 113], due to fast convergence rate as

compared to other reported techniques. In addition, it has parallel architecture,

more suitable for higher order design, and real-time applications. Minor component

analysis (MCA)-based neural learning technique is more preferred for digital filter

design as compared to conventional Eigen filter design, in which an eigenvector

corresponding to smallest eigenvalue of the associated matrix is computed.

Recently, authors have applied MCA technique for the design of FIR and IIR FBs

in [56, 113]. In literature, no method is given for optimized design of FIR filter and

multirate filter bank, where PCs, MCA neural learning optimization, FDCs, and

swarm intelligent optimization algorithms are employed simultaneously.

The literature available so far reveals that there is still need for an efficient

technique, which shall enhance the filter response for quantized filter coefficient

using different swarm-based techniques in design of different types of

multiplierless FIR filters and multirate filter banks. Literature review also reveals

that no such technique is available in the literature which can simultaneously design

digital multiplierless FIR filter that can optimize the CSD coefficients and, at the

same time, minimize the requirement of adders for MCM problems using single

optimization. With these developments, there are strong motivations to undertake a

thorough and systematic investigation toward the design and analysis of low

complex multiplierless digital filter and filter bank using evolutionary algorithms

with major focus on minimization resources.

Additionally, in several applications, it is needed to design digital filters and filter

banks (FBs) with sophisticated design specifications. For example, high stopband

attenuation (AS), fast switching resolution and small channel, and overlapping are

required for high-quality reconstruction of an audio signal, while for biomedical

signal processing, fast switching resolution and adjustable AS are highly desired. For

software-defined radio (SDR) application, a flexible technology is required for

multi-band, multi-standard, and multi-service, for that several important features

of the channel filters such as low complexity, low power consumption, and

reconfigurable are required. Thus, the sufficient and precise control of various

frequencies such as passband cutoff frequency, stopband cutoff frequency, and

transition width is required which is not possible with windowing technique.

In view of the above research gap recently, Kuldeep et al. [105–112] have

presented the design of digital FIR filter and multirate filter bank using fractional

derivative constraints, polyphase decomposition and nature-inspired optimization.

Moreover, for efficient realization of multiplierless multirate system, Sharma et al.

[134–136] have presented the design of multiplierless CMFB multirate filter bank,

two-channel filter bank, etc. using evolutionary technique and sub-expression

elimination algorithm in CSD space [137–139]. For further advancement in FIR

filter and filter bank design, authors of this book proposed the design of digital

FIR filter and M-channel multirate filter bank using MCA algorithm, fractional

derivative constraints, polyphase decomposition, and nature-inspired optimization

simultaneously (coming chapters in this book).
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For further advancement in the field of optimal multirate filter bank design,

following directions are suggested:

1. The optimal design of multirate filter can be achieved by improving the optimi-

zation algorithm. The hybrid combination of two conventional techniques such

as gradient-based or swarm optimization methods can be employed to improve

the optimization algorithm for filter bank.

2. Other form of fractional derivative like Riemann–Liouville, M. Caputo, can also

be employed to achieve more optimal multirate filter bank.

3. The improved problem formulation like hybrid combination of L2, L1, and L1
error function can also improve the response of multirate filter bank.

4. The concept for sub-expression elimination technique (CSE) with CSD or other

adder minimization techniques can be explored for designing digital

multiplierless FIR filter and multiplierless multirate filter bank have not been

introduced and analyzed since now.

5. The efficient design of multiplierless filter and filter bank having flexibility to

satisfy the variety of sophisticated design specification has not been accom-

plished yet, which can be explored with the advancement of mathematical-based

algorithms.

6. An efficient design of multirate system can be used as optimal trans-receiver

system for 5G communication and other communication technology.

7. The concept of optimal filter bank structure can be utilized as filter bank-based

sensing tool or may provide great aid in spectrum sharing and allocation for

cognitive radio, smart antennas, and wireless sensor networks.

5 Conclusion

This chapter has presented a research survey on multirate filter banks design.

A generalized theory of a multirate filter bank has been carried out. Research gap

is also presented with various important aspects discussed between the reported

methods and methods presented in this book in the field of digital FIR filter

and multirate filter bank design. A future direction is also suggested for further

advancements in the field of multirate filter bank design
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80. Cruz-Roldán, F., Amo-López, P., Maldonado-Bascón, S., & Lawson, S. S. (2002). An

efficient and simple method for designing prototype filters for cosine-modulated pseudo-

QMF banks. IEEE Signal Processing Letters, 9(1), 29–31.
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Methods for Improving Magnitude
Characteristic of Comb Decimation Filters

Gordana Jovanovic Dolecek

1 Introduction

Decimation is a process of decreasing the sample rate by an integer factor in a

digital form. This process finds applications in subband coding, filter banks,

communication systems, and oversampled A/D (analog/digital) converters,

among others [1, 2]. Decimation introduces unwonted replicas of the original signal

spectrum (also called aliasing). If the signal is not appropriately filtered before

decimation, the aliasing deteriorates the decimated signal. Therefore, to prevent

aliasing in the decimated signal, the signal must be first filtered by a low-pass filter,

called anti-aliasing, or decimation filter. As a result, the process of decimation

consists of two principal stages: filtering and down-sampling (decreasing the

sampling rate by integer M ), as shown in Fig. 1, where fi and fo are input and

output sampling rate, respectively. The integer value M is also called the decima-

tion factor.

The most simple decimation filter is comb filter, usually used in the first stage of

decimation [3]. This filter has all coefficients equal to unity and thus does not

require the multipliers.

Its system function can be presented either in a recursive form

H zð Þ ¼ 1

M

1� z�M

1� z�1

� �K
, ð1Þ

or in equivalent non-recursive form
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H zð Þ ¼ 1

M

XM�1

k¼0

z�k

" #K

, ð2Þ

where K is the number of the cascaded filters (also called the order of the comb

filter) and M is the decimation factor (length of the filter).

Comb filter naturally provides attenuations in bands around the comb zeros,

called folding bands. It is important to have high attenuations in the folding bands,

because the aliasing folds down into comb folding bands. Additionally, it is

necessary to have a flat characteristic in the passband of interest, to avoid the

deterioration of the decimated signal.

However, magnitude characteristic of comb filter

H e jω
� ��� �� ¼ 1

M

sin ωM=2ð Þ
sin ω=2ð Þ

����
����
K

, ð3Þ

does not provide enough attenuation in folding bands, and its magnitude charac-

teristic in the passband is not flat. Attenuation can be increased by cascading comb

filters. However, it increases droop of the passband characteristic, as shown in

Fig. 2 for M ¼ 12 and K ¼ 1, 2, 3, and 4.

The comb passband is defined by the passband edge:

ωp ¼ π=RM, ð4Þ

where R is the decimation factor of the stage that follows the comb decimation

stage. Here we consider R ¼ 2, and thus (4) for R ¼ 2 defines a wideband.

Similarly, the comb folding bands are defined as:

2kπ

M
� π

RM
� ω � 2kπ

M
þ π

RM
, k ¼ 1, . . . ,M=2 for M evenð Þ

1, . . . , M � 1ð Þ=2 for M oddð Þ
�

ð5Þ

Different methods have been proposed to improve aliasing rejection in comb

filters, compensate for the passband droop, and for both, simultaneously improving

alias rejection and decreasing passband droop. The goal is to improve the magni-

tude comb characteristic without significantly increasing the overall complexity.

The objective of methods for increasing alias rejection is to increase the folding

band widths and/or increase attenuation in the folding bands. This may be achieved

by comb zero rotation, cosine filters, Chebyshev polynomials, cyclotomic poly-

nomials, cascade of combs with different decimation factors, and changing specified

filter coefficients, among others.

filter
Decimation

M
Input Output

if Mff io /

ngDownsampliFig. 1 Decreasing the

sampling rate by integer

factor M
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The comb zero rotation was introduced in [4] by applying both, a clockwise and

opposite rotations of β radians to any zero of comb filter. The resulting filter is

cascaded with comb filters and called rotated sinc (RS) filter. The method is

generalized in [5] introducing a generalized comb filter (GCF) in which the

parameter β is optimized to get the optimum alias rejection for a given M and K.
However, the comb zero rotation introduces the following inconveniences:

• Two multipliers are introduced, one working at high input rate.

• Possible instability due to loss of pole – zero cancellation on the unit circle, in

the case of the finite precision of filter coefficients.

As it is mentioned before, the popularity of comb decimation filter is due to its

simplicity (comb filter is a multiplierless filter). Consequently, introducing multi-

pliers for improvement of its characteristic degrades its principal characteristic

expressed in its simplicity. As a result, it is desirable that the filter used to improve

comb filter characteristic be also a multiplierless filter. Additionally, the solution to

avoid possible instability is to eliminate the poles (cancelled by zeros for infinite

precision of coefficients), on the unit circle using a non-recursive form for the

rotation term. Different methods have been proposed to solve abovementioned

problems [6–11]. In [12, 13], expanded cosine filters are used to introduce addi-

tional zeros in folding bands. The stopbands of a comb decimation filter can be

improved by sharpening with a Chebyshev polynomial, using a comb variant [14].

As a result, comb multiple zeros are separated into an equiripple stopband. The
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Fig. 2 Overall comb magnitude characteristics and passband zoom for M ¼ 12 and K ¼ 1, 2, 3,

and 4
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advantage of the method in [14] is that the same controlled attenuations and width

across all folding bands are obtained. The cascade of comb filters of different orders

and with different decimation factors may result in higher attenuation than the

equivalent comb filter as shown in [15–18].

Different methods for design of comb compensators are advanced in the litera-

ture. The compensator filters are usually finite impulse response (FIR) filters

because FIR filters are always stable and can be designed to have a linear phase.

The methods can be divided into two main groups: methods requiring multipliers

[19–21] and methods with multiplierless designs [22–28].

The methods for simultaneous improvement of both passband and stopband can

be categorized into two main groups: method based on sharpening technique [29],

proposed in [30–35], and methods based on corrector filters [36, 37]. Additionally,

there exist the methods that combine the methods for aliasing rejection and pass-

band improvements [38].

In this chapter we present some recently introduced methods for alias rejection,

passband droop compensation improvement, and method for simultaneous pass-

band and stopband improvements.

2 Aliasing Rejection Improvement Based on Certain
Characteristics of Symmetric Polynomials

2.1 Position of Zeros on Unit Circle for Symmetrical
Polynomials

We consider a symmetric polynomial f(z) with even degree n ¼ 2 m, m > 0

f zð Þ ¼ a0 þ a1zþ . . .þ an�1z
n�1ð Þ þ anz

n ð6Þ

where ak¼ an� k, for k ¼ 0,. . .m.
The relative value of the middle coefficient of the polynomial in (6) with respect

to the other coefficients is important for the position of its zeros on unit circle

[39, 40].

Denoting

u ¼ zþ z�1, ð7Þ

it is possible to uniquely associate a polynomial g(u) to the polynomial f(z), as

f zð Þ ¼ zn=2g uð Þ ð8Þ

with u defined in (7) [6, 7].
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Theorem 1 [39, 40] The zeros of the polynomial in (6) are all on the unit circle, if,
and only if, the zeros of g(u) are all real and have values in the interval [�2, 2].

The theorem is illustrated in the following example.

Example 1 Consider the polynomial (6) with n ¼ 4 and coefficients a0 ¼
a1 ¼ a3 ¼ a4 ¼ 1. The coefficient a2 should be determined according to Theorem 1,

in order that all zeros of the polynomial are on the unit circle.

From (6) we have:

f zð Þ ¼ 1þ zþ a2z
2:þ z3 þ z4: ð9Þ

Using (7) and (8), we get

f zð Þ ¼ z2 z�2 þ z�1 þ a2 þ zþ z2
� �

¼ z2 zþ z�1
� �þ z�2 þ 2þ z2

� �þ a2 � 2
� 	

: ð10Þ

Placing (7) into (10), we obtain:

f zð Þ ¼ z2 uþ u2 þ a2 � 2
� 	

: ð11Þ

Comparing (11) and (8), we arrive at:

g uð Þ ¼ uþ u2 þ a2 � 2: ð12Þ

From (12) we easily find that the condition of the Theorem 1 is fulfilled for the

following values of a2: 0� a2� 9/4. Figure 3 illustrates pole-zero plots of the

polynomial (9) for different values of a2. Note that for the value of a2 ¼ �1

(which do not fulfill the condition of Theorem 1), two zeros are not on the unit circle.

2.2 How to Benefit from Theorem 1 for Improving Aliasing
Rejection of Comb Filters?

The comb filter has all coefficients equal to unity (boxcar form), while the impulse

response of the cascade of two combs has a triangular form. Omitting the normaliza-

tion factor, the system function F(z) of the comb cascade can be written in the form

F zð Þ ¼
XM�1

k¼0

z�k

" #2

¼ 1þ 2z�1 þ . . .þ M � 1ð Þz� M�2ð Þ þMz� M�1ð Þ þ M � 1ð Þz�M . . .

þ 2z�2M�3 þ z�2 M�1ð Þ ¼ f zð Þ
z2 M�1ð Þ ,

ð13Þ
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where f(z) is given in (6) with m ¼ M � 1 and

a0 ¼ 1; ak ¼ ak�1 þ 1; k ¼ 1, . . . ,M � 2; aM�1 ¼ M ð14Þ

From (13) and (14), we have

f zð Þ ¼ 1þ 2zþ . . .þ M � 1ð Þz M�2ð Þ þMz M�1ð Þ þ M � 1ð ÞzM . . .

þ 2z2M�3 þ z2 M�1ð Þ:
ð15Þ

The zeros of the cascaded combs are doubled. According to the Theorem 1,

changing the value of the middle coefficient in (15), we may get different distribu-

tion of zeros of (15) on the unit circle.

To this end, we consider the polynomial obtained from (15) by changing the

middle coefficient M in (15) to the positive value of A:

p zð Þ ¼ 1þ 2zþ . . .þ M � 1ð Þz M�2ð Þ þ Az M�1ð Þ þ M � 1ð ÞzM . . .þ 2z2M�3

þ z2 M�1ð Þ: ð16Þ
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Fig. 3 Pole-zero plots for different values of coefficient a2 in Example 1
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The goal here is to separate the doubled zeros in (15) by appropriate choice of

the value of A.
This idea is illustrated in the following example.

Example 2 Considering M ¼ 4, we have

f zð Þ ¼ 1þ 2zþ 3z2 þ 4z3 þ 3z4 þ 2z5 þ z6, ð17Þ

and

p zð Þ ¼ 1þ 2zþ 3z2 þ Az3 þ 3z4 þ 2z5 þ z6: ð18Þ

In the following we show how Theorem 1 helps us to choose the appropriate

value of A, to get the doubled zeros separated on the unit circle.

Using (18) we write:

p zð Þ ¼ 1þ 2zþ 3z2 þ Az3 þ 3z4 þ 2z5 þ z6

¼ z3 z�3 þ 2z�2 þ 3z�1 þ Az3 þ 3zþ 2z2 þ z3
� �

¼ z3p1 zð Þ:
ð19Þ

The expression in parenthesis in (19) is denoted as:

p1 zð Þ ¼ z�3 þ 2z�2 þ 3z�1 þ Az3 þ 3zþ 2z2 þ z3: ð20Þ

We rewrite (20) as:

p1 zð Þ � zþ z�1
� �3 ¼ 2 z�2 þ z2

� �þ A: ð21Þ

Similarly

p1 zð Þ � zþ z�1
� �3 � 2 zþ z�1

� � ¼ A� 4: ð22Þ

Placing (7) into (22), we got

p1 zð Þ ¼ u3 þ 2uþ A� 4 ¼ g uð Þ: ð23Þ

Finally, from (19) and (23), we have

p zð Þ ¼ z3g uð Þ: ð24Þ

According to Theorem 1, all zeros of the polynomial g(u) must be real and in the

interval [�2,2], in order that the polynomial p(z) has all its zeros on the unit circle.

We easily find that this condition is satisfied for the following values of A:

3 � A � 4: ð25Þ
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Denoting A ¼ M � b ¼ 3 � b, where b is a positive value, the equivalent

condition (25) is expressed in terms of the value of b, as

0 � b � 1: ð26Þ

Figure 4 shows pole-zero plots for the polynomial p(z) for the values of b equal

to 0, 1/2, ¼, and 1/8.

Note that, as a difference to the classical works on zero rotation in [4, 5], we get

the comb zero rotation at low complexity.

2.3 Methods That Explore the Features of Symmetric
Polynomials

Method in [41]

The features of symmetric polynomials, which are described in previous section,

are explored in [41], and the modified comb was proposed as:
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Hm zð Þ ¼
XM�1

k¼0

z�k

" #2

� bz� M�1ð Þ, ð27Þ

where b ¼ 2-k, k ¼ 1,2,3,4.

It is worth to mention that authors in [10, 11] proposed similar approaches, but

from a different perspective; in [10], optimization is used to get the corresponding

parameters, while in [11], the choice of parameters is not elaborated.

Finally, the proposed filter G(z) is the cascade of K-2 combs (1) and the modified

comb Hm(z) (27):

G zð Þ ¼ HK�2 zð ÞHm zð Þ ¼ HK�2 zð Þ H2 zð Þ � bz� M�1ð Þ
h i

: ð28Þ

The method is illustrated in the following example.

Example 3 Consider the comb parameters:M¼ 12 and K¼ 4 and the parameter of

the modified comb, b ¼ 1/2.

From (28), we have:

G zð Þ ¼ H2 zð Þ H2 zð Þ � 2�1z�11
� 	

, ð29Þ

where H(z) is given in (1) and (2).

Figure 5 shows the overall magnitude responses of the proposed and equivalent

comb filters. The zoom in the first folding band is also shown.
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In order to get more aliasing rejections in folding bands at the expense of an

increased complexity, more general form of (28) is given as

G zð Þ ¼ HK�K1 zð ÞHm zð Þ ¼ HK�K1 zð Þ H2 zð Þ � bz� M�1ð Þ
h i

, ð30Þ

where K1 ¼ 0, 1, and 2. (The value K1 ¼ 2 is considered in (28)).

Figure 6 compares magnitude responses of comb filter and filter from [41] for

K1 ¼ 0, and 1, forM¼ 12, K¼ 4, and b¼ 1/2. The zoom in the first folding band is

also shown.

Modified Cosine Method [42]

In [42], two-stage filter for even decimation factors M is proposed. In the first

stage is comb filter decimated by M/2,

H1 zð Þ ¼ 1

M=2

1� z�M=2

1� z�1

� �K
: ð31Þ

At the second stage is the cascade of a cosine filter

H2 zð Þ ¼ 1

2

1� z�2

1� z�1

� �K
¼ 1

2
1þ z�1
� �� �K

, ð32Þ

and the modified cosine filter:
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F zð Þ ¼ 1þ 2� að Þz�1 þ z�2, ð33Þ

decimated by 2.

The parameter a is chosen in a suchway that the zeros of the expanded filterF(zM/2)

F zM=2

 �

¼ 1þ 2� að Þz�M=2 þ z�M, ð34Þ

fall down in the proposed comb odd folding bands. More details are given in [42].

Using (31), (32), (33), and (34), the transfer function of the proposed filter at

high input rate is given by:

He: zð Þ ¼ H1 zð ÞH2 zM=2

 �1

N
F zM=2

 �

¼ 1

M

1� z�M

1� z�1

� �K
1

N
F zM=2

 �

, ð35Þ

where N ¼ 4-a is a normalization factor of F(z), necessary for the overall filter to

have unity gain in the zero frequency, and K is the order of the comb filter.

The method is illustrated in the following example.

Example 4 Consider M ¼ 18, K ¼ 3, and the parameter a ¼ 1/2. The first stage is

decimated byM1 ¼ 9, while the second stage is decimated by 2. The overall system

function is given as

He: zð Þ ¼ 1

18

1� z�18

1� z�1

� �3
1

N
F z9
� �

, ð36Þ

where N ¼ 4–1/2 and F(z) is given in (33).

The overall magnitude responses of comb and filter (36), along with the first

folding band zoom, are given in Fig. 7.

Note that the alias rejection is increased in odd folding bands due to the

additional zeros introduced by F(z9), as illustrated in Fig. 8.

3 Design of Compensators with a Magnitude Response
Synthesized as Sinewave Functions

The compensators are designed to correct for the comb passband droop. Some

desirable compensator characteristics are multiplierless design and a low absolute

value of the passband deviation of compensated comb.

The magnitude response of the comb compensator has to approximate

the inverse of the comb magnitude response in the comb passband. As a result,

the cascade of comb and compensator should have the magnitude characteristic

approximately equal to 1, in the passband.
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Fig. 7 Magnitude responses of comb and filter in [42]
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3.1 Sine-Squared Method in [28]

The magnitude response of compensator has a sine-squared form

G2 ejωM
� ��� �� ¼ 1þ Bsin 2 ωM=2ð Þ, ð37Þ

where B is amplitude of sine-squared function, M is a comb parameter, and

subindex 2 denotes that a sine-squared function is used.

The magnitude characteristic of the compensated comb is

Hc ejω
� ��� �� ¼ H ejω

� �
G2 ejωM

� ��� �� ¼ 1

M

sin ωM=2ð Þ
sin ω=2ð Þ

����
����
K

1þ Bsin 2 ωM=2ð Þ� 	
, ð38Þ

where K is the order of comb filter.

Using a well-known trigonometrical relation,

sin 2 βð Þ ¼ 1� cos 2βð Þ½ �=2, ð39Þ

the system function of compensator, at low rate, is given as

G2 zð Þ ¼ 2�2 �Bþ 22 þ 2B
� �

z�1 � Bz�2
� 	

¼ 2�2B �1þ 2z�1 � z�2
� 	þ z�1: ð40Þ

The values of parameter B depend on the given value of comb parameter K and

do not depend on the comb parameterM, forM> 10, and are given in Table 1 [28].

The parameters B in Table 1 can be presented as adds and shifts resulting in a

multiplierless design. The compensator needs 3 adders for K ¼ 1, 2, and 4, and

4 adders for K ¼ 2 and 5. In all cases the maximum absolute value of passband

deviation is lower than 0.4 dB.

Next example illustrates the method.

Example 5 We chose two values of M (18 and 23) to show that the choice of the

parameter B from Table 1 depends only on the value of K. The parameter K ¼ 4 is

used for both values of M. From Table 1 it follows B ¼ 1. The overall magnitude

responses and passband zooms, for comb and compensated comb, are given in

Figs. 9 and 10, for M ¼ 18 and 23, respectively.

We can observe that the compensator does not deteriorate comb folding bands.

Table 1 Values of parameter

B for values of K ¼ 1,. . ., 5
K B

1 1/4

2 1/2

3 3/4

4 1

5 5/4
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3.2 Fourth-Order Sine-Based Magnitude
Response Method in [43]

In order to get better approximation of the inverse comb magnitude characteristic,

in [43] is proposed to cascade filter (37) with a filter with a fourth-order sine-based

function magnitude response:

G4 e jωM
� ��� �� ¼ 1þ Asin 4 ωM=2ð Þ, ð41Þ

where subindex 4 means fourth-order sine function and A is the amplitude of fourth-

order sine function.

Using well-known trigonometric relation

sin 4 βð Þ ¼ cos 4βð Þ � cos 2βð Þ þ 3½ �=8, ð42Þ

the system function of the filter (41), at low rate, is expressed as [43]

G4 zð Þ ¼ 2�4A 1þ z�4 � 4 z�1 þ z�3ð Þ½ � þ 2�33Aþ 1
� 	

z�2

¼ 2�4A 1þ z�4 � 4 z�1 þ z�3ð Þ þ 22 þ 2
� �

z�2
� 	þ z�2:

ð43Þ

From (37) and (41) the magnitude characteristic of compensator in [43] is

given as

G ejωM
� ��� �� ¼ G2

�
ejωM

�� �� G4

�
ejωM

�� ��
¼ 1þ Asin 4 ωM=2ð Þ� 	

1þ Bsin 2 ωM=2ð Þ� 	
: ð44Þ

The system function of the compensator at low rate is given as

G zð Þ ¼ G2 zð ÞG4 zð Þ, ð45Þ

where G2(z)and G4(z) are given in (40) and (43), respectively.

The values of parameters A and B are given in Table 2 [43]. The compensator

(45) is multiplierless because the parameters A and B from Table 2 can be presented

as adds and shifts. The compensator (45) provides absolute value of maximum

passband deviation in a compensated comb lower than 0.1 dB.

The method is illustrated in Example 6.

Table 2 The values

of parameters A and

B for K ¼ 1,. . .,6

K A B

1 0 7/32

2 1/4 5/16

3 1/2 7/16

4 1/2 11/16

5 1 23/32

6 1 63/64
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Example 6 We consider here the same comb parameters as in Example 5 in order to

demonstrate the benefit of this method (M ¼ 18 and 23, K ¼ 4). The corresponding

parameters in Table 2 are A ¼ 1/2 and B ¼ 11/16. Figures 11 and 12 show the

overall magnitude responses and passband zooms for comb and compensated comb,

respectively.

4 Simultaneous Passband and Stopband Improvements

4.1 Corrector Filters Method in [44]

The five novel simple multiplierless comb corrector filters, each for the given value

of K, K ¼ 1,. . ., 5, and arbitrary even values ofM are introduced in [44]. The filters

are designed using the frequency sampling and IFIR methods and simultaneously

compensate for the comb passband droop in the wideband passband region and

increase the attenuations in the old folding bands. The corrector filter works at the

rate which is M/2 lower than the high input rate, where M is the decimation factor.

To this end a two-stage comb structure is proposed. The first comb stage is

decimated by M/2, while the second stage, which is the cascade of the combs and

corrector C(z), is decimated by 2.
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K ¼ 4
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The system function of the overall filter is:

Hc zð Þ ¼ H zð ÞC zM=2

 �

, ð46Þ

where

H zð Þ ¼ 1

M

1� z�M

1� z�1

� � �K
¼ 1

M=2

1� z�M=2

1� z�1

� � �K
1

2

1� z�M

1� z�M=2

� � �K

¼ H1 zð ÞH2 zM=2

 �

, ð47Þ

and

H1 zð Þ ¼ 1

M=2

1� z�M=2

1� z�1

� � �K
; H2 zM=2


 �
¼ 1

2

1� z�M

1� z�M=2

� � �K
; ð48Þ

H2 zð Þ ¼ 1

2

1� z�2

1� z�1

� � �K
¼ 1

2
1þ z�1
� �� �K

: ð49Þ
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K ¼ 4
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The comb filter (49) is also known as cosine filter, because its magnitude

response has a cosine form. The non-normalized coefficients of corrector filters

are shown in Table 3.

Method is illustrated in Example 7, for two different even values of M and the

same value of K.

Example 7 We consider here the values of M equal to 18 and 22, and K ¼ 4.

The coefficients of the corrector filter are taken from Table 3. Figure 13a shows the

overall magnitude responses of comb and the filter from [44], forM¼ 18 and K¼ 4.

Similarly, Fig. 13b shows the zooms in the passband and the first folding band, to

show the improvement in both bands.

From the other side, Fig. 14a, b show overall magnitude responses, and zooms in

the passband and first folding bands, respectively.

5 Conclusions

We presented some recent low complexity methods, proposed for improvement of

magnitude characteristic of comb decimation filter.

First, we elaborated the methods for increasing alias rejection based on certain

characteristics of symmetric polynomials. Practically, one can get comb zero

rotation just changing the middle coefficient of the impulse response of

cascaded comb.

In the following we presented some recent proposed methods for the compen-

sation for the comb passband droop, based on sinusoidal form of compensator

magnitude characteristic. The compensators work at low rate and are multiplierless

and may provide the maximum absolute value of passband deviation lesser than

0.1 dB, in the compensated comb.

Finally, a simultaneous improvement of comb magnitude characteristic was

addressed in both passband and the folding bands. The method, based on simple

multiplierless corrector filters, is described.

All presented methods are illustrated with examples and then compared with the

corresponding comb filters.

Table 3 Coefficients of

corrector filters for the values

of K ¼ 1,. . ..,5, [44].

K C

1 [�3,2,17,17,2,�3]

2 [1,�1,�5,3,18,18,3,�5,�1,1]

3 [1,1,�5,�5,12,24,12,�5,�5,1,1]

4 [1,1,�2,�8,1,24,24,1,�8,�2,1,1]

5 [1,2,�2,�11,0,27,27,0,�11,�2,2,1]
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K ¼ 4. (a) Overall magnitude responses. (b) Passband and first folding band zooms
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Design of Multichannel Filter Bank Using

Minor Component Analysis and Fractional

Derivative Constraints

B. Kuldeep, A. Kumar, G.K. Singh, and Heung-No Lee

1 Introduction

A substantial progress has been made toward multirate signal processing, especially

design of digital filter banks for numerous applications such as coding of audio and

video signal, biomedical signal processing, analog-to-digital converter, smart

antenna, and cognitive radio (CR) [1]. Preliminarily, the quest was confined to

two-channel filter banks, also called as quadrature mirror filter (QMF) banks, and,

subsequently, directed to M-channel FBs, especially cosine-modulated filter banks

(CMFBs) due to their simple design [1, 2]. The theory of CMFBs was evolved by

several researchers and available in various books [1, 2]. The first systematic simple

iterative technique for designing a prototype filter for CMFBs was proposed using a

linear search optimization in [3], and this technique was further modified using

different types of window functions [4–8]. Since windowing technique produces

reduced stopband error with the passband ripple to be approximately equal to

stopband ripple in CMFB design. Therefore, a new method based on the weighted

constrained least square (WCLS) technique was proposed for designing a CMFB

for given stopband attenuation, passband ripple, and channel overlapping [9] and
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was further improved in [10]. A new closed form design method for CMFB was

presented for the applications which are carried out in real time or quasi real time in

[11] and has been further extended for two-channel filter bank [12]. Authors in

[13, 14] have proposed an improved closed form method for designing CMFBs

using spline function in transition band. Thus, it is evident from literature review

that extensive work has been carried out for designing CMFBs based on either

optimizing passband edge frequency (ωp) or cutoff frequency (ωc) using linear

search optimization.

To overcome the differentiability and continuity problem of an objective

function in an optimization problem, some gradient-free methods such as genetic

algorithm (GA) were employed for the design of CMFB, in which the cost function

has been constructed as weighted sum of amplitude distortion and aliasing

distortion [15]. Subsequently, PSO and its variants were further employed for the

design of CMFB using different objective functions [16]. A new technique using

evolutionary algorithms was devised to design more optimized, and flexible

multiplierless CMFBs, for the given stopband attenuation (As) and channel

overlapping [17]. In [18], conventional integer derivative constraints have been

exploited for designing digital finite impulse response (FIR) filters to improve

design accuracy at the prescribed frequency point. However, the fractional calculus

has shown improved performance in many engineering applications such as elec-

trical networks, electromagnetic theory, biomedical applications, and signal and

image processing as compared to integer derivative [19]. Fractional derivative

increases the possibility of improving control performance by reducing the conver-

gence time in mentioned control problems. Therefore, a new approach for design-

ing linear-phase FIR filters based on fractional derivative constraints (FDCs) was

devised in [20] and has been extended for two-dimensional FIR filters [21] and filter

banks [22]. These techniques yield the improved designs; however, order of FDCs

has been selected on trial and error method, which is time consuming. To overcome

this problem, a new technique for determining optimal fractional derivative

constraints using swarm-based optimizations for efficient design of FB was

proposed in [23]. This method has been further improved by employing optimized

PCs using Lagrange multiplier enforcing swarm optimized FDCs [24–28].

During the past decade, neural networks have been emerged as a very efficient

and robust tool for solving linear and nonlinear signal processing applications,

which are carried out in real and quasi real time, due to fast convergence, higher-

order compatibility, and parallel structure [29]. Therefore, neural networks have

been extensively used in various engineering applications such as antenna array and

biomedical signal processing [30–31]. Authors in [32] have also exploited the

neural networks for designing a two-channel filter bank. A new technique based

on neural minor component analysis was proposed of designing digital FIR filters

[33], and this was further utilized for solving phase optimization problem,

constructed for the design of infinite impulse response (IIR) QMF bank

[34]. Thus, it is evident from literature review on neural networks for signal

processing that neural network-based methods are more efficient as compared to

other iterative methods, and they are highly suitable for higher-order system design
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and real-time applications. Only few references have been reported in literature for

designing either FIR filters or IIR filter-based two-channel filter bank, based on

minor component analysis [33, 34]. So far, no technique has been reported for

designing M-channel cosine-modulated filter bank, where PCs, MCA-based neural

learning, and swarm optimization for fractional derivative constraints have been

employed simultaneously.

In this context, therefore, this chapter presents a new technique for designing

cosine-modulated filter banks, based on minor component analysis (MCA), and

optimized fractional derivative constrained (FDCs) using different evolutionary

techniques such as CS, MCS, ABC, and PSO techniques. The rest of the chapter

is organized as follow: a brief overview on fractional derivative (FD) and

multichannel cosine-modulated filter bank is given in Sects. 2 and 3, respectively.

Section 4 describes the problem formulation of CMFB using MCA and FDCs.

A brief overview of different evolutionary techniques such as CS, MCS, PSO, and

ABC algorithm is presented in Sect. 5. The proposed methodology for CMFB is

described in Sect. 6. Design results using the proposed method and the concluding

remarks are given in Sects. 7 and 8, respectively.

2 Overview of Fractional Derivative (FD)

During the past decades, a substantial progress has been made toward fractional

calculus and its applications in numerous science and engineering fields [19–34].

In the literature, three definitions of FD such as Riemann–Liouville, Grünwald–
Letnikov, and Caputo have been explored. However, Grünwald–Letnikov deriva-

tive method has been most commonly exploited in signal processing applications

due to low complexity, and ease of computation, defined as [19–21]:

Dvg xð Þ ¼ dvg xð Þ
dxv

¼ lim
Δ!0

X1
k¼0

�1ð ÞkI vk
Δv g x� kΔð Þ, ð1Þ

and the coefficient I vk is defined as

I vk ¼ Γ vþ 1ð Þ
Γ k þ 1ð ÞΓ v� k þ 1ð Þ ¼

1, k ¼ 0
v v� 1ð Þ v� 2ð Þ� � �
v� k þ 1ð Þ

� �
1, 2, 3� � �k

, k � 1

8>><
>>: , ð2Þ

In Eq. (2), Г(∙) is the gamma function. Based on above definition, FD of

sinusoidal functions is given as [19–21]:

Dvβ0 sin ωxþ σð Þ ¼ β0ω
v sin ωxþ σ þ π

2
v

� �
, ð3Þ
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and

Dvβ0 cos ωxþ φð Þ ¼ β0ω
v cos ωxþ φþ π

2
v

� �
: ð4Þ

A detailed discussion on fractional derivative and its applications are given in

[19] and the references therein.

3 Overview of M-Channel Cosine-Modulated Filter Bank

The theory of M-channel FBs has been extensively developed and available in

literature [1, 2]. In multichannel filter bank, the input signal is divided into multiple

subbands so that each subband can be independently processed, as illustrated in

Fig. 1. These filter banks can be further classified in three types: parallel structure,

tree structured, and based on cosine modulation or modified discrete Fourier

transform (MDFT). Among all M-channel filter banks, cosine-modulated filter

banks (CMFBs) are the most frequently used filter banks in several fields such as

subband processing of audio, image and video signals, and analog-to-digital con-

verters, due to their simple design, and more realizable as compared to other filter

banks [1, 2]. In this filter bank structure, only single prototype filter is to be

designed, and the rest of other composing filters are generated from this filter

with the aid of cosine modulation or MDFT [1, 2].

Consider a generalized architecture of an M-channel CMFB, where H0(z) ,
H1(z) , . . . ,HM� 1(z) and F0(z) ,F1(z) , . . . ,FM� 1(z) are the analysis and synthesis

filters, respectively, andM stands for number of subbands in a filter bank. x(n) is the
input to M-channel FB, and x0(n) , x1(n) , . . . , xM� 1(n) are the outputs of analysis

filters. While v0(n) , v1(n) , . . . . , vM� 1(n) are the output signals after decimation,

Fig. 1 A generalized block diagram of M-channel CMFB
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and u0(n) , u1(n) , . . . . , uM� 1(n) are the output signals of synthesis filters. The final
reconstructed output of a CMFB in z-transform is given as [1, 2]

Y zð Þ ¼ T0 zð ÞX zð Þ þ
XM�1

l¼1

Tl zð ÞX ze�j2πl=M
� �

, ð5Þ

where X(z) and Y(z) are the input and output signals in z-domain, respectively, and

T0(z) is a distortion transfer function, defined as

T0 zð Þ ¼ 1

M

XM�1

k

Fk zð ÞHk zð Þ: ð6Þ

In Eq. (5), Tl(z) is the aliasing error, defined as

Tl zð Þ ¼ 1

M

XM�1

k

Fk zð ÞHk ze�j2πl=M
� �

for l ¼ 1, 2, . . . ,M � 1: ð7Þ

For perfect reconstruction (PR), the distortion transfer functionT0(z) is to be a delay
function z�K with K being an integer and Tl(z)¼ 0 for l¼ 1 , 2 , . . . ,M� 1. If these

conditions are satisfied, the reconstructed output signal is an exact replica of the

original input signal with some delay, that is, y(n)¼ x(n� k). Such multirate systems

are known as perfect reconstructed (PR) FBs and are highly useful in case of lossless

coding [1, 2]. If these conditions are partially satisfied, then filter bank structure is

called as nearly perfect reconstructed (NPR) FB, having amplitude distortion and

aliasing error. NPR CMFBs are suitable for lossy coding, where the effect of these

distortions is being less than those caused by the coding distortions [1, 2].

In a CMFB, the impulse responses of the analysis filters (hk(n)) and synthesis

filters ( fk(n)) are cosine-modulated version of a prototype filter h0(n) with following
transfer function:

H0 zð Þ ¼
XN�1

n¼0

h0 nð Þz�n, ð8Þ

where N� 1 is the order of a prototype filter and the remaining analysis and

synthesis filters are computed as

hk nð Þ ¼ 2h0 nð Þ cos ωk n� N � 1

2

� �
þ θk

� �
, ð9Þ

and

f k nð Þ ¼ hk N � 1� nð Þ ð10Þ

with k¼ 0 , 1 , . . . ,M� 1, and ωk ¼ 2kþ1ð Þπ
2M : In Eq. (9), θk¼ (�1)kπ/4.
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Therefore, the design problem of a CMFB is reduced to design of a single

prototype filter that yields either perfect reconstruction (PR) or nearly perfect

reconstruction (NPR). As it is evident from the literature, three types of errors

such as phase distortion, amplitude distortion, and aliasing distortion are introduced

in filter banks due to nonideal nature of analysis and synthesis filters and

subsampling operation. In an NPR CMFB, phase distortion is eliminated through

use of linear-phase FIR filters. Therefore, these filter banks are characterized by the

error in amplitude response, given as [1, 2]

eam ¼ max
ω

1� T0 ejω
� 	

 

� 	

, ð11Þ

and the aliasing distortion (ea), defined as

ea ¼ max
l,ω

Tl e
jω

� 	� 	
for ω2 0; π½ �, 1 � l � M � 1: ð12Þ

From analysis of M-channel CMFBs, it is evident that perfect reconstruction is

possible if Eq. (13) is satisfied, which is reduced to |H0(e
jπ/2M)|¼ 0.707, when

computed at ωc¼ π/2M.

H0 ejω
� 	

 

2 þ H0 ej ω�2ωcð Þ

� �


 


2 ¼ 1, for 0 < ω < 2ωc ð13Þ

In this chapter, the filter coefficients of a prototype filter for CMFB are opti-

mized using MCA, FDCs, and evolutionary techniques. The constraint is derived by

applying the fractional derivative at prescribed frequency point ω0 on the prototype

filter response. After that, filter coefficients of a prototype filter for CMFB are

derived by MCA method, based on optimized FDCs through swarm optimization

techniques (SOTs).

4 Design Problem Formulation of CMFB

Using MCA and FDC

From literature review, it is evident that an NPR CMFB is simply designed by

developing a suitable algorithm for designing a low-pass prototype filter that

can satisfy the perfect reconstruction criterion, and other design issues. Therefore,

in this chapter, a new method using Type 1 polyphase decomposition is devised

for optimal design of a prototype filter for CMFB using MCA and optimized

FDCs, which are determined using different evolutionary techniques. For this

purpose, assume a low-pass FIR prototype (H0(z)), whose transfer function is

defined as [1, 2]

88 B. Kuldeep et al.



H0 zð Þ ¼
XN
n¼0

h0 nð Þz�n, ð14Þ

and its polyphase realization is given as [35, 36]

H0 zð Þ ¼
XP�1

l¼0

z�lEl z
L

� 	
, ð15Þ

where El(z) is the l
th polyphase component of a prototype filter, defined as

El zð Þ ¼
XN
n¼0

el nð Þz�n: ð16Þ

In Eq. (16), el(n)¼ h0(nP + l ), and P stands for number of PCs. For simplicity

and low computational complexity, in this work, P is assumed to 2. Due to this, the

polyphase realization of a prototype filter is reduced to

H0 zð Þ ¼ E0 z2
� 	þ z�1E1 z2

� 	
: ð17Þ

To have an exact linear-phase response, the impulse response of an FIR filter

exhibits either symmetry or antisymmetric condition (h(n)¼ � h(N� n)). Here,
Type 2 FIR filter is considered as a low-pass prototype filter, whose impulse

response follows the symmetry condition (h0(n)¼ h0(N� n)). Due to this, e0 and
e1 become mirror image to each other, and their relations in time and z-domains are,

respectively, described as

e0 nð Þ ¼ e1
N � 1

2
� n

� �
, ð18Þ

and

E1 zð Þ ¼ z� N�1ð Þ=2E0 z�1
� 	

: ð19Þ

Using Eqs. (18) and (19), H0(z) can be rewritten as [35, 36]

H0 zð Þ ¼ E0 z2
� 	þ z�NE0 z2

� 	
, ð20Þ

and the frequency response of a prototype filter in term of PCs is defined as

H0 ejω
� 	 ¼ XN�1ð Þ=2

n¼0

e0 nð Þe�2jωn þ e�jωN
XN�1ð Þ=2

n¼0

e0 nð Þe2jωn: ð21Þ
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After further simplification, frequency response is reduced to

H0 ejω
� 	 ¼ e�jωN

2

XN�1ð Þ=2

n¼0

2e0 nð Þ cosω 2n� N

2

� � !
¼ e�jωN

2H0 ωð Þ: ð22Þ

In Eq. (22), H0(ω) is the amplitude response of a prototype filter, rewritten in a

matrix form as

H0 ωð Þ ¼ e0
T � C ωð Þ ¼ CT ωð Þ � e0, ð23Þ

where

e0 ¼ e0 0ð Þ; e0 1ð Þ; e0 2ð Þ; . . . . . . . . . e0 N � 1

2

� �� �T
, ð24Þ

and

C ωð Þ ¼ 2 cos 0� N

2

� �
ω; cos 2� N

2

� �
ω; cos 4� N

2

� �
ω; . . . cos

N

2
� 1

� �
ω

� �T
:

ð25Þ

For designing a CMFB, in this work, a new algorithm is developed to optimize

the polyphase component e0 so that actual response H0(ω) and ideal responseHd(ω)
are approximately same. For this purpose, an objective function is constructed as a

mean integral square error between H0(ω) and Hd(ω), using suitable constraint on

polyphase component e0
Te0¼ 1, mathematically formulated as

ϕ ¼ 1

π

ð
ω2R

H0 ωð Þ � Hd ωð Þð Þ2dω
0
@

1
A: ð26Þ

In Eq. (26),Hd(ω) is defined asHd(ω)¼H(0) for ω2 [0 ωp] and 0 for ω2 [ωs π ],

and R is the interested band, which is R 2[0,ωp][ [ωs, π]. The objective function,
defined by Eq. (26), can be rewritten as a function of polyphase component e0,

ϕ ¼ e0
T 1

π

ðωp

0

C ωð Þ � C 0ð Þð Þ C ωð Þ � C 0ð Þð ÞTdωþ 1

π

ðπ
ωs

C ωð Þð Þ C ωð Þð ÞTdω
2
4

3
5e0

¼ e0
TQe0,

ð27Þ

where Q¼Qp +Qs. Here, Qp and Qs are the passband and stopband specification

matrixes, respectively, and can be expressed as
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Qp ¼
1

π

ðωp

0

C ωð Þ � C 0ð Þð Þ C ωð Þ � C 0ð Þð ÞTdω, ð28Þ

and

Qs ¼
1

π

ðπ
ωs

C ωð Þð Þ C ωð Þð ÞTdω: ð29Þ

To achieve perfect reconstruction and more accurate response of an M-channel

CMFB, following constraints are imposed:

H0 ωð Þjω¼ωc
¼ 0:707Hd ω0ð Þ, ð30Þ

and

DuH0 ωð Þjω¼ω0
¼ 0: ð31Þ

In the above equations, ω0 is the prescribed passband frequency; ωc is the cutoff

frequency, equal to π/2M; and u2 {u1, u2, u3, . . . , uL} is the order of fractional

derivatives. Total number of constraints imposed are equal to L + 1. Eq. (30)

corresponds to a perfect reconstruction of a M-channel CMFB, while Eq. (31)

implies that fractional derivative of H0(ω) at ω0 becomes zero, which increases

the flatness or accuracy of H0(ω) at ω0. The FD of H0(ω) is computed as [19]:

DuH0 ωð Þ ¼
du

XN�1ð Þ=2

n¼0

2e0 nð Þ cosω 2n� N

2

� � !

dωu

¼
XN�1

2

n¼0

2e0 nð Þ �
du cosω 2n� N

2

� �
ω

dωu
¼ e0

Tc ω; uð Þ,

ð32Þ

where vector c(ω, u) is defined as

c ω; uð Þ ¼

2� 2� 0� N=2ð Þð Þu cos 2� 0� N=2ð Þð Þωþ πuð Þ=2ð Þ
2� 2� 1� N=2ð Þð Þu cos 2� 1� N=2ð Þð Þωþ πuð Þ=2ð Þ
2� 2� 2� N=2ð Þð Þu cos 2� 2� N=2ð Þð Þωþ πuð Þ=2ð Þ

:
:
:

2� 2� N � 1ð Þ=2ð Þ � N=2ð Þð Þu cos 2� N � 1ð Þ=2ð Þ � N=2ð Þð Þωþ πuð Þ=2ð Þ

2
666666664

3
777777775
:

ð33Þ
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The constraints, given by Eqs. (30) and (31), can be rewritten in more compact

form using matrix representation defined as

CT ωcð Þe0 ¼ 0:707Hd ω0ð Þ, ð34Þ

and

cT ω0; ukð Þe0 ¼ 0: ð35Þ

Above equations can be combined as

S� e0 ¼ g, ð36Þ

where

S ¼
CT ωcð Þ

cT ω0; u1ð Þ
⋮

cT ω0; uLð Þ

2
664

3
775and g ¼

0:707Hd ω0ð Þ
Du1Hd ωð Þjω¼ω0

⋮
DuLHd ωð Þjω¼ω0

2
664

3
775 ð37Þ

Now, design problem of a low-pass prototype filter for CMFB is diminished to

Optimize : ϕ e0ð Þ ¼ e0
TQe0, subject to e0

Te0 ¼ 1 and S� e0 ¼ g: ð38Þ

For solving above design problem, Eq. (36) is modified using H0 ωð Þjω¼ω0
¼ Hd

ω0ð Þ, given as

S� e0 ¼ g� H0 ω0ð Þ
Hd ω0ð Þ ¼ g� CT ω0ð Þ � e0

Hd ω0ð Þ , ð39Þ

and further can be rewritten as

S
^ �e0 ¼ 0, ð40Þ

where

S
^ ¼ S� g� CT ω0ð Þ

Hd ω0ð Þ : ð41Þ

Using Eq. (40), the design problem given in Eq. (38), is reduced to

Optimize : ϕ e0ð Þ ¼ e0
TQe0, Subject to e0

Te0 ¼ 1 and S
^ �e0 ¼ 0 ð42Þ
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In Eq. (42), Ŝ � e0 ¼ 0 can be rewritten as e0¼B� r, where columns of B form

an orthonormal basis of the null space of a matrix S
^
[37, 38]. Due to this, Eq. (42) is

modified as

Optimize ϕ e0ð Þ ¼ rTQBr, Subject to rTr ¼ 1, ð43Þ

where QB¼BTQB contains FDCs and the optimal solution ropt is a Eigen vector

of a matrix QB corresponding to smallest Eigen value and the optimal PCs are

given by

e0opt ¼ Bropt: ð44Þ

By using QR decomposition, orthonormal basis of the null space of matrix S
^
is

computed. For solving the above optimization problem, a minor component

analysis-based neural learning is employed.

4.1 Minor Component Analysis (MCA)-Based Learning
Algorithm

If x(t)2RM is an input, y(t) is the output, and w(t) is a weight vector of neurons of a
neural network illustrated in Fig. 2, then input/output relation is defined as [33, 34]

y tð Þ ¼ wT tð Þx tð Þ ¼ xT tð Þw tð Þ ¼
XM
i¼1

wi tð Þxi tð Þ: ð45Þ

In the proposed work, MCA-based neural learning is exploited to compute the

Eigen vector or weight vector, corresponding to the smallest Eigen value of QB. For

this purpose, the output power of a neural network model is considered as an

objective function, defined as [33, 34]

J w tð Þð Þ ¼ 1

2
E y2 tð Þ� �þ 1

2
λ wT tð Þw tð Þ � 1
� 	

, ð46Þ

where E[y2(t)] is the power of neuron’s output and λ is the Lagrange multiplier

exploited so that wT(t)w(t)¼ 1. For solving optimization problem, J(w(t)) is differ-
entiated with respect to w(t), given as

∂J=∂ w tð Þð Þ ¼ 1

2
E y tð Þx tð Þ½ � þ 1

2
λw tð Þ, ð47Þ

and this can be further simplified for computing optimal value of λ, given as [33, 34]
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wT tð Þ∂J=∂ w tð Þð Þ ¼ E y2 tð Þ� �þ λ� σ wT tð Þw tð Þ � 1
� 	

, ð48Þ

where σ is an arbitrary constant and the optimal value of λ is given as

λo ¼ �E y2 tð Þ� �þ σ wT tð Þw tð Þ � 1
� 	

: ð49Þ

Computational complexity of MCA algorithm can be further enhanced by

formulizing neural learning algorithm, given as

dw tð Þ=dt ¼� ∂J=∂w tð Þð Þ
¼ �E y tð Þx tð Þ � y2 tð Þw tð Þ½ � � σ wT tð Þw tð Þ � 1ð Þw tð Þ: ð50Þ

Above neural learning rule can be further simplified in discrete time domain with

very small time period (T ), defined as Δw/T, where Δw¼w((k+ 1)T )�w(kT).
Therefore, Eq. (50) is modified as

Δw ¼ �ηE yx� y2w
� �� ησ wTw� 1

� 	
w, ð51Þ

Fig. 2 Basic diagram of a

linear neural network

[33, 34]
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where η is the learning step size, which decides the convergence rate of MCA

algorithm.

For designing cosine-modulated filter bank, the input vector x and weight vector
w of a neural model can be considered as the frequency specification (BC(ω)) of a
prototype filter, and polyphase component equivalent (r), respectively, defined as

xi kð Þ ¼ Bi
T Ci ωð Þ � Ci 0ð Þð Þ ω in passband

Bi
TCi ωð Þ ω in stopband


, ð52Þ

and

wi kð Þ ¼ ri kð Þ: ð53Þ

An equivalent relationship between a linear neural model and a prototype filter is

given as

y kð Þ ¼ H ωð Þ � Hd ωð Þ, ð54Þ

and the neural output with respect to frequency response is defined as

y kð Þ ¼ rT kð ÞB C ωð Þ � C 0ð Þð Þ ω in passband

rT kð ÞB C ωð Þð Þ ω in stopband


: ð55Þ

As in a linear neural network model, neuron’s output power is same as an

objective function is to be optimized. Therefore, neuron’s output power is com-

puted as

E y2 kð Þ� � ¼ wT kð ÞE x kð ÞxT kð Þ� �
w kð Þ ð56Þ

and can be further simplified as

E y2 kð Þ� � ¼ rTBT

1

π

ðωp

0

C ωð Þ � C 0ð Þð Þ C ωð Þ � C 0ð Þð ÞTdω

þ 1

π

ðπ
ωs

C ωð Þð Þ C ωð Þð ÞTdω

2
6666664

3
7777775
Br ð57Þ

E x kð ÞxT kð Þ� � ¼ QB ¼ BTQB ð58Þ

is a covariance matrix of a neural network system and contains FDCs, where

E[x]¼ Ð
x dω. Now, MCA-based neural learning rule derived in Eq. (51) can be

exploited for determining r, corresponding to polyphase component (e0). For next
iteration, updating equation is
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r k þ 1ð Þ ¼ r kð Þ
þ μ � QBr kð Þ � rT kð ÞQBr kð Þ� 	

r kð Þ� �� σ rT kð Þr kð Þ � 1
� 	

r kð Þ� �
,

ð59Þ

and the stoppingcriterion is set tokr(k+ 1)� r(k)k� ξ,whereξ¼ e� 10andη¼ 0.002

[33, 34]. When this is satisfied, the weight vector is conversed to the Eigen vector,

corresponding to smallest Eigen value of a matrix QB, which is the optimal filter

coefficients, obtained similar toEigen filter design approach. Finally,MCA-optimized

polyphase component is computed as

e0opt kð Þ ¼ B� ropt kð Þ: ð60Þ

During MCA neural learning algorithm, FDC matrix S is not optimized. So for

optimizing, several swarm-based techniques such as CS, MCS, PSO, and ABC

algorithms are exploited by considering an objective function given by Eq. (61),

which is the peak reconstruction error (PRE) in the filter bank.

ψ u1; u2; u3: . . . uLf gð Þ ¼ PRE

¼ max 10log H0 ejω
� 	

 

2 þ H0 ej ω�2ωcð Þ

� �


 


2� � �
: ð61Þ

After optimization, the optimized constraint matrix is SS, and corresponding

B matrix is Bs. Finally, optimized polyphase component (e0)Sopt is computed as

e0ð ÞSopt kð Þ ¼ Bs � rSopt kð Þ, ð62Þ

which can be used for determining a prototype filter response, and other composing

filters response are derived using cosine modulation.

5 Overview on Employed Swarm Optimization Techniques

In this section, a brief overview on swarm optimization techniques is presented,

which are employed in this work.

5.1 Cuckoo Search Algorithm

Cuckoo search (CS) algorithm [39] is a very efficient global search algorithm based

on coercion of progeny parasitic demeanor of some cuckoo spices in conjunction

with Levy flight demeanor [39]. Levy flights are random move, whose step size and
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direction is decided by Levy flight distribution [39]. Cuckoo bird’s reproduction
approach is one of the most attacking as compared to other bird species [39].

Intraspecific brood parasitism, cooperative breeding, and nest takeover are three

basic progeny parasitism behaviors. Cuckoos can directly struggle from the host

birds. Either host birds can chuck the unknown eggs away from the nest or they

discard the nest and make another one. The Tapera, a genus of cuckoo bird, engages
with such evolution; they can emulate the properties (color and pattern) of the eggs

of selected few hosts [39]. Cuckoo chick can also emulate the call of host chicks to

gain access to more nourishing possibilities [39]. There are three basic assumptions

of CS algorithm [39]:

(i) At a time, each cuckoo lays one egg and drops it in a conjecturally

selected nest.

(ii) The best nests will be passed to the next generation.

(iii) The number of existing host nests are constant, and discovering probability of

host bird for cuckoos egg is pa2 [0, 1].

Now, there is a chance that host bird can totally dumb the nest and construct a

new nest. For ease, it is assumed that the last supposition can be approximated by a

probability pa of the n nest and is swapped by new nests (with random new

solutions). Each egg in a nest denotes a solution, and a cuckoo egg denotes a new

solution, then plan is to exploit new and potentially better solutions (cuckoos) to

replace an unfit solution in the nests. For producing new solution xi(t+ 1) for cuckoo
i, a Levy flight is executed using

xi tþ 1ð Þ ¼ xi tð Þ þ α	 Levy λð Þ, ð63Þ

where α is the step size, which is associated to the dimension of optimization

problem. Levy(λ) is a Levy flight distribution. Cuckoo search is basically regulated

by the following factors: number of host nests (NS), probability ( pa), number of

iterations, and step size (α). A detailed discussion on CS and Levy flight distribution

is available in [39] and the references therein.

5.2 Modified Cuckoo Search Algorithm

MCS technique is amended version of CS algorithm with two basic amendments

[40]. The first amendment is that the Levy flight step size α becomes variable. The

value of α in MCS decreases as the number of generation (G) increases. Due to the

amendment, search becomes more localized. Therefore, the adapted Levy flight

step size αm is expressed by

αm ¼ α=
ffiffiffiffi
G

p
, ð64Þ
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where α and G are Levy flight step size used in CS and generation number,

respectively. The knowledge exchange between the eggs is introduced as a second

amendment so that convergence of algorithm accelerated. Unlike CS, a group of top

eggs formatted which is made by fraction of eggs have best fitness values in MCS.

In the group for each top egg, a reference egg is selected as random manner, and

new egg is generated by on the line connecting the top egg and reference egg. The

new egg position along the line is calculated by using golden ratioφ ¼ 1þ ffiffiffi
5

p� 	
=2

[40], such that the position of new egg is nearer to the egg with best fitness value.

The new egg is generated at the mid of both egg, if both have same fitness value.

There is a chance that, in the selection process, same egg is picked up twice. At that

point, a local Lévy flight search is executed from randomly selected nest with step

size αm¼ α/G2. So, there are two parameters, fraction of nests to be abandoned

( pa1) and fraction of nests to make up the top nests ( pa2¼ 1� pa1), which need to

be adjusted in MCS. A detailed knowledge of MCS can be found in [40] and the

references therein.

5.3 Artificial Bee Colony (ABC)

The food procuring process of honey bees is the main motivation of artificial bee

colony (ABC) [41] optimization. For given optimization problem which is solved

by ABC, the possible solutions are represented by the food source positions. In the

begging, the positions of food source are randomly generated in the virtual space. In

ABC, there are three types of honey bees employed for search, which are employed

bees, onlooker bees, and scout bees. Initially, all the presented bees are equally

divided into employed and onlooker bees. The nectar amount of food source

(solutions) is calculated by placed employed and onlooker bees on food source.

Scout bees walk around the whole colony devoid of any guidance. The vicinal food

position is calculated by

SPi cþ 1ð Þ ¼ SPi cð Þ þ χi SPi cð Þ � SPk cð Þð Þ, ð65Þ

where χi is randomly produced from interval [�1,+1], c is the cycle, and k is

randomly produced index, which is different from i. If the nectar amount or fitness

value F(SPi(c+ 1)) is higher than F(SPi(c)), then employed bee stores SPi(c+ 1) and
shares her information with onlooker bees, and the position SPi(c) of food source

i is replaced by SPi(c+ 1); otherwise, SPi(c) is kept as it is. More precisely, the

probability of ith source selected with F(SPi(c)) fitness value is given by [41]

Probi ¼ F SPið ÞPFS
k¼1

F SPkð Þ
: ð66Þ
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Every food source has only one employed bee (employed bees ¼ food sources).

If the position SPi(c) of food source i cannot be improved within predefined number

of cycles called limit, then the food source i is deselected, and employed bee

becomes scout bee. The scout bee begins search for a new food source randomly,

and after finding suitable one, the new position is admitted to be SPi(c+ 1). All three
steps conducted by the employed bees, onlooker bees, and scout bees are repeated

until the termination criteria are satisfied. It can be concluded that ABC algorithm is

controlled by three parameters: number of employed bees, iteration number, and

limit value. A detailed discussion on ABC optimization algorithm is given in [41].

5.4 Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) [41] is encouraged by the unified group

demeanors of living species that show complicated social behaviors. Unlike GA

and DE algorithms, there are no crossover and mutation operators in PSO. In PSO

algorithm, for searching new location of particles, both cognitive factors of relative

particle and social factor generated by the swarm are used. Due to these factors PSO

is effectively used for finding global optimal solution. The possible solutions are

termed as particle position and collection of possible solutions termed as swarm,

respectively. The PSO is administrated by two basic updating equations for particle

position i, first is velocity, whose updating equation is defined by

Vi k þ 1ð Þ ¼ w� Vi kð Þ þ c1ϕ1 Pibest kð Þ � Pi kð Þð Þ þ c2ϕ2 Gbest kð Þ � Pi kð Þð Þ, ð67Þ

and second is position updating equation, defined by

Pi k þ 1ð Þ ¼ Pi kð Þ þ Vi k þ 1ð Þ, ð68Þ

where w is the inertia weight factor and vary between 0 and 1 linearly; c1 and c2 are
the cognitive and social acceleration factors, respectively; ϕ1 and ϕ2 are the random

numbers, which are uniformly distributed in between 0 and 1; Pibest andGbest are the

updated velocity and position in next iteration called particle best and global best,

respectively; and Vi is the velocity of particle. The next velocity Vi(k+ 1) and

position Pi(k+ 1) of i
th particle is measured by Eqs. (67) and (68), respectively.

Basically, the particle position Pi represents one possible solution of optimization

problem. At every iteration, the objective function (fitness function) is measured by

the position vector Pi(k). The position vector corresponding to best fitness is known
as pbest, and the overall best outcome of all the particles in population is called

gbest; PSO depends on initial values of the control parameters

(w, c1 and c2,ϕ1 and ϕ2), the size of swarm value (s), and the maximum iteration

number. Detailed description of PSO is given in [42].
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6 Proposed Method for CMFB Based on MCA and

Optimized FDCs

In the proposed work, swarm intelligent based optimization algorithms such as CS,

MCS, ABC and PSO are exploited to determine the optimized FDC by minimizing

Eq. (61). Here, xi for CS and MCS, Pi for PSO and SPi for ABC are commonly

replaced by solution of problem (soli). The following steps are to be taken for

designing M-channel CMFB:

Step 1: Specify the design parameters of a prototype filter for CMFB such as length

of filter (N ), passband edge frequency (ωp), and stopband edge frequency(ωs).

Step 2: State the controlling parameters of CS, MCS, PSO, and ABC algorithm.

Step 3: Create initial population of host nests soli(t) having dimension equal tou(L).
Step 4: Compute the fitness value ψ for each soli(t) using Eqs. (60) and (61).

Step 5: Determine a new solution soli(t+1) using different SOTs updating equations.
Step 6: Calculate the fitness value ψ(soli(t+ 1)) at soli(t + 1) using Eqs. (60) and (61).
Step 7: Check the fitness of new solution ψ(soli(t+ 1)) with other possible solutions

fitness ψ(soli(t)). If ψ(soli(t+ 1))<ψ(soli(t)), use different criteria depending

upon the employed SOT to select best solution denoted by best(soli(t+ 1))
[39–41]. If ψ(soli(t+ 1))>ψ(soli(t)), check whether maximum number of itera-

tions is reached to specified limit. If yes, optimization process gets terminated,

and again start process. If no, go to step 5, and follow the next steps.

Step 8: Check ψ(best(soli(t+ 1)))<Tol. If yes, get optimized constraints matrixes

Bs and rSopt using QR decomposition, and optimized PCs (e0)Sopt using Eq. (62)

corresponding to best(soli(t+ 1)). Finally, design filter bank using Eqs. (9 and

10). If no, check whether maximum number of iterations is reached. If yes,

optimization process gets terminated, and again start process. If no, go to step

5 and follow the next steps.

The flowchart for proposed method is depicted in Fig. 3, and the values of

controlling parameters for CS, MCS, ABC, and PSO are taken from [25, 27, 28].

7 Result and Discussion

In this section, several simulated design examples for M-channel CMFB using the

proposed method are presented. The effectiveness and efficiency of this method is

assessed by:

Amplitude distortion:

eam ¼ max
ω

1� T0 ejω
� 	

 

� 	

, ð69Þ
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Fig. 3 Proposed methodology for desiging CMFB based on MCA and SOT
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Aliasing distortion:

ea ¼ max
l,ω

Tl e
jω

� 	� 	
for ω2 0; π½ �, 1 � l � M � 1, ð70Þ

Peak reconstruction error (PRE) in dB:

PRE ¼ max
ω

10log
XM
i¼1

Hi e
jω

� 	

 

2 !( )
, ð71Þ

Stopband attenuation:

As ¼ �20log10 H0 ωð Þj j, at ω ¼ ωs, ð72Þ

Passband Error:

ϕp ¼
1

π

ðωp

0

H0 ωð Þ � 1ð Þ2dω, ð73Þ

Stopband Error:

ϕs ¼
1

π

ð π
ωs

H0 ωð Þ � 0ð Þ2dω, ð74Þ

Transition band Error:

ϕt ¼ H0 ωð Þ � 0:707H0 0ð Þð Þ2at ω ¼ ωc ¼ π=2M ð75Þ

and computational time (CPU time in seconds for each iteration).

7.1 Design Examples

To examine the performance of proposed method, 8-, 16-, and 32-channel CMFBs

are designed using this methodology. Design parameters for these filter banks are

N¼ 160, ωp¼ 0.4π/8, and ωs¼ 0.6π/8 for M ¼ 8; N¼ 256, ωp¼ 0.4π/16,
ωp¼ 0.4π/16, and ωs¼ 0.6π/16 for M ¼ 16; and N¼ 512, ωp¼ 0.4π/32, and

ωs¼ 0.6π/32 for M ¼ 32. Initial guess value of polyphase component is taken

e0(n)¼ [0, 0, 0, 0, . . . , 1]. The best design results obtained for CMFB using pro-

posed method based on CS, MCS, ABC, and PSO for 8 channels are

CS : ϕp ¼ 1:69e� 7,ϕs ¼ 2:47e� 5,ϕt ¼ 1:23e� 32, PRE ¼ 0:0011dB,
eam ¼ 6:81e-4, ea ¼ 5:44e-9, and As ¼ 21:08dB;
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MCS : ϕp ¼ 9:06e� 7,ϕs ¼ 3:73e� 5,ϕt ¼ 3:08e� 31, PRE ¼ 0:0034dB,
eam ¼ 0:0089, ea ¼ 8:14e� 7, and As ¼ 18:62dB;

ABC : ϕp ¼ 1:46e� 6,ϕs ¼ 5:23e� 5,ϕt ¼ 2:39e� 21, PRE ¼ 0:0037dB,
eam ¼ 0:0079, ea ¼ 7:79e� 7, and As ¼ 17:55dB;

PSO : ϕp ¼ 2:29e� 6,ϕs ¼ 1:51e� 5,ϕt ¼ 1:23e� 32, PRE ¼ 0:0061dB,
eam ¼ 0:0020, ea ¼ 2:10e� 9, and As ¼ 21:46dB:

The best results obtained in case16-channel CMFB using proposed method are

CS : ϕp ¼ 1:96e� 6,ϕs ¼ 7:06e� 5,ϕt ¼ 7:36e� 27, PRE ¼ 0:0029dB,

eam ¼ 3:96e� 4, ea ¼ 6:07e� 7, and As ¼ 14:22dB;

MCS : ϕp ¼ 2:02e� 6,ϕs ¼ 7:12e� 5,ϕt ¼ 7:36e� 27, PRE ¼ 0:0034dB,

eam ¼ 4:29e� 4, ea ¼ 5:78e� 7, and As ¼ 14:30dB;

ABC : ϕp ¼ 4:60e� 6,ϕs ¼ 1:13e� 4,ϕt ¼ 1:81e� 24, PRE ¼ 0:0053dB,

eam ¼ 0:0014, ea ¼ 5:92e� 7, and As ¼ 12:48dB,

PSO : ϕp ¼ 1:20e� 6,ϕs ¼ 7:31e� 5,ϕt ¼ 2:81e� 28, PRE ¼ 0:0024dB,

eam ¼ 7:79e� 4, ea ¼ 4:51e� 7, and As ¼ 14:28dB,

and in case of 32-channel CMFB are

CS : ϕp ¼ 3:91e� 7,ϕs ¼ 2:75e� 5,ϕt ¼ 1:10e� 31, PRE ¼ 0:0019dB,

eam ¼ 5:15e� 4, ea ¼ 1:45e� 8, and As ¼ 16:48dB,

MCS : ϕp ¼ 9:56e� 7,ϕs ¼ 5:07e� 5,ϕt ¼ 6:56e� 29, PRE ¼ 0:0043dB,

eam ¼ 0:0037, ea ¼ 1:66e� 7, and As ¼ 12:93dB,

ABC : ϕp ¼ 2:11e� 6,ϕs ¼ 7:22e� 5,ϕt ¼ 2:62e� 23, PRE ¼ 0:0048dB,

eam ¼ 1:33e� 4, ea ¼ 6:9e� 8, and As ¼ 13:82dB:

PSO : ϕp ¼ 2:31e� 6,ϕs ¼ 3:77e� 5,ϕt ¼ 1:08e� 27, PRE ¼ 0:0043dB,

eam ¼ 0:0011, ea ¼ 1:57e� 7, and As ¼ 14:08dB:

Performance for different channels using the proposed method based on CS,

MCS, ABC, and PSO is also summarized in Tables 1a, 1b, 1c, 1d, 1e, 1f, 2a, 2b, 2c,

2d, 2e, 2f, 3a, 3b, 3c, 3d, 3e, 3f, 4a, 4b, 4c, 4d, 4e, and 4f (Table 1 for CS, Table 2 for

MCS, Table 3 for ABC, and Table 4 for PSO). The frequency response obtained for

32-channel CMFB is shown in Figs. 4, 5, 6, and 7 for CS, MCS, ABC, and PSO,

respectively.

It is evident from Tables 1a, 1b, 1c, 1d, 1e, 1f, 2a, 2b, 2c, 2d, 2e, 2f, 3a, 3b, 3c,

3d, 3e, 3f, 4a, 4b, 4c, 4d, 4e, and 4f that the least value of error and distortions

parameters like PRE, ϕp, ϕs, ϕt, ea, and eam are resulted from the proposed

methodology. Their respective values obtained in the case of CS-optimized FDCs

are 0.00109, 1.69e-7, 2.48e-5, 1.23e-32, 1.87e-9, and 6.81e-4 for 8-channel CMFB;

0.0024, 1.07e-6, 3.23e-5, 1.10e-31, 3.26e-8, and 3.96e-4 for 16-channel CMFB;

and 0.0019, 3.91e-7, 1.73e-5, 1.23e-32, 8.47e-9, and 2.99e-4 for 32-channel CMFB.
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Table 1a Performance parameters obtained using proposed method based on CS algorithm for

8-channel CMFB by varying different number of FDCs

No. of constraints PRE As ϕp ϕS ϕt ea eam

1 0.00474 21.18 8.75e-7 1.74e-5 1.23e-32 7.37e-9 0.0131

2 0.00247 20.96 1.05e-6 2.20e-5 1.23e-32 1.32e-8 0.0074

3 0.00109 21.08 1.69e-7 2.48e-5 1.23e-32 5.44e-9 6.81e-4

4 0.00136 21.09 1.89e-7 2.50e-5 1.59e-29 1.87e-9 0.0026

5 0.00367 21.34 2.71e-6 3.79e-5 1.10e-31 7.72e-9 0.0068

6 0.00211 20.55 3.48e-7 2.27e-5 4.44e-30 1.80e-7 0.0079

7 0.00140 19.61 6.22e-7 3.89e-5 2.08e-30 7.12e-7 0.0015

8 0.00150 18.43 3.80e-7 4.87e-5 3.20e-29 1.13e-6 0.0044

9 0.00690 18.85 3.16e-6 3.46e-5 1.64e-17 7.44e-7 0.0210

10 0.00600 18.23 2.54e-6 3.81e-5 8.67e-17 3.98e-9 0.0200

Fig. 4 CS-based 32-channel CMFB design with N + 1 ¼ 512: (a) Prototype filter amplitude

response in dB; (b) amplitude response of analysis filters in dB; (c) reconstruction error in dB
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Table 1b The optimized FDCs in case 8-channel CMFB for N + 1 ¼ 160 and M ¼ 8 using CS

algorithm

No. of

constraints u1 u2 u3 u4 u5 u6 u7 u8 u9 u10

1 6.13

2 8.65 1.21

3 4.18 6.41 1.25

4 4.12 1.18 6.43 22.94

5 15.40 8.11 13.49 3.58 1.30

6 8.42 3.92 68.94 40.92 32.90 1.06

7 73.66 1.08 5.17 2.48 49.09 11.24 63.16

8 7.61 80.71 43.75 10.87 1.16 77.92 10.29 47.85

9 57.35 60.20 66.19 8.78 68.76 66.19 61.95 57.20 18.73

10 2.90 52.23 68.87 61.69 43.64 40.87 54.18 65.25 49.13 49.14

Table 1c Performance parameters obtained using proposed method based on CS algorithm for

16-channel CMFB by varying different number of FDCs

No. of constraints PRE AS ϕp ϕs ϕt ea eam

1 0.0054 16.61 1.30e-6 3.23e-5 1.10e-31 3.26e-8 0.0166

2 0.0026 16.61 1.23e-6 4.63e-5 1.10e-31 4.69e-8 0.0016

3 0.0024 16.57 1.07e-6 3.46e-5 1.10e-31 4.61e-8 0.0014

4 0.0055 15.73 1.51e-6 4.22e-5 3.08e-31 1.98e-7 0.0158

5 0.0034 15.71 2.00e-6 4.58e-5 1.23e-30 1.98e-7 0.0016

6 0.0042 15.39 2.31e-6 5.86e-5 2.12e-27 3.40e-7 0.0058

7 0.0038 15.21 2.41e-6 6.78e-5 1.10e-31 3.58e-7 0.0014

8 0.0029 14.22 1.96e-6 7.06e-5 7.36e-27 6.07e-7 3.96e-4

9 0.0046 13.64 5.96e-6 9.76e-5 5.33e-26 6.38e-7 0.0020

10 0.0044 14.26 3.53e-6 7.27e-5 5.32e-26 6.22e-7 0.0011

Table 1d The optimized FDCs in case 8-channel CMFB for N + 1 ¼ 256 and M ¼ 8 using CS

algorithm

No. of

constraints u1 u2 u3 u4 u5 u6 u7 u8 u9 u10

1 4.28

2 1.12 5.76

3 3.85 1.76 40.96

4 41.03 69.27 71.75 7.54

5 7.51 1.60 9.05 29.12 59.71

6 59.70 52.96 33.25 56.38 1.14 17.46

7 18.92 65.29 69.20 1.08 45.01 68.94 12.50

8 29.23 70.10 53.79 56.28 13.61 69.79 65.69 1.58

9 17.60 72.15 61.02 33.10 1.30 33.00 62.76 10.35 27.38

10 71.47 33.79 20.83 71.65 1.49 0.99 46.92 29.01 41.39 25.90
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Table 1e Performance parameters obtained using proposed method based on CS algorithm for

32-channel CMFB by varying different number of FDCs

No. of constraints PRE AS ϕp ϕs ϕt ea eam

1 0.0054 16.63 6.50e-7 1.61e-5 1.23e-32 8.47e-9 0.0168

2 0.0019 16.48 3.91e-7 2.75e-5 1.10e-31 1.45e-8 5.15e-4

3 0.0023 16.57 5.30e-7 1.73e-5 4.93e-32 1.16e-8 6.95e-4

4 0.0025 15.04 7.14e-7 2.75e-5 3.08e-31 1.04e-7 3.67e-4

5 0.0034 14.34 5.94e-7 3.31e-5 5.51e-27 1.16e-7 0.0043

6 0.0041 14.95 1.21e-6 2.82e-5 3.47e-25 1.27e-7 0.0058

7 0.0062 15.53 2.02e-6 2.34e-5 9.32e-29 9.89e-8 0.0176

8 0.0051 13.96 2.83e-6 6.23e-5 5.45e-23 1.47e-7 2.99e-4

9 0.0046 14.24 3.07e-6 4.10e-5 1.00e-23 1.23e-7 6.81e-4

10 0.0053 14.74 1.60e-6 4.12e-5 3.37e-23 1.14e-7 0.0047

Table 2a Performance parameters obtained using proposed method based on MCS algorithm for

8-channel CMFB by varying different number of FDCs

No. of constraints PRE AS ϕp ϕs ϕt ea eam

1 0.0041 21.18 8.75e-7 1.74e-5 1.23e-32 7.49e-9 0.0131

2 0.0039 21.13 8.02e-7 1.76e-5 1.23e-32 1.24e-8 0.0126

3 0.0037 20.58 9.13e-7 2.09e-5 4.58e-29 1.77e-7 0.0118

4 0.0042 20.04 1.10e-6 2.40e-5 1.23e-32 4.91e-7 0.0138

5 0.0034 18.62 9.06e-7 3.73e-5 3.08e-31 8.14e-7 0.0089

6 0.0057 19.93 1.99e-6 2.45e-5 2.08e-30 5.94e-7 0.0190

7 0.0037 18.56 1.07e-6 3.93e-5 2.49e-29 8.25e-7 0.0099

8 0.0044 18.75 1.43e-6 3.60e-5 9.74e-27 8.51e-7 0.0121

9 0.0058 18.95 2.10e-6 3.28e-5 9.96e-21 8.92e-7 0.0189

10 0.0058 18.15 2.43e-6 4.09e-5 2.39e-20 8.69e-7 0.0192

Table 1f The optimized FDCs in case 8-channel CMFB for N + 1 ¼ 512 and M ¼ 32 using CS

algorithm

No. of

constraints u1 u2 u3 u4 u5 u6 u7 u8 u9 u10

1 4.42

2 4.73 0.96

3 1.78 3.66 26.99

4 45.78 1.60 54.10 11.35

5 3.98 22.47 10.60 8.33 5.95

6 19.54 41.18 36.16 41.09 42.69 1.51

7 1.44 52.38 34.82 21.79 39.26 22.70 50.84

8 38.26 41.00 1.06 33.06 41.21 33.20 29.54 2.80

9 6.92 55.42 36.50 50.64 36.62 48.31 36.58 1.40 48.00

10 44.10 37.11 30.29 0.96 62.61 50.70 44.43 54.57 21.09 43.55
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Table 2b The optimized FDCs in case 8-channel CMFB for N + 1 ¼ 160 and M ¼ 8 using MCS

algorithm

No. of

constraints u1 u2 u3 u4 u5 u6 u7 u8 u9 u10

1 6.13

2 4.09 2.00

3 76.79 38.80 8.35

4 40.84 71.85 9.71 7.43

5 77.50 14.50 58.45 38.50 4.50

6 55.72 34.84 20.30 70.88 56.27 11.35

7 24.17 79.50 25.00 27.75 77.95 11.50 7.50

8 34.83 74.50 50.91 40.20 22.79 2.54 40.60 27.03

9 41.67 17.04 70.75 69.05 78.92 60.41 46.88 51.13 44.67

10 71.97 13.03 65.16 57.24 41.21 58.27 43.66 44.10 55.60 77.48

Fig. 5 MCS-based 32-channel CMFB design with N + 1 ¼ 512: (a) Prototype filter amplitude

response in dB; (b) amplitude response of analysis filters in dB; (c) reconstruction error in dB
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Table 2d The optimized FDCs in case 8-channel CMFB for N + 1¼ 256 andM ¼ 16 using MCS

algorithm

No. of

constraints u1 u2 u3 u4 u5 u6 u7 u8 u9 u10

1 4.30

2 1.50 4.00

3 1.50 5.50 55.01

4 62.50 4.50 33.05 1.50

5 57.55 12.50 11.50 71.50 56.50

6 1.13 59.78 32.49 32.04 16.03 47.57

7 66.85 19.52 41.38 58.11 32.32 62.68 22.77

8 40.14 43.91 37.50 14.50 25.50 69.50 42.50 1.50

9 68.06 23.33 70.55 56.70 60.41 68.80 54.07 13.12 61.89

10 10.50 48.76 60.22 2.50 25.41 65.50 35.50 73.15 67.28 64.10

Table 2e Performance parameters obtained using proposed method based on MCS algorithm for

32-channel CMFB by varying different number of FDCs

No. of constraints PRE AS ϕp ϕs ϕt ea eam

1 0.0054 16.63 6.50e-7 1.61e-5 1.23e-32 8.47e-9 0.0168

2 0.0054 16.53 6.36e-7 1.66e-5 1.23e-32 2.61e-9 0.0164

3 0.0050 16.14 1.41e-6 1.95e-5 1.10e-31 3.91e-8 0.0137

4 0.0065 14.93 1.13e-6 2.69e-5 1.10e-31 1.11e-7 0.0181

5 0.0072 15.08 1.28e-6 2.56e-5 2.27e-29 1.08e-7 0.0223

6 0.0066 14.91 1.17e-6 2.72e-5 2.64e-27 1.14e-7 0.0187

7 0.0078 13.87 1.91e-6 3.71e-5 3.26e-25 1.46e-7 0.0252

8 0.0043 12.93 9.56e-7 5.07e-5 6.56e-29 1.66e-7 0.0037

9 0.0110 12.17 3.55e-6 8.12e-5 3.09e-13 6.43e-7 0.0045

10 0.0135 12.64 7.12e-6 5.14e-5 2.20e-22 7.95e-8 0.0533

Table 2c Performance parameters obtained using proposed method based on MCS algorithm for

16-channel CMFB by varying different number of FDCs

No. of constraints PRE AS ϕp ϕs ϕt ea eam

1 0.0054 16.62 1.30e-6 3.23e-5 1.10e-31 3.26e-8 0.0166

2 0.0049 16.51 3.96e-6 4.12e-5 1.10e-31 5.19e-8 0.0030

3 0.0055 16.61 4.81e-6 3.73e-5 7.88e-31 5.26e-8 0.0031

4 0.0034 15.56 2.14e-6 5.15e-5 3.08e-31 2.21e-7 0.0018

5 0.0066 15.26 2.16e-6 4.87e-5 4.43e-31 3.67e-7 0.0199

6 0.0039 14.97 2.30e-6 6.64e-5 1.97e-31 4.67e-7 0.0027

7 0.0073 14.89 2.61e-6 5.44e-5 5.96e-26 4.89e-7 0.0223

8 0.0034 14.30 2.02e-6 7.12e-5 7.32e-26 5.78e-7 4.29e-4

9 0.0087 15.01 3.66e-6 5.31e-5 2.87e-21 4.51e-7 0.0284

10 0.0049 13.53 2.45e-6 8.44e-5 1.60e-18 5.62e-7 0.0017
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In case of MCS optimized FDCs, these parameters are 0.0037, 8.02e-7, 1.74e-5,

1.23e-32, 7.49e-9, and 0.0089 for 8-channel CMFB; 0.0034, 1.30e-6, 3.23e-5,

1.10e-31, 3.26e-8, and 4.29e-4 for 16-channel CMFB; and 0.0043, 6.36e-7,

1.61e-5, 1.23e-32, 2.61e-9, and 0.0037 for 32-channel CMFB. While in case of

ABC optimized FDCs, these performance indices are 0.0037, 9.09e-7, 1.59e-5,

1.23e-32, 7.12e-9, and 0.0079 for 8-channel CMFB; 0.0046, 1.63e-6, 2.86e-5,

1.23e-32, 2.78e-9, and 0.0014 for 16-channel CMFB; and 0.0048, 8.03e-7, 1.44e-

5, 1.23e-32, 8.21e-9, and 1.33e-4 for 32-channel CMFB. In PSO optimized FDCs,

these indices are 0.0047, 1.21e-6, 1.51e-5, 1.23e-32, 2.10e-9, and 0.0020 for

8-channel CMFB; 0.0021, 7.44e-7, 3.23e-5, 1.23e-32, 1.40e-8, and 7.79e-4 for

18-channel CMFB; and 0.0043, 1.46e-6, 1.41e-5, 1.10e-31, 2.54e-8, and 0.0011

for 32-channel CMFB. These performance indices evidence that the proposed

method is very suitable for multiband multirate FB design. During the experiments,

it is found that for M ¼ 32 and N + 1 ¼ 512, the maximum CPU times for each

Table 3a Performance parameters obtained using proposed method based on ABC algorithm for

8-channel CMFB by varying different number of FDCs

No. of constraints PRE AS ϕp ϕs ϕt ea eam

1 0.0053 21.39 1.63e-6 1.59e-5 1.23e-32 7.12e-9 0.0172

2 0.0041 21.18 9.09e-7 1.73e-5 1.23e-32 1.08e-8 0.0134

3 0.0058 20.13 2.09e-6 2.29e-5 4.93e-32 5.41e-7 0.0195

4 0.0052 20.11 1.66e-6 2.31e-5 1.23e-32 5.26e-7 0.0175

5 0.0045 19.70 1.33e-6 2.62e-5 4.00e-29 6.23e-7 0.0151

6 0.0054 19.71 1.77e-6 2.60e-5 2.08e-30 7.12e-7 0.0178

7 0.0045 18.53 1.36e-6 3.74e-5 1.49e-30 9.61e-7 0.0141

8 0.0065 17.78 3.52e-6 4.46e-5 9.26e-23 8.49e-7 0.0230

9 0.0037 17.55 1.46e-6 5.23e-5 2.39e-21 7.79e-7 0.0079

10 0.0067 16.19 4.20e-6 7.44e-5 9.67e-25 1.33e-7 0.0215

Table 2f The optimized FDCs in case 32-channel CMFB for N + 1 ¼ 512 using MCS algorithm

No. of

constraints u1 u2 u3 u4 u5 u6 u7 u8 u9 u10

1 4.42

2 55.01 5.19

3 1.50 60.50 10.50

4 58.50 37.91 46.50 13.35

5 14.77 45.57 40.72 37.04 49.97

6 53.62 39.09 14.38 23.03 43.76 48.39

7 28.50 44.81 22.50 16.83 49.84 42.50 50.50

8 8.30 6.50 34.50 39.47 5.50 29.50 56.50 46.49

9 08.37 26.04 59.99 37.82 55.90 53.97 50.04 27.59 54.83

10 29.60 16.51 50.74 34.95 10.87 55.50 27.46 54.91 30.67 49.94
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Fig. 6 ABC-based 32-channel CMFB design with N + 1 ¼ 512: (a) Prototype filter amplitude

response in dB; (b) amplitude response of analysis filters in dB; (c) reconstruction error in dB

Table 3b The optimized FDCs in case 8-channel CMFB for N + 1 ¼ 160 and M ¼ 8 using ABC

algorithm

No. of

constraints u1 u2 u3 u4 u5 u6 u7 u8 u9 u10

1 9.93

2 8.86 6.39

3 38.21 54.10 22.15

4 61.06 52.44 16.15 66.89

5 6.73 55.70 11.88 36.99 68.83

6 65.37 53.06 68.53 79.15 20.46 11.15

7 18.47 6.68 74.15 29.08 32.15 61.64 8.71

8 38.20 67.53 54.19 28.86 31.49 30.65 52.332 67.68

9 66.96 16.79 34.80 6.46 21.30 21.22 71.31 58.89 34.80

10 8.10 77.38 38.61 57.12 46.09 36.98 19.68 42.85 30.59 27.88
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Table 3d The optimized FDCs in case 16-channel CMFB for N + 1 ¼ 256 using ABC algorithm

No. of

constraints u1 u2 u3 u4 u5 u6 u7 u8 u9 u10

1 57.10

2 7.46 45.04

3 14.21 68.06 38.31

4 68.33 15.84 31.52 52.40

5 37.59 50.15 9.56 41.78 33.44

6 67.65 58.30 9.12 65.40 11.29 28.26

7 45.54 32.90 38.11 69.48 35.84 35.31 32.60

8 19.75 3.99 72.40 65.79 53.06 48.91 62.34 7.98

9 12.40 2.94 15.55 38.28 4.22 16.23 40.79 2.57 46.59

10 20.73 65.10 10.91 36.08 2.57 3.25 14.32 11.05 67.04 4.95

Table 3e Performance parameters obtained using proposed method based on ABC algorithm for

32-channel CMFB by varying different number of FDCs

No. of constraints PRE AS ϕp ϕs ϕt ea eam

1 0.0123 16.49 4.23e-6 1.44e-5 4.93e-32 2.90e-8 0.0484

2 0.0061 16.67 8.03e-7 1.58e-5 1.10e-31 8.21e-9 0.0197

3 0.0073 15.97 1.23e-6 1.96e-5 1.10e-31 4.35e-8 0.0248

4 0.0064 15.28 1.06e-6 2.43e-5 1.23e-32 8.17e-8 0.0186

5 0.0087 15.50 1.85e-6 2.21e-5 1.77e-30 9.13e-8 0.0307

6 0.0090 13.76 2.72e-6 3.77e-5 8.61e-25 1.43e-7 0.0323

7 0.0089 15.18 1.91e-6 2.49e-5 4.10e-23 1.07e-7 0.0299

8 0.0081 13.90 2.03e-6 3.70e-5 1.84e-21 1.38e-7 0.0259

9 0.0048 13.82 2.11e-6 7.22e-5 2.62e-23 6.9e-8 1.33e-4

10 0.0189 13.50 3.12e-5 1.42e-4 7.38e-27 1.12e-7 0.0052

Table 3c Performance parameters obtained using proposed method based on ABC algorithm for

16-channel CMFB by varying different number of FDCs

No. of constraints PRE AS ϕp ϕs ϕt ea eam

1 0.0102 16.72 5.51e-6 2.86e-5 1.10e-31 2.98e-8 0.0391

2 0.0061 16.56 1.63e-6 3.28e-5 1.10e-31 2.78e-9 0.0203

3 0.0072 15.44 2.47e-6 4.61e-5 1.23e-32 3.33e-7 0.0235

4 0.0072 15.19 2.48e-6 4.95e-5 1.23e-32 4.11e-7 0.0226

5 0.0058 15.37 1.70e-6 4.72e-5 5.41e-27 3.03e-7 0.0172

6 0.0074 14.18 3.28e-6 6.88e-5 7.88e-31 5.23e-7 0.0226

7 0.0079 15.00 3.06e-6 5.25e-5 3.22e-22 4.89e-7 0.0255

8 0.0053 12.48 4.60e-6 1.13e-4 1.81e-24 5.92e-7 0.0014

9 0.0064 11.62 1.10e-5 1.67e-4 1.46e-25 5.68e-7 0.0580

10 0.0046 11.51 2.92e-6 1.63e-4 5.74e-27 4.37e-7 0.0063
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Table 4a Performance parameters obtained using proposed method based on PSO algorithm for

8-channel CMFB by varying different number of FDCs

No. of constraints PRE AS ϕp ϕs ϕt ea eam

1 0.0061 21.46 2.29e-6 1.51e-5 1.23e-32 2.10e-9 0.0020

2 0.0047 21.00 1.21e-6 1.81e-5 1.23e-32 1.04e-7 0.0154

3 0.0053 19.81 1.91e-6 2.51e-5 4.93e-32 5.34e-7 0.0182

4 0.0069 20.28 4.17e-6 2.30e-5 1.23e-32 3.54e-7 0.0239

5 0.0098 20.46 7.64e-6 2.14e-5 1.23e-32 3.78e-7 0.0340

6 0.0108 17.46 1.11e-5 4.50e-5 2.88e-26 4.80e-7 0.0401

7 0.0063 19.44 2.44e-6 2.86e-5 1.51e-24 7.30e-7 0.0205

8 0.0071 16.08 5.36e-7 7.91e-5 8.11e-19 2.58e-7 0.0028

9 0.0058 17.58 2.47e-6 5.12e-5 5.07e-23 5.14e-7 0.0178

10 0.0060 16.74 2.81e-6 1.17e-4 2.26e-11 6.17e-7 0.0117

Table 4b The optimized FDCs in case 8-channel CMFB for N + 1 ¼ 160 using PSO algorithm

No. of

constraints u1 u2 u3 u4 u5 u6 u7 u8 u9 u10

1 16.75

2 7.40 55.04

3 7.58 56.04 19.13

4 10.74 1.53 27.46 12.09

5 26.89 77.24 74.59 1.47 19.15

6 68.32 76.90 39.03 33.64 15.78 40.72

7 63.76 50.81 32.74 69.49 52.18 35.24 36.04

8 56.17 21.39 78.51 53.50 08.57 65.67 02.91 58.82

9 33.51 31.60 73.65 41.59 74.56 54.36 64.89 7.65 29.47

10 24.48 69.24 22.74 49.49 69.65 67.33 27.87 68.72 23.98 01.54

Table 3f The optimized FDCs in case 32-channel CMFB for N + 1 ¼ 512 using ABC algorithm

No. of

constraints u1 u2 u3 u4 u5 u6 u7 u8 u9 u10

1 56.70

2 6.76 5.51

3 11.42 61.64 27.10

4 35.26 13.11 30.87 11.59

5 57.17 36.02 21.52 62.06 35.35

6 28.58 13.54 16.39 39.95 43.87 47.83

7 56.38 47.15 39.90 62.18 53.96 26.57 46.85

8 55.98 49.58 63.83 37.59 41.51 16.59 38.20 54.89

9 4.55 15.85 38.96 37.20 25.23 55.46 31.76 55.62 28.74

10 59.66 27.11 1.17 15.85 38.05 34.87 1.33 10.00 16.93 11.94
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Fig. 7 PSO-based 32-channel CMFB design with N + 1 ¼ 512: (a) Prototype filter amplitude

response in dB; (b) amplitude response of analysis filters in dB; (c) reconstruction error in dB

Table 4c Performance parameters obtained using proposed method based on PSO algorithm for

16-channel CMFB by varying different number of FDCs

No. of constraints PRE AS ϕp ϕs ϕt ea eam

1 0.0054 16.61 1.30e-6 3.23e-5 1.97e-31 3.26e-8 0.0166

2 0.0050 16.42 1.11e-6 3.49e-5 1.10e-31 1.40e-8 0.0144

3 0.0045 16.48 1.12e-6 3.39e-5 1.23e-32 2.97e-8 0.0112

4 0.0055 15.50 1.56e-6 4.55e-5 9.98e-31 2.53e-7 0.0161

5 0.0073 14.94 2.64e-6 5.36e-5 2.20e-27 4.76e-7 0.0224

6 0.0024 14.28 1.20e-6 7.31e-5 2.81e-28 4.51e-7 7.79e-4

7 0.0074 14.97 2.69e-6 5.30e-5 3.97e-26 4.77e-7 0.0229

8 0.0039 13.41 1.61e-6 8.86e-5 6.95e-26 6.04e-7 0.0026

9 0.0021 13.15 7.44e-7 1.00e-4 6.25e-26 7.03e-7 0.0086

10 0.0075 14.05 3.13e-6 7.08e-5 2.78e-19 5.82e-7 0.0231
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Table 4f The optimized FDCs in case 32-channel CMFB for N + 1 ¼ 512 using PSO algorithm

No. of

constraints u1 u2 u3 u4 u5 u6 u7 u8 u9 u10

1 39.14

2 50.12 22.64

3 27.82 48.01 43.87

4 5.97 88.62 62.08 95.88

5 46.94 6.13 20.83 51.41 32.63

6 58.81 1.43 37.13 43.29 31.91 29.60

7 39.50 12.50 33.50 50.50 13.50 1.50 28.50

8 7.36 19.50 26.03 35.66 31.94 19.79 33.73 18.01

9 26.74 12.97 32.33 28.60 46.21 57.94 51.09 47.10 50.75

10 13.32 57.31 5.60 27.87 48.34 43.41 36.49 38.12 4.84 42.47

Table 4d The optimized FDCs in case 16-channel CMFB for N + 1 ¼ 256 using PSO algorithm

No. of

constraints u1 u2 u3 u4 u5 u6 u7 u8 u9 u10

1 4.28

2 6.72 40.90

3 8.92 22.96 6.88

4 9.47 35.40 39.52 13.22

5 33.90 48.35 23.79 40.29 40.42

6 9.48 5.27 16.28 35.11 54.35 39.93

7 23.24 48.39 50.62 25.08 7.00 58.81 28.66

8 52.31 67.37 57.42 26.25 9.94 9.74 45.53 4.33

9 63.54 53.06 9.35 61.32 3.84 53.25 42.38 2.43 21.16

10 44.09 31.28 44.43 14.99 55.68 52.01 24.97 65.91 30.31 49.58

Table 4e Performance parameters obtained using proposed method based on PSO algorithm for

32-channel CMFB by varying different number of FDCs

No. of constraints PRE AS ϕp ϕs ϕt ea eam

1 0.0126 16.55 4.41e-6 1.41e-5 1.10e-31 2.54e-8 0.0493

2 0.0129 16.48 4.65e-6 1.42e-5 1.10e-31 3.08e-8 0.0507

3 0.0126 16.32 4.40e-6 1.54e-5 1.49e-30 4.23e-8 0.0492

4 0.0123 15.31 7.74e-7 3.39e-5 4.93e-30 1.41e-7 0.0485

5 0.0121 14.15 5.01e-6 3.10e-5 3.56e-30 1.20e-7 0.0480

6 0.0069 15.66 2.38e-6 2.23e-5 8.72e-28 9.38e-8 0.0218

7 0.0043 14.08 2.31e-6 3.77e-5 1.08e-27 1.57e-7 0.0011

8 0.0053 11.78 1.63e-6 7.42e-5 1.52e-21 5.76e-8 0.0041

9 0.0080 13.78 1.99e-6 3.81e-5 8.42e-22 1.43e-7 0.0257

10 0.0050 12.02 1.46e-6 6.94e-5 5.44e-23 7.19e-8 0.0031
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iteration taken by CS, MCS, PSO, and ABC are 76.51 s, 81.81 s, 80.41 s, and
76.51 s, respectively. It has been also found that 100 iterations are sufficient for

convergence of CS, MCS, PSO, and ABC for CMFB design.

7.2 Comparison of Proposed Method with Other Existing
Methods

Table 5 compares the proposed method with recently reported methods [5–13, 17,

24, 26] for M-channel CMFB design in terms of aliasing distortion and amplitude

distortion. The comparison is carried out for M ¼ 8-, 16- and 32-channel CMFB. It

is apparent from the comparative statistical analysis that in terms of amplitude and

Table 5 Comparative study with recently proposed methods for M-channel CMFB design

Type of algorithm M N + 1 eam ea

Algorithm [5] 32 460 2.9e-3 1.14e-7

Algorithm [6] 8 144 4.1e-3 2.55e-7

8 160 4.1e-3 1.68e-7

16 224 4.2e-3 2.96e-7

32 512 4.0e-3 5.27e-8

Algorithm [7] 8 160 4.8e-3 7.15e-7

32 512 4.7e-3 9.51e-7

Algorithm[8] 32 512 1.00e-3 4.67e-8

Algorithm [9] 32 440 3.42e-3 2.60e-7

Algorithm [10] 32 512 9.99e-4 5.68e-7

Algorithm [11] 8 144 1.8e-3 3.38e-7

8 160 1.9e-3 7.98e-7

16 260 4.2e-3 3.15e-7

32 512 1.0e-3 8.82e-7

Algorithm [12] 32 512 2.01e-3 2.63e-7

Algorithm [13] 8 144 2.7e-3 3.75e-6

8 160 3.4e-3 1.22e-6

16 224 3.1e-3 4.24e-7

32 512 2.1e-3 4.00e-8

Algorithm [17] 8 128 – 2.40e-6

16 256 – 2.34e-6

32 512 – 2.29e-6

Algorithm [24] 8 160 1.4e-3 7.14e-7

16 256 9.6e-4 4.16e-7

32 512 1.4e-3 8.08e-8

Algorithm [26] 8 160 1.33e-4 7.86e-9

16 256 1.75e-4 3.22e-8

32 512 1.81e-4 9.46e-9

(continued)
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aliasing distortion, optimized PCs obtained after applying CS optimized FDCs give

excellent performance in terms of amplitude distortion, and CS and PSO optimized

FDCs give excellent performance in terms of aliasing distortion. Overall, CS-based

PCs give excellent performance for M-channel CMFB design.

8 Conclusion

In this chapter, a new design technique based on minor component analysis (MCA)

in conjunction with optimized PCs of filter and swarm optimization (CS, MCS, PSO

andABC) FDCs are employed for multirate FB design. It can be concluded, from the

simulation results, that the proposed method gives better performance in terms of

passband error, stopband error, and transition band error and overall performance

parameters ofM-channel FB like amplitude distortion, PRE, aliasing distortion. The
comparison with other recently published methods shows that the proposed tech-

niques give excellent performance. Compared to CS, MCS, PSO, and ABC, in terms

of amplitude and aliasing distortion, CS gives better performance than other SOTs.

In terms of PRE, CS and MCS give better performance as compared to PSO and

ABC. In terms of computational time, again CS and ABC consume less time as

compared to MCS and PSO because of using different optimized population size.
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Multiresolution Filter Banks

for Pansharpening Application

Hind Hallabia, Abdelaziz Kallel, and Ahmed Ben Hamida

1 Introduction

Multirate filter banks were introduced by Croisier et al. (1976) [2] and Esteban and

Galand (1977) [3], which have been applied to subband coding, image compres-

sion, speech coding, and signal denoising and in pansharpening [1, 4]. Numerous

multirate filter banks have been discussed in literature, including the multichannel

and in particular the two-channel filter banks [5]. They can be regrouped into

quadrature mirror filter (QMF) [2], orthogonal [6] and biorthogonal filter banks

[5], which are mainly based on three basic operations: linear filtering, down-

sampling, and up-sampling [7].

Among existing multirate filter banks, we focus in this chapter on the

two-channel one [4–6]. The latter has been recently adopted to fuse remotely sensed

imagery in Hallabia et al. (2016) [1]. Such application is called pansharpening

[8]. It consists in transferring the spatial content of panchromatic (PAN) image at

finer resolution into an image at coarse resolution, e.g., multispectral (MS) or

hyper-spectral (HS) image.

During the last two decades, numerous approaches are introduced in the literature,

which can be classified mainly into three large categories [8]. The first class, called

Component Substitution (CS) [13], is based on a spectral transformation (e.g., using

the intensity–hue–saturation, principal component analysis, Gram–Schmidt
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transform). Methods based Multiresolution Analysis [10] use spatial frequency

decomposition which is usually performed by means of high-pass filtering (e.g., the

Laplacian pyramid or wavelet transform). The model-based methods constitute the

third class, which are based on compressing sensing, sparse representation, and

Bayesian approach.

The rest of this chapter is organized as follows. Section 2 recalls the analysis/

synthesis configuration for the two-channel filter bank. The different solutions,

existing in the literature, for filter banks are discussed in Sect. 3 (the mono-

dimensional signal is considered). Then, the case of image is introduced in

Sect. 4 Section 5 presents a short overview about CS and MRA pansharpening

techniques. Experimental results are discussed in Sect. 6, including datasets, the

selected pansharpening algorithms, and the quality assessment metrics. Finally,

conclusion and some perspectives are shown in Sect. 7.

2 Two-Channel Filter Banks

In this section, the analysis/synthesis configuration is discussed. The block diagram

of the two-channel filter banks is reported in Fig. 1. It consist of an analysis stage

[low-pass filter h[n] and high-pass filter g[n] followed by down-sampling operators

by a factor two (#2)] and a synthesis stage [low-pass filter hr[n] and high-pass filter
gr[n] followed by an up-sampling operator ("2)].

Let us recall some definitions according to filter banks. If the subsampling and

up-sampling operations have similar factors (i.e., equals two in our case), the filter

bank is uniform [4]. Moreover, a uniform filter bank is critically sampled, if the

number of branches is equal to the up-sampling factor [4].

In the following, the analysis/synthesis of an input signal is introduced in

discrete and in the Z-transform domain.

2.1 Discrete Domain

The input signal x[n] is divided into low-frequency and high-frequency subbands

(v1[n] , v2[n]). Each subband vm[n] , (m¼ 1 , 2) has a rate twice as low as the original

h[n]

g[n]

x[n]

v [n]1

v [n]2

2

2x [n]2

x [n]1 h [n]r

g [n]r

x [n]r

y [n]2

y [n]1u [n]1

u [n]2

v [n]1

v [n]2 2

2

Analysis Bank Synthesis Bank

Fig. 1 Two-channel filter banks: analysis (in the left) and synthesis configuration (in the right)
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signal v1[n]. The two components v1[n] and v2[n] are obtained by applying a

low-pass and high-pass filtering operation of impulse response h[n] and g[n],
respectively, given by

v1 n½ � ¼
Xþ1

k¼�1
x k½ �h 2n� k½ �,

v2 n½ � ¼
Xþ1

k¼�1
x k½ �g 2n� k½ �:

8>>>><
>>>>:

ð1Þ

The synthesis bank allows to reconstruct a signal xr[n] from two components

v1[n] and v2[n]. After applying an interpolation step with a factor of two, these two

subbands are convolved, respectively, by a low-pass hr[n] and high-pass gr[n] filter.
The two output results of the interpolator filters are summed together to create the

signal xr[n] having the same rate as the original signal x [n].
The obtained signal xr[n] is expressed as

xr n½ � ¼
Xþ1

k¼�1
v1 k½ �hr n� 2k½ � þ v2 k½ �gr n� 2k½ �: ð2Þ

Substituting (2) in (1), we obtain

xr n½ � ¼
Xþ1

k¼�1

Xþ1

p¼�1
x p½ � h 2k � p½ �hr n� 2k½ � þ g 2k � p½ �gr n� 2k½ �½ �: ð3Þ

Considering

e n; p½ � ¼ h 2k � p½ �hr n� 2k½ � þ g 2k � p½ �gr n� 2k½ �½ � ð4Þ

The reconstructed signal is then given as

xr n½ � ¼
Xþ1

p¼�1
x p½ �e n; p½ �: ð5Þ

In this case, the filter bank under perfect reconstruction is considered, which is

obtained if the reconstructed signal is a delayed version of the input signal [5], in

other words, when the signal xr[n] is equal to x[n] with a delayD.
Taking in consideration the relation (4), the perfect reconstruction condition is

verified if

e n; p½ � ¼ δ n� p� D½ � ð6Þ

Combining (4) and (6), we obtain
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Xþ1

k¼�1
h 2k � p½ �hr n� 2k½ � þ g 2k � p½ �gr n� 2k½ � ¼ δ n� p� D½ �: ð7Þ

The Eq. (7) is known as the biorthogonality property or the perfect

reconstruction [5].

Since the filter bank contains subsampling operations, the phenomenon of

aliasing artifact could be present in the reconstructed signal xr[n]. Therefore, to
be perfectly equal to the input signal x[n], the following relation must be satisfied:

Xþ1

k¼�1
h 2k � p½ �hr n� 2k½ � þ g 2k � p½ �gr n� 2k½ � ¼ 1, 8p ¼ n� D: ð8Þ

The Eq. (8) is known as the aliasing suppression property [5].

The critically decimated filter bank allows to decompose a discrete signal into

two subbands and to recover it under the perfect reconstruction condition (7) and

the aliasing-free condition (8).

2.2 Z-Transform Domain

In the Z-transform domain, the reconstructed signal is given by

Xr zð Þ ¼ 1

2
E zð ÞX zð Þ þ F zð ÞX �zð Þ½ � ð9Þ

where

E zð Þ ¼ 1

2
H zð ÞHr zð Þ þ G zð ÞGr zð Þ½ �, ð10Þ

is the distortion transfer function, and

F zð Þ ¼ 1

2
H �zð ÞHr zð Þ þ G �zð ÞGr zð Þ½ � ð11Þ

is called the aliasing transfer function.

In the relation (9), the component containing X (z) represents the desired signal,

and that containing X (�z) is the alternate signal which causes the aliasing artifacts

due to the subsampling operation.

The aliased component X(�z) can be very disturbing particularly in audio

applications signal [4]. Aliasing artifact is viewed as a nonharmonic distortion.

Indeed, new sinusoidal components appear which are not harmonically related to

the input signal [4].
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Furthermore, the output signal Xr (z) must be a delayed version of the input

signal X (z) , in order to verify the perfect signal reconstruction constraint [4–

6]. Based on (9) and (11), this condition leads to

1

4
H zð ÞG �zð Þ � H �zð ÞG zð Þ½ � ¼ z�D ð12Þ

where D is the delay.

3 Filter Bank Solutions

In the previous section, the analysis/synthesis configuration is shown. As mentioned

above, three categories of filter banks are existing, which are the quadrature mirror

filter (QMF) [2], orthogonal [6] and biorthogonal filter banks [5]. Here, we will

present the different solutions to the Eq. (12) related to filters design under the

perfect reconstruction condition.

3.1 Quadrature Mirror Filter Banks

In Croisier and Esteban (1976) [2], H(z) and G(z) are chosen as follows: (z)¼
H(�z), which is the alternating of the low-pass magnitude H(z). The resulting filter

bank was called quadrature mirror filter (QMF).

In the frequency domain, this relation leads to G(ejw)¼H(ejwþ π). Indeed, the

high-pass response |G(ejw)| is a mirror image of the low-pass magnitude |H(ejw)|
with respect to the middle frequency π

2
. The responses are symmetric.

Choosing the QMF filters, the relation (9) is expressed as

Xr zð Þ ¼ 1

2
H2 zð Þ � G2 �zð Þ� �

X zð Þ ð13Þ

When the condition xr[n]¼ x[n�D] is desired, the relationH2(z)�G2(�z)¼ 2z�D

must be verified. In this case, the aliasing cancelation propriety is achieved.

In the discrete domain, under the QMF constraint and given the impulse

response of the analysis low-pass filter h[n], the filters are expressed as follows:

g n½ � ¼ �1ð Þnh n½ �,
hr n½ � ¼ h n½ �,

gr n½ � ¼ � �1ð Þnh n½ �:

8><
>: ð14Þ
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3.2 Orthogonal Filter Banks

A further solution to QMF, according to Smith and Barnwell (1984) [9], the high-

pass response G(z) is considered as the alternating flip of the low-pass magnitude

H(z). In this case, H(z) and G(z) are related as follows:

G zð Þ ¼ �z�D H �z�1
� � ð15Þ

when H(z) is correctly chosen, (15) leads to the orthogonal filter banks.

For orthogonal filter banks, the aliasing cancelation propriety (10) is satisfied.

In order to verify the perfect reconstruction condition (12), the complementary
power propriety [6, 10] is considered. Such filters (solutions) must verify the

following relation:

~H zð Þ H zð Þ þ ~H �zð Þ H �zð Þ ¼ 1, ð16Þ

where ~H zð Þ ¼ H∗ z�1ð Þ; the subscript * indicates a complex number.

Considering G zð Þ ¼ �z�D ~H �zð Þ and for an even number D, the distortion

transfer function (11) is given by

T zð Þ ¼ z�D

2
~H zð Þ H zð Þ þ ~H �zð Þ H �zð Þ� � ð17Þ

As solution to (16), when H(z) verifies the complementary power propriety, the
perfect reconstruction propriety is achieved. Therefore, the filter solutions are

defined by

G zð Þ ¼ �z�D ~H �zð Þ
Hr zð Þ ¼ z�D ~H zð Þ
Gr zð Þ ¼ z�D ~G zð Þ

ð18Þ

In the discrete domain, the orthogonality condition is derived from (16) and (18):

2
X
n

h n½ �h n� 2k½ � ¼ δ k½ �

2
X
n

h n½ �g n� 2k½ � ¼ 0,

2
X
n

g n½ �g n� 2k½ � ¼ δ k½ �
ð19Þ
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3.3 Biorthogonal Filter Banks

In this case, the low-pass analysis filter H(z) is firstly chosen. Then, the

corresponding high-pass analysis filter is constructed fromG(z). In (10), the product
H(z)G(z) is a halfband filter, which gives biorthogonality. Moreover, in order to

eliminate the term containing aliasing problem (cf., Eq. 9), F(z) must be canceled.

As solution, the two synthesis filters are chosen as follows:

Hr zð Þ ¼ 1

2
G �zð Þ⟹hr n½ � ¼ 1

2
�1ð Þng n½ �,

Gr zð Þ ¼ �1

2
H �zð Þ⟹gr n½ � ¼ �1

2
�1ð Þnh n½ �:

8><
>: ð20Þ

Defining the product filter as P(z)¼H(z)Hr(z) and taking into account the

condition of aliasing cancelation, the product G(z)Gr(z)¼�P(�z) is satisfied.

Relation (10) becomes

E zð Þ ¼ 1

2
P zð Þ � P �zð Þ½ � ð21Þ

That makes the perfect reconstruction condition expressed as follows:

P zð Þ � P �zð Þ ¼ 2z�D ð22Þ

The biorthogonal filter banks are designed with respect to the biorthogonality

condition and deduced from (20) and (21) as

2
X
n

h n½ � hr n� 2k½ � ¼ δ k½ �

2
X
n

h n½ �gr n� 2k½ � ¼ 0,

2
X
n

g n½ �hr n� 2k½ � ¼ 0,

2
X
n

g n½ �gr n� 2k½ � ¼ δ k½ �:

ð23Þ

The biorthogonal filter bank is considered in our application in fusing the

remotely sensed data (i.e., pansharpening).

4 Tree-Structured Filter Banks

In this section, the tree-structured filter banks [4] are introduced in image case.

Using the separability property, the subband decomposition is straightforward

generalized to multiple dimensions. In fact, separable decompositions consist in

applying down-sampling and filtering operations on rows and columns, at each

stage of the decomposition.
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4.1 Image Decomposition

Given an image I j, the filtering and down-sampling operations (#2) are performed

firstly on rows (i.e., vertically) using low-pass filter h and high-pass filter g. Then,
they are applied on columns (i.e., horizontally), creating then four sub-images. The

decomposition of the image gives in each level of decomposition ( j) four sub-
images: a decimated version of the input image (called a low-frequency approxi-

mation, I jþ1
LL) and three high-frequency sub-images (I jþ1

LH, I
jþ1

HL, I
jþ1

HH)

containing the details of the input image I j oriented in horizontal, vertical, and

diagonal directions.

A schematic diagram of multiresolution image decomposition is shown in Fig. 2.

After the decomposition, coarse resolution images of half size are obtained: a

smoothed decimated version (LL) as well as a three difference or detail images

(LH, HL, and HH).

4.2 Image Reconstruction

The original image, I j, can be reconstructed using up-sampling and interpolation

operations, under the perfect reconstruction and aliasing cancelation conditions.

In fact, the low-frequency (I jþ1
LL) and the high-frequency subbands (I jþ1

LH, I
jþ1

HL, I
jþ1

HH) at coarse resolution are up-sampled by a factor of two ("2), using the

gc

ILL
J+1

2hr

gr

hc 2

2

2
hc 2

2gc

Original
Image

ColumnsRows LL

LH

HL

HH
L H

ILH
J+1

IHL
J+1

IHH
J+1

IJ

Fig. 2 Multiresolution analysis filter banks for image decomposition (in the top) and image

decomposition example (in the bottom). The subscripts r and c indicate that such operation is

applied on rows and columns, respectively. The superscript j indicates the decomposition level
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zero-padding operation. The size of these subbands is then doubled. After that, a

filtering operation is performed on these resulting subbands, in order to eliminate the

imaging effect which is created by up-sampling. The two operations are firstly

performed on columns then on rows (cf., Fig. 3).

In some applications in image processing, such as in the pansharpening context

[1, 8], the scale ratio between PAN and MS imagery (e.g., Pléaides, GeoEye-1,

QuickBird) is generally four. The 2D decomposition filter bank (cf., Fig. 2) with

two levels is then needed. It is applied twice: firstly on the input image Ij and
secondly on the low-frequency subband Ijþ1

LL. As result, seven subbands are

obtained (a low-pass approximation and six details).

5 Overview About CS and MRA Methods

Pansharpening algorithms allow to enhance the spatial resolution of the MS bands

by injecting the high-frequency structures derived from the PAN image while

preserving its original spectral content. Firstly, an up-sampling is performed to

the original MS bands at coarse resolution. Spatial details are extracted through a

spectral transform (i.e., CS-based method) or a multi-scale transform (i.e.,

MRA-based method). Then, they are transferred to the different interpolated MS

bands by a simple addition or modulated by gains in order to obtain the high-

resolution MS image (at finer resolution). Generally, a pansharpening approach is

given by the following relation [8]:

cMSk ¼ fMSk þ gk PD; k ¼ 1, . . . ,N ð23Þ

where k indicates the kth MS band, {gk} k¼ 1 , . . . ,N defines the gain vector, and PD is

the high-frequency detail.

gc

hr

gr

hc

hc2

gc

2

2

2

2

2
IHH

J+1

IHL
J+1

ILH
J+1

ILL
J+1

IJ

Fig. 3 Multiresolution synthesis filter banks for image reconstruction
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Based on the manner of extracting spatial details, pansharpening methods are

classified into three major categories: the component substitution (CS),

multiresolution analysis (MRA), and the model-based methods.

In this section, we focus mainly on the CS and MRA methods. The general

principle of the CS techniques is summarized as follows: (1) the original MS bands

are interpolated in order to be aligned to the PAN image; (2) the intensity compo-

nent (~I ) is estimated from MS bands; (3) a histogram matching is performed

between PAN and ~I ; and (4) the geometrical details, obtained by the difference

between the PAN image and the ~I component, are injected to the interpolated

MS image (cf. relation (24)). A CS-based pansharpening can be expressed by the

following relation [8]:

dMSk ¼ gMSk þ gk P� ~I
� �

; k ¼ 1, . . . ,N ð24Þ

where ~I is the component to be substituted, defined as

~I ¼
XN
i¼1

wi
fMSi ð25Þ

where {wi} k¼ 1 , . . . ,N are the corresponding weights indicating the spectral

response of each MS band to those of the PAN image [11].

MRA approaches are generally described by the following steps: (1) MS bands

are interpolated; (2) the low-pass version of PAN image (PL) is estimated through an

un-decimated (cf. relation 27) or decimated (cf. relation 28) scheme; (3) the injection

gains {gk} k¼ 1 , . . . ,N are computed for each band; and (4) the spatial details are then
incorporated into the different interpolated MS bands according to (26)

dMSk ¼ gMSk þ gk P� PLð Þ; k ¼ 1, . . . ,N ð26Þ

where PL is the low-pass version of original PAN image (i.e., approximation).

Considering the un-decimated case, the low-pass approximation PL is expressed

by [12]

PL ¼ P
O

h, ð27Þ

where
N

is the convolution operator, whereas, in the decimated one [12]

PL ¼ P∗ hð Þ # Rð Þ " Rð Þ∗ ~h ð28Þ

where h and ~h are the analysis and the synthesis low-pass filters, respectively. ( #R)
and ("R) represent the down-sampling and the up-sampling operations by a factor

R, which indicates the scale ratio between MS and PAN data.

For the MRA concept, the missing information in MS bands (i.e., high-

frequency details) are contained in the PAN image [12]. For this reason, the spectral
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content of original MS bands is preserved while adding geometrical structures by

spatial filtering. However, CS methods preserve better the spatial content compar-

ing to MRA ones, and the spectral quality can be distorted due to the transformation

step [13].

6 Experiments and Comparisons

In this section, we introduce the datasets and the algorithms selected for compar-

isons and finally the quality metrics assessment used for evaluation.

6.1 Datasets

The databases used to evaluate the different fusion approaches were acquired on a

semi-urban (Data 1) and an urban (Data 2) areas over Melbourne (Australia) from

Pléaides-A1 sensor. They are taken on 4 May 2012. They contain MS images with

four spectral bands (blue, green, red, and PIR) at a resolution of 2 m and a gray level

PAN image at a resolution of 0.5 m. Dataset specifications are shown in Table 1.

In the different experiments, we consider a subpart of the set of MS images

with 300� 400 pixels and 1200� 1600 pixels for PAN image (c.f., Figs. 4 and 5).

The resolution ratio between the PAN and MS modalities is equal to four.

6.2 Selected Algorithms for Pansharpening

Numerous approaches for pixel-level remote sensing image fusion are available in

the literature allowing the enhancement of the geometrical information of MS

images using high-resolution PAN image [8]. In the following, we present some

pansharpening techniques used in our study, which belongs mainly into the two

popular families: the component substitution (CS) [13] and multiresolution analysis

Table 1 Dataset specification

Datasets Pléaides-A1 (Data 1) Pléaides-A1 (Data 2)

Location Melbourne (Australia) Melbourne (Australia)

Type Suburban Urban

Acquisition date 04 May 2012 04 May 2012

PAN/MS resolution 0.5 m/2 m 0.5 m/2 m

PAN size 1200 * 1600 1200*1600

MS size 300 * 400 300 * 400
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Fig. 4 Pansharpening results at reduced scale (2 m) for the suburban dataset: (a) PAN image,

(b) expanded MS image, (c) GIHS, (d) Brovey, (e) GSA, (f) GS2-MTF, (g) HPF-Box, (h) -

HPF-Laplacian, (i) SFIM, (j) AWT-MTF, (k) GLP-MTF, (l) GLP-SDM-MTF, (m) FB-MTF, and

(n) FB-SDM-FTM
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Fig. 5 Pansharpening results at reduced scale (2 m) for the urban dataset: (a) PAN image,

(b) expanded MS image, (c) GIHS, (d) Brovey, (e) GSA, (f) GS2-MTF, (g) HPF-Box,

(h) HPF-Laplacian, (i) SFIM, (j) AWT-MTF, (k) GLP-MTF, (l) GLP-SDM-MTF, (m) FB-MTF

and (n) FB-SDM-FTM
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(MRA) [10]. Table 2 summarizes all pansharpening techniques used for the

comparative study.

Generalized Intensity, Hue, and Saturation (GIHS) [14] The standard intensity

(I), hue (H) and saturation (S) concept [Carper, 1990], which is limited to RGB

color images, is generalized to images with more than three bands (called GIHS, for

generalized IHS) [11, 14]. The GIHS pansharpening method allows to substitute the

intensity component, obtained by averaging the MS bands, with the histogram-

matched PAN image. Then, a backward transformation is performed from HIS

space color to multispectral one, producing the high-resolution MS image.

Brovey Transform [14, 15] Brovey transform presumes that the degraded PAN

image is a linear combination of different MS bands [15]. In other terms, it means

that the range covered by PAN image is similar to the one covered by the totality of

MS bands. The pansharpened MS image is obtained as follows: for each pixel,

every up-sampled MS band is multiplied by the ratio of the corresponding PAN

divided by the sum of MS bands.

Gram–Schmidt (GS) Pansharpening Technique [13, 16] Using GS transform

[16], a synthetic low-resolution version of PAN image and MS bands are jointly

transformed, creating a new set of GS components. Then, a modified PAN image is

created through histogram matching in order to have the same mean and variance as

the first component in GS transform. This histogram-matched PAN image replaces

therefore the first GS component. Finally, the pansharpening process is accom-

plished by applying the inverse GS transformation.

According to the manner how to generate the intensity component, several modal-

ities are proposed in the literature. The first one is called GS-mode 1 (GS21). In this

case, the intensity component is obtained as a pixel average of all MS bands [16]. For

Table 2 Pansharpening algorithms used for experiments

Method Name

GIHS [11, 14] Generalized intensity, hue, and saturation

Brovey [14, 15] Brovey Transform

GSA [13] Gram–Schmidt adaptive

GS2 [16] Gram–Schmidt (mode 2)

HPF-Box [18] High-pass filtering with 5� 5 box filter

HPF-Laplacian [18] High-pass filtering with Laplacian filter

SFIM [19] Smoothing filter-based intensity modulation

AWT-MTF [21] Additive wavelet transform “�a trous” [21] with MTF-adjusted filter [20]

GLP-MTF [10, 20] Generalized Laplacian pyramid (GLP) [10] with MTF-adjusted filter [20]

and unitary injection model

GLP-SDM-MTF

[10, 20]

GLP with MTF-adjusted filter and spectral distortion minimization

(SDM) injection model [20]

FB-MTF [1] Filter banks with MTF-adjusted filter and unitary injection model [1]

FB-SDM-MTF [1] Filter banks with MTF-adjusted filter [1] and SDM injection model [20]
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the second modality, called GS-mode 2 (GS2), the low-resolution intensity is gener-

ated by performing a low-pass filter to the original PAN image, leading to a hybrid

approach. GS2 is considered as MRA-based method [16].

An enhanced version of GS1 is proposed [13], called Gram–Schmidt adaptive

(GSA). The intensity component is obtained as a weighted average of the MS

channels, using optimal weights, which are estimated as the minimum MSE with

respect to the low-pass filtered version of PAN image.

High-Pass Filtering (HPF) [17, 18] For HPF technique, a low-pass approxima-

tion version of PAN image is firstly obtained by applying a low-pass filter [17]. Sec-

ondly, spatial details are extracted as pixel difference between the original PAN

image and its low-pass smoothed version, and they are incorporated into the

corresponding up-sampled MS bands.

Several low-pass filters are used in the literature for obtaining the low-pass

smoothed version of PAN image: box [19], Gaussian, Laplacian [18], and the

modulation transfer function (MTF) matched filters [20].

Smoothing Filter-Based Intensity Modulation (SFIM) [19] SFIM is a

pansharpening method with a multiplicative injection model. It permits to transfer

the spatial information from PAN image into the corresponding interpolated MS

bands without altering its spectral properties. Details are then modulated by a factor

called gains, which are given as a ratio computed between the up-sampled MS

bands and the low-pass filtered version of PAN image.

Additive Wavelet Transform (AWT) [21] The un-decimated “�a trous” technique
belongs to MRA class. It is based on redundant wavelet decomposition [21]. This

method permits the separation of the low-frequency component (called approxima-

tion) from the high-frequency one (wavelet coefficients). The high-resolution MS

image is synthetized by adding spatial details, derived from the original PAN image

and computed at the different scales, to the coarser approximation (from the

low-resolution MS image). Due to its capability to be matched to the sensor MTF

[22], this method produces more accurate pansharpened images.

Generalized Laplacian Pyramid (GLP) [10] The GLP approach is used to merge

MS and PAN images [8, 10, 23]. Firstly, MS bands are interpolated at the same

scale of PAN image. Then, a low-pass filtering and down-sampling operations are

performed to original PAN image leading to the approximation (Aiazzi et al. 2002).

Geometrical details are computed as pixel-to-pixel difference between PAN image

and the interpolated version of its approximation. Finally, they are injected into the

interpolated MS images using an additive injection model (by a simple addition

between pixel values) or a multiplicative injection model (modulated by gain

factors) [10, 20, 24].

Filter-Bank-Based Pansharpening (FB) [1] Hallabia et al. (2016) [1] presented

a new concept of multi-modality fusion based on the principle of filter banks

matched to the sensor response (i.e., MTF), applied in the field of remote sensing.

Under the perfect reconstruction, the low-pass and high-pass filter banks are used

for decomposition and reconstruction processing.

Multiresolution Filter Banks for Pansharpening Application 133



The fusion strategy is based mainly on this assumption: the original MS image is

considered as a low-pass approximation in order to preserve the spectral quality;

and geometrical details are derived from the PAN image using a decomposition

filter bank (approximating the MTF). In fact two cases are imposed: The first one is

that images are assumed perfectly aligned and the MTF value at the Nyquist

frequency is known in order to minimize artifacts (e.g., blur, aliasing and ringing)

in the pansharpened products. The second one is to take into account the case of

misregistration between PAN and MS images and/or the case that the MTF value is

not precisely given. In this case, a preprocessing algorithm is proposed in order to

increase the coherence between the MS and PAN images, by generating a new

image MS using the GLP algorithm.

6.3 Quality Assessment Metrics

In context of pansharpening, estimating the quality of the merged MS image is a

challenging task, since the ground truth is not usually available. Quality assessment

can be performed visually (subjective) or quantitatively (objective), including full-

reference and no-reference metrics.

Subjective evaluation is a fundamental tool for judging the quality of synthe-

sized images [23, 25]. It consists in comparing visually the fused product with the

reference image. Visual comparison can be carried not only on band-to-band

reference/fused products but also on the RGB color image. It allows identifying

the spatial and spectral artifacts (e.g., pixelization, blur, ringing, and color satura-

tion) in the pansharpened products.

For the objective quality measures, numerous metrics are proposed in the

literature, which are divided into two categories: full-reference indexes using

Wald protocol [26] or Zhou protocol [27] and no-reference indexes based on

Quality with No reference (QNR) protocol [28]. In the first case, the quality of

fused products is evaluated using the reference image (i.e., the original image is

considered as a reference), which is not available in the second one.

Full-Reference Quality Assessment Using the original reference MS image, full-

reference indexes give information about the fidelity and the consistency of such a

fusion method. For judging quantitatively the performances of different

pansharpening methods, the following quality metrics are utilized:

• Spectral angle mapper (SAM) [26] quantifies the spectral distortion of the

merged product. It is defined as the absolute value of the angle between the

reference and the pansharpened vectors. Its ideal value is equal to zero.

• Relative dimensionless global error in synthesis (ERGAS) [26] measures the

radiometric distortion. It should be as low as possible (i.e., ideal value is zero

which indicates the similarity between MS data).
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• The quaternion-based coefficient Q4 is proposed by [29] indicating the global

quality of the merged MS data. It quantifies the spectral and the radiometric

quality. The value of Q4 index should be as high as possible (ideally one) [26].

• The spatial correlation coefficient index (SCC) is proposed by [27] in order to

measure the spatial quality. It is used to quantify the amount of the high-

frequency details which are injected into the interpolated MS bands during the

merging process. This index compares the spatial details extracted from original

and pansharpened MS images by means of a Laplacian filter.

No-Reference Quality Assessment As mentioned above, no-reference quality

assessment does not require the reference MS image. In fact, the authors [28]

proposed the QNR protocol in order to evaluate the quality of pansharpened

products at full scale. It involves two indexes to measure separately the spectral

distortion (Dλ) and the spatial distortion (Ds), given MS image at coarse resolution

and PAN image at finer resolution. Dλ index is estimated between original MS

bands at coarse resolution and the pansharpened MS bands at finer resolution (at the

same scale of PAN image). Ds index is computed between each MS band and PAN

image at low and high resolution. These two indexes can be combined together

obtaining a global similarity quality index, denoted QNR. The ideal value for both
indexes Dλ and Ds is 0, while it is 1 for QNR.

7 Results

In this section, we will present the experimental results using full-resolution

reference (at reduced scale) and no-reference quality metrics (at full scale).

7.1 Reduced Scale Results

Here, we present the quality scores computed on different pansharpened MS, in

order to evaluate the performance of the fusion algorithms based on full-reference

quality assessment. In fact, we use the Wald protocol [26] (SAM, ERGAS, and Q4

indices) for estimating the spectral quality and the SCC index proposed by [27] for

spatial quality.

Tables 3 and 4 report comparative quality indexes computed between 2-m fused

MS and 2-m reference original MS data using full-reference quality metrics. In

addition to quantitative indices, the fused results at reduced scale (2 m) for the

suburban and the urban dataset are illustrated in Figs. 4 and 5, respectively, in order

to evaluate the visual quality of the final products.

For evaluating the spectral and spatial quality of pansharpened data, we follow

firstly the validation protocols proposed in [26] and [27] at reduced scale. These two
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procedures require a reference image in order to validate the pansharpening

methods. To this end, the original MS image is considered as a reference and the

pansharpening algorithms are performed using simulated data (i.e., a spatially

degraded version of the original PAN and MS data). Therefore, according to [26],

the obtained fusion product must be as identical as possible to the original MS

image in terms of spectral quality.

Comparing the two categories (i.e., CS and MRA methods), we notice that

globally MRA methods present a better spectral quality than to those belonging

to CS category. Moreover, CS methods are affected by spectral and radiometric

distortions, since they present high values of SAM and ERGAS indexes.

FB-SDM-MTF presents the best spatial and spectral quality, thanks to the

control of the amount of spatial structures injected into the up-sampled MS

bands, followed by the techniques based on MTF (GLP-SDM-MTF, GLP-MTF,

Table 3 Quality scores

between the original reference

2-mMS and the enhanced MS

bands obtained from 2-m

PAN and 8-m MS (suburban

dataset)

ERGAS SAM Q4 SCC

Reference 0 0 1 1

GIHS [11, 14] 4.258 5.015 0.940 0.731

Brovey [15] 4.160 4.457 0.942 0.749

GSA [13] 4.187 4.932 0.943 0.734

GS2-MTF [16] 3.563 4.664 0.964 0.720

BOX-HPF [18] 4.010 4.501 0.951 0.682

HPF-Laplacian [18] 7.832 6.600 0.853 0.452

SFIM [19] 3.906 4.085 0.954 0.705

AWT-MTF [21] 3.355 4.403 0.965 0.725

GLP-MTF [10] 3.346 4.433 0.966 0.727

GLP-MTF-SDM [10, 20] 3.142 3.863 0.972 0.751

FB-MTF [1] 2.951 3.652 0.974 0.731

FB-MTF-SDM [1] 2.802 3.435 0.978 0.754

Table 4 Quality scores

between the original reference

2-mMS and the enhanced MS

bands obtained from 2-m

PAN and 8-m MS (urban

dataset)

ERGAS SAM Q4 SCC

Reference 0 0 1 1

GIHS [11, 14] 4.734 4.280 0.940 0.751

Brovey [15] 4.757 3.925 0.939 0.748

GSA [13] 4.702 4.283 0.942 0.755

GS2-MTF [16] 3.748 3.003 0.970 0.744

BOX-HPF [18] 4.489 3.408 0.952 0.713

HPF-Laplacian [18] 8.114 4.753 0.869 0.480

SFIM [19] 4.432 3.322 0.954 0.717

AWT-MTF [21] 3.560 3.004 0.972 0.757

GLP-MTF [10] 3.490 2.962 0.973 0.727

GLP-MTF-SDM [20] 3.383 2.938 0.975 0.751

FB-MTF [1] 3.111 2.616 0.979 0.731

FB-MTF-SDM [1] 3.072 2.780 0.980 0.754
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GS2-MTF and AWT-MTF) and those based on the high filtering injection

(HPF-BOX, HPF-Laplacian, and SFIM). These results are explained by the fact

that the algorithms take into account the MTF response approximating the sensor

response in the frequency domain. However, the box filter is characterized by the

presence of ripples in the frequency domain that is confirmed by the lowest value of

SCC index (i.e., 0.695).

Finally, it is shown in Tables 3 and 4 that the fusion methods based on adaptive

injection scheme (i.e., SDMmodel) present better results comparing to global ones.

7.2 Full-Scale Results

In this section, the full-resolution dataset images are considered. In this case,

reference image is not available. The no-reference quality metrics are used in

order to evaluate the performance of the different fused MS images. Therefore,

the QNR protocol [28] allows estimating the spectral quality and the spatial quality.

Tables 5 and 6 show the estimated quality indexes of different pansharpening

algorithms at full-scale protocol, using no-reference quality metrics. As mentioned

above, Dλ and Ds indexes are used to quantify the spectral and spatial distortions,

respectively. The ideal value for Dλ and Ds is 0, while it is 1 for QNR.

Notice that the method FB-MTF-SDM provides the best results in terms of QNR
indices. Furthermore, it presents the lowest spectral and spatial distortion, mainly in

the suburban dataset. This result is explained by the best control of the similarity

between MS and PAN when passing from coarse to fine resolutions [1].

Assessing the quality on different image contents (i.e., suburban and urban data),

we note that the quantitative results according to suburban data are better compared

to those on urban one. In fact, the urban area presents very high resolution details

(i.e., building edges) which are difficult to recover.

Table 5 Full-resolution

quality indexes estimated for

the suburban dataset

Dλ Ds QNR

GIHS [11, 14] 0.069 0.054 0.881

Brovey [15] 0.037 0.048 0.917

GSA [13] 0.076 0.052 0.876

GS2-MTF [16] 0.074 0.038 0.891

BOX-HPF [18] 0.051 0.028 0.922

HPF-Laplacian [18] 0.087 0.041 0.875

SFIM [19] 0.052 0.033 0.917

AWT-MTF [21] 0.067 0.044 0.891

GLP-MTF [10] 0.069 0.047 0.887

GLP-MTF-SDM [20] 0.070 0.039 0.893

FB-MTF [1] 0.064 0.034 0.904

FB-MTF-SDM [1] 0.049 0.018 0.934
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Finally, the results using no-reference quality metric (i.e., at full resolution)

results are in agreement with those obtained using full-reference one (i.e., at

reduced scale).

8 Discussion

Pansharpening techniques belonging to CS family (e.g., GIHS, Brovey, GSA) are

generally fast and easy to implement. In addition, the synthesized MS images are

characterized by a high fidelity in terms of the spatial content [13]. These

approaches are well suited for mapping applications [30]. However, spectral dis-

tortions can be produced in the fused product, which are due to the existence of

local dissimilarities between the two PAN and MS modalities [13, 18]. This is

explained physically by the non-correspondence between the spectral ranges of the

different MS bands and that of the PAN image [31]. On the other hand, they suffer

from radiometric distortion due to a modification of the low frequencies of the

original MS image. This can alter the spectral signatures (i.e., colors) of the

synthesized MS modalities [32]. Indeed, they are inadequate for studying vegetated

areas (e.g., agricultural regions).

Regarding AMR-based approaches, they preserve a better spectral content

because they affect only the high-frequency components, and those at low frequen-

cies are retained [10]. However, they are affected by spatial distortions, especially

on images of highly textured urban areas [32]. In fact, the fusion product may be

affected by artifacts such as blur or aliasing or the phenomenon of Gibbs [10] due to

resampling and spatial filtering operations.

In addition, the pansharpening methods based on the injection of the high-

frequency components into the up-sampled MS bands demonstrated their superior-

ity by comparing to the CS family, which is confirmed in [33]. Moreover, adaptive

Table 6 Full-resolution

quality indexes estimated for

the urban dataset

Dλ Ds QNR

GIHS [11, 14] 0.065 0.046 0.892

Brovey [15] 0.021 0.038 0.942

GSA [13] 0.084 0.037 0.881

GS2-MTF [16] 0.065 0.017 0.919

BOX-HPF [18] 0.047 0.067 0.890

HPF-Laplacian [18] 0.085 0.013 0.904

SFIM [19] 0.040 0.074 0.888

AWT-MTF [21] 0.059 0.006 0.935

GLP-MTF [10] 0.061 0.008 0.931

GLP-MTF-SDM [20] 0.054 0.006 0.941

FB-MTF [1] 0.060 0.007 0.933

FB-MTF-SDM [1] 0.045 0.019 0.937
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injection methods are used to refine the fused results compared to the global

methods (i.e., same detail or gain applied to the interpolated MS bands)

[24]. They take into account the homogeneity or the texture of the considered data.

9 Conclusions

In this chapter, the two-channel filter bank configuration is presented. Under the

perfect reconstruction and aliasing cancelation, different solutions are presented.

Based on this theory, pansharpening is then considered as an application, since the

authors have been proposed an algorithm for fusing remotely sensed imagery.

In the context of pansharpening, a comparative study is studied. Indeed, the

quality of several methods has been studied on high-resolution Pléaides-A1 dataset.

For validating the fused images, full-reference (using Wald and Zhou protocol) and

no-reference (QNR protocol) quality assessment metrics have been considered.

Experimental results show that CS and MRA methods present complementary

results in the context of spectral and spatial quality.
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Video Signal Processing

Yung-Lin Huang

1 Introduction

Nowadays, multimedia information systems become more popular. People love to

watch images and videos on different devices such as television (TV), personal

computer (PC), and mobile phone. The variety of display formats rapidly increase.

This fact has resulted in a demand for efficiently converting between various video

formats.

We briefly explain the format of the video signal. An image consists of

two-dimensional (2D) signals called pixels which represent colors in a point of

the picture, and a video is composed of a sequence of images called frames. That is,

the consecutive frames form a video as shown in Fig. 1. Therefore, a video is a

three-dimensional (3D) signal including x-direction, y-direction, and temporal

domain. Frame rate, expressed in frame per second (FPS), is the frequency that

the consecutive frames are shown on the display device. The frame rate differs

between lots of video formats. For example, movie films are at 24 FPS, and the

videos recorded by mobile phone are often at 30 or 60 FPS.

In addition to the frame rate, the refresh rate of display devices should be took

into consideration. Liquid crystal display (LCD), which is one of the most impor-

tant display techniques, is widely used in many display devices. To provide high

visual quality videos, LCD is capable of displaying high frame rate videos at

120 FPS or more. However, the video frame rate differs from many sources and

is often lower than the refresh rate.
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Frame rate conversion (FRC) is a post-processing technique to convert the frame

rate. The technique aims to increase or decrease the video frame rate for different

applications. Because increasing the frame rate introduces smoother motion in

videos, frame rate up-conversion (FRUC) is often operated to convert the frame

rate from a lower number to a higher one. The technique is useful for lots of

applications that are stated in the following section.

This chapter is organized as follows. First, we introduce several multirate video

applications in Sect. 2 to show the importance of the multirate video techniques.

Several fundamental FRC techniques are first presented in Sect. 3. Then, Sect. 4

explains the motivation of higher frame rate, which gives the reason why the FRUC

techniques are most widely adopted. Then, we present the flow diagram and details

in each part of state-of-the-art FRUC techniques in Sect. 5. The evaluation methods

for the FRUC techniques are then introduced in Sect. 6. Moreover, Sect. 7 demon-

strates the importance of hardware architecture design and recent research results.

Finally, a conclusion and further discussion are given in Sect. 8.

2 Multirate Video Applications

There are several video applications that require the FRC techniques. Here we list

and introduce four of them in the following.

2.1 Video Format Conversion

As mentioned previously, videos are required to be displayed on many different

devices. In different digital video standards, the specification of frame rate differs.

There are many variations, and new specifications are also introduced by emerging

standards. It varies from 24, to 30, to 60, and even to 120 or higher FPS. Converting

the frame rate between different standards is essential.

Fig. 1 Illustration of image and video signal. A video signal consists of a sequence of images. It is

a three-dimensional signal including x-direction, y-direction, and temporal domain
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2.2 Low Bit Rate Video Coding

To efficiently transmit a video sequence, video coding such as H.264 [1] and high

efficient video coding (HEVC) [2] should be applied. Moreover, decreasing the

frame rate sufficiently lower the transmitted bit rate because some frames are

skipped. After receiving the video, its frame rate can be up-converted to preserve

the visual quality when displaying. The decoded and interpolated frames are

alternatively displayed as shown in Fig. 2.

2.3 Video Editing

When editing a video, changing the frame rate creates impressive visual effects in a

scene with moving objects. To be more specific, decreasing and increasing the

frame rate creates time-lapse and slow-motion videos, respectively. Note that the

edited video should be displayed at the original frame rate. Take slow-motion

effects as an example; increasing the frame rate from 30 to 60 FPS means that

the numbers of frame are doubled. The motion lasting 1 s becomes 2 s when

displaying the video at the original 30 FPS. This indicates that the motion is

slowed down.

2.4 High Refresh Rate Display Device

To provide better visual quality with smooth motion, some off-the-shelf display

devices are able to display videos at 120 FPS and higher. Since most videos are at

lower frame rate, the FRUC technique should be operated to fill the gap. Figure 3

shows an example of the application. Several frames are interpolated before the

video is displayed.

Fig. 2 The frame rate up-conversion technique for low bit rate video coding. The frames are

skipped before transmission and interpolated after reception.
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3 Fundamental Frame Rate Conversion

We first present several fundamental FRC techniques. Since implementing these

techniques is simple, they are still employed in some systems with limited

resources.

3.1 Frame Duplicate and Skipping

Different sampling methods introduce different frame rates. When up-converting

the frame rate, a straightforward way is to duplicate frames. That is, sampling a

frame more than once in the same period to achieve the target higher frame rate. For

example, duplicating each frame once creates a video at doubled frame rate. On the

contrary, skipping an appropriate number of frames down-converts the frame rate.

Frames are often automatically skipped when the resources are limited.

3.2 Three-Two Pull Down

A popular method for changing the sample rate on an original video to achieve a

different frame rate is the three-two pull down technique [3]. It converts videos

from movie film at 24 FPS to the widely used 30 FPS as shown in Fig. 4. The frames

are split into two fields noted as a and b in Fig. 4. One field contains odd rows and

the other contains even rows of the frame. Then, the fields are recombined into

frames for video at 30 FPS. The three-two pull down technique causes interlacing

problems which is not discussed here.

Fig. 3 The frame rate up-conversion technique increases video frame rate for high refresh rate

display devices. The four intermediate frames are interpolated to achieve five times up-conversion
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3.3 Frame Insertion

Increasing the frame rate by inserting meaningful frames benefits visual quality.

Some systems apply black frame insertion or frame blending. Black frame insertion
means that a frame filled with black color is inserted. The purpose is to reduce the

motion blur problem introduced in the next section. Frame blending inserts a frame

f(t) between frame t� 1 and frame tþ 1. It utilizes the blending function f(x, y, t) for
the pixels of inserted frames,

f x; y; tð Þ ¼ λ1f x; y; t� 1ð Þ þ λ2f x; y; tþ 1ð Þ
2

The (x, y, t) mean the spatial and temporal position of a pixel. It blends the pixels

at the same position in the previous and next frames. The parameters λ1 and λ2 can
be adjusted to be adaptive weighting.

Since videos always present moving objects or scene, blending the pixels at the

same position often causes blurred pixels. Therefore, first estimating the motion in

videos plays an important role for frame insertion. Motion-compensated FRUC,

abbreviated as MC-FRUC or simply FRUC, is the essential technique. In the

following section, we state more details of the motivation before introducing the

FRUC techniques.

4 Motivation of Higher Frame Rate

As mentioned previously, the FRUC technique is important because video at higher

frame rate can display smoother motion. This also indicates better visual quality.

We explain this in the aspects of LCD motion blur problems. The visual quality of

LCDs suffers from motion blur due to the physical property of the liquid crystal. In

general, two types of motion blur occur in LCDs [4].

Fig. 4 Illustration of three-two pull down to convert video at 24 FPS to 30 FPS. Four frames are

converted to five frames. For each original frame, it is separated into two fields noted as a and b.
The fields are then recombined
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The first motion-blur type is caused by the slow response of the liquid crystal.

Figure 5 shows that the black solid line indicates the target brightness and the dotted

line indicates the actual displayed brightness. The smooth variation in brightness

appears blurred as perceived by human eyes. To overcome this problem, a popular

solution called overdrive is applied, i.e., the voltage is first set higher or lower to

approach the target brightness and is then set back to the ordinary value after the

brightness approaches the target. The red solid line in Fig. 5 shows the resulting

brightness, which demonstrates a reduction in the smooth variation in brightness.

The second type is called the hold-type motion blur. Figure 5 shows that

maintaining the brightness is termed as the “hold period,” which is equal to the

inverse of the frame rate. Figure 6 shows that when human eyes track the movement

of an object with velocity v, the intensity is continuously integrated in the retina, but
the actual intensity discretely changes. This divergence causes the integrated

signals in the object boundary in the retina to smoothly decrease or increase. The

range of the decrease or increase is called the blur width and can be directly

expressed as

Fig. 5 Hold-type display

with slow response. The

black solid, the dotted, and

the red solid lines represent

the target, displayed, and

overdrived brightness,

respectively

Fig. 6 Direct evaluation of

the blur width. The blur

width is caused by the

integrated signals in the

retina
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Blur widthdirect ¼ v

frame rate

Another method of evaluating the hold-type motion blur is based on the sam-

pling and reconstruction theory of integrated signals in the retina [5]. In the case of

an idle display, the blur width is equal to

Blur widththeoretical ¼ 0:8� v

frame rate

Therefore, blur width is inversely proportional to the frame rate. Among the

solutions for the hold-type motion blur, increasing the frame rate is regarded as the

most efficient method because it can directly reduce the effect of motion blur

without drop in visual quality [4].

5 Frame Rate Up-Conversion

In this section, we give an overview of FRUC techniques and the details in each

part. Figure 7 shows the general FRUC flow. Initially, motion vectors (MVs)

between existing frames are required. In general, MVs are derived from a video

decoder or by performing motion estimation (ME). The MVs can be estimated

block-based, sub-block-based, or even pixel-based. Then, all derived MVs in a

frame form an MV field (MVF). To display a more realistic and detailed motion,

further MV processing may be performed on the MVFs. After the MVFs are

retrieved, they must be mapped from the existing frames to the target intermediate

frames because of temporal mismatch. Thereafter, the intermediate frames are

interpolated according to the mapped MVFs using motion compensation (MC)

techniques. Finally, the interpolated frames are post-processed to achieve better

visual quality.

Fig. 7 General flow diagram of the FRUC technique. The MVs are estimated using the ME or

retrieved from a video decoder, after which the MVs are refined and mapped to interpolate the

intermediate frames using the MC
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The discussions of the functions related to each part are listed below. Five parts

are included: ME, MV processing, MV mapping, MC, and post-processing. In each

part, we first discuss related works and then introduce several representative and

state-of-the-art methods.

5.1 Motion Estimation

Illustration of motion in an image is shown in Fig. 8. A motion in 3D space is

projected into the image plane and becomes a 2D vector. The 2D vector

corresponding to the 3D true motion is called true MV. True ME is the method

aiming to estimate the true MVs between two frames. On the other hand, conven-

tional ME required for residual minimization is the key technique in video encoder

to find out the most similar blocks for video compression. As shown in Fig. 9, both

the MVs are able to be used for compression. However, unlike the ME in a video

encoder, performing true ME between frames aims to determine the true motion

Fig. 8 Illustration of 3D

motion in real world

projected into image space

Fig. 9 Illustration of two consecutive frames with two moving red balls. This describes different

goals of ME. For compression, ME using the twoMVs performs the same because they both match

the pixel values. However, only one MV represents the true motion of this object
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that demonstrates the object movement [6], instead of reducing only the residual

energy.

Many related works approximate the true MVFs using block-based ME with

spatial and temporal predictions [6–9]. To achieve more accurate MVFs, Min and

Sim [10] introduces a confidence level of blocks, Liu et al. [11] uses a multiple

hypotheses Bayesian scheme, and Kaviani and Shirani [12] adopts optical flow

estimation method. However, the true MVF is difficult to estimate, and the com-

putational cost is usually high. On the other hand, we can possibly retrieve the MVF

from a video decoder [13–15] and then perform MV processing to optimize the

rough MVFs. Nevertheless, the decoding information is not always available for

FRUC in the current LCD systems. We introduce three types of ME techniques in

the following.

Block matching ME is a memory-efficient and hardware-friendly technique.

Separating a frame into several blocks and then computing the difference between

current block and neighboring blocks in the other frame. The conventional

matching criterion is the sum of absolute difference (SAD). For current block A

at (x, y), discover the block B at (x þ s, y þ t) minimizing the SAD computed as

SAD ¼
X

All pixels

Ax,y � Bxþs,yþt

�� ��

The vector (s, t) indicates the MV of the current block. To efficiently compute

the difference, the down-sampled version of the SAD, multilevel successive elim-

ination algorithm (MSEA) [16], can be adopted. An example of computing 8 � 8

MSEA between two 32 � 32 blocks is shown in Fig. 10.

Fig. 10 An example of the 8 � 8 MSEA computation. The 32 � 32 block is composed of

16 sub-blocks, and each sub-block has 8� 8 pixels. The absolute difference between the sub-block

pairs are computed and then accumulated
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To keep the robustness and consistency between neighboring blocks, the pre-

diction and special search patterns are usually applied. A ME technique with

median prediction and hybrid search pattern is introduced in [17]. The ability to

reject the predictor and reestimate from the origin can prevent estimation of

incorrect MVs due to incorrect predictors. In addition, the method is cost-efficient

owing to its early convergence. The pseudocode is shown as follows. Here SP
means square pattern, and ε means minimum distortion of the applied SP. MV is

used as the center of SP, and the threshold is equal to 1024 in the implementation.

Step 1 Set MV ¼ median of three neighboring blocks’ MVs

Step 2 Apply 4-step SP on MV

If ε is found at the center or ε < threshold

Apply 2-step and 1-step SPs for converge

Else

Set MV ¼ origin, go to Step. 3

Step 3 Apply 8-step SP on MV

If ε is not found at the center

Set MV ¼ the position with ε, repeat Step. 3

Else

Apply 4-step, 2-step and 1-step SPs for converge

This search strategy is similar to a hybrid search algorithm with four-step search

(4SS) [18] and three-step search (3SS) [19]. The square search pattern contains the

centering block and eight neighboring blocks, and the distance between two blocks

is represented by step-size. At first, a predictor is given by the median of three

neighboring (left, up, and upper-right) MVs. Then a 4-step square search pattern

centering on the predictor is employed. If the minimum distortion appears at the

center or its value is smaller than the threshold, the predictor will be regarded as

good and proceed to apply 2-step and 1-step square patterns for converge, like 3SS.

Otherwise, it go back to the origin and search MV like 4SS but with an 8-step square

pattern. If the minimum distortion is found at the center of an 8-step square pattern,

4-step, 2-step, and 1-step square patterns are employed for converge .

Optical flow estimation, a pixel-based ME method first proposed by Lucas and

Kanade [20], can be used in place of block matching ME. This avoids blocky

artifacts of block matching algorithms, but generates salt-and-pepper artifacts

[21]. Recently, Lee et al. [22] proposed a FRUC framework which estimates four

sets of MVF using a modified optical flow algorithm. Multiple intermediate frames

are reconstructed and fused to obtain the final frame. The MVF Vt between frame

Ft-1 and frame Ft+1 is estimated by minimizing the optical flow energy function

EOF ¼ EOF,D Vtð Þ þ αEOF,S Vtð Þ

where the data term EOF,D and smooth term EOF,S are defined as
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EOF,D Vtð Þ ¼
Z
Ω
φ Ft�1 xð Þ � Ftþ1 xð Þj j2 þ γ ∇Ft�1 xð Þ �∇Ftþ1 xð Þk k22
� �

dx

EOF,S Vtð Þ ¼
Z
Ω
φ ∇utk k22 þ ∇vtk k22
� �

dx

Here, ∇ denotes the gradient operator, and the α and γ denote the weighting

parameters, respectively. Moreover, Vt¼ (ut, vt) and φ sð Þ ¼ ffiffiffiffiffiffiffiffiffiffi
sþ ε

p
, where ε is a

tiny constant. The data term EOF ,D preserves the intensity and gradient constancy

of the data, while the smoothness term EOF , S smooths the optical flow field. Both

terms are measured in a regularized L1-norm via function φ. That is, the data term
can improve the robustness to outliers, and the smoothness term can preserve

motion boundaries. According to [22], the optical flow energy function is mini-

mized by using a multilevel pyramidal scheme to cope with large displacements.

However, the optical flows obtained in the previous level are often over-smoothed

near motion boundaries. Therefore, the initial optical flow near motion boundaries

should be refined at each level before the optimization. There are also many

implementations available. Figure 11 shows an example of the pixel-based MVF

estimated by [23].

Decoder-side MV extraction is an efficient way to retrieve MVF when the

decoder information is available. This is often true when FRUC techniques are

employed to the abovementioned low bit rate video coding application. [24]

suggests that the decoder-side MVF is also useful for the FRUC techniques.

Figure 12 shows an example of MVF extracted from H.264 decoder [25]. The

color coding of MVF and the ground truth MVF are explained in the evaluation

method section. Three different ME strategies are shown: full search (FS), fast full

search (Fast FS), and enhanced predictive zonal search (EPZS). The general FS

algorithm with two different block size is also shown for comparison. We can see

that the MVFs extracted from H.264 decoder include accurate MVs in most regions.

The further MV processing can be operated to achieve a MVF closer to the ground

truth one.

Fig. 11 An example of MVF estimated by optical flow estimation [23]. The MVF includes MVs

of each pixel. The color coding of the MVF is explained in the evaluation method section
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5.2 Motion Vector Processing

To restore the MV outliers which are misestimated as shown in Fig. 13, a further

MV processing is often performed on the MVF. For example, a vector median filter

[26] is often adopted owing to the important spatial and temporal coherence in true

MVFs. In addition, more processing methods such as prediction-based MV

Fig. 12 An example of MVF extracted from H.264 decoder. The left two MVFs are computed

using conventional full-search ME with two different block sizes. The middle three MVFs are

extracted from H.264 decoder with different ME strategies. The target is to enhance the MVFs to

approach the ground truth one

Fig. 13 Illustration of the MVF before and after MV processing. The outlier MVs are removed

using MRF modeling
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smoothing [9], motion smoothing via global energy minimization [27], and 3D

Markov random field (MRF) modeling [28] are proposed to approximate the true

MVF. A hardware-friendly MRF modeling method is also introduced in [17].

Vector median filter is a widely used technique to remove outlier vectors. Since

MVs are vectors containing x-direction and y-direction, the filter can be applied

straightforward. The median filter is a simple but effective choice. Using a 3 � 3,

5 � 5, or larger window for a block, its median MV is often highly consistent with

its neighboring MVs. The median vector vm can be derived by

vm ¼ argmin
vm2Si

XN
i¼1

vm � vik kL

where i is the summation index, N is the number of members in the set, and Si¼ {vi}
is the set of vectors. L denotes the order of the norm, and any proper norm is eligible

to be used.

MRF modeling is a theoretical modeling method based on the Bayesian frame-

work, and this modeling method has been applied to computer-vision algorithms for

many years [29]. The framework can also be adopted to estimate MVF in the

previous ME part as shown in Fig. 14. A node represents a pixel or block and its

corresponding MV. The MVF is estimated with observed video frame. For each

node, searching in the MV candidate space and choosing the MV can locally or

globally minimize the MRF energy function.

A good reason to apply the framework after the ME is to reduce MV candidates

to avoid heavy computation. [30] chooses only neighboring MVs as candidates to

perform optimization, which can prevent over-smoothing and keep the computa-

tional complexity lower. For a block, eight neighboring MVs and the MV itself are

chosen as the nine MV candidates. Thus, the corresponding MRF energy function

for each MV candidate is calculated as follows,

Fig. 14 Illustration of MRF modeling on MVF estimation. Estimating the MVF while observing

the video frame. The edges between nodes show the connection modeled in the MRF energy

function. The candidate space size depends on the algorithm
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energycandidate ¼ cost MVcandidateð Þ þ weight �
X

8neighbor
MVcandidate �MVneighbor

�� ��

The cost of a MV candidate can be measured in many ways such as the MSEA

and optical flow data term previously introduced. The MV candidate that can

minimize the MRF energy function is selected as the refined MV of the processed

block as follows:

Refined MV ¼ argmin
MVcandidate

energycandidate

5.3 Motion Vector Mapping

The abovementioned MVF generally represents the motion relation between two

existing frames. To convert the frame rate to a higher one, new frames are

interpolated between the two existing frames. The frame rate is doubled when an

additional frame is interpolated as shown in Fig. 15. In this illustration, the MVF is

divided by two to map the position from existing frames to the middle frame.

To our knowledge, three MV mapping methods are mainly available, and these

are shown in Fig. 16. The first one is called the traditional MV mapping method,

Fig. 15 Illustration of mapping MVs to the interpolated frames. Dividing the MVF by two maps

the position to the interpolated frames for the twice up-converted video

Fig. 16 Three general MVmapping methods. From left to right: traditional, forward, and bilateral

MV mapping. Note that green, blue, and red represent existing frames, intermediate frames, and

processing pixels/blocks, respectively
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which maps a block MV in existing frames to a block at the same position in the

intermediate frames. However, these two blocks exist at the same position but at

different times; hence, their MVs are not exactly the same. The second one is called

the forward MV mapping [31], which maps through the direction of an MV to the

block where it is pointed. No temporal mismatch occurs in the use of the forward

MV mapping, but in this case, some positions may be pointed out by many MVs or

no MV at all, thus introducing problems on overlaps and holes. The third one is

called the bilateral MV mapping, which performs ME on the intermediate frames

[32, 33]. No problem on overlaps and holes, as mentioned earlier, but it usually fails

to estimate the true MVs in flat regions. Recent researches often improve their MV

mapping based on the abovementioned three mapping methods.

Forward MV mapping can avoid temporal mismatch but introduce problems on

overlaps and holes as mentioned above. Figure 17 shows an example of the

problems. Since the mapping operation is temporally correct and straightforward,

it is widely adopted. However, to solve the problems on overlaps and holes, the

further MC and post-processing techniques play important roles.

Bilateral MV mapping operation is shown in Fig. 18. The mapping method can

avoid the problems on overlaps and holes because it operates on the target inter-

mediate frame. For each block in the intermediate frame, it searches a pair of

matched blocks in previous and next frames. The searching directions on two

frames are opposite to match temporal domain.

5.4 Motion Compensation

Within the mapped MVF, MC is performed to interpolate the intermediate frame.

The appropriate MVs are calculated as shown in Fig. 19. The adopted MC tech-

nique often depends on the ME and MV mapping techniques. For forward MV

Fig. 17 The problems on

overlaps and holes. The

black regions are not

pointed by reference pixels,

which generate the holes
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mapping, the problems of overlap and hole should be taken into account. For

example, [34] uses mesh-based method, [12] employs patch-based reconstruction,

and [30] applies block-based forward MC. For block-based operations, block

artifacts should be avoided. Overlapped block MC (OBMC) [35] is a conventional

method in this part and the further post-processing. Applying adaptive weighted

interpolation for occlusion handling is also proposed [36]. In addition, because MC

should be performed for each interpolated frame, the computational effort and

hardware bandwidth consumption become significant problems when the higher

frame rate is required and the number of interpolated frames increases.

Conventional bilinear and adaptive weighting MC calculate a pixel value in an

interpolated frame. The pixel at the position p in frame t is computed as

f p; tð Þ ¼ λ1f p�MV; t� 1ð Þ þ λ2f pþMV; tþ 1ð Þ
2

Fig. 19 MC is performed to interpolate the intermediate frame using the appropriate ratio of MVs

Fig. 18 The operation of bilateral MV mapping. In an appropriate search range of the previous

and next frame, the blocks in the intermediate frame search for a best-matched pair of blocks
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That is, blending the pixels after taking the object motion into account. The

parameters λ1 and λ2 can be adjusted to be adaptive weighting.

To achieve higher frame rates, the MVF should be divided by a larger number,

and the MC technique should be performed more than once. However, the visual

quality of up-converted frames is limited by the precision of MVF and computa-

tional complexity of the following MC. Therefore, twice up-conversion mapping is

most adopted.

Estimating more MVFs creates possibilities to achieve higher frame rate. To

achieve five times up-conversion, [30] performs low-complexity ME twice to

retrieve the forward and backward MVFs, as indicated by the green dotted arrows

in Fig. 20. Moreover, unidirectional interpolation is adopted to prevent blur and

reduce complexity. In other words, the first and second intermediate frames are

interpolated using the pixels in frame n � 1 with mapped backward MVF. Simi-

larly, the third and fourth intermediate frames are interpolated using the pixels in

frame n with mapped forward MVF.

5.5 Post-processing

The visual quality of interpolated frames always suffers due to unstable results from

all of the above factors such as incorrect MVs and interpolation mismatch. There-

fore, many studies choose to refine the interpolated frames via post-processing

[36, 37]. Nevertheless, determining where the artifacts are and how to interpolate

the blocks to obtain better visual quality are difficult.

The artifacts often happen near moving object boundaries because there exists

occluded and uncovered regions. These regions cause misestimated MVs due to

unmatched pixel values between two frames. [12] utilizes structure similarity and

Fig. 20 Both forward and

backward MVFs are

estimated to achieve

multirate up-conversion.

The red arrows show that

unidirectional interpolation

is adopted for these four

intermediate frames
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edge information to generate a mismatch mask for further visual enhancement. [30]

divides blocks into sub-blocks and takes the boundaries of the MV discontinuity as

the possible regions with visual artifacts. Figure 21 shows an example of the

detected result. [38] computes residual energy for blocks and then enhance their

visual quality instead of finding occlusion regions.

A local refinement is often performed to enhance the visual quality of these

regions. OBMC [35] and its variants are often adopted. The concept is to blend the

regions with their neighboring regions by weighted sum. As shown in Fig. 22, four

neighboring blocks are selected to perform OBMC on one block. We use colors to

Fig. 22 Illustration of the OBMC operation. Five different colors represent five blocks. Each

neighboring block contributes its half part near the processed block for blending. The more

saturated colors represent the larger weighting numbers

Fig. 21 An example of possible regions with visual artifacts detected by [30]. These regions

mostly reside near the boundaries of moving objects
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represent the blocks and their weighted number, and the larger weighted numbers

show more saturated color. The pixel values in these five blocks are blended by

weighted sum. Performing weighted sum can achieve smooth visual quality

between blocks because the pixel values across block boundaries are blended.

Figure 23 shows several results before and after post-processing.

6 Evaluation Methods

To evaluate the performance of each technique, a universal dataset and measure-

ment play important roles. In this section, we introduce the popular video datasets

and evaluation criterion.

6.1 Test Video Sequences

Video coding techniques have been studied for many years. Therefore, several test

video sequences are widely used in the research field [39, 40]. Figure 24 shows

some snapshots of the well-known test video sequences. FRUC techniques are

usually performed on these video sequences for evaluation. Since recording a

video is a simple task nowadays, many researchers also have their own video

sequences.

Fig. 23 Results of post-processing to eliminate artifacts near boundaries of moving objects. The

left and right images of each pair are before and after processing, respectively
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6.2 Motion Visualization and Evaluation

Since the estimated MVFs are crucial for FRUC, visualizing and evaluating MVFs

are helpful. [41] provides a website [42] containing tools for visualizing MVF and

several image pairs with ground truth MVF for evaluation. A snapshot of [42] is

shown in Fig. 25. The MVFs are visualized using color coding. More specifically, a

color wheel is utilized, and its center representing zero motion is white color. The

ticks on the x-axe and y-axe denote a motion unit of one pixel. Therefore, the

representation can visualize pixel-based MVF in floating-point precision. Note that

the maximum magnitudes of the visualized MVF depend on different datasets and

can be manually set.

6.3 Evaluation Criterion

The most popular evaluation method is to compute the difference between original

and interpolated frames. The evaluation method using frame skipping is illustrated

in Fig. 26. For example, the even frames in original video sequence are deleted, and

Fig. 24 An example of popular test video sequences in video coding
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FRUC techniques are then performed to interpolate new even frames. The FRUC

technique is evaluated based on the difference between the original and interpolated

even frames.

Heinrich et al. [43] suggests an evaluation method called double interpolation

without altering the original frame rate of the test video sequence. The first

interpolation takes place between original frames and the second one on the

interpolated result as illustrated in Fig. 27. Since the interpolation errors caused

by the evaluated FRUC technique are possible to be amplified, it allows a better

performance to discriminate between different FRUC methods.

The difference between frames is usually measured by the peak signal-to-noise

ratio (PSNR). The PSNR between two images IA and IB is computed as

Fig. 26 Illustration of skipping frames for FRUC evaluation. The difference between skipped and

interpolated frames is computed for evaluation

Fig. 25 An example of visualizing and evaluating MVFs. The vectors are visualized according to

their positions in the color wheel. The results by selected algorithm are shown, and the ranked

algorithms are listed below
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PSNR IA; IB
� � ¼ 10log10

2552

MSE

� 	

MSE ¼
PFrame Size

n¼1

IAn � IBn
� �2

Frame Size

Although the PSNR values cannot totally represent the perceptual visual quality,

frames with higher PSNR values still appear better at most times. In addition to the

objective evaluation, some researchers also perform subjective evaluation to mea-

sure the perceptual visual quality. Displaying the original and processed videos,

several people rate the videos. Instead, some researchers perform the structural

similarity index (SSIM) [44] to evaluate the results since the index shows more

relation with perceptual visual quality. The SSIM between two blocks B1 and B2 is

defined as

SSIM B1;B2ð Þ ¼ 2 m1m2 þ C1ð Þ 2σ1,2 þ C2ð Þ
m2

1 þ m2
2 þ C1

� �
σ21 þ σ22 þ C2

� �

where mi and σ2i are the mean and variance of the luminance value in the

corresponding block Bi, respectively. σ1 , 2 is the covariance between values in

two blocks B1 and B2. C1 and C2 are constants which stabilize the division.

7 Hardware Implementation Issues

Since FRUC becomes a crucial technique in display devices, integrating it into

display systems is an efficient solution for consumer electronics. However, the

required amounts of computational cost and bandwidth consumption are massive.

The higher video resolution also introduces new challenges. Three challenges are

encountered for the hardware architecture design. The first challenge is the require-

ment of a large on-chip SRAM. The on-chip SRAM arrangement is significant to

Fig. 27 Illustration of double interpolating frames for FRUC evaluation. The frames are inter-

polated twice and compared to the original frames for evaluation
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support a larger resolution operation. Second, because interpolating multiple

frames is essential to achieve multirate FRUC, the required bandwidth consumption

for the ME and MC becomes larger. Third, the cycles for data fetching must be as

few as possible to achieve multirate up-conversions. Consequently, efficiently

utilizing the available hardware resources is very important.

We list six hardware implementations of FRUC techniques for reference in

Table 1. Three [45–47] are implemented using a field-programmable gate array

(FPGA), and three [30, 48, 49] are implemented using an application-specific

integrated circuit (ASIC). Despite the fact that comparison between hardware

implementations is difficult, it shows that the requirement of hardware resource

becomes higher. [48, 30] lower the requirement but maintain the competitive

performance because they apply more efficient hardware utilization. To support

the larger frame size and multirate video mode for current display devices, recent

researchers should address more hardware implementation issues.

8 Conclusion and Discussion

In this chapter, we present several applications and techniques of multirate video

systems. This shows that multirate property for video systems is essential, and the

related research topics are important issues. We start from the fundamental FRC

techniques, and selected conventional methods are presented. Then, we divide the

FRUC techniques into five parts and state several popular methods of each part. The

evaluation methods and hardware implementation issues are also discussed. We

give a thorough presentation on the whole stage of the FRC techniques. However,

many video processing techniques such as scene change detection, videotext

localization, and perceptual video processing can also be applied to enhance the

visual quality of converted videos. Moreover, the FRC techniques can be

Table 1 Comparison of the FRUC hardware architecture specifications

Kang [45]

Cetin

[46]

Wang

[48] Hsu [49] Lee [47]

Huang

[30]

Technology Xilinx

Virtex 4

FPGA

90-nm

UMC

90-nm

UMC

90-nm

Altera

Cyclone III

TSMC

90-nm

Clock rate

(MHz)

168.33 63 200 133 148.5 300

Total gate

count

6899 slices 89,000

slices

292,732 1,627,900 28,091 LEs 410,356

SRAM size

(Bytes)

N/A 14,070 3036 12,365 336,444 9984

FRUC mode

(FPS)

60–120 168–336 60–120 60–120 60–120 24–120

60–120

Frame size 352 � 288 1280 �
720

1920 �
1080

1920 �
1080

1920 � 1080 3840 �
2160
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cooperated with other techniques such as video coding, super resolution, and virtual

view synthesis. We hope the relative techniques and implementations become well

developed and enhance the video viewing experience for people.
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Multirate Systems in Cognitive Radio

S. Chris Prema and K.S. Dasgupta

1 Introduction

Spectrum sensing is an important function of cognitive radios (CRs), in finding

spectrum access opportunities and obtaining noninterfered spectrum for reliable

communication. The purpose of cognitive radio techniques is to allow secondary

users (unlicensed) to utilize the spectrum which is not occupied by the primary

users (licensed) [1]. Multirate systems can perform key signal processing applica-

tions for CR systems. In wideband spectrum sensing, the wideband channel is

divided into multiple nonoverlapping narrowband channels and is sensed for

opportunities which are referred as multiband sensing in literature [2, 3]. The

multirate signal processing techniques are useful in wideband spectrum sensing

for multiband spectrum detection by the use of filter bank techniques. In cases

where wideband spectrum sensing requires high sampling rates and high power

consumption, multirate filter banks become a better solution [4].

In general for wideband spectrum sensing, the radio frequency (RF) front end

requires wideband architecture, and the spectrum is estimated by using power

spectral density (PSD). The basic method used for PSD is the periodogram

spectrum estimator (PSE). The PSE is limited due to the trade-off between

spectrum resolution and dynamic range because of the sidelobes of the PSE

window. To overcome these limitations, multi-taper (MT) method and filter bank-

based methods were utilized. The advantage of filter bank method is that it enables

efficient implementation of band-pass filters using polyphase decomposition of

prototype filters. A comparison between filter bank method and MT has shown

that the filter bank methods are more promising compared with MTmethod in terms

of lower computational complexities.
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In wideband multichannel spectrum sensing, FFT or filter bank-based spectrum

analyzer has been considered by averaging the output samples of each subbands for

detecting multiple spectral gaps. FFT and filter bank techniques have been used for

sensing Wireless Local Area Networks (WLAN) such as OFDM based on IEEE

802.11 system and Wireless Personal Area Network (WPAN) with bluetooth

designated to operate on 2.4 GHz ISM band [5]. Multi-resolution filter banks

based on fast filter bank design with varying spectral bands have been used for

sensing military radio receivers [6]. Tree-structured DFT filter bank was applied for

estimating the center frequencies and spectral edges of primary user signals [7]. -

Filter banks are also useful for the detection of wireless microphones in IEEE

802.22 Wireless Regional Area Network (WRAN) and estimation of center

frequency to fractionally utilize the available bandwidth [8, 9]. Progressive

decimation filter bank techniques (PDFB) are applicable for variable sensing

resolutions to detect different bandwidths in wideband spectrum. The theoretical

framework for the analysis and design of filter bank-based detectors for spectrum

sensing applications in cognitive radios is also discussed in literature [10]. In this

chapter we discuss the spectrum sensing techniques in CR and the application of

multirate filter banks in CR applications.

2 Cognitive Radio

Cognitive radio system has been proposed as a promising solution to improve the

spectrum utilization. The concept of cognitive radio was proposed by Joseph Mitola

[11]. CR systems have intelligent mechanism for monitoring the radio spectrum to

detect spectral holes and, thereby, allocate the same to secondary users without

causing any harmful interference to the primary users in wideband spectrum.

Particularly, CR is considered for obtaining spectrum usage characteristics across

multiple dimensions such as time, space, frequency, and code. CR comprises of

determining the type of signals in addition to parameters such as modulation,

waveform, bandwidth, and carrier frequency occupying the spectrum [12].

FCC defines CR as A radio or system that senses its operational electromagnetic
environment and can dynamically and autonomously adjust its radio operating
parameters to modify system operation, such as maximize throughput, mitigate
interference, facilitate inter-operability, access secondary markets.

CRs are considered to be the most promising future wireless communication

technology that may potentially mitigate the problem of spectrum scarcity using

dynamic spectrum access techniques [13]. The underutilization of spectrum is due

to the extremely low spectrum utilization in some localized temporal and geograph-

ical spectrum bands. Spectral opportunities have to be detected without any assis-

tance from primary users. The primary users do not have any constraints to share or

change the operating parameters for sharing spectrum with cognitive radio

networks [14].
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A CR system consists of the following entities:

Primary User: The users who have higher priority or legacy rights on the usage of a
specific part of the spectrum are defined as primary users.

Secondary User: The unlicensed user, who transmits and receives signals over the

licensed spectra or portions of it when primary users are inactive, is called

secondary users [12].

Spectral hole: A band of frequencies assigned to a primary user, which is unused at

a particular time and at a specific geographic location is called a spectrum

hole [1].

The spectral holes are classified into two types: (1) temporal and (2) spatial

spectral holes. A temporal spectral hole appears when a primary user is not

transmitting for a certain period of time. When the primary user transmission is

confined within an area, a spatial spectral hole appears, and the secondary users can

use the spectrum outside that area [15].

Cognitive radios have two main features which distinguish them from the

conventional radio devices; they are cognitive capability and reconfigurability [16].
The cognitive ability allows a CR system to sense and capture the information

from the surrounding radio environment. This feature allows a cognitive user to be

aware of different parameters such as transmitted waveform, radio frequency

spectrum, and geographical information. The gathered information are analyzed

to identify any unused spectrum at a specific time and location [17]. The interaction

between CR and radio environment is known as cognitive cycle. The cognitive

ability of CR explained through cognitive cycle is shown in Fig. 1. A cognitive

cycle consists of the following three components namely: spectrum sensing, spec-

trum analysis, and spectrum decision [1].

Spectrum Sensing In spectrum sensing, a cognitive radio observes the frequency

band and gathers necessary information regarding its surrounding radio environ-

ment. Based on the information captured, the cognitive radio is able to detect

spectrum holes.

Radio 
Environment

Spectrum 
Decision

Spectrum 
Sensing

Spectrum 
Analysis

Transmitted 
Signal

Channel  Capacity 

Spectrum  Hole Information

RF Stumuli

Fig. 1 Cognitive cycle
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Spectrum Analysis. Once the spectrum holes are detected using spectrum

sensing, each of the spectrum band is characterized based on the local observation

of the cognitive radio as well as the statistical information of primary user network.

Moreover, characteristics of spectrum holes are also analyzed and estimated.

Spectrum Decision. Depending on the spectrum analysis, the cognitive radio

determines the operating parameters such as the data rate, the transmission mode,

and the bandwidth available for transmission. The most appropriate spectrum band

is selected based on the spectrum band characterization and the user requirements.

As mentioned earlier, the second key feature of a cognitive radio that distin-

guishes it from a traditional radio is reconfigurability. The ability of a cognitive

radio to intelligently adapt to the radio environment by adjusting its operating

parameters, according to the sensed environmental variations, in order to achieve

the optimal performance, is referred to as reconfigurability. Cognitive wireless

networks are capable of reconfiguring their infrastructure in order to adapt to the

continuously changing environment. The reconfiguration actions take place in the

PHY/MAC layers for the selection of appropriate technology and spectrum for

operation. Different transmission access technologies can be supported by its

hardware design such that transmission and reception are possible in a variety of

frequencies [16, 18].

3 Spectrum Sensing Methods

Spectrum sensing is an inevitable part of cognitive radio systems that allows us to

use the available spectrum efficiently. The different spectrum sensing methods

provide the key to monitor and reuse the spectrum without interference. One of

the major tasks of CR is to obtain underutilized and noninterfered spectrum for

allocation of secondary users. The channel conditions keep changing due to the

noise uncertainty, multipath fading, and shadowing effects in wireless channels.

Therefore, there exists a need for monitoring and cooperation among secondary

users for efficient spectrum utilization. The usefulness of the spectrum sensing

techniques is based on the sensing performance and complexity in implementation.

Spectrum sensing techniques can be classified as noncooperative and coopera-

tive methods. The cognitive radio acts on its own in noncooperative spectrum

sensing, while in cooperative spectrum sensing, multiple CRs work together,

which results in an increase of accuracy in spectrum detection and spectrum

awareness. Cooperative spectrum sensing is further classified into three categories

depending on how cooperating CR users share the sensing data: (1) centralized,

(2) distributed, and (3) relay assisted [19, 20]. In multipath fading and shadowing

environment, cooperative spectrum sensing is considered to be an effective

approach. The common spectrum sensing techniques are energy detection (ED),

matched filter (MF), and cyclostationary feature detection (CFD), which are

discussed in subsequent sections. In filter banks, subband-based energy detection
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is applied for detection of spectral holes. Apart from common spectrum sensing

methods, other techniques existing in literature include eigenvalue-based methods,

covariance matrix method, and wavelet-based methods [21, 22]. After spectrum

sensing, the secondary users are allowed to access the spectrum holes. In order to

access the spectrum holes effectively, spectrum sharing and spectrum allocation

techniques are important [23]. The common spectrum sensing methods are briefly

explained in the following sections.

3.1 Energy Detection Method

Energy detection method is further classified as traditional energy detection and

subband-based energy detection.

3.1.1 Traditional Energy Detection

The most widely used method of spectrum sensing is the traditional energy detec-

tion due to its low computational complexity [24]. The receiver does not require

any prior knowledge of the primary user signal as energy detection is a noncoherent

method of detection. The primary user is detected by measuring the energy and

comparing it with a predetermined threshold. The threshold λ is computed using the

assumed noise variance σ2w and probability of false alarm Pfa, which generally

depends on the channel characteristics. The problem of detecting the presence and

absence of signal in spectrum sensing is typically formulated by the following

binary hypothesis test [25],

H0 : y n½ � ¼ w n½ �
H1 : y n½ � ¼ x n½ � þ w n½ �

where y[n] represents the received signal, x[n] is the transmitted wireless signal, and

w[n] is the zero mean complex circularly symmetric additive white Gaussian noise

(AWGN). Further, x[n]¼ s[n]
N

h[n] where s[n] denotes the primary user signal

and h[n] the channel impulse response [26]. Hypothesis H0 represents the absence

of a primary user signal and consists only the noise w[n]. On the other hand,

hypothesis H1 represents the presence of primary user signal x[n] along with

noise w[n]. The test statistic is computed as the energy of the received signal as

given in Eq. (1),

T yð Þ ¼ 1

Ns

XNs�1

n¼0

y n½ �j j2, ð1Þ
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where Ns is the total number of samples sensed at the receiver. The test statistic

follows a chi-square distribution. However, in practical cases, the test statistic can

be approximated to a Gaussian distribution for large number of samples according

to the central limit theorem (CLT) [27]. According to CLT any independent and

identically distributed (IID) random variable with finite mean and variances

approaches is a normal distribution when the number of samples Ns is large enough.

Therefore, the distribution of test statistics can be accurately approximated with a

normal distribution for sufficiently large number of samples. The above hypothesis

can be written as in,

T yð Þ � N σ2w;
1

Ns

σ2v

� �
; for hypothesis H0

T yð Þ � N σ2x þ σ2w;
1

Ns

σ2x þ σ2w
� �2� �

; for hypothesis H1

where σ2x is the signal variance and σ2w is the noise variance. The presence of an

active signal is determined by comparing the energy (test statistics) with a

predetermined threshold. The threshold λ is calculated using the knowledge of

probability of false alarm Pfa and the assumed noise variance σ2w of the received

signal. The probability of false alarm Pfa is given as

pfa ¼ Q
λ� σ2wffiffiffiffiffiffiffiffiffiffi
1=Ns

p
σ2w

 !
ð2Þ

and the probability of detection can be expressed as

pd ¼ Q
λ� σ2w þ σ2s

� �ffiffiffiffiffiffiffiffiffiffi
1=Ns

p
σ2w þ σ2s
� � !

ð3Þ

The threshold λ is determined from Eq. (2) as

λ ¼ Q�1 Pfað Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 Nsþ1= Þσ2w

p�
ð4Þ

The minimum number of samples required for spectrum sensing is obtained

using Eqs. (2) and (3) [28],

Nmin ¼ 2 Q�1 pfað Þ � Q�1 pdð Þ 1þ SNRð Þ� 	2
SNR�2 ð5Þ

3.1.2 Subband-Based Energy Detection

When the available wideband is split into nonoverlapping subbands, the subband-

based energy detection is performed at the output of the individual subbands. The

energy is computed as the test statistic at the output of each subband and compared
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with a predetermined threshold. Filter bank-based methods are robust and efficient

for multiband spectrum sensing where energy detection is performed at the subband

level at the output of the FFT or analysis filter bank (AFB). The wideband signal is

split into narrow signal bands using FFT or AFB. Similar to traditional energy

detection, the subband signal can be expressed as follows:

H0 : yk m½ � ¼ wk m½ �
H1 : yk m½ � ¼ xk m½ � þ wk m½ �

where yk[m] is the received signal at the k
th subband (k¼ 1, 2, . . . ,M ),M is the total

number of subbands with xk[m]¼Hksk[m], Hk represents the complex gain of the

subbands, sk[m] is the input signal, and wk[m] is the noise samples of the subbands.

Similar to traditional energy detection, noise follows the distribution wk m½ � � N

0; σ2w,k
� �

and signal xk m½ � � N 0; σ2x,k
� �

with σ2w,k being the noise variance and σ2x,k
the signal variance [26]. If σ2w,k is the noise variance of the wideband channel, the

subband noise variance is
σ2w
M . The energy at the output of individual subbands is

considered as the test statistic,

Yk ¼ 1

L

XL�1

m¼0

yk m½ �2 ð6Þ

where L ¼ Ns

M

� �
is the number of samples in each subband with M number of

subbands for sensing and Ns total number of samples received. The presence and

absence of a primary user signal is written in terms of the following two hypotheses:

yk mð Þ � N σ2w,k;
1

L
σ4w,k

� �
; for hypothesis H0

yk mð Þ � N σ2x,k þ σ2w,k;
1

L
σ2x,k þ σ2w,k
� �2� �

; for hypothesis H1

The number of samples for each stage needs to be large enough to perform

energy detection even in low SNR. The minimum number of samples required in

each stage can be calculated using the relation in Eq. (5).

3.2 Matched Filter

Matched filter (MF) is a non-blind spectrum sensing technique with coherent

detection. Prior knowledge of the primary user signal is required in MF. The

known primary user information is correlated with the received signal to detect

the presence of primary user signal and maximize the signal-to-noise ratio (SNR).

The matched filter requires short sensing time and achieves good detection perfor-

mance with low probability of missed detection and false alarm. The drawback of
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this method is that it requires knowledge about primary user signal such as

operating frequency, bandwidth, modulation type, and packet format. Therefore,

the technique is not applicable when the information regarding the primary users

are unknown [23].

3.3 Cyclostationary Feature Detection

Cyclostationary feature detection (CFD) technique exploits the cyclostationary

features of the signal for spectrum sensing. A signal is considered to be

cyclostationary if its statistical properties vary cyclically with time. When the

modulated signals are combined with sinusoidal signals and pulse trains, they

exhibit periodicity. The cyclostationary features are exploited from the periodicity

using signal statistics such as mean and autocorrelation. The cyclic autocorrelation

function (CAF) of the received signal x(t) can be expressed as

R αð Þ
x ¼ E x tð Þx∗ t� τð Þexp �j2πατð Þ½ �, ð7Þ

where α is the cyclic frequency, E[.] is the expectation operation, and ∗ denotes

complex conjugation. Using Fourier series expansion, CAF can be expressed as

cyclic spectral density (CSD) [23].

When the cyclic frequency α and fundamental frequencies become equal, CSD

exhibits peaks. Therefore, under hypothesis H0, the noise alone is present, and the

CSD function does not exhibit peaks as the noise is nonstationary. On the other

hand, in hypothesis H1, peaks occur due to the signal and presence of noise.

Therefore, CFD distinguishes the noise from the PU signal and can also be used

for the detection of weak signal in case of very low SNR. CFD does not require

prior knowledge of primary user waveform. The performance of CFD can be

improved at a given SNR by increasing the number of samples, however at the

cost of sensing time. The limitation of cyclostationary feature detection is that it

requires longer processing time compared to the energy detection and matched filter

detection techniques.

4 Wideband Spectrum Sensing

An important challenge in CR is sensing of multiple narrowband channels over a

wideband spectrum. Most of the existing spectrum sensing algorithms discussed

above are suitable for narrowband spectrum sensing, which exploits the spectral

opportunities over narrow frequency range. To achieve higher throughput,

CR needs to exploit spectral opportunities over a wide range of frequencies,

from hundreds of megahertz to several gigahertz [14]. In cases where

spectral opportunities are to be identified in ultra-high frequency (UHF) TV band
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(between 300 MHz and 3 GHz), wideband spectrum sensing techniques are to be

employed. Narrowband spectrum sensing techniques cannot be applied in this

scenario as they can make only binary decision on the whole spectrum and the

spectral opportunities within the wideband cannot be identified. The benefits of

multichannel/wideband spectrum sensing for CR networks are the secondary user

throughput capacity can be maximized and aggregate interference of primary user

networks can be reduced [29]. Multiband joint detection techniques have also been

utilized to maximize the secondary user throughput capacity and reduce interfer-

ence of primary users [3]. The multiband spectrum sensing has a few challenges due

to the following reasons as discussed in [2].

• The available wideband for spectrum sensing may not be contiguous.

• A small portion of bandwidth may be occupied by a wireless device, and the

entire bandwidth may be considered unavailable. (For example, in IEEE 802.22,

wireless microphone occupies only 200 kHz of a 6 MHz TV channel, and the

entire TV channel would be considered occupied.)

• If a portion of signal is in deep fade, the subbands may consider that portion as a

spectral hole. Therefore, if a secondary user is allocated to that portion of the

spectrum, interference would occur with the existing primary user.

The multiband spectrum sensing is categorized into serial-based detectors,

parallel-based detectors, and wideband-based detectors. Serial sensing is simple

to implement; however, the technique is slow and undesirable when the subbands

are more. Parallel sensing provides faster detection at the expense of RF compo-

nents and complex signal processing. The common multiband sensing techniques

use reconfigurable band-pass filters, tunable oscillators, filter banks, wavelets, and

blind sensing. A comparison between the different multiband spectrum sensing

methods is provided in [2]. A detailed review and comparison between the different

spectrum sensing methods along with advantages, disadvantages, and challenges

are also provided in [12].

Further, wideband spectrum sensing techniques are broadly classified into two

types:

• Nyquist wideband SS

• Sub-Nyquist wideband SS

In Nyquist wideband spectrum sensing, digital signals are sampled at or above

the Nyquist rate, and in sub-Nyquist technique the signals are sampled below the

Nyquist rate. Standard analog-to-digital converters (ADC) and digital signal

processing techniques are used in Nyquist wideband spectrum sensing. After the

received signals are sampled, serial to parallel conversions are required for further

processing of the signals. A widely used Nyquist wideband spectrum sensing

technique is the filter bank-based spectrum sensing. In filter bank-based techniques,

fast Fourier transform (FFT) is used to convert the signal to a series of narrowband

spectra. The spectral opportunities were identified by applying the binary hypoth-

esis test to the individual subbands. In most of the filter bank techniques, energy

detection was chosen as the test statistic. The threshold for detection was jointly

chosen using optimization techniques.
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The sub-Nyquist approach overcomes the limitations of Nyquist approach

resulting from high sampling rate and computation complexity. In sub-Nyquist

sensing, the wideband signal is acquired by using sampling rates lower than Nyquist

rate. The compressed sensing techniques are applied for sub-Nyquist sampling.

5 Filter Bank Techniques for Spectrum Sensing

The concept of multirate filter banks was proposed for spectrum sensing initially by

Farhang [30]. Filter banks are implemented by shifting a low-pass prototype filter.

The first subband is estimated using the prototype filter, and other subbands are

obtained by modulating the prototype filter. The total bandwidth is split into narrow

nonoverlapping subbands using multiple band-pass filters. Multicarrier techniques

were also suggested for spectrum sensing, where OFDM was the first multicarrier

technique proposed for CR [31]. OFDM was considered as a suitable candidate for

CR as FFT can be used for spectral analysis and demodulator for OFDM signal.

However, the limitation of using the OFDM for CR application is the presence of

large sidelobes in the response of the subband filters due to 13 dB attenuation of

FFT, which may lead to interference between different users because of the spectral

leakage. Moreover, OFDM techniques lack high spectral dynamic range and are not

suitable for detection of low-power primary users. To overcome this issue, the

rectangular pulse shape in OFDM was replaced with a smooth edge pulse shape

filters called filtered OFDM. Filter bank multicarrier (FBMC) and filtered OFDM

become alternate solutions to overcome the above limitations. FBMC reduces the

spectrum leakage compared to cyclic prefixed OFDM systems and is capable of

identifying multiple users with different center frequencies and spectral gaps

between users efficiently with flexibility [10]. Different FBMC schemes reported

in literature include staggered modulated multitone (SMT), filtered multitone

(FMT), and cosine-modulated multitone (CMT). A comparison of filter bank

multicarrier methods in cognitive radio systems is presented in [32].

The spectrum efficiency can be increased by designing prototype filters with

acceptable subband attenuation. Therefore, filter banks are considered to be an

alternate solution for wideband spectrum sensing. To achieve high spectral

dynamic range in filter banks, the length of the prototype filter also needs to be

adjusted. Multi-taper method (MT) is shown as a near optimal sensing method,

even though MT has high computational complexity [1, 33]. However, similar

performance can be achieved with filter banks using prolate filters with lower

computational complexity [30]. Discrete Fourier transform (DFT) and modified

DFT filter bank with root-Nyquist filter have also been exploited for spectrum

sensing in wideband cognitive radios.

Different types of filter banks have been used in CR system for varied applica-

tions. Multistage polyphase filter bank techniques were used for the detection of

center frequency of primary users with low computational complexity and higher

precision. FFT-based filter bank techniques have been used for sensing Wireless
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Local Area Networks (WLAN) such as OFDM based on IEEE 802.11 system and

Wireless Personal Area Network (WPAN) with bluetooth designated to operate on

2.4 GHz ISM band. Multi-resolution filter banks based on fast filter bank design

with varying spectral resolution were applied for spectrum sensing in military radio

receivers. Tree-structured DFT based filter banks have also been used for estimat-

ing the center frequencies and spectral edges of primary user signals.

5.1 Sensing Architecture Based on Filter Banks

Filter banks consist of an analysis filter bank (AFB) and synthesis filter bank (SFB).

Synthesis filter banks are sufficient to extract the signal components of each

subband from the wideband RF signals. The basic filter bank spectrum sensing

architecture is illustrated in Fig. 2. The RF module is followed by wideband ADC to

sample the RF signal. Different filter bank structures like cosine-modulated filter

bank (CMFB), DFT, and polyphase DFT can be considered. In case of complex

modulated filter banks, the complete filter bank structure can be realized using

complex modulation of a single prototype filter.

In general, multiband sensing utilizes energy detection techniques due to the

reduced computational complexity. Different methods such as periodogram

method, multi-taper method (MTM), and filter bank methods have investigated

energy detection for spectrum sensing in literature. Farhang has shown in [30] that

DFT filter banks based on energy detection are more promising in terms of accuracy

if noise variance is known. Energy detection is the most common method as it has

low computational and implementation complexities. Energy (power) is computed

at the output of individual subband and considered as the test statistic. The presence

and absence of the signal is detected by comparing the energy with a predefined
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threshold as explained in Sect. 3. The threshold is a function of probability of false

alarm and noise variance of the channel.

Different filter bank structures have been used in CR for spectrum sensing like

cosine-modulated filter banks and DFT-\FFT-based filter banks.

6 Multirate Filter Banks

The multichannel filter banks can be implemented using cosine modulation, FFT,

DFT, or modified DFT filter banks. The filter banks can be implemented using

complex modulation of a single prototype filter [34]. Multirate filter banks are

designed with basic multirate signal processing techniques such as decimation and

interpolation [4]. The polyphase representation in multirate is useful for computa-

tionally efficient implementation of polyphase filter banks. In general the analysis

and synthesis subbands of the filter bank are simultaneously generated by applying

an appropriate modulation scheme to the linear phase finite impulse response (FIR)

prototype filter. The significance of prototype filter design in the implementation of

filter banks to improve the overall performance is well proven. Therefore, the

design of prototype filter is vital in the implementation of filter bank structures.

In general, filter bank designs can be categorized into two types:

• Perfect reconstruction (PR)

• Near-perfect reconstruction (NPR) or quadrature mirror filters (QMF)

Perfect reconstruction filters are alias-free filters, where the output is a delayed

version of input. However, the implementation of PR filters is computationally

complex, and for practical applications, NPR filters are adequate. The filter bank

implementation focuses on NPR as they provide improved alias suppression in the

subbands by relaxing PR constraint. As the same prototype filter is employed in the

analysis and synthesis banks, the NPR filters have polyphase matrices which are

paraunitary and, hence, have favorable numerical properties.

Perfect reconstruction (PR) filter banks satisfy the condition that the

reconstructed signalbx nð Þ need to be a scaled and delayed version of the input x(n).

bx nð Þ ¼ cx n� n0ð Þ ð8Þ

The reconstructed signal can be represented using z-transform as

bX zð Þ ¼ T zð ÞX zð Þ ð9Þ

The PR condition indicates that aliasing is canceled, and distortion function T(z)
is forced to be a delay. The optimization of the prototype coefficients for perfect

reconstruction is highly nonlinear. In case of NPR or approximate reconstruction,

the analysis and synthesis filters Hk(z) and Fk(z), respectively, are chosen in such a
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way that the adjacent subband aliasing gets cancelled. The distortion function T(z)
is approximately a delay. The approximate systems mentioned are called pseudo-

QMF banks and are acceptable for practical applications.

Extensive research has been carried out to find an optimal prototype filter for

complex modulated filter banks. The optimization techniques for prototype filter

design can be categorized into three types:

• Frequency sampling techniques

• Window-based techniques

• Direct optimization of filter coefficients

In order to overcome the limitation of having M different transfer functions,

which provide perfect reconstruction, the complex modulated filter banks can be

realized from a single low-pass prototype filter. The complex modulated filter banks

generally use the basic pseudo-quadrature mirror filter principle. The filter banks

are realized by equidistant frequency shifts of a prototype filter. For near perfect

reconstruction in the filter banks, the low-pass prototype filters have to satisfy the

following conditions [35]:

1. Prototype filter has to be band limited.

H ejω
� �

 

 � 0 ωj j > π

M
ð10Þ

2. Frequency response of prototype filter has to be pairwise power complementary.

H ejω
� �

 

2 þ H e

π
M�ωð Þ� �


 


2 � 1, 0 � ω � π

M
ð11Þ

The advantages of such filters are twofold:

• The cost of implementing M analysis filter bank includes the cost of one

prototype filter and modulation overhead. The cost ofM synthesis filter is similar

to an analysis filter.

• Optimization of prototype filter alone is required for the implementation of filter

bank structure.

The prototype filters should have sufficient stopband attenuation to suppress the

aliasing components. The realization of DFT, cosine modulation, and DFT-based

polyphase filter banks are discussed in the following subsections.

6.1 DFT Filter Banks

In DFT filter bank, the M analysis filter banks, Hk(z) , k¼ 0 , 1 , . . . ,M� 1, are

realized by frequency shifting the transfer function H(z) of the prototype filter h
(n). The impulse response of the prototype filter is multiplied by a factor ejnΩ0 .
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Further, the frequency response of the prototype filter H(ejΩ) is shifted right as H

ej Ω�Ω0ð Þ� �
: The M analysis filter response can be expressed as

Hi e
jΩ� � ¼ H ej Ω�2πi

Mð Þ� �
, i ¼ 1, 2, . . . ,M � 1 ð12Þ

In case, WM¼ ej2π/M, the Z-transform of the analysis filters can be written as

Hi zð Þ ¼ H zW i
M

� � ð13Þ

The frequency response of the prototype filter and the shifted versions of the

prototype filter for the generation of subbands filter are shown in Figs. 3 and 4,

respectively.

6.2 Cosine-Modulated Filter Banks

The cosine-modulated filter banks (CMFB) are also pseudo-QMF and satisfy the

NPR conditions. Cosine-modulated filters can easily maintain maximally deci-

mated NPR condition. Among the NPR FIR filter banks, CMFB is considered to

be simple both in terms of design and implementation complexities. Initially, the

prototype filter is designed satisfying the power complementary and band-limiting

Ω

Fig. 3 Frequency response of prototype filter

Ωπ

i=0 i=1

…

i = Μ − 1

Fig. 4 Frequency shifted version of the prototype filter for analysis filter banks
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conditions specified in Eqs. (10) and (11). In an M channel CMFB, the impulse

responses of the analysis and synthesis filters are hk(n) and fk(n), respectively. The
filter banks are cosine-modulated versions of the prototype filter h(n). The proto-

type filter is linear phase FIR Type I filter. The analysis and synthesis filters are

given by Eqs. (14) and (15) for 0� n�N� 1 and 0� k�M� 1 as in [4],

hk nð Þ ¼ 2h nð Þ cos π

M
k þ 1

2

� �
n� N � 1

2

� �
þ �1ð Þkπ

4

� 
ð14Þ

f k nð Þ ¼ 2h nð Þ cos π

M
k þ 1

2

� �
n� N � 1

2

� �
� �1ð Þkπ

4

� 
ð15Þ

where k¼ 0 , 1 , 2 , . . .M� 1 is the number of subbands in the filter bank. By

choosing a linear phase FIR Type I filter, the phase distortion can be eliminated

completely. The amplitude distortion is reduced, when the band-limiting condition

stated in Eq. (10) is satisfied and if the filters are pairwise power complementary as

in Eq. (11), the aliasing error can also be reduced.

6.3 Spectrum Sensing with Cosine-Modulated Filter Bank

Among the different filter bank-based methods such as orthogonal multiplexed

quadrature amplitude modulation (OQAM), cosine-modulated multitone (CMT),

and filtered multitone (FMT), CMT is more desirable as it provides higher band-

width efficiency compared to FMT and lower sidelobes than OQAM. The perfor-

mance of spectrum estimation is characterized by different parameters such as

frequency resolution, spectrum leakage, and estimation time. The above three

parameters can be regulated using CMFB with a proper design of prototype filters.

In wideband spectrum sensing, signals are filtered using CMFB followed by power

spectrum estimation [36]. CMFB can detect primary users over contiguous channel

having different bandwidths. A transceiver framework based on cosine-modulated

filter bank was proposed in [37] for cognitive access to TV white spaces. The

spectrum sensing is performed using the system model described in Sect. 3 for

subband-based energy detection.

6.4 Polyphase Filter Banks

Polyphase filter bank structure reduces the complexity of the filter bank implemen-

tation using the noble identities of multirate systems. Polyphase filter banks are

efficiently designed using FFT when the number of subbands M is a power of two.

The DFT filters can be modified to get a better stopband attenuation compared to

13 dB of DFT at the cost of one prototype filter. The polyphase decomposition of
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the prototype filter enables to implement the filter bank in an efficient manner

[4, 38]. The transfer function of a FIR prototype filter h(n) is given by

H zð Þ ¼
X1
n¼�1

h nð Þz�n ð16Þ

The transfer function in Eq. (16) can be decomposed into polyphase components

as in Eq. (17)

H zð Þ ¼
X1
n¼�1

h nMð Þz�nM þ z�1
X1
n¼�1

h nM þ 1ð Þz�nM þ . . .

þ z� M�1ð Þ X1
n¼�1

h nM þM � 1ð Þz�nM

ð17Þ

Eq. (17) can be written in short as in Eq. (18).

H zð Þ ¼
XM�1

l¼0

z�lEl z
M

� � ð18Þ

The above equation represents a Type-1 polyphase filter. Similarly, lth polyphase
component of the filter bank is defined as

El zð Þ ¼
X1
n¼�1

el nð Þz�n ð19Þ

where, el(n)¼ h(Mnþ l ). The Type-2 polyphase decomposition of the Eq. 10 can

be expressed as

H zð Þ ¼
XM�1

l¼0

z� M�1�lð ÞRl z
M

� � ð20Þ

Polyphase implementation simplifies the theoretical results, and computation-

ally efficient filter banks can be realized. The filter bank implementation with

uniform DFT bank using polyphase decomposition is shown in Fig. 5. Using

noble identities the polyphase uniform DFT filter bank structure with decimators

can be redrawn as shown in Fig. 6. Since the downsampler are shifted toward the

input side, the polyphase subband filters are computed at a low sampling rate, which

reduces the computational complexity by a factor of M. Due to the polyphase

decomposition of prototype filter, the polyphase subband filters are shorter com-

pared to the original filters by a factor of M.

The computational complexity of polyphase filter banks is NþMlog2M, where

N is the length of the prototype filter. Polyphase filter bank reduces the computa-

tional complexity to a large extent compared to the complexity NM of direct
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implementation. The important advantage of multirate polyphase filter banks is that

it allows efficient implementation of filter bank structure due to the polyphase

decomposition. Moreover, the entire computational complexity of the polyphase

filter bank is reduced to the design of a prototype filter and M point FFT.

7 System Model for Filter Bank Spectrum Sensing

The wideband signal for spectrum sensing is localized to various subband frequen-

cies using filter bank structures. The available spectrum band is divided into

M nonoverlapping uniform subbands, where M is the number of subbands in the

0

IFFT
Εκ

− 1

− 1

− 1

0

− 1

Fig. 5 Uniform DFT bank

using polyphase

decomposition

0

IFFT
Εκ

− 1

− 1

− 1

0

− 1

Fig. 6 Polyphase filter banks with efficient implementation using noble identities
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filter bank. The output of each subband, xk(n), is assumed to be a random process,

obtained from a random process input sk(n) passing through a linear subband filter

of frequency response Hk, where xk(n)¼Hksk(n). The received signal yk(n) can be

modeled as [26],

yk nð Þ ¼ xk nð Þ þ wk nð Þ, k ¼ 0, 1, 2, . . . ,M � 1,

where xk(n) is the active signal and wk(n) is the additive white Gaussian noise with

zero mean and variance σ2w. In order to detect the presence of primary user signal, a

binary hypothesis is defined as [40],

Ho,k : yk nð Þ ¼ wk nð Þ absence of signal

H1,k : yk nð Þ ¼ xk nð Þ þ wk nð Þ presence of signal

We consider the test statistic as the energy at the output of each subband as given

by

yk nð Þ ¼ 1

L

XL�1

n¼0

x2k nð Þ

where L ¼ Ns

M

� �
, is the number of samples in each subband and k¼ 0 , 1 , 2 , . . . ,

M� 1.When the number of samples is increased, the chi-square distribution

approximate to a normal distribution from the central limit theorem as discussed

in Sect. 3.

The presence of an active signal in a specified subband can be determined by

comparing the energy in that subband with a predetermined threshold. The avail-

able wideband is divided into M nonoverlapping subbands using filter banks.

Energy detection is performed on the output of each subband and compared with

a predefined threshold. Depending on the threshold decision, a subband is consid-

ered to have the presence of primary user referred as ’1’ or absence of primary user

referred as ’0’ (spectral hole). This is referred to as binary detection and illustrated

in Fig. 7.

7.1 Calculation of Threshold

The threshold λ can be calculated using the knowledge of probability of false alarm
Pfa and noise variance σ2w of the received signal as explained in Sect. 3. The energy

detector gives the best performance with known noise variance and performance

deteriorates when the noise variance is uncertain. To improve the detection perfor-

mance, the noise variance can be estimated at the receiver before spectrum detec-

tion using noise variance estimation techniques.
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8 Multistage Filter Bank Spectrum Sensing

Spectrum sensing can be performed using filter bank structures for varying

granularity

bands. The number of subbands M determines the granularity of sensing band-

width. For spectrum sensing with finer granularity bands, M needs to be increased,

whereas for spectrum sensing with coarser granularity bands, M needs to be

decreased. The advantage of varying granularity band is that the spectrum utility

and re-usability can be effectively increased. Moreover, the same structure can be

used for spectrum reallocation due to the flexibility offered by the filter bank

structure.

The granularity of the filter banks can be chosen specifically if the bandwidth of

the primary users is known apriori. The energy is computed at the output of

individual subbands as the test statistics. The threshold is calculated for specified

probability of false alarm Pfa and known noise variance σ2w: The bandwidth

efficiency could be effectively increased using finer granularity bands for spectrum

sensing. When the number of subbands is increased, the spectral resolution of the

filter banks gets increased, and better detection performance is achieved. The

computational complexity can be reduced with efficient structures using polyphase

filter bank discussed in subsequent sections. However, finer granularity bands

increase the computational complexity of the filter bank structure used for spectrum

sensing. In order to reduce the computational complexity, multistage filter bank

structures can be considered. In the subsequent sections, we discuss multistage

CMFB and multistage polyphase filter banks [9, 39].
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Fig. 7 Illustration of binary detection in wideband spectrum sensing
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8.1 Spectrum Detection with Multistage CMFB

Better sensing performance can be achieved in filter banks with finer resolution.

However, this would increase the computational complexity of the filter bank

structure. Therefore, to overcome the computational complexity, multistage filter

banks and tree-structured DFT filter banks are investigated for sensing from coarser

to finer resolution [7, 8]. In multistage or multi-resolution filter banks, at the initial

stage, the total bandwidth is sensed using coarser spectral resolution (smaller

number of subbands). The bandwidth of interest is identified depending on the

sensing decision, and only those frequency bands are further sensed with finer

spectral resolution. Multi-resolution filter bank techniques include fast filter bank

(FFB) based on frequency-response masking (FRM), coarser to finer spectrum

sensing using wavelet transforms, and FFT-based multi-resolution spectrum sens-

ing using multiple antennas [6].

In case of multistage filter bank spectrum sensing, the available bandwidth is

initially divided into nonoverlapping subbands with coarser spectral resolution of

M1 subbands as illustrated in Fig. 8. When narrowband users appear in wideband

spectrum and the bandwidth of sensing is sparse as shown in Fig. 8, the subbands of

interest can be detected in the first stage. The detected subbands can be sensed

further with finer spectral resolution in the next stage with a spectral resolution of

M2 subbands. As the narrowband users are identified in coarser resolution, only the

detected subbands are sensed further with finer resolution. Therefore, the compu-

tational complexity is reduced, and better sensing performance can be achieved.

Multistage spectrum sensing can be performed by defining two thresholds based

on different probability of false alarm Pfa depending on the channel conditions.

Energy detection is performed using the predefined thresholds with different prob-

ability of false alarms, calculated as discussed in Sect. 3. Two thresholds, λ1 and λ2,
are the calculated based on different probability of false alarm (λ2> λ1). If the

energy is above the threshold λ2, it can be concluded as the presence of primary

…
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Fig. 8. Illustration for multistage filter bank spectrum sensing from coarser to finer spectral

resolution
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user. If the energy is below λ1, it is decided as the (absence of primary user)

presence of a spectral hole or absence of primary user, and if the energy is between

λ1 and λ2, there is a possibility of spectral hole within the subband.

The multistage spectrum sensing with energy distribution and thresholds are

explained in Fig. 9. Only the subbands having energy between λ1 and λ2 have to be
sensed in the next level with finer granularity. Multiple spectral gaps can be

identified in an efficient and flexible way using the multistage methods with

reduced complexity since the whole band need not be sensed with finer granularity.

The significance of multistage spectrum sensing is summarized as follows:

1. The probability of detection is improved with finer granularity bands.

2. Multistage filter banks reduce the computational complexity as the whole band

need not be sensed with the finer granularity.

3. Spectrum sensing can be performed from a coarser to finer spectral resolution.

8.2 Spectrum Sensing with Polyphase Filter Banks

Wideband spectrum sensing using filter banks has proved to be robust and efficient.

Filter bank-based physical layer design for CR systems was introduced to perform

simultaneous spectrum sensing and transmission. Filter bank techniques can reduce

computational complexity and improve spectral analysis in cognitive radio
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Fig. 9 Illustration of threshold decision with multistage spectrum sensing
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applications. For fractional utilization of spectrum, the center frequency and spec-

tral edges of the primary user need to be estimated which can be done using

polyphase filter banks. The complexity in filter bank implementation can be

reduced to a large extent using polyphase filter bank structures. Polyphase filter

banks are efficiently designed using FFT when the number of subbands M is a

power of two. The problem of estimating the center frequency and spectral edges of

primary users in a wideband spectrum using polyphase filter banks is discussed

below.

8.3 Multistage Polyphase Filter Banks

Multistage polyphase filter bank method detects the presence of primary user and

identifies the spectral holes. In addition, for fractional utilization of spectrum bands,

the center frequency of the primary user can be estimated with higher precision

using filter banks and subband-based energy detection along with centroid/center of

mass method [8, 9]. It is well known that the detection accuracy depends on the

number of subbandsM in the filter bank. The computational complexity of the filter

bank increases with higher values of M. However, the complexity is reduced by

using multistage polyphase filter bank structure. The primary users are detected by

computing the signal energy (power) at output of the individual subbands. The

algorithm for the detection of unused spectrum (spectrum holes) starts from a

coarser spectral resolution (smaller number of subbands) at the first stage to reduce

computational complexity. Single user and multiuser scenarios are considered in

wideband for spectrum sensing using multistage polyphase filter banks. The detec-

tion of single and multiple users in widebands is elaborated in the following

subsections.

8.4 Single User Detection in Wideband Spectrum

Polyphase filter are useful in detection of narrowband single user in a wideband

spectrum [9, 38]. For example, consider the detection of wireless microphone

(WM) in the presence of a signal that follows IEEE 802.22 WRAN standard. In

IEEE 802.22 WRAN standard, spectrum sensing has to be done to allow television

(TV) services and wireless microphones to coexist. WMs are low-power licensed

users and are allowed by Federal Communications Commission (FCC) to operate

on vacant TV channels without causing interference. The detection of WM is

difficult due to the low power transmission (typically 50 mW for 100 m coverage)

and small bandwidth occupancy (200 kHz). In IEEE 802.22 WRAN standard, when

a WM appears anywhere in the TV channel, the whole channel of 6 MHz has to be

evacuated to avoid interference. However, TV channels can be utilized fractionally
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when the exact position of the WM is detected [8, 41]. Hence, there are several

challenges in the detection of WM signals/narrowband users.

Multistage polyphase filter bank method can detect the presence of WM and

estimate the center frequency of the WMwith better precision by using the centroid

method. The centroid-based technique can detect the presence of WM in the first

stage itself, when spectrum of WM lies partly in one subband and partly in adjacent

subband. When the WM is detected in the first stage, it reduces the computational

complexity and latency and achieves fast sensing. However, if WM appears exclu-

sively within a single subband, an additional stage is required to detect and estimate

the center frequency of WM with finer spectral resolution. In such cases, WM can

be detected in the second stage without ambiguity.

The multistage polyphase filter banks can be designed to detect the presence of

WM anywhere within a TV channel (6 MHz) and to estimate the center frequency

of WM taking into account the following scenarios:

Case 1: If the signal spectrum of WM lies partly in one subband and partly in the

adjacent subband as shown in Fig. 10, the center frequency of WM can be either in

one of the subbands or between two subbands. The center frequency in such a case

is estimated using the centroid method as described in the subsequent sections.

Case 2: If the signal spectrum of WM is in the middle of two adjacent subbands as

shown in Fig. 11, the energy at the output of two subbands will be equal. That is, the

center frequency of WM is at the midpoint of the two subbands. Therefore, finer

level of detection is not necessary, which in turn reduces the computational

complexity and latency.

Case 3: If the signal spectrum of WM appears exclusively within a subband as

shown in Fig. 12, the output of first stage is passed to the input of the next stage filter

0

Stage 1 with M1
subbands

Narrow Band User

π

….

Fig. 10 Case 1: Narrowband user appears anywhere between two consecutive subbands

0

Stage 1 with M1
subbands

Narrow Band User

π

….

Fig. 11 Case 2: Narrowband user appears exactly between two subbands
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bank to estimate the center frequency with a finer spectral resolution. The process is

illustrated in Fig. 13 where only two stages are required to detect the presence of the

WM and to accurately estimate its center frequency. The center frequency is

estimated in the second stage using DFT polyphase filter bank and centroid method.

The procedure followed for multistage spectrum sensing is briefed in the fol-

lowing two steps and illustrated in Fig. 13:

Step 1: The bandwidth of sensing is divided coarsely into M1 subbands and sensed

through the M1 subband DFT polyphase filter bank. Energy detection is

performed at the output of each subband, considering energy (power) as the

test statistic to decide the presence or absence of the WM in the subbands. The

detection and estimation of center frequency of WM as per Case 1 or Case 2 is

done in the first stage. If the signal spectrum of WM is as per Case 3, the output

of the sensed subband is further processed with finer resolution as in Step 2.

Step 2: The output of first stage is sensed in the next level with M2 subbands.

The signal energy (power) at the output of the subband is considered as the test

statistic. At this level, the spectrum is sensed with a spectral resolution of

π/M1M2.

0

Stage 1 with M1
subbands

Narrow Band User

π

….

Fig. 12 Case 3: Narrowband user appears exclusively within a subband
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subbands

Narrow Band User

π
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0 / 1

Fig. 13 Detection of narrowband users using two-stage filter bank
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The proposed method can be summarized as:

(i) If WM appear anywhere within consecutive subbands (Case 1 and Case 2), the

center frequency of WM is estimated accurately using the centroid method in

single stage.

(ii) If WM appears anywhere exclusively within any subband (Case 3), the output

of the sensed subband is further processed with finer resolution as in Step 2.

8.5 Center Frequency Detection Using Centroid Method

The center frequency of the narrowband frequency can be detected when the

narrowband user appears between the two subbands. The center of each subband

represents the energy in that subband resolution as shown in Fig. 14. The energies

can be modeled as a trapezoid, and the center frequency can be calculated from the

centroid of the trapezoid. The top edge of the distribution can be defined using a

linear function as,

f xð Þ ¼ bþ x

h
a� bð Þ:

The area of the trapezoid is given as A ¼ h
2
a� bð Þ:

The centroid in the x direction is computed as

A�x ¼
ðh
0

xf xð Þdx

¼
ðh
0

x bþ x

h
a� bð Þ

� �
dx

¼ h2

6
2aþ bð Þ

1 2

Frequency resolution

En
er
gy

h

h

b

a

2h

Fig. 14 Illustration of

centroid method
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where �x ¼ h
3

2aþb
aþb

� �
, and A is the area of the trapezoid. Here, �x represents the

centroid of the trapezoid.

In case of equal energy at the output of individual subband, i.e., when a¼ b, the
midpoint can be verified as �x ¼ h

2
. The center frequency of the narrowband user is

related to h which represents the granularity of filter bank M , a and b are related to

the energies E1 and E2 of the adjacent subbands. The minimum of two subband

energies are represented as a, i.e., a¼min(E1,E2) andmaximum as b¼max(E1,E2).

Thus, the estimated center frequency bf c can be expressed as follows:

bf c ¼ M

3

2aþ b

E1 þ E2

� �
A generalized expression is obtained by considering the energies of subband Ei

and adjacent subband Eiþ 1.

bf c ¼ M

3

2min Ei;Eiþ1ð Þ þmax Ei;Eiþ1ð Þ
Ei þ Eiþ1

� �
The centroid method provides better accuracy in center frequency estimation

when the number of detected subbands is almost two. If the number of detected

subbands is beyond two, the centroid method does not provide accurate estimation

of center frequency. Since the energy distribution can no longer be modeled as a

trapezoid, the top edge cannot be written as a linear function. In such cases, a center

of mass method is used for estimation of center frequency.

8.6 Center Frequency Detection Using Center of Mass

The center of mass method can also be used to estimate the center frequency.

The energy of the subbands is related to the mass, and the distance is related to the

frequency. Consider the energy in two subbands as E1 and E2, let Δ1 and Δ2 be

the center point of spectral resolution in the subband bins as shown in Fig. 15.

The center frequency for the energy bins can be obtained using the law of center of

mass as

bf c ¼ E1Δ1 þ E2Δ2

E1 þ E2

The expression can be extended for different subbands, and the center frequency

can be calculated using the relation,
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bf c ¼
Pn
k¼1

EkΔkPn
k¼1

Ek

Thus the polyphase filter banks using the multirate system can be utilized for

wideband spectrum sensing in CR. The filter banks are useful for varied applica-

tions such as detection of spectral holes and estimation of center frequencies of

different primary users. The polyphase filter banks reduce the computational

complexity and provide efficient realization of filter bank structure for wideband

spectrum sensing.

9 Conclusions

The multirate filter bank-based spectrum analysis is applicable for multiband

spectrum sensing in cognitive radio applications. Different filter banks have been

analyzed for spectrum sensing in CR such as FFT, cosine-modulated filter banks,

and polyphase filter banks. From the performance analysis of the different filter

banks, the polyphase filter banks exhibit more reliable and efficient detection

performance. Polyphase filter banks take advantage of the low spectral leakage

property of the different subbands in the filter bank structure, which enables them to

enhance the performance of multiband spectrum sensing in cognitive radio net-

works. Moreover, the computational complexity of polyphase filter banks is

reduced when compared with other filter banks. In addition, the same filter bank

sensing architecture can be applied for transmission and reception of signals in

vacant subbands using channel adaptation techniques.

1 2

Frequency resolution
En

er
gy

h

h

2h

1E

2E

Fig. 15 Illustration of

center of mass
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Design of Nonuniform Linear-Phase

Transmultiplexer System for Communication

A. Vishwakarma, A. Kumar, and Heung-No Lee

1 Introduction

The multirate systems are extensively used in numerous applications, which consist

of two different structures: filter bank (FB) and transmultiplexer (TMUX) structures

[1, 2]. Depending upon on required applications, multirate systems can be either

used in analysis /synthesis mode that corresponds to a filter bank (FB) structure or

in synthesis /analysis mode, which corresponds to a transmultiplexer system, shown

in Fig. 1. Filter bank systems are used in numerous signal processing applications

such as graphic equalizers, signal compression, and as vocoders [1–4], whereas

TMUX systems are employed as the basic building blocks in many wireless

communication techniques such as time domain multiple access (TDMA), fre-

quency domain multiple access (FDMA), code domain multiple access (CDMA),

and space domain multiple access [1, 2].These systems are basically exploited to

convert time division multiplexed signals to frequency division multiplexed signals

at the synthesis section and then back to time division multiplexed signals at the

analysis section [1, 2]. TMUX systems can be derived from a filter bank structure,

just by exchanging the role of analysis and synthesis filters. These structures can be

further categorized into uniform TMUX and nonuniform TMUX. Uninform TMUX

systems are used to transmit the signals having same bandwidth, while nonuniform

TMUX are exploited to transmit the composite signals such as video signals and

text signals having different sampling rates [1, 2]. Transmission of a video signal
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needs much larger bandwidth as compared to transmission of text messages, and

most of the secure applications such as military need much larger bandwidth

compared to other less important applications [5, 6]. Therefore, during the past,

several efficient attempts have made to improve design of a TMUX system [5–9].

In TMUX system, perfect reconstruction (PR) is not possible due to structural

incompatibility obtained from using samplers and synthesis/analysis filter bank

[1, 2]. Due to structural incompatibility, three types of distortions such as ICI
(aliasing distortion), ISI, and phase distortion are introduced in a TMUX system

[1, 2]. In all multirate systems, phase distortion is eliminated by using a linear-phase

finite impulse response (FIR) filter [1, 2]. In case of PR condition, ICI and ISI are
negligible, but in case of nearly perfect reconstruction (NPR) condition, ICI and ISI
are not negligible [1, 2]. Therefore, several methods for designing PR and NPR
transmultiplexers have been proposed in literature [10–18]. Authors in [10] have

proposed a new method to design nonuniform TMUX systems, based on general

dual-rate structures to obtain PR property by providing extra design liberty. In [11],

authors have used a quadratic semi-infinite programming (QSP) technique for

designing of nonuniform transmultiplexer, which reduces the amplitude and

aliasing distortions by reducing the sum of ripple energy of a single filter of

synthesis/analysis section. In [12], authors have used a nonuniform

transmultiplexer structure for flexible frequency-band reallocation (FFBR) net-

works. In this method, a nonuniform PR TMUX system consists of finite impulse

response filters as well as a farrow configuration, which is used for up-sampler and

down-sampler operation [13, 14]. Improvement in the design of a nonuniform

TMUX system was carried out using artificial bee colony (ABC), genetic algorithm

(GA) and particle swarm optimization (PSO) in [15–17]. Another method for the

design of a nonuniform TMUX system with canonical signed digit (CSD) filter

coefficients has been presented in [18]. Due to CSD representation, hardware

complexity is decreased, which improves computational complexity, and perfor-

mance of TMUX systems for communication application. Based on the reviewed

literature on filter banks or transmultiplexer systems, for efficient design of a

TMUX system, firstly a prototype filter is designed with the help of any optimiza-

tion technique to minimize an objective function such as ICI or sum of ICI and ISI.

Fig. 1 A generalized block diagram of a transmultiplexer system [1, 2]
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Several designs [19–28] were presented for efficient design of filter banks and

TMUX systems based on linear search optimization proposed by Creusere and

Mitra [29]. In these techniques, either passband edge frequency or 3 dB cutoff

frequency is optimized using a linear search optimization. Recently, authors have

used windowing technique for the design of cosine modulated uniform TMUX

system [30–33].

In above context, this chapter presents an efficient method for the design of NPR
nonuniform TMUX system using different window functions that have high side-

lobe falloff rate (SLFOR), which reduce the interferences. The rest of the chapter is

organized as follows: a brief introduction on filter banks and transmultiplexer

systems is given in Sect. 1. In Sect. 2, an overview of a TMUX system is given,

while Sect. 3 presents an improved design method for non-uniform TMUX system

using different adjustable window functions such as Kaiser, Saramaki, Dolph–

Chebyshev, and Transitional windows. Section 4 discusses different design exam-

ples using the devised methodology. Finally, concluding remarks are incorporated

in Sect. 5.

2 Overview of Transmultiplexer System

During the past, several researchers have developed theory of multirate filter banks

or transmultiplexer systems, available in [1]. Consider a generalized structure of a

multichannel nonuniform tree structure TMUX system, given in Fig. 2a [1]. The

decimation/interpolation factors (Ma¼M0 ,M1 , . . . ,MM� 1) for each band are

chosen to satisfy Eq. (1) for perfect reconstruction of the input signals at synthesis

section to the output signals of analysis section [1, 2]:

XM�1

a¼0

1

Ma
¼ 1, ð1Þ

where M stands for number of channels in a TMUX system. The parallel structure

of this system is graphically illustrated in Fig. 2b.

In any tree-structured multirate system, a two-channel quadrature mirror filter

(QMF) bank is used as the basic building blocks. At the synthesis side, input signals

are interpolated and then filtered by the synthesis filters. After that, signals are

united and transmitted through a common communication channel [1]. At the

analysis side, united signal is filtered and decomposed by the decimation process.

2C � 1 numbers of two-channel QMF banks are required in synthesis section or in

analysis section, where C is the total number of stage of decomposition or

combination. The corresponding parallel form of a nonuniform TMUX system

is shown in Fig. 2b; the following relations are used [1, 2]:
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H0 zð Þ ¼ HL zð ÞHL z2
� �

,F0 zð Þ ¼ FL zð ÞFL z2
� �

, ð2Þ
H1 zð Þ ¼ HL zð ÞHH z2

� �
,F1 zð Þ ¼ FL zð ÞFH z2

� �
, ð3Þ

and

H2 zð Þ ¼ HH zð Þ,F2 zð Þ ¼ FH zð Þ: ð4Þ

In general, from Fig. 1, the reconstructed output signal at ith channel due to an

input at the lth channel is given as [1, 2]:

Yi z
Ma

� � ¼ 1

Ma

XMa�1

k¼0

Hi zWMa

k
� �

:
XM�1

l¼0

Fl zWMa

k
� �

:Xl z
Ma

� �
, ð5Þ

where WMa
¼ e�j2π=Ma and k ¼ 0, ::,Ma � 1: Transfer function, which amid output

signal Yi z
Mað Þ and input signal Xr zMað Þ, is defined as [1, 2, 29–33]

Ti, r zMa
� � ¼ XMa�1

k¼0

Hi zWMa

k
� �

:Fr zWMa

k
� �

: ð6Þ

In Eq. (6), Ti , r(z
M), i 6¼ r stands for the cross talk between different nonuniform

TMUX system channels. In case of crosstalk-free nonuniform TMUX system,

Eq. (8) is zero. ICI is a measure of signal leak from one sub-channel to adjacent

sub-channel, mathematically expressed as [1, 29–33]

Fig. 2 (a) A block diagram of a tree-structured nonuniform transmultiplexer [1] (b) equivalent

parallel structure of (a) [1]
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EICI ¼ max
ω, i

XM�1

r¼0, i 6¼r

Ti, r ejω
� ��� ��2 !

: ð7Þ

ISI distortion in TMUX system occurs due to non-ideal magnitude response of

synthesis/analysis filters in their passbands [31–33] and defined as

EISI ¼ 1

π

Zπ
0

Tll e
jω

� �� 1
�� ��2� �

dω: ð8Þ

Signal to interchannel interference ratio (SICI) [33]:

SICI ¼ Ek

EICI

, ð9Þ

where

Ek ¼ 1

π

Zπ
0

Tkk ejω
� ��� ��2� �

dω: ð10Þ

Signal to intersymbol interference ratio (SISI) [33]:

SISI ¼ Ek

EICI

: ð11Þ

Signal to total interference ratio in the kth channel (SIk) [33]:

SIk ¼ Ek

EICI kð Þ þ EISI kð Þ
¼ 1

SICIð Þ�1 þ SISIð Þ�1
: ð12Þ

A detailed discussion on filter banks and TMUX systems is found in [1, 2] and

the references therein.

3 Improved Design Method for Nonuniform TMUX

System

In this chapter, different window functions such as Kaiser, Saramaki, Dolph–

Chebyshev, and Transitional windows [1, 22–25] are employed for the design of

a prototype filter for nonuniform TMUX system due to closed form solution and

low complexity. These window functions are defined as follow [22–25, 34, 35].
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3.1 Kaiser Window

In discrete time (DT) domain, Kaiser window is defined as [34, 35]

wk nð Þ ¼
Io αk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2n

N�1

� �2q� 	
Io αkð Þ for j n j� N � 1

2
,

0, otherwise

8>><
>>: ð13Þ

where αk is the adjustable parameter. I0(x) is the modified Bessel function of the first

kind of zero order, given as

I0 xð Þ ¼ 1þ
X1
k¼1

1

k!

x

2

� �k
 �2
: ð14Þ

In Eq. (13), the parameter αk can be computed as

αk ¼
0:1102 As � 8:7ð Þ; for,As > 50

0:5842 As � 21ð Þ0:4þ 0:07886 As � 21ð Þ; for, 21 � As � 50

0; for,As < 21

8<
: ð15Þ

Order (N-1) of a filter is calculated as [34, 35].

N � 1 ¼ As � 7:95ð Þ
14:95Δf

, ð16Þ

where As is the stopband attenuation and Δf¼ (ωs�ωp)/2.

3.2 Saramaki Window [35]

A Saramaki window is given as

w nð Þ ¼ vo nð Þ þ 2
XN

k¼1
vk nð Þ, 0 � n � N � 1, ð17Þ

where

vo nð Þ ¼ 1, n ¼ 0

0; otherwise

�
, ð18Þ

v1 nð Þ ¼ γ � 1, n ¼ 0
γ=2, nj j ¼ 10, otherwise

:,

�
ð19Þ

204 A. Vishwakarma et al.



and

vk nð Þ ¼ 2 γ � 1ð Þvk�1 n½ � � vk�2 n½ � þ γ vk�1 n� 1½ � þ vk�1 nþ 1½ �½ �, �k � n � k
0, otherwise

�
:

ð20Þ

In Eqs. (24) and (25), γ is defined as

γ ¼ 1þ cos 2π
2Nþ1

1þ cos 2βπ
2Nþ1

, ð21Þ

where β is the adjustable parameter, computed as

β ¼
0:000121 As � 21ð Þ2 þ 0:0224 As � 21ð Þ þ 1; for 21 � As � 65

0:033As þ 0:062; for 65 < As � 110

0:0342As � 0:064; for As > 110

8<
: , ð22Þ

Order (N-1) of a filter is obtained using

N � 1 ¼ As � 8:15

14:36 ωs � ωp

� �
=π

: ð23Þ

3.3 Dolph–Chebyshev Window [34, 35]

A Dolph–Chebyshev window function w(n) is defined as

w nð Þ ¼ 1

N

1

r
þ 2

XN�1ð Þ=2

i¼1

TN�1 yo cos
iπ

N

� 	
cos

2niπ

N

" #
, ð24Þ

where

yo ¼ cosh
1

N � 1
cosh�11

r

� 	
: ð25Þ

and r is the required ripple ratio, and

Tk yð Þ ¼ cos k cos �1y
� � j y j� 1

cosh kcosh�1y
� � j y j> 1

�
: ð26Þ

Order (N-1) of a filter is obtained using

N � 1 ¼ As � 8:15

14:36 ωs � ωp

� �
=π

: ð27Þ
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3.4 Transitional Window [35]

A Transitional window function is defined as

w nð Þ ¼
sin 2πn= N þ 1ð Þ½ �
2πn= N þ 1ð Þ

� 	η

; for 0 � n � N � 1

0; otherwise

8<
: , ð28Þ

where η is the shape factor, given as

η ¼

0; for,As < 21
13

1þ 126=Asð Þ1:6 � 0:7; for, 21 � As < 120

0:5= 1þ As � 120=20½ �1:6
� �

þ 0:063 As � 120ð Þ þ 5:06; or,As � 120

8>>><
>>>:

:

ð29Þ

Order (N � 1) of a filter is determined using

N
� 1

¼

π

△ω

24:3

1þ 149=Asð Þ1:6� 0:085

� 	
� 1; for, 21 � As < 120 dB

π

△ω
�0:00075 200:3� Asð Þ2 þ 14:74
� �

� 1; for, 120 � As < 150 dB

π

△ω
0:00001087 As þ 245:6ð Þ2 � 3:1
� �

� 1; for,As � 150 dB

8>>>><
>>>>:

ð30Þ

A detailed discussion on these window functions and their properties can be

found in [34, 35] and the references therein.

From the analysis of a nonuniform tree-structured filter bank, and TMUX system

[2, 34, 35], PR is achieved by satisfying [2, 34, 36]

XM�1

k¼0

Fk ejω
� ��� ��2 ¼ 1, for 0 < ω <

π

M
, ð31Þ

where Fk(e
jω) is the kth synthesis filter in a TMUX system. In case of three-channel

nonuniform TMUX, Eq. (31) is reduced to

F0 ejω
� ��� ��2 þ F1 ejω

� ��� ��2 þ F2 ejω
� ��� ��2 ¼ 1, for 0 � ω � π

3
: ð32Þ

Using relations given in Eqs. (1) and (2), it is further simplified as [36]
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FL zð ÞFL z2
� ��� ��2 þ FL zð ÞFH z2

� ��� ��2 þ FH zð Þj j2 ¼ 1: ð33Þ

Since up-sampled and original signals have same energy content, then above

equation, using HH(z)¼HL(�z), can be modified as

FL zð Þj j4þ j FL zð Þ 2FL �zð Þ�� ��2 þ FL �zð Þj j2 ¼ 1, ð34Þ

and if it is computed at ω ¼ 0.5π in frequency domain [36],

2 FL ejπ=2
� ���� ���4 þ FL ejπ=2

� ���� ���2 ¼ 1 ð35Þ

Let FL(e
jπ/2)¼ h, then Eq. (16) reduced to

2h4 þ h2 � 1 ¼ 0: ð36Þ

The roots of the above polynomial are h ¼ �þ0:7071 and h ¼ �þi: Imaginary and

negative roots are not allowed for the filter design due to implementation [36], so

h ¼j FL ejπ=2
� �

j¼ 0:7071: ð37Þ

In case of a four-channel nonuniform TMUX system or FB [34, 36], PR

condition is resulted if

F0 ejω
� ��� ��2 þ F1 ejω

� ��� ��2 þ F2 ejω
� ��� ��2 þ F3 ejω

� ��� ��2 ¼ 1, for 0 � ω � π

4
, ð38Þ

where synthesis filters, mathematically, are described as [34, 36]

F0 zð Þ ¼ FL zð ÞFL z2
� �

FL z4
� �

, ð39Þ
F1 zð Þ ¼ FL zð ÞFL z2

� �
FH z4
� �

, ð40Þ

and

F2 zð Þ ¼ FL zð ÞFH z2
� �

,F3 zð Þ ¼ FH zð Þ: ð41Þ

Using above relations given in Eqs. (39) and (40), Eq. (38) is modified as

FL zð ÞFL z2
� �

FL z4
� ��� ��2 þ FL zð ÞFL z2

� �
FH z4
� ��� ��2þ j FL zð ÞFH z2

� �
j þ HH zð Þj j2 ¼ 1: ð42Þ

Similar to 3-channel TMUX system:
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FL z4
� ��� ��2 ¼ FH z2

� ��� ��2 ¼j HL �zð Þ j ð43Þ

and

FH z4
� ���2 ¼ FH z2

� ��� ��2 ¼ HH zð Þj j2: ð44Þ

Using the above equations, Eq. (42) can be written as [36]

FL zð Þj j6 þ FL zð Þj j4 þ FL �zð Þj j2 þ FL zð Þj j2 FL �zð Þj j2 þ FL �zð Þj j2 ¼ 1, ð45Þ

and in frequency domain, if computed at ω¼ 0.5π,

2 FL ejπ=2
� ���� ���6 þ FL ejπ=2

� ���� ���4 þ FL ejπ=2
� ���� ���2 ¼ 1, ð46Þ

and in polynomial form, it is

2h6 þ h4 þ h2 � 1 ¼ 0: ð47Þ

The roots of above equation are found using a simple factorization approach, and

these are x ¼ � 0.7071, 0.5 � 0.866i, and 0.5 � 0.866i. For filter design, only

h¼ jFL(e
jπ/2)j ¼ 0.7071 is considered due to implementation. Similarly, this analy-

sis has been also repeated for different channel nonuniform TMUX systems; in each

case, h is reduced to 0.707, which is a perfect reconstruction condition or magnitude

response of a prototype filter at quadrature frequency.

In this chapter, filter coefficients of a prototype filter for a nonuniform TMUX

are optimized to 0.7071 by iteratively varying 3 dB cutoff frequency (ωc). A

flowchart of the proposed algorithm for designing a prototype filter for nonuniform

FB is shown in Fig. 3. The steps to be followed in this case are summarized below

[22–25, 36]:

Step 1: Specify design specifications of a prototype filter such as As, Ap, ωs, and ωp.

Step 2: Initialize different parameters such as counter, step size, error limit, target
¼(|Ho(e

jπ/2)|¼0.707).

Step 3: Compute filter coefficients using different window functions discussed in

this chapter using order of filter (N ), As, and ωc. Also compute magnitude

response of a designed (MRD) filter at ω ¼ 0.5π and also deviation or error
from target limit by

Error ¼ Target�MRD ð48Þ

Step 4: If |Error|� error limit satisfies, then stop algorithm. Otherwise move to the

next step.
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Step 5: If MRD < Target, then adjust cut-off frequency by ωc ¼ ωc þ step, else
ωc ¼ ωc – step.

Step 6: Redesign the filter with new ωc and with same N, then calculate MRD and |

Error|, at preceding halved step size. Also, increase counter value by one.

Step 7: Go to step 4 till error limit is not satisfied.

Fig. 3 A flowchart of the proposed optimization algorithm [22–25, 36]
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4 Design Examples

In this section, the proposed method is exploited for the design of NPR nonuniform

TMUX systems with different design specifications.

Design Example I In these examples, a three-channel nonuniform TMUX system

has been designed with decimation factor 4, 4, and 2, with different filter taps using

different window functions such as Kaiser, Saramaki, Dolph–Chebyshev and Tran-

sitional windows. Figure 4 summarizes the simulation results obtained with the

design specifications of As¼ 110 dB, Ap¼ 0.00024 dB,ωs¼ 0.45π, and ωp¼ 0.38π.
Table 1 lists the fidelity parameters obtained in each design of nonuniform TMUX

system. It is evident from Table 1 that Transitional window gives best performance

in terms of lower ICI, ISI, and higher SISI, SICI, and SI. As shown in Fig. 5, ICI
decreases with the increase in filter length, but high filter length also increases the

implementation and design complexity. Variation of ICI, in case of Kaiser window,
is different as compared to other three adjustable windows.

Fig. 4 Magnitude response of synthesis filters of three-channel nonuniform TMUX, (a) Kaiser,

(b), Saramaki, (c) Dolph–Chebyshev, and (d) Transitional windows
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Design Example II Four-channel with decimation factors (8, 8, 4, and 2)

nonuniform TMUX system is designed using different design specifications.

Design results obtained with As ¼ 120 dB, Ap ¼ 0.00034 dB ωs ¼ 0.65π, and
ωp ¼ 0.51π are depicted in Figs. 6 and 7 and Table 2. From the design results, it is

Table 1 Performance of proposed method for three-channel nonuniform TMUX for different

filter taps

Band (M) Window N ICI(dB) SI(dB) SICI(dB) SISI(dB) ISI(dB)

Three band

(4, 4, 2)

Kaiser 48 �232.00 �64.77 116.12 �51.11 �51.11

64 �245.45 �65.12 128.71 �51.61 �51.61

128 �259.70 �65.08 146.51 �47.11 �47.11

256 �253.99 �65.05 145.07 �42.86 �42.86

384 �259.14 �65.01 151.67 �41.45 �41.45

Saramaki 48 �188.99 �63.91 56.32 �68.76 �68.76

64 �215.76 �64.38 94.04 �56.34 �56.34

128 �359.23 �65.20 241.63 �53.38 �53.38

256 �455.15 �65.49 341.98 �46.68 �46.68

384 �431.14 �65.01 321.61 �43.51 �43.51

Dolph–Chebyshev 48 �187.97 �63.87 53.52 �70.56 �70.56

64 �213.58 �64.35 92.17 �56.05 �56.05

128 �351.03 �65.19 233.59 �52.23 �52.23

256 �448.21 �65.48 336.02 �46.69 �46.69

384 �486.42 �65.01 377.94 �43.47 �43.47

Transitional 48 �189.46 �63.93 57.68 �68.84 �68.84

64 �216.43 �64.39 96.57 �56.46 �56.46

128 �362.62 �65.08 244.48 �53.05 �53.05

256 �432.63 �65.50 320.45 �46.67 �46.67

384 �436.11 �65.01 326.54 �43.53 -43.53

Fig. 5 Variation of ICI in three-channel nonuniform TMUX with different filter taps (Red Kaiser,
green Saramaki, black DC, Blue Transitional)
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evidenced that Transitional window gives the best performance in terms of low ICI
and ISI and higher values of SICI, SISI, and SI.

From Fig. 7, it is reflected that the performance of ICI for four-channel

nonuniform TMUX is nearly same as for three-channel nonuniform TMUX.

Table 3 shows a comparison of performance parameters with the earlier reported

work [30–32, 37, 38], and it was found that the proposed method gives better

performance compared to earlier published work [30–32, 37, 38] in terms of ICI,
SICI, SISI, and SI. For filter lengths 48, 64, and 128, ICI is the minimum for

Transitional window, which gives the overall best performance. Signal to overall

interference and ISI is approximately same for the given filter lengths.

In Table 4, a comparison has been carried out between four-channel uniform

[30, 31] and four-channel nonuniform transmultiplexer on the basis of interferences

and signal to interference ratios. It was found that nonuniform transmultiplexer

systems have significantly lower values of ICI and ISI and higher values of SICI,
SISI, and SI.

Fig. 6 Magnitude response of synthesis filters of four-channel nonuniform TMUX. (a) Kaiser,

(b) Saramaki, (c) Dolph–Chebyshev, and (d) Transitional windows
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Table 2 Performance of proposed method four-channel nonuniform TMUX with different filter

taps

Band (M ) Window N ICI(dB) ISI(dB) SICI(dB) SISI(dB) SI(dB)

Four band

(8, 8, 4, 2)

Kaiser 48 �246.94 �79.59 116.79 �51.67 �51.67

64 �260.85 �80.84 128.87 �51.13 �51.13

128 �274.79 �80.20 146.10 �47.47 �47.47

256 �268.15 �80.39 145.32 �42.43 �42.43

384 �274.88 �80.45 151.62 �41.80 �41.80

Saramaki 48 �203.48 �78.85 56.92 �68.70 �68.70

64 �230.12 �79.27 94.09 �56.75 �56.75

128 �374.02 �80.91 241.71 �53.38 �53.38

256 �470.64 �80.24 342.74 �46.65 �46.65

384 �445.10 �80.35 321.51 �43.22 �43.22

Dolph–Chebyshev 48 �202.43 �78.81 53.78 �70.82 �70.82

64 �228.26 �79.24 92.23 �56.78 �56.78

128 �366.32 �80.90 233.07 �52.34 �52.34

256 �463.17 �80.23 336.31 �46.62 �46.62

384 �501.08 �80.35 377.53 �43.19 �43.19

Transitional 48 �204.5 �78.86 57.07 �68.66 �68.66

64 �231.99 �79.28 96.96 �56.74 �56.74

128 �377.3 �80.08 244.97 �53.40 �53.40

256 �447.68 �80.24 320.75 �46.67 �46.67

384 �450.61 �80.35 326.01 �43.23 -43.23

Fig. 7 Variation of ICI in four-band nonuniform transmultiplexer with different filter lengths

(Red Kaiser, green Saramaki, black DC, blue Transitional)
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5 Conclusion

In this chapter, an improved prototype filter for nonuniform TMUX has been

designed using windowing technique. The simulation results illustrate that ICI is

significantly reduced as compared to earlier published results. Signal to overall

interference ratio is also satisfactory in case of nonuniform transmultiplexer system

as compared to uniform transmultiplexer systems.
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