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Abstract Many of the safety properties of solid energetic materials are related to
microstructural features. The mechanisms coupling microstructural features to
safety, however, are difficult to directly measure. Grain-scale simulation is a rapidly
expanding area which promises to improve our understanding of energetic material
safety. In this chapter, we review two approaches to grain-scale simulation. The
first is multi-crystal simulations, which emphasize the role of multi-crystal inter-
actions in determining the response of the material. The second is single-crystal
simulations, which emphasize a more detailed treatment of the chemical and
physical processes underlying energetic material safety.
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1 Introduction

High explosives are materials which release energy upon chemical reaction with
sufficient rapidity to produce a supersonic shock wave, called a detonation.
Explosive materials come in a wide variety of forms, including granular composites,
liquids, suspensions, and gases. Granular composites, however, have the broadest
current use in military and industrial applications [1].

In a granular composite explosive, most of the explosive mass is found in a
crystalline phase. Some explosive materials are solidified directly from a molten
phase [for example, 1,3,5-trinitro-toluene (TNT)] in which case the energetic is a
single-phase polycrystal. In other common formulations, a crystalline phase is
solidified in a slurry that contains a second crystalline phase with a higher melting
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point. A good example of this is the widely usedmilitary explosive Composition B, in
which TNT is solidified in a slurry containing RDX (1,3,5-trinitroperhydro-1,
3,5-triazine) [1].

One of the most common forms of solid explosive for precision military ap-
plications is the plastic bonded explosive (PBX) [2]. Plastic bonded explosives
utilize a polymer component to bind crystals of the explosive material together, and
may be machined into precision parts. Furthermore, the mechanical properties of a
PBX may be dramatically affected by the polymer component (depending on the
type and amount of plastic used), allowing for formulations with varying levels of
stiffness, strength, and ductility.

The safety properties of high explosive (HE) materials are described by
responses to a wide range of insults, including slow impacts, shocks, and heating.
One of the most widely studied areas is shock initiation. In the process of shock
initiation, a sample is subjected to a shock wave that compresses and heats the
material. The explosive responses to shock initiation are typically more repeatable
than responses found at lower velocity impacts. Nonetheless, the mechanisms
responsible for the shock initiation of solid composites are not understood in detail.

It is known, however, that material defects play an important role in shock
initiation [3–5]. When a composite is shocked, the entire material is heated by
(bulk) compression. Regions with defects, however, are preferentially heated as
compared to non-defective regions of the bulk. These regions of preferential heating
are usually referred to as “hot spots”. In solid (heterogeneous) explosive materials,
there are multiple potential sources of localization that may contribute to temper-
ature rise in the crystalline phase, including, for example, micro-jetting within
collapsing pores, inelastic deformation, and frictional sliding along grain surfaces
[6]. The mechanisms that are activated under shock wave loading depend on the
material of interest, the underlying microstructure, and the rate/intensity of loading.

Although hot spots may occur in many forms, the dominant mechanisms are
typically linked to void collapse. When a void collapses, stress-strain work is done
on the surrounding material, which produces localized heating. This has been
established experimentally by observing changes in shock sensitivity with porosity
[7]. Typically, materials with lower porosity are more difficult to shock initiate than
materials with higher porosity.

In a typical shock-loaded PBX, the hot spots sizes of interest range from about
0.1–10 lm [8]. These hot spots are formed during the shock rise time (*1 ns) and
may go on to form self-propagating burn fronts or be quenched by heat diffusion on
a sub-microsecond time scale. Given the time and length scales that are involved, it
has been difficult to resolve the formation and evolution of hot spots by experi-
mental methods. It has therefore been useful to study hot spot dynamics in HE
materials via numerical methods (cf. Refs. [9–17] and work cited in Sect. 2). While
it is recognized that numerical calculations are not a substitute for experimental
observation and measurement, modeling efforts can help to (i) gain insights to the
grain-scale behavior, (ii) identify potential material sensitivities, and (iii) develop
hypotheses that can be tested in experiments.
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There are several possible modeling approaches to grain-scale phenomena in
energetic materials [18, 19]. In the following, we describe continuum-based models
that have been developed to study hot spot formation at the length scale of (i) in-
dividual defects in single crystals, and (ii) crystal aggregates containing many
crystals and many defects. Ultimately, we hope that numerical simulations will
provide insights to the role of hot spots generated by pore collapse and other defects
in HE shock initiation. Such information would be valuable in developing improved
macroscopic models of shock initiation and in designing new explosives that are
safer than existing materials.

2 Multi-crystal Simulations

Studies to date have mostly focused on the responses of crystal aggregates to shock
wave loading. In order to simulate the coupled thermal/mechanical/chemical
responses of multiple crystal domains, it is generally necessary to develop sim-
plifications of the underlying physics and chemistry. This has allowed for the study
of many-grain interactions and spatial extents that are comparable to the
run-to-detonation distances in impact-loaded PBXs. Aggregate simulations are,
furthermore, an important part of multi-scale strategies, as they provide information
on (non-uniform) hot spot distributions and improved understanding of
microstructure-property relationships. As such, this section focuses on the devel-
opment of multi-crystal/pore simulation frameworks.

The microstructure of a typical PBX is highly heterogeneous. It is composed of
crystal/binder phases with potentially disparate thermal/mechanical properties and
an assortment of defects (e.g., pores and cracks). An example of a typical micro-
graph, showing the plastic-bonded explosive PBX-9501, is depicted in Fig. 1 [20].
To resolve hot spot distributions in a shock-loaded PBX, efforts are made to build
initial configurations with varying levels of heterogeneity and defect structure.
A key challenge associated with these multi-crystal studies is reconstructing real-
istic instantiations of the HE microstructure.

Fig. 1 A micrograph that
illustrates the heterogeneous
microstructure (grains, binder,
internal flaws) of a typical
HMX-based plastic bonded
explosive, PBX-9501 [20].
The scale marker is 100 lm
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2.1 Microstructure Characterization and Reconstruction

The combination of novel explosive microstructure characterization techniques
with advances in grain-packing software has allowed for the creation of large,
realistic multi-crystal geometries for simulation purposes. In the following, some of
the more popular characterization techniques are discussed, including current lim-
itations and trade-offs.

Two-dimensional optical microscopy (cf. Fig. 1) and focused ion beam
(FIB) techniques [21] provide highly resolved spatial data (tens of nanometers),
which are needed for reconstructing realistic multi-crystal configurations. However,
these techniques are destructive and the measurement itself can alter defect popu-
lations in the sample of interest. On the other hand, X-ray microtomography (cf.
Fig. 2) is a non-destructive technique but resolutions are typically limited to
one-thousandth of the field-of-view (e.g., 1 lm for a 1-mm thick sample). This can
be insufficient for resolving critical defects when observing representative volume
elements. Additionally, a lack of X-ray contrast between the crystal and binder
phases can present challenges for resolving grain boundaries. Ultra small angle
X-ray scattering [22] can provide information on very small pore structures, ranging
from 1 nm to 1 lm, but this technique provides only averaged spatial information.

Grain-packing software tools [23–25] enable either direct initialization of HE
composite geometries given suitable microstructural data (e.g., optical or X-ray
microtomography data) or reconstruction via reduced sets of microstructure data
when spacing or size information is missing (as in the case of ultra small angle
X-ray scattering data). In the case of direct initialization, pixel or voxel data is
painted onto a mesh. For reduced data sets, particle-packing and tessellation
algorithms can be used to generate synthetic microstructures in lieu of explicit
geometries.

Fig. 2 A typical X-ray
microtomography image
taken from an HMX-based
PBX [74]. The cube size is
0.66 mm and dark features
are voids
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2.2 Survey of HE Shock Initiation Work

The earliest two-dimensional continuum simulations of multiple pore collapse were
performed by Mader [26]. These calculations considered a regular array of pores
and investigated shock responses both with and without chemical reactions. Despite
computational limitations and highly idealized pore geometries, this seminal work
demonstrated basic hot spot mechanisms: pore collapse, post-collapse reaction, and
stress wave interactions with neighboring pores. Subsequent three-dimensional
studies [27, 28] showed that the interactions between multiple collapsing pores is
more likely to initiate HE materials, such as nitromethane, HMX, TATB, and
PETN, than the collapse of a single pore subjected to the same shock stress.

Benson and Conley [10] considered the dynamic compression of HMX grain
aggregates wherein the initial configurations (microstructures) were obtained from
digitized experimental micrographs. These calculations were inert and neglected the
presence of the polymeric binder. Other studies considered ordered arrays of uni-
form HMX grains and more-realistic packing structures with non-uniform grain
sizes [11, 29]. These calculations showed that the more-realistic microstructures
exhibit greater levels of temperature field heterogeneity (cf. Fig. 3) when compared
to the case of uniform grain size and spacing.

Fig. 3 The computed temperature fields for an HMX-based PBX impacted at 1000 m/s. In these
images, the polyurethane binder and void space has been removed for clarity. The localized
heating stems from the inelastic work of intergranular pore collapse and material jetting [11]
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Cohesive finite element methods have been used to predict the fracture behavior
of explosive grains, binder, and interfaces in an HMX-estane PBX subjected to
overall strain rates on the order of 10000–100000 s−1 [30]. These studies showed
that hot spots are formed primarily by viscoelastic heating of the polymeric binder
during the early stages of deformation and frictional sliding along crack surfaces at
later stages. In Fig. 4, the effects of overall strain rate, energetic volume fraction,
and lateral confinement on computed hot spot temperature distribution are illus-
trated [31]. The temperature of the most frequent hot spots increases with strain
rate; this effect is attributed to frictional dissipation. As the energetic volume
fraction increases, the average binder thickness decreases and the peak stress
increases. This results in earlier fracture and higher frictional dissipation.

Improved Lagrangian calculations employing granular frictional sliding and
thermo-elastic-viscoplastic stress-strain response were used to study the compaction
of HMX powder beds (85% energetic solid by volume, mean grain size of 60 lm)
[32]. In these calculations, it was found that frictional work, not plastic work, is
responsible for the highest temperature hot spots at impact speeds of 50–500 m/s.
To assess chemical reactivity in these calculations, a critical hot spot
size/temperature criterion [8] was evaluated to determine the induction time for
various hot spot populations and loading conditions. This criterion was used in a
number of other studies as well to establish ignition thresholds for various explosive
microstructures [31, 33, 34].

A step forward in realism was achieved in the PBX modeling work of Reaugh
[35] (Fig. 5). These simulations were fully three-dimensional, chemically reactive,
and incorporated a more realistic description of the polymer/grain/void structure in
an HMX-based PBX. From these grain-scale simulation results, a reactive flow
macromodel [36] was parameterized to describe the ignition and growth of an
assembly of hot spots. In this study, better agreement with detonation velocity data
was demonstrated when using a pressure-dependent deflagration model, as com-
pared to a multi-step Arrhenius kinetic, for hot spot growth. This was one of the
earliest examples of using multi-crystal calculations to inform a continuum reactive

Fig. 4 The simulated effects of (a) strain rate and (b) energetic volume fraction on hot spot
temperature distribution in an HMX-estane PBX under dynamic compression [31]
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flow model. Bridging length scales is an important topic that needs to be addressed
in future multi-scale studies.

Recent studies have sought to compare short-pulse shock initiation experiments
with closely-coupled reactive multi-crystal simulations [16]. In this study, a Kapton
flyer (127 lm) impacted LX-10 (95wt% HMX, 5wt% Viton A, 2% porosity) at
speeds of 4.3–5.3 km/s. Grain-packing techniques [25] were used to reconstruct
microstructures for these simulations, given the composition and grain/pore size
distributions, wherein spherical pores were randomly positioned in the LX-10
domain. Porosity was varied from the 2% baseline value to 5, 10, and 20%. Pore
radii of 5, 12.5, and 25 lm were used in calculations and resolved using sub-micron
zone sizes. A single-step Arrhenius kinetic model [37] was used to describe reac-
tivity. Figure 6 shows that for the baseline porosity of 2%, the relatively smaller,
more numerous 5 lm radius pores are more effective at supporting a non-planar
reaction front than the large but fewer 25 lm radius pores. The results demonstrate
the effects of higher hot spot number density. Figure 7 shows that for a fixed pore
radius of 5 lm, the reaction front and overall reaction rate were faster for the 10%
porosity case, as compared to the 2% porosity case. At higher porosities, the hot
spot density increases and greatly increases the reaction front speed and overall
reactivity.

Fig. 5 The formation of hot spots under shock loading in a three-dimensional simulation with
detailed microstructures [35]; a the faceted HMX grain structure with Viton binder, b internal void
and grain structure, c void structure, and d shock wave propagation which induces void closure
and hot spot production
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Experimental validation of multi-crystal modeling efforts remains a key chal-
lenge. To this end, we simulated an HMX powder (1.24 g/cc) subjected to shock
loading (1.3 GPa) and compared the calculations to embedded Manganin pressure
gauge records [38]. As shown in Fig. 8, the calculations are in rough accord with
the pressure gauge records, demonstrating an ability to reproduce run-to-detonation
behavior in a multi-crystal simulation framework.

Fig. 6 Calculations of pore size effects (fixed 2% porosity) on non-planar reaction front
propagation and overall reactivity of LX-10 impacted by a Kapton flyer (127 lm) at 4.3 km/s:
a the initial impact conditions with 5 µm radius pores (top half) and 25 µm radius pores
(bottom half), b product mass fractions fields, and c the time evolution of overall product mass
fractions for different pore sizes [16]

Fig. 7 Calculations of porosity effects (fixed 5 µm radius pores) on non-planar reaction front
propagation and the overall reactivity of LX-10 impacted by a Kapton flyer (127 lm) at 4.3 km/s:
a the initial impact conditions with 2% porosity (top half) and 10% porosity (bottom half),
b product mass fraction fields, and c the time evolution of overall product mass fractions for 2–
20% porosity [16]
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3 Single-Crystal Simulations

Further insight into the fundamental mechanisms of HE shock initiation can be
obtained by considering the collapse of a single pore in a single HE crystal.
Although the problem of pore collapse has been considered previously (see, for
example, Ref. [12]) we believe continued study is warranted as improved models of
grain-scale thermal/mechanical response emerge. In the following, we describe a
material model that has been developed for the shock wave loading of HMX. The
model is then employed in numerical simulations of pore collapse, with the purpose
of investigating energy localization and the mechanisms of shock initiation [39].
The novel aspects of this modeling effort are the treatment of solid-phase strength
behavior (a time-dependent anisotropic elastic/plastic formulation is adopted) and
thermal decomposition reactions that are driven by the temperature field (i.e., the
hot spots). In this regard, it will be shown that the simulated reactivity is sensitivite
to the viscoplastic (strength) responses of both the solid and liquid phases.
Although we focus on a continuum-based approach here, we would like to note that
coarse-grained molecular dynamics [40] or very large scale molecular dynamics
[41] are possible alternatives.

3 mm 
gauge 

0 mm 
gauge 

6 mm 
gauge

Fig. 8 In-situ pressure
records (measured and
simulated) from an impacted
HMX powder (1.24 g/cc).
Detonation is achieved by a
run distance of *6 mm [38]
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3.1 Continuum Model of HMX

The most stable phase of HMX at standard ambient temperature and pressure
(298 K, 1 atm) is the crystalline b phase [42, 43]. The b-phase crystal structure is
monoclinic, with two molecules per unit cell, as shown in Fig. 9. When porous
crystal is subjected to relatively weak shock wave loading, the dissipated energy of
inelastic work may be sufficient to melt parts of the crystal phase. At high enough
temperatures, the solid and/or liquid phases will undergo decomposition reactions if
given enough time. Therefore, the material model described herein addresses two
phase transformations: crystal melting (b ! liq) and decomposition reactions that
yield gaseous products (bþ liq ! gas). The b ! d solid phase transformation is
ignored, as the loading conditions of interest involve pressures greater than a few
GPa [44] and the time scale of interest is short. The b ! / transformation that is
observed at higher pressures (>27 GPa) [45] is also ignored. In the sections that
follow, we provide constitutive relations for the thermal/mechanical behavior of the
phases of interest (b, liquid, gas mixture) and an elementary description of the
reaction path and kinetics. For a review of HMX properties that have been mea-
sured or predicted by computations, one may refer to the literature [46].

3.1.1 Solid Phase

The thermo-elasto-viscoplastic behavior of the b phase is described using a crystal
model that was developed in previous work [13]. This model accounts for the
anisotropic nature of elastic/plastic deformation and the time-dependence of
material flow. A brief account of the crystal model is provided here. The literature
should be referenced for full model details and parameterization [13].

Following conventional crystal mechanics treatments, the crystal kinematics are
written using a multiplicative decomposition of the deformation gradient tensor,
i.e., F ¼ VRFp, where Fp describes the plastic shearing of the lattice, R is the

(a)
(b)

(c)

Fig. 9 The unit cell of b-
HMX (monoclinic crystal
structure) in space group
P21=c. The atoms are colored
as: C (gray), H (white), N
(blue), O (red). The HMX
molecules exhibit a chair-like
conformation in this phase
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lattice rotation, and V is the thermoelastic lattice stretch tensor. In this treatment,
plastic deformation is mediated by dislocation motion (crystallographic slip). As
such, the velocity gradient in an intermediate configuration is written as,

L̂ ¼ _FpFp�1 ¼
X

_caŝa � m̂a ð1Þ

where _ca denotes the crystallographic shearing rates and ŝa and m̂a are unit vectors
that define the slip direction and slip plane normal of the ath slip system, respec-
tively. From the Orowan relation,

_ca ¼ qa?b
a�va ð2Þ

where, with respect to a given slip system, qa? is the dislocation density, ba is the
Burgers vector magnitude, and �va is the mean dislocation velocity. The dislocation
density is taken as an evolving internal state variable in this description.
Constitutive relations have been postulated for the plasticity kinetics (dislocation
mobility based on thermal activation and damped glide) and for the evolution of
dislocation density [13].

In this work we include the two slip systems that have been experimentally
identified, i.e., ð001Þ½100� and ð�102Þ½201� in space group P21=c [47, 48], and eight
additional slip systems that were identified in atomistic calculations [13]. The flow
resistance of each slip system scales with the square-root of the total dislocation
density (in accordance with the Taylor form). As such, the dislocation density
contributes to both the crystal strengthening and the ability to relax non-equilibrium
shear stresses via plastic deformation.

The thermoelastic formulation combines the second-order elastic constants [49]
with a Murnaghan equation-of-state (EOS) to account for non-linear volumetric
response. The EOS parameters were selected to reproduce Hugoniot data from
solvent-pressed HMX grain aggregates that are close to fully density [50] and
isothermal compression data from diamond anvil cell experiments [45]. It is noted,
however, that HMX compressibility data exhibits a wide range of scatter and that
recent measurements call into question commonly-accepted parameterizations of
the b-HMX EOS [51]. Improving the fidelity of the b-phase EOS is therefore a
subject of ongoing work. To allow for melting of the b-phase, an energy-based
melting criterion was derived from a Lindemann-type law. The crystal is fully
transformed to the liquid phase when the internal energy exceeds the melt energy by
an amount equal to the latent heat of melting. The melting behavior is included to
account for the loss of static strength in molten regions.
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3.1.2 Fluid Phases

The stress-strain responses of the liquid and product gas mixture phases are iso-
tropic. The reference density and EOS of the liquid phase are taken to be identical
to that of the b phase. This is assumed purely for expedience and it is recognized
that accounting for the actual liquid density and compressibility would improve the
model. The volumetric response of each component gas of the product gas mixture
is described using a Buckingham exponential-6 potential [52]. The distortional
responses of the liquid and gas phases are described using a Newtonian fluid law. In
this description, the viscosity is constant (independent of the pressure and tem-
perature). The nominal liquid viscosity is taken as 5.5 cP, which corresponds to the
value computed from atomistic simulations performed at 800 K and 1 atm [53].
The gas mixture viscosity is assumed equal to that of the liquid phase for simplicity.

3.1.3 Thermal Properties

The inelastic work done on all phases (b, liquid, gas) is fully dissipated and con-
verted to thermal energy. To compute phase temperatures, it is necessary to have
reasonably accurate heat capacities over the temperature range of interest. The heat
capacity of the b phase is described using a temperature-dependent Einstein rela-
tion, which respects the experimental data at lower temperatures [54] and the
classical limit at higher temperatures (i.e., the Dulong-Petit law). The heat capacity
of the liquid phase is assumed to be identical to that of the solid phase, for expe-
dience., whereas the heat capacity of gas phase components are described using a
set of temperature-dependent polynomials [52]. Thermal expansion effects in the
solid and liquid phases are currently neglected.

In non-adiabatic calculations, heat conduction is modeled using Fourier’s law.
The thermal conductivity of the b phase is assumed to be constant, isotropic, and
independent of pressure and temperature. Although analytical predictions suggest
that the thermal conductivity tensor of the b phase is close to isotropic [55], refined
treatments might incorporate the effects of temperature and pressure on solid-phase
thermal conductivity [8, 55]. The thermal conductivities of the liquid and gas
phases are assumed to be equal to that of the solid phase, for expedience.

3.1.4 Chemistry

The path and kinetics of decomposition reactions in HMX-based formulations have
been investigated in a number of experimental and modeling efforts (cf. Refs. [8,
37, 56–60] and work cited therein). These efforts have focused on reactions initiated
by relatively slow direct heating, with samples held under varying levels of con-
finement. This had led to the construction of a single-step (global) reaction scheme
[37] and an assortment of multi-step reaction schemes [8, 37, 61]. However, the
reaction path that is followed under shock wave loading has not been identified. In
light of this uncertainty, the single-step reaction scheme [37] has been adopted for
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its simplicity. The selected reaction addresses the decomposition of both b and
liquid-phase HMX, i.e.,

HMX ðbþ liquid)
C4H8N8O8

! Product gas mixture
4 COþ 4 H2Oþ 4 N2

ð3Þ

In this scheme, the chemical species to be tracked are HMX and the product gas
mixture. The kinetics of this reaction are prescribed and handled using the thermo-
chemical code, Cheetah [52]. In addition to the reaction given above, numerous fast
reactions are allowed to occur among the product gas components. These reactions,
which occur instantaneously, serve to maintain chemical equilibrium among the gas
mixture components and the HMX species. As a result, the product gas mixture is
adjusted to include other gases (for example, C, H2; CO2; HCN, NO2, etc.). The
current product gas composition is therefore not given exactly by (3), but rather that
which is obtained byminimizing theGibbs free energy of system subject to the kinetic
constraint on HMX concentration. The species are held in pressure/temperature
equilibrium in these calculations. As shown in Table 1, the formation of gaseous
products involves a large exothermic heat release, which factors into the model
temperature calculations.

The reaction rate law is taken as first-order with respect to the molar concen-
tration of HMX. Therefore,

Table 1 The values of selected material properties and parameters used to model single-crystal
HMX shock response

b-HMX Liquid-HMX Product gas
mixture

Mass density—q0 g=cm3 1.904 1.904a –

Molar mass—M g=mol 296.156 – –

Bulk modulus—K0 GPa 15.588 15.588a –

Heat capacity—cv0 J/g-K 0.995 0.995a –

Volumetric CTE—a0 1/K 0 0 –

Melting temperature—Tm0 K 550 – –

Heat of formation—hf 0 J/g 253 489 –4760

Fluid viscosity—g cP – 5.5 5.5b

Thermal conductivityc—j W/m-K 0.5 0.5a 0.5b

Kinetic parameters of decomposition reaction: HMX (b + liquid) ! product gas

Arrhenius frequency factor
—k0

s�1 5:6� 1012

Activation temperature
—Ea=R

K 17:9� 103

A subscripted zero refers to a property at standard ambient temperature and pressure
aAssumed equal to that of the solid phase
bAssumed equal to that of the liquid phase
cSet to zero in adiabatic simulations
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d
dt
½HMX� ¼ � d

dt
½productgas� ¼ �k½HMX� ð4Þ

where the rate coefficient, k, displays an Arrhenius-type dependence on tempera-
ture. Despite its simplicity, the single-step reaction provides a reasonable approx-
imation of experimentally-measured ignition times when the kinetic parameters of
Henson [37] are utilized. As noted above, this formalism assumes the rates of
decomposition from the solid and liquid phases are the same. While this seems to be
a reasonable starting point, the model might be improved by distinguishing the
kinetics of reactions in the solid and liquid phases [57]. Please refer to Table 1 for a
partial listing of properties and parameters that are used in the single-crystal
simulations.

3.2 Simulations of Intragranular Pore Collapse

The numerical simulations of pore collapse were performed using the multi-physics
arbitrary Lagrangian-Eulerian finite element code ALE3D [62]. In this code, the
material and mesh are permitted to undergo independent motions, with algorithms
accounting for the advection of material among the computational zones (elements).
In this way, the mesh is incrementally relaxed over the course of the deformation.
This allows for the handling of large strains while avoiding severe mesh distortion.

The computational domain was rendered by locating a single air-filled pore near
the center of a rectangular slab of b-HMX crystal. For the time being, work has
been limited to 2D plane strain calculations. As such, the idealized flaw is cylin-
drical in shape. Two-dimensional axisymmetric simulations (for spherical pores)
were not considered because the crystal lattice does not display this symmetry.
Although full 3D calculations are certainly desirable, we believe such expensive
calculations are premature given the developmental state of the material model.

To provide a more realistic description of the microstructure of the crystal phase,
the initial dislocation density field is randomly distributed in space (cf. Refs. [13,
39] for details). This is done because the meshing requirements are such that one
should expect fluctuations in dislocation density among the elements. The initial
field is prescribed such that the initial dislocation density of the full sample is
0:0307 lm−2 [13], a value that would be considered typical for annealed metals.
A planar shock wave is generated by prescribing the axial component of velocity on
the left-hand surface of the crystal slab. The prescribed velocity rises instanta-
neously, similar to the conditions imposed at the impact face in a plate experiment.
The top and bottom surfaces of the crystal sample are periodic and the right-hand
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surface is restrained by a rigid frictionless wall. A single shock wave transit of the
slab is simulated.

In the following, we examine predictions from the model for various load cases
and material modeling assumptions. Of particular interest are the details of defor-
mation localization and the initiation of chemical reactions. With this in mind, we
consider the effects of stress wave amplitude, conductive heat transfer, solid-phase
flow strength, and liquid-phase viscosity.

3.2.1 Basic Results for a Reference Case

As a reference case, consider a pore diameter of d ¼ 1 lm, an imposed boundary
velocity of u ¼ 1 lm/ns normal to the ð�1�11ÞP21=c plane (this generates a peak axial
stress of r11 ¼ 9:4GPa), and locally adiabatic conditions. For this reference case, a
mesh study indicated that 8-nm-zoning was needed for reasonable levels of con-
vergence (cf. Ref. [39]). This amounts to rather fine meshing, as the pore diameter
is spanned by 125 elements. To mesh the entire crystal sample ð25d � 25dÞ, about
10 million elements were required. A single pore collapse simulation run in parallel
on 512 cores required about 72 h of wall clock time.

To illustrate the basic elements of material response, the pressure and temper-
ature fields for the reference case are given, at three instants in time, in Fig. 10. In
this figure, the observation windows are fixed in space and contain only the central
portion of the sample. The times given for each snapshot are relative to the time at
which the shock front arrives at the left-hand side of the pore. Behind the shock
front, the nominal pressure (p) and deviatoric stress (s11) are approximately 6.6 and
2.8 GPa, respectively. The high level of deviatoric stress is due to the rapid com-
pression of the lattice, which produces large (elastic) strains that await relaxation by
plastic flow. A release wave is emitted from the crystal-air interface (0.2 ns) as the
shock front propagates across the pore. The release wave is followed by a sec-
ondary shock that is generated when the pore is fully closed (0.5 ns). This dis-
turbance travels away from the initial pore and beyond the observation window
(1.2 ns). The simulations are run until the secondary wave begins to interact with
the boundaries, which allows for a post-collapse simulation time of approximately
2 ns.

The localization of deformation and energy is correlated with the development of
hot spots in Fig. 10. The temperature fields indicate the formation of a central hot
spot around the collapsed pore as well as narrow localization bands that grow away
from the pore. These sheets of hot material are shear bands, which are filled with
liquid-HMX. The inception and growth of these shear bands is driven by large
non-equilibrium shear stresses in the crystal phase. As the shock begins to interact
with the pore, the release of material into the pore allows for large shearing
deformations in certain locations around the crystal-air interface. The mechanical
work is sufficient to melt the crystal in some parts, and the flow strength and
viscosity of the liquid phase are much lower than that of the crystal phase. As such,
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shearing loads that were once supported by the crystal phase are transferred onto the
melt band tips and the surrounding material. The ensuing plastic deformation causes
continued melting and propagation of bands that are filled with liquid-HMX. The
shear bands may therefore be viewed as melt cracks, as the advancement of a band
serves to reduce free energy (strain energy of the crystal lattice).

The shear banding (melt cracking) at stress wave amplitudes of 6.5, 9.4, and 10.7
GPa is illustrated in Fig. 11. In this figure, the shear bands are highlighted by plotting
the phase fraction of liquid-HMX. At each stress level, a pool of liquid-HMX is
formed around the collapsed pore. At 6.5 GPa, a few shear bands grow out of the pore
collapse region and branch off to form finer localization bands. When the stress is
increased to 9.4 GPa, the shear bands grow in four general directions and exhibit
greater amounts of branching.At 10.7GPa, the spacing ofmolten sheets is yetfiner. In
the reference case (r11 ¼ 9:4GPa), the shear bands in the lower right-hand quadrant
of the crystal sample are approximately 50 nm in width. These bands propagate at a
rate of � 4:6 lm=ns and reach temperatures of 500–900 K. The simulated shear
banding behavior indicates that the effects of internal flaws (or other material
heterogeneities) may not be as localized as one might assume. As shown in Fig. 11,
the hot spots generated by the growing shear bands are larger and more extended than

Fig. 10 The pressure and temperature fields that are generated when a shock wave (9.4 GPa)
collapses a single pore (1 lm) in b-HMX crystal (reference case simulation parameters). The time
origin coincides with the arrival of the shock wave at the left-hand side of the pore [75]
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the footprint of the original pore. It should be noted that true convergence of local-
ization band behavior (i.e., mesh-independence of results) is not expected unless
appropriate provisions are made for dissipative processes, such as heat diffusion or
non-local stress-strain response. This should serve as a subject of future work.

Experimental work has documented the tendency of low-symmetry HE crystals
to exhibit shear banding under shock wave loading. For example, RDX crystals that
were shocked to � 13GPa showed the presence of localization bands and
beaded-up volumes of material on the surfaces of recovered samples [63, 64]. The
beads are thought to be liquid-RDX that was squeezed out of the localization bands
during the shock deformation and which resolidified on the surface of the recovered
crystal sample. Shear banding is also predicted in atomistic simulations of shock
wave propagation in a-HMX [65] and a-RDX [66]. In the atomistic simulations, the
shear banding regions were found to be composed of an amorphous liquid-like
phase. These experimental and computational results are encouraging, as this is
similar to what is predicted in our continuum b-HMX simulations.

The deformation around the collapsing pore is highly non-uniform, involving the
formation and interaction of multiple liquid jets within the pore. For a detailed
illustration of the pore collapse process, one may refer to Ref. [39]. In the reference
case, material jetting drives up the temperature enough to react a small amount of
material in the pore collapse region. The sample reactivity was quantified by pro-
duct relative mass, n � mp=mpore, where mp is the mass of the product phase and
mpore is the “pore mass” (i.e., the reference mass of crystal that would fit inside the
initial pore). The reactivity of the low-stress case (6.5 GPa) was quite small on this
time scale n\0:002ð Þ. In the reference case (9.4 GPa), n reached a value of � 0:08
after a compression time of � 2 ns. Increasing the stress to 10.7 GPa did not
significantly increase the simulated reactivity. Although the shear bands reach
relatively high temperatures (800–900 K), they do not exhibit significant extents of

Fig. 11 The shear bands (melt cracks) that are produced when a crystal sample is shock-loaded to
different peak stress levels. Here, the phase fraction of liquid-HMX is plotted on a grayscale
(ranging from 0 to 1) [75]
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reaction on this time scale. For higher loads (>20 GPa) such as those observed in
short-pulse initiation scenarios, bulk shock melting may occur and bypass local-
ization bands associated with material strength.

We now consider a challenging numerical issue: artificial heat transfer among
the species. Since we are employing an ALE method, solution variables need to be
advected among the computational zones during the mesh relaxation stage. This
numerical advection introduces errors, as solution variables tend to be smeared out
in space. For example, if part of a hot (reacted) zone is advected into a neighboring
zone that contains cold (unreacted) material, the temperature of the initially cold
zone will be uniformly raised due to the mixing of hot and cold volumes. There is
not a physical basis for this heat transfer; it is simply an error introduced by the
numerical treatment. We attempted to avoid such mixing by shutting off advection
in partially reacted zones [39]. This was not successful, however, as the reacting
zones experience large volume expansions and require relaxation (advection) to
avoid mesh tangling.

Instead of assuming an equilibrated mixture temperature, it may be useful to
derive a non-equilibrium treatment that distinguishes the temperatures of the
reactant and product species. Mixing among computational zones could then be
handled on a species-by-species basis. In this way, when product gas is advected it
would only be allowed to mix with other product gas and not serve to heat up the
cold unreacted phase. A scheme like this has not yet been employed in our cal-
culations, but should be an objective of future work. The fine zone size (8 nm) that
is utilized in these calculations helps to mitigate against artificial heat transfer, as
advection errors scale with mesh length. However, there is still some amount of
artificial heat transfer among the species, which stems from numerical advection,
and this remains an open issue.

3.2.2 Heat Conduction Considerations

The reference case was modeled as adiabatic to generate a baseline response in the
absence of physical heat transfer effects. For the time scale considered here, the
characteristic dimension of heat diffusion (

ffiffiffiffiffiffiffiffiffiffiffiffiffi
jt=qcv

p
) is about 20 nm. Although this

dimension is small in comparison to the central hot spot (around the collapsed
pore), it is non-negligible when compared to the shear band width. Furthermore, the
propagation of burn fronts initiated at hot spots depends on heat conduction. It is
therefore of interest to assess the dependence of simulation results on assumptions
pertaining to heat conduction.

To assess heat transfer effects, the pore collapse simulations were performed
with Fourier heat conduction (all other aspects of the reference case remained the
same). For a stress wave amplitude of 9.4 GPa, the temperature field that was
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computed with heat conduction was rather similar to that computed using the
adiabatic model [39]. The temperature gradients were, of course, less steep in the
conductive case, but the central hot spots were of similar size and temperature. Peak
temperatures in the shear bands were reduced by up to � 100K. The flux of heat
away from the central hot spot renders the conductive case slightly less reactive
than the adiabatic case. For example, the computed extent of reaction (n) was
reduced by less than 10% [39]. This indicates that the adiabatic assumption is
reasonable when the simulation duration is limited to a few nanoseconds, as the
results of interest are not changed in a substantial way when heat conduction is
included. However, simulations that seek to address longer time scales (e.g., tens to
hundreds of nanoseconds) and hot spot burning should treat heat conduction in a
meaningful way.

We would like to note that the (macroscopic) Fourier law breaks down when the
length scale of interest approaches the mean free path of the phonons. Since the
pore collapse calculations involve strong temperature gradients over tens of
nanometers, we believe it will be important to adopt a more sophisticated treatment
of small-scale heat transfer. For example, one that accounts for phonon interactions
[67].

3.2.3 Model Sensitivity to Solid Flow Strength

We now consider the dependence of simulation results on the flow strength of the
solid phase. The crystal model, which has been used in all simulations up to this
point, accounts for the elastic/plastic anisotropy of the b phase and the
time-dependent nature of plastic deformation. The time- or rate-dependence of
plasticity is thought to be important here because many solids exhibit a sharp
increase in flow stress at higher rates. In regard to the problem of pore collapse, if
the time scale of plastic relaxation is comparable to the time scale of pore collapse,
high shear stresses will persist until they are relieved by inelastic deformation.
These shear stresses factor into the mechanical work, which is responsible for a
large fraction of the temperature rise.

To investigate effects related to solid flow strength, a pore collapse simulation
was performed using a conventional isotropic/rate-independent strength model for
the b phase. Here, the yield strength is taken as Y ¼ Y0ð1þ bepÞn, where Y0 is the
initial yield strength, ep is the effective plastic strain (a proxy for internal state), and
b and n are hardening parameters. In the literature, it has been common to assume a
constant yield strength in the range of 0.060–0.180 GPa [10, 11, 68]. To consider
the effects of somewhat higher strength and weak strain-hardening behavior, the
following parameters were selected: Y0 ¼ 0:300GPa, b ¼ 0:060; n ¼ 1. All other
aspects of the reference-case simulation remained the same.

The temperature fields that are computed from the isotropic/rate-independent
model are shown in Fig. 12. The pore is now collapsed by a single smooth jet that
produces a symmetric configuration of two hot spots. The appearance of these hot
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spots is largely due to vortical flows that are set up on either side of the impinging
jet. These temperature fields may be compared to those computed earlier using the
crystal model (Fig. 10). In the rate-dependent/crystal calculations, shear banding is
a prominent feature of the deformation. In the rate-independent/isotropic calcula-
tions, energy localization is confined to the immediate surroundings of the pore and
there is no shear banding.

The differences in localization behavior are largely attributed to the
strain-rate-dependence of the strength model. Although rate-dependent flow stresses
are often seen as tending to suppress localization (given that higher stresses are
required to drive higher strain rates), this notion breaks down in the presence of
thermal softening and melting. Such is the case in our rate-dependent calculations,
where relatively large flow stresses and small plastic strains are sufficient to melt the
material located at the tips of the localization bands. In the rate-independent case,
the stress state is forced to remain on a strain-rate-independent yield surface and
plastic strains are computed according to a consistency condition. For the param-
eters chosen above, the mechanical work is insufficient to trigger shear banding. It
may be possible to induce shear banding in the rate-independent model by pre-
scribing a higher yield strength. This, however, would be at odds with experimental
stress-strain curves at quasistatic rates [69] and the observed relaxation behavior
under shock wave loading [48]. It is, however, possible to induce shear banding by
assigning sufficient strain-rate-dependence to an isotropic model. In this case, the
bands form on the planes of maximum shear, whereas, in the crystal model, the
details of plastic flow and band structuring are sensitive to the slip plane
orientations.

To quantify the differences in thermal energy localization predicted by these
models, temperature histograms were computed near the end of the simulation (cf.
Fig. 13). These histograms were constructed by binning the sample mass according

Fig. 12 The temperature fields that are obtained when pore collapse is simulated using a
rate-independent/isotropic strength model (reference case simulation parameters, otherwise). The
closure process and degree of localization are in sharp contrast to predictions from the
rate-dependent/crystal model [75]
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to temperature and normalizing those bins by the pore mass. As shown in Fig. 13,
the isotropic model is biased toward lower temperatures (notice the large peak
in-between 400 and 500 K), whereas the crystal model predicts higher temperatures
due to shear localization (600–1200 K) and exothermic reaction (>2000 K). For
equivalent energies imparted to each sample, the crystal model predicts higher
degrees of localization and, therefore, hot spots that are larger or higher in tem-
perature. The extent of reaction that is predicted by the rate-independent model is
effectively zero on this time scale, despite the formation of hot spot temperatures of
greater than 1000 K. Therefore, the solid-phase strength law has a significant effect
on the character of shock-induced plasticity, the peak temperatures that are gen-
erated, and the initiation of reactions due to pore collapse.

3.2.4 Model Sensitivity to Liquid Viscosity

The localization bands that grow out of the pore collapse region are filled with
liquid-HMX (cf. Fig. 11). In this model, the liquid phase is treated as a simple
Newtonian fluid. Although the viscosity of the liquid phase is expected to depend
on the pressure and temperature (and perhaps strain rate as well), we assumed that
the liquid viscosity is constant for the sake of simplicity. In the reference case, the
liquid viscosity was taken as 5.5 cP, corresponding to the atomistic value at 800 K
and 1 atm [53]. We now consider the sensitivity of the model to the assumed liquid
viscosity. As a comparative case, the liquid viscosity was increased to 22.0 cP,
which corresponds to the atomistic value at 700 K. All other aspects of the refer-
ence case remained the same.

The temperature field that is obtained when pore collapse is simulated using the
higher liquid viscosity is given in Fig. 14. The shear bands are now wider, fewer in
number, and hotter than those of the lower-viscosity case (Fig. 10). The shear band
temperatures are higher in this case because of greater mechanical dissipation
within the bands. The temperatures within the shear bands are now high enough to
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Fig. 13 The temperature
histograms that are computed
(in log-log space) when pore
collapse is simulated using a
rate-independent/isotropic
strength model and the
rate-dependent/crystal model
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drive decomposition reactions on this time scale (see, for example, the
forward-most band in the lower right-hand quadrant of Fig. 14).

To illustrate sample reactivity, time histories of product relative mass (n) were
computed for the lower- and higher-viscosity cases (cf. Fig. 15). The initial tra-
jectory of the product curve is controlled by reactions that occur in the liquid phase
around the central hot spot (pore collapse region). In the reference case, reactions
are confined to the central hot spot, with roughly 10% of the pore mass reacted after
a few nanoseconds. The higher-viscosity case exhibits higher reactivity from the
start, due to increased mechanical dissipation around the central hot spot. At about
2 ns, however, the higher-viscosity case exhibits a sharp increase in overall reaction
rate. This corresponds to the onset of chemical reactions in the shear bands. During
a post-collapse simulation time of � 2 ns, n reaches a value of � 0:8. The
appearance of rapidly-growing, reactive shear bands suggest that the initiation of
HE crystals, such as HMX, may be dominated by planar burn waves emitted from
localization bands, rather than spherical burn fronts from more compact sources.

The model predictions of reactivity are therefore quite sensitive to the viscosity
of the liquid phase. This is because the liquid within a band can be subjected to
exceptionally high shearing rates. Since the liquid phase experiences temperatures

Fig. 14 The temperature field computed for the case of higher liquid viscosity (22.0 cP).
Reactions now occur in both the central hot spot (pore collapse region) and the shear bands, due to
increased mechanical dissipation [75]
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ranging from about 550 K (initial melting at 1 atm) to greater than 1000 K, future
modeling efforts should incorporate the temperature-dependent liquid viscosity that
was computed in atomistic simulations, i.e., g ¼ g0 exp ðTa=TÞ, where g0 ¼
3:1� 10�4 cP and Ta ¼ 7800K [53]. The effect of pressure on liquid viscosity
should also be considered, although we are not aware of any such data.

4 Concluding Remarks

The development of models for the grain-scale behavior of HE materials under
dynamic loading conditions is an area of long-standing interest. Such efforts are
needed to help elucidate the mechanisms of impact-induced hot spot formation and
reaction initiation and should be viewed as complementary to experimental
investigations, which are challenging to perform at the time/length scales of
interest. Along these lines, we are enthusiastic about new ultra-fast measurement
techniques that have been developed to probe the shock compression of HE crystals
on sub-ns time scales [51]. These are truly grain-scale type measurements that may
be used to further assess and refine the single-crystal model of Sect. 3 in the near
future.

This article focused on the development of HE models at two length scales: (i) a
coarser scale, which considers the shock responses of crystal aggregates with many
defects/heterogeneities, and (ii) a finer scale, which considers single-crystal
response and the behavior around a single defect (pore). In the latter, we descri-
bed a continuum model that was developed for the thermal/mechanical/chemical
responses of HMX. This model was used to simulate pore collapse in shock-loaded
b-phase crystal and attendant energy localization modes. The single-crystal pore
collapse results indicate: (i) a modest extent of reaction is achieved when an adi-
abatic reference case (d ¼ 1 lm) is shock-loaded up to � 10GPa and held for a few
nanoseconds; (ii) the growth of shear bands is an important mode of localization;

Fig. 15 The product curves
computed for lower and
higher liquid viscosities. The
sharp increase in reaction rate
for the higher-viscosity case is
due to the onset of reactions
in the shear bands [75]
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(iii) hot spot dissipation via heat conduction is an important consideration for
compressions longer than a few nanoseconds; (iv) the strain-rate-dependence of
solid-phase strength behavior has a strong bearing on energy localization; and
(v) the reactivity of impact-induced shear bands (melt cracks) is sensitive to the
viscosity of the liquid phase.

Although the crystal model represents a step forward in realism, much remains
to be done to improve the fidelity of model predictions. For example, the HMX
material model would be improved by a better treatment of melting and
liquid-phase behavior. In this regard, one might include kinetics for the b ! liquid
phase transformation, a more appropriate description of the liquid-phase EOS (i.e.,
one that is distinct from the solid phase), distinct kinetics for (faster) decomposi-
tions from the liquid phase [57], and a liquid phase viscosity that depends on
pressure and temperature, as the simulated reactivity is quite sensitive to this
property. Formulations that treat non-equilibrium species temperatures (within a
given material point, or computational cell) may also prove valuable for mitigating
against artificial heat transfer in various numerical settings.

The overall spatial extents that can be handled using the single-crystal model are
obviously limited. To reach larger volume elements, which better reflect the
heterogeneity of actual PBX microstructures, it is useful to consider aggregate
calculations that employ coarsened descriptions of constituent behavior.
Establishing a link between the single-crystal calculations and multi-crystal models
(for example, by some information passing scheme) remains a major objective of
ongoing work. A next step would then involve coarse-graining multi-crystal (ag-
gregate) responses to obtain a PBX macromodel. However, much remains to be
done to establish these connections.

Looking ahead, there are several long-standing questions for which the
multi-crystal (aggregate) simulations may provide insight:

• How does defect size, spacing, morphology, and orientation influence hot spot
formation and growth under shock loading conditions?

• What are the bounds on defect size that produce hot spots that are relevant to the
shock initiation process?

• How does defect location in the explosive/binder system influence shock ini-
tiation behavior? For example, intragranular defects versus interfacial defects vs.
binder defects.

• How does non-uniform binder coating thickness and explosive/binder impe-
dance mismatch influence shock initiation behavior?

• How does explosive/binder microstructure and constituent properties (adhesion,
flows strength) influence fragmentation, which is important to reaction violence
in safety scenarios?

Such efforts must proceed with some level of experimental validation at
appropriate time/length scales and this remains a major outstanding challenge.

In closing, we would like to note that multi-scale strategies that merge
descriptions coming from the fine/intermediate length scales may provide a basis
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for developing new PBX macromodels that incorporate microstructure-property
information and, therefore, improve upon existing hot spot models [70–73]. We
believe such microstructure-aware models would be valuable in designing high
explosive materials for specific applications with tailored performance and safety.
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