
PAFRAG Modeling and Experimentation
Methodology for Assessing Lethality
and Safe Separation Distances of Explosive
Fragmentation Ammunitions

Vladimir M. Gold

Abstract The fundamental vision of the US Army Armaments Research, Design
and Engineering Center, Picatinny Arsenal is that the fragmentation ammunition
has to be safe for the soldier and lethal for the adversaries. PAFRAG (Picatinny
Arsenal Fragmentation) is a combined analytical and experimental technique for
determining explosive fragmentation ammunition lethality and safe separation
distance without costly arena fragmentation tests. PAFRAG methodology integrates
high-strain high-strain-rate computer modelling with semi-empirical analytical
fragmentation modelling and experimentation, offering warhead designers and
ammunition developers more ammunition performance information for less money
spent. PAFRAG modelling and experimentation approach provides more detailed
and accurate warhead fragmentation data for ammunition safe separation distance
analysis, as compared to the traditional fragmentation arena testing approach.

Keywords PAFRAG � Smooth Particle Hydrodynamics � CTH computer pro-
gram � CALE computer program � Arbitrary lagrangian–eulerian formulation

1 Introduction: Fragmentation of Explosively Driven
Shells

The subject of fragmentation of explosively driven shells has long been of interest
in the military field and has recently commanded attention in a number of other
applications including the design of fragment and blast resistant structures and
protective facilities. A review of previous work shows that extensive studies on the
subject were performed in the early 1940s. Historically, three names of
ground-breaking researchers’ stand out: Gurney has been credited for deriving a
form of an empirical expression for prediction of fragment velocities as a function
of the mass ratio between the explosive and the metal shell [1], Mott has been
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credited for developing statistical models for predicting average fragment sizes and
fragment mass distributions [2], and Taylor has been credited for developing
models describing expanding shell dynamics and the state of stress at the time of
fracture [3]. Most of this work, however, ceased shortly after the World War II and
was not resumed until the 1960s.

Before the state-of-the-art high-strain-rate high-strain finite difference computer
programs had become available to fragmentation munition designers, for nearly six
past decades, modeling of explosive fragmentation munitions had relied for a large
degree on analytical methods developed in 1940s, that is on the fragment velocity
predictions based on Gurney [1] approximations and on the fragment mass distri-
bution statistics based on Mott [2] and/or Gurney and Sarmousakis [4] fragmen-
tation models. A brief overview of empirical fragmentation models widely used in
1960s and 1970s is given by Hekker and Pasman [5]. Mott’s [2] approach to the
dynamics of fracture activation has been successfully pursued starting in 1980s by
Grady and Kipp resulting in significant advances in a number of dynamic fracture
and fragmentation areas [6–9] including the high-velocity impact fragmentation
[10, 11], shaped charge jet break-up [12], dynamic fragmentation of metal rings [6,
7, 13], spalling phenomena [14, 15], and rock blasting [16]. The extensive influence
of Mott’s concepts can be found in many other works including that of Hoggatt and
Recht [17] and Wesenberg and Sagartz [18]. A comprehensive review of Mott’s
fragmentation concepts is given by Grady [19]. A perturbation stability approach to
fragmentation of rapidly expanding metal rings is given by Mercier and Molinari
[20]. A compilation of analytical techniques for assessment of effectiveness of
fragmentation munitions can be found in Weiss [21] and a brief review of frag-
mentation models can be found in Grady [22]. Recently, there had been a number of
reports of applying the state-of-the-art continuum hydrocode analyses to the
explosive fragmentation problem utilizing Eulerian, Arbitrary-Lagrangian-Eulerian,
Lagrangian, Peridynamics, SPH (Smooth Particle Hydrodynamics), and corpuscu-
lar model methods [23–27].

An attempt to apply the state-of-the-art continuum hydrocode analyses to the
explosive fragmentation problem had been reported by Wilson et al. [28]. The work
was performed employing the CTH computer program [29] with a ‘‘code-built-in’’
Grady–Kipp fragmentation model [11, 30] based on the Poisson statistics and the
average fragment sizes as functions of the strain-rates _e. To validate the model,
Wilson et al. [28] compared the CTH code analyses with the experimental data,
resulting in a good agreement in the average fragment sizes predictions, although
the fragment mass distribution predictions were rather poor, in particular for
fragments with masses below 2 grains. Since in many military explosive frag-
mentation applications including the anti-personnel fragmentation warheads, mines,
grenades, and mortars the majority of lethal fragments have masses below 2 grains,
an improved computational procedure enabling more accurate modeling and sim-
ulation of fragmentation munitions has been required.

A technique for predicting performance of explosive fragmentation munitions
presented in this work is based on integrating the CALE computer program [31]
with a semi-empirical fragmentation computer model PAFRAG (Picatinny Arsenal
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FRAGmentation). CALE is a plane two-dimensional and three-dimensional axial
symmetric high-rate finite difference computer program based on Arbitrary
Lagrangian–Eulerian formulation of the governing equations. The mathematical
description of the PAFRAG code is given in sections that follow. The geometries of
three example problems considered in this work are shown in Figs. 1 and 11. As
shown in Fig. 1, upon initiation of the high-explosive charges, rapid expansion of
high-pressure high-velocity detonation products results in high-strain
high-strain-rate dilation of the hardened steel shells, which eventually rupture
generating a ‘‘spray’’ of high-velocity steel fragments. In the case of the Charge A,
the dilation of the steel shell is accompanied by the implosion of the copper shaped
charge liner that produces a high-speed metal jet moving along the charge’s axis of
symmetry z. In the case of the Charge B, in addition to the explosive charge, the
hardened steel shell also encapsulates a tracer and a fuze that occupy significant
volume of the munition payload. A threaded connection between the fuse and the
fragmenting portion of the hardened steel case was also included into the CALE
model. In order to allow a ‘‘slippage’’ along the joint, the threads were modeled
with a few rows of computation cells employing ideally-plastic-zero-yield-strength
material with the same hydrodynamic response parameters as steel. Following the
expansion of the detonation products, the fuze section of the warhead is projected in
the negative direction of the z-axis, without contributing to the lethality of the
fragment spray. In addition to specification of the problem geometry and initial and
boundary conditions, equations of state and constitutive equations for all materials
have to be specified before the solution procedure can be initiated. The explosive
was modeled using the Jones–Wilkins–Lee–Baker equation of state [32] employing
a set of parameters resulting from thermo-chemical equilibrium analyses of deto-
nation products with the JAGUAR code [33, 34] and calibrated with copper
cylinder test expansion data. The hydrodynamic responses of the steel shell and the
copper liner were modeled using a standard linear polynomial approximation
usually employed for metals. The constitutive behavior of these metals was mod-
eled using the Steinberg–Guinan yield-strength model [35] and the von Mises
yielding criterion. A standard set of parameters based on measured stress and
free-surface vs. time histories from shock wave experiments available from
Steinberg et al. [35], Tipton [36], and Steinberg [37] had been employed in the
analyses. The principal equations of the Steinberg–Guinan yield-strength model are
given here for completeness and are as follows:

Y ¼ Y0f ðepÞGðp; TÞG0
ð1Þ

where

Y0f ðepÞ ¼ Y0½1þ bðep þ eiÞ�m � Ymax ð1aÞ
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and

Gðp; TÞ ¼ G0½1þ Ap
g1=3

� BðT � 300Þ� ð1bÞ

In Eqs. (1a) and (1b) G(p, T) is the shear modulus at pressure p and temperature
T, G0 is the initial shear modulus, Y0 is the yield strength at the Hugoniot elastic
limit, ep is the equivalent plastic strain, ei is the initial plastic strain, Ymax is the work
hardening maximum yield-strength, b and m are work-hardening parameters, η is
the compression, and parameters A and B represent dependence of the shear
modulus on pressure and temperature, respectively.

Since the extent of dilation of the rapidly expanding steel shell is limited by its
strength, at some point the shell ruptures generating a spray of steel fragments
moving with trajectories at angles H with z-axis. Accordingly, the principal topic of
this work is a numerical model for analytical description of parameters of the
resulting fragment spray as functions of the “spray” angle H. In typical large-scale
explosive fragmentation tests (“arena” tests) the tested munitions are positioned at
the origin of the reference polar coordinate system and surrounded with series of
velocity-measuring screens and fragment-catching witness panels, all at significant
distances from the warhead. Accordingly, the fragmentation characteristics are
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Fig. 1 Results of CALE-code modeling: initial configuration and CALE’s predictions following
the explosive detonation initiation
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assessed as functions of polar angles H′ identifying angular positions of these
measuring devices.

Initially developed in 2001, for the past decade PAFRAG methodology had been
applied in support of tens of US Army ARDEC’s explosive fragmentation
ammunition design, development, modernization, and characterizations programs
resulting in comprehensive collection of PAFRAG code modules, fragmentation
warhead analyses, and experimental data. This paper presents a few examples of
PAFRAG applications, illustrating utility and versatility of the technique. Since the
main objective of the PAFRAG procedure is to simulate the “data output” (i.e.
warhead fragmentation performance information) from traditional fragmentation
arena tests, a brief description of the fragmentation arena test methodology is given
below for completeness.

2 The Fragmentation Arena Test Methodology

Basic principles and requirements governing fragmentation arena test procedures in
the U.S.A. are stipulated in Joint Munition Effectiveness Manual [38]. In a typical
fragmentation arena test set-up, tested munitions are positioned at the origin of the
reference polar coordinate system and surrounded with series of velocity-measuring
screens and fragment-catching witness panels, all at significant distances from the
warhead. Defining the longitudinal axis of the munition as the polar axis z, the polar
altitudinal angles H are measured from the munition’s nose (H = 0°) to the tail
(H = 180°), and the azimuthal angles / are measured from an arbitrary projectile’s
feature (/ = 0°) in a counterclockwise direction. In conventional fragmentation
arena test procedures fragment sampling and fragment velocity measuring is usually
limited to relatively small azimuthal sections, mainly because of enormous con-
struction and data assessment costs associated with recovering fragments from the
entire fragmenting shell. This sampling technique requires the assumption of iso-
tropic fragmentation properties for all azimuthal angles / throughout the entire
H-angle zone, i.e. through a complete altitudinal region bounded by two polar
angles. By sampling small azimuthal angles across all polar zones from the
munition nose to tail and adjusting this sample data mathematically, a prediction for
entire munition fragment characterization is obtained. Since only a small azimuthal
section of the region is sampled and scaled up, even relatively small munition
positioning errors may result in large deviations of the fragmentation data, routinely
requiring repeated testing for statistical data stability.

According to PAFRAG modelling and experimentation methodology, the
assessment of the ammunition fragmentation parameters is performed analytically
employing the PAFRAG code which links three-dimensional axial symmetric
high-strain high-strain-rate continuum analyses with a phenomenological frag-
mentation model validated through a series of experiments including flash radio-
graphy, CelotexTM and water test rear fragments recovery, and sawdust total
fragment spray recovery. In fragmentation arena tests, the ammunition
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fragmentation characteristics are assessed as functions of polar angles H identifying
angular positions of fragment-catching witness panels and velocity-measuring
screens. In PAFRAG code analyses, positions of these devices are irrelevant, and
the fragmentation characteristics are assessed in reference to the fragment trajectory
angles H′ calculated from the CALE code [31] cell velocities at the time of the shell
break-up. Once the shell breaks up and fragments are formed, fragment velocities
may change with time due to a number of reasons, including the air drag and the
rigid body motion induced at the time of the shell break up. Assuming that the
fragment trajectory angles H do not change with time (that is the rigid body motion
and the lateral drift of fragments due to air resistance is relatively small) and that the
definitions of angles H and H′ are approximately identical, the PAFRAG model
enables prediction of crucial characteristics of explosive fragmenting munitions
including the number of fragments, the fragment size distribution, and the average
fragment velocities.

3 The PAFRAG Fragmentation Model

Similarly to fragmentation arena test fragment sampling assumptions, the PAFRAG
fragmentation model assumes that for any point within a fixed Hj-angle zone the
fragment number distribution Nj(m) is uniform and independent of the altitude and
the azimuth angles H and /, respectively. Hence, the total fragment number dis-
tribution is given by

NðmÞ ¼
XL
j

NjðmÞ: ð2Þ

In Eq. (2) m is the fragment mass, L is the number of altitudinal Hj-angle zones,
0 � H� p, and Nj(m) is the fragment number distribution function for the j-th
zone. For convenience, all H-zones are assumed to have the same altitudinal
lengths of DH = p/(L − 1), except for the first and the last “half-length” zones with
lengths of ½DH. In the fragmentation ammunition arena testing practice adopted at
the US Army Armament Research Development and Engineering Center, the
number altitudinal zones is usually L = 37, resulting in uniform H-angle resolution
of DH = 5°. Accordingly, the H-zones are identified by the middle of the zone
altitudinal angles Hj given by the following series

Hj ¼
1=4DH; j ¼ 1;
DHðj� 1Þ; 2� j� L� 1;
p� 1=4DH; j ¼ L:

8<
: ð3Þ

In the case of traditional fragmentation arena testing, all individual fragment
number distribution functions Nj(m) for all polar H-zones are determined directly
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from the test data. The main drawback of this approach is the extremely high testing
costs limiting the fragmentation arena testing to final ammunition fragmentation
characterization. Alternatively, the PAFRAG modeling and experimentation is a
relatively low-cost procedure enabling accurate assessment of the fragmenting
munition performance at the research, design, and development phases. According
to the PAFRAG approach the individual H-zone fragment number distribution
functions Nj(m) are computed analytically from the sawdust or water tank fragment
recovery test data, N(m). Mathematically, the PAFRAG fragmentation modeling is
a solution of the inverse problem of Eq. (1), i.e. determining a series of individual
Nj(m)’s for given N(m). Since with PAFRAG approach, the N(m) function is
assessed based on approximately 98–99% fragment recovery data, the accuracy of
PAFRAG predictions is high.

PAFRAG code is capable of modeling fragmentation of “natural” and “con-
trolled”, or “pre-formed” fragmentation warheads. In PAFRAG, natural fragmen-
tation warheads are usually modeled using the PAFRAG-MOTT model,
“controlled” or “pre-formed” fragmentation warheads are usually modeled using
the PAFRAG-FGS2 model. The PAFRAG-MOTT natural fragmentation model is
based on Mott’s theory of break-up of cylindrical “ring-bombs” [39], in which the
average length of the resulting circumferential fragments is a function of the radius
and velocity of the ring at the moment of break-up, and the mechanical properties of
the metal. Accordingly, in the PAFRAG-MOTT model the “random variations” in
fragment sizes of natural fragmentation warheads are accounted through the fol-
lowing fragment distribution relationship

N mð Þ ¼
XL
j

N0je
� m=ljð Þ1=2 : ð4Þ

In Eq. (4) N0j and lj represent number of fragments and one half of the average
fragment mass in the j-th H-zone, respectively, computed from the CALE-code
data.

The PAFRAG-FGS2 fragmentation model based on Ferguson’s multivariable
curve representation [40] and is defined in parametric form as

NkðnkÞ
mkðnkÞ
� �

¼
PL
j

mjPL

j
mj

ðaN0k þ aN1knk þ aN2kn
2
k þ aN3kn

3
kÞ

am0k þ am1knk þ am2kn
2
k þ am3kn

3
k

2
64

3
75: ð5Þ

In Eq. (5) nk is a non-dimensional parameter, 0� nk � 1, k is the curve index,
k = 0,1, and sixteen coefficients aN’s and am’s are obtained by fitting two curve
segments k = 0 and k = 1 with conditions of curve and tangent continuity at the
adjacent ends. More detailed description and application examples for the
PAFRAG-MOTT and PAFRAG-FGS2 models are given in sections that follow.
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4 The PAFRAG-Mott Fragmentation Model

For a large part the PAFRAG-MOTT fragmentation model is based on the Mott’s
theory of break-up of cylindrical “ring-bombs” [39], in which the average length of
the resulting circumferential fragments is a function of the radius and velocity of the
ring at the moment of break-up, and the mechanical properties of the metal. A brief
review of the Mott’s theory is given here for completeness. Following Mott and
Linfoot [19], the “random variations” in fragment sizes are accounted through the
following fragment distribution relationship

NðmÞ ¼ N0e� m=lð Þ1=2 ð6Þ

In Eq. (6) N(m) represents total number of fragments of mass greater than m, l is
defined as one half of the average fragment mass, N0 = M/l, and M is the total mass
of the fragments.

In attempting to evaluate the distribution of fragment sizes occurring in the
dynamic fragmentation of expanding metal rings, Mott [39] introduced an idealized
model in which the average circumferential fragment lengths are not random but
determined by the interaction of stress release waves originating from instantaneous
fractures in the body. A schematic of the Mott’s model is shown in Fig. 2a.
Assuming that a fracture in the ring is supposed to have occurred first at A1 and that
stress release waves have traveled to points B1 and B1, further fractures can no
longer take place in regions A1B1 and A1B1. On the other hand, in the regions B1B2

and B1B2 the plastic strain is increasing, which increases the probability of fractures
at any point in these regions, especially at points near B1, B2, B1, and B2. Thus,
according to Mott’s theory the average size of fragments is determined by the rate at
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Fig. 2 The fragmentation model schematic
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which stress relieved regions A1B1 and A1B1 spread through the plastically
expanding ring.

At the moment of fracture, let r be the radius of the ring and V be the velocity
with which the shell is moving outwards. Then, according to Mott [39], the average
circumferential length of the resulting fragments is

x0 ¼ 2rF
qc0

� �1=2 r
V

ð7Þ

In Eq. (7) q and rF denote the density and the strength, respectively; and c0 is a
semi-empirical statistical constant determining the dynamic fracture properties of
the material.

As the shell expands radially, a series of radial fractures propagate along the
length of the shell resulting in formation of relatively long splinter-like fragments
that continue to stretch in the axial direction. Since the extent of the plastic
deformation is limited by the shell strength, the splinter-liker fragments eventually
break-up forming rugged shaped but approximately proportionally sized
prism-shaped fragments. According to Mott [2], the ratios of the fragments’ cir-
cumferential breadths and the lengths are approximately constant and the average
cross-sectional areas are approximately proportional to

ðr=VÞ2 ð8Þ

Given that the rugged-shaped fragments can be idealized with simple geometric
shapes such as parallelepipeds [2, 22] having longitudinal length l0, breadth x0, and
thickness t0, the average fragment mass takes the following form

l ¼ 1
2
aqx30 ð9Þ

In Eq. (9), a ¼ l0
x0
� t0x0. Substituting Eq. (7) into Eq. (9) results in

l ¼ 1
2

2rF
q1=3a�2=3c0

� �3=2 r
V

� �3
ð10Þ

Since the fragment distribution relationship, Eq. (6), warrants knowledge of the
average fragment mass but not the shape, introducing

c ¼ a�2=3c0 ð11Þ
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Equation (10) can be put in a simpler and more useful form

l ¼ 1
2

2rF
q1=3c

� �3=2 r
V

� �3
ð12Þ

A schematic for the technique implemented in the PAFRAG-MOTT model is
shown in Fig. 2b. For computational purposes the shell is discretized into a finite
number of short “ring” segments, N. For each discrete ring element j uniform field
variables are assumed. Accordingly, the masses, the velocities and radii of ring
segments j are defined by the mass averages of the respective parameters:

mj ¼
X
Lj

mi ð13Þ

Vj ¼

P
Lj
Vimi

mj
ð14Þ

rj ¼
P

Lj Rimi

mj
� 1
sinHj

ð15Þ

Hj � p
2N

�Hi\Hj þ p
2N

ð16Þ

In Eqs. (13) through (16) mi, Vi, and Ri denote the mass, the velocity, and the
radial coordinate of the i-th computational cell from the CALE-code generated data.
As shown in Fig. 2b, the shell is discretized into “ring” elements j in terms of H-
angles and Lj denotes a number of computational cells contained in the j-th “ring”
segment. Hj denotes the H-angle that corresponds to the j-th ring segment given by

Hj ¼ p
2N

� j� 1
2

� �
ð17Þ

For each computational cell i, the velocity Vi and the H-angle Hi are calculated
respectively by

Vi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
zi þV2

Ri

q
ð18Þ

and

Hi ¼ arctan
VRi

Vzi
ð19Þ

In Eqs. (18) and (19) Vzi, and VRi denote the axial and the radial velocity
components from the CALE-code generated data.
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Given that the velocities and the radii of ring segments j are determined through
Eqs. (14) and (15), the resulting fragment size distributions in each segment j can
be calculated through the following relationships

NjðmÞ ¼ N0je
� m=ljð Þ1=2 ð20Þ

lj ¼
ffiffiffi
2
q

s
rF
c

� �3=2 rj
Vj

� �3

ð21Þ

N0j ¼ mj

lj
ð22Þ

As the detonation wave travels along the shell length and the expanding deto-
nation products rupture the shell, in the case of the idealized “long-pipe-bombs”,
the break-up radii rj and the break-up velocities Vj of the individual segments j are
approximately the same, regardless of the axial positions of the segments.
Accordingly, taking l � lj, the number of fragment distribution relationship is
given by the original Mott’s Eq. (6).

However, in the case of conventional explosive fragmentation munitions with
shell geometries far from that of the idealized “long-pipe-bombs”, the break-up
radii rj and the break-up velocities Vj vary along the shell length, so that the
resulting variance in the average fragment half-weights lj of the individual seg-
ments j may be rather significant. The existence of significant differences in the
average fragment sizes between the cylindrical and the curved portions of the shell
had been experimentally confirmed in this work through flash radiography and
high-speed photography. Accordingly, the following two fragment distribution
relationships are introduced herein. The “shell-averaged” fragment distribution is
defined as

NðmÞ ¼ ~N0e� m=~l0ð Þ1=2 ð23Þ

where ~N0 and ~l0 are defined as

~N0 ¼
X
j

N0j ð24Þ

~l0 ¼
P

j mj

2~N0
ð25Þ

The “ring-segment-averaged” fragment distribution is defined as

NðmÞ ¼
X
j

N0je
� m=ljð Þ1=2 ð26Þ
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5 PAFRAG-Mott Model Validation: Charge a Analyses

The validation of the PAFRAG-MOTT fragmentation model was accomplished
using existing Charge A arena test data. The fundamental assumption of all frag-
mentation analyses presented in this work was that the fragmentation occurs
simultaneously throughout the entire body of the shell. Following Mott’s critical
fracture strain concept [39] and assuming that for given shell geometry and
materials, the shell fragmentation time is a function of the plastic strain in the shell,
the shell fragmentation time can be conveniently expressed in terms of the global
shell dilatational properties. Given that in a typical fragmentation munition device
the explosive is tightly confined inside the shell, the cumulative strains of the
expanding explosive and the surrounding shell are nearly proportional.
Accordingly, the critical fracture strain at the moment of the shell break-up may be
conveniently measured in terms of the high explosive detonation products volume
expansions, V/V0.

Figure 3 shows the effect of the shell fragmentation time on the fragment spray
velocity distribution function. The seemingly significant disagreement between the
experimental velocities and the analyses for H � 15° is due to deliberate omission
of the shaped charge jet data from the PAFRAG-MOTT fragmentation analyses,
mainly because of the minimal contribution to the overall fragment-spray lethality.
Accordingly, the copper shaped charge jet was neglected in all fragmentation
analyses, although included in the CALE model in order to maintain proper
explosive confinement parameters. As shown in Fig. 3, varying the shell frag-
mentation time from approximately 8 ls (at which the detonation products had
expanded approximately 3 times its original volume, V/V0 * 3) to approximately
20 ls (V/V0 * 14), the resulting changes in the fragment spray angles H were
rather small, while the fragment spray velocities were affected rather significantly.
As shown in Fig. 3, delaying the moment of the shell break-up predicts consider-
able increases in the fragment spray velocities, apparently due to the prolonged
“pressurized” interaction with expanding detonation products that increased the
total momentum transferred to the shell.
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Figures 4 through 6 show plots of the number of fragments in the fragment spray
as functions of the fragment size m/l, the choice of the number of fragment dis-
tribution function model, Eqs. (23) and (26), the spray angle H, the shell frag-
mentation time, and the dynamic fracture parameter c. As shown in the figures,
increases in the parameter c had resulted in increases of the number of fragments N,
both for the N–m/l and the N–H relationships. These results are in agreement with
the Mott’s theory [39], according to which the parameter c defines the probability of
fracture in the plastically expanding shell determining the number of breaks in the
circumferential direction.

Figure 4 shows a plot of a series of curves given by Eq. (23), N(m) = f(23)(m, c),
all analyses repeated for two parameters considered: the shell fragmentation time
assumed and the dynamic fracture constant, c. For example, taking the 8 ls
(V/V0 * 3.0) fragmentation time with c = 12 and the 20 ls (V/V0 * 14) frag-
mentation time with c = 30 resulted in nearly identical fragment distribution curves,
both in good agreement with the data. The accepted shell fragmentation time had
been determined from the high-speed photographic data of Pearson [41] which
reasonably agreed with the CALE analyses. Following Pearson [41], the frag-
mentation of shells with the idealized cylindrical geometries occurs approximately
at 3 volume expansions, the instant of fragmentation defined as the time at which
the detonation products first appear emanating from the fractures in the shell. In the
CALE analyses, the time of shell fragmentation was defined by the structural failure
of the shell modeled with the Steinberg-Tipton failure model [31] with the strain
work-hardening failure-limit condition Y = Ymax, Eq. (1a). Once the Y = Ymax

failure criterion was met, the yield-strength of the “failed” material was set to zero,
which provided a reasonable approximation of structural failure of plastically
expanding shell. CALE analyses showed that as the detonation wave propagated
along the length of the charge and the shell continued to expand radially, the
average shell failure strains were in the order of e * 0.5–0.7 and at approximately
8 ls (V/V0 * 3.0) the entire shell had failed. Accordingly, the accepted shell
fragmentation time was approximately 8 ls (V/V0 * 3.0).
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Figure 5 shows a plot of the cumulative number of fragments from the arena test
data and the PAFRAG-MOTT analytic predictions employing N(m) = f(23)(m, c)
and N(m) = f(26)(m, c) relationships, i.e. the overall “shell-averaged” fragment size
distribution, Eq. (23), and the “ring-segment-averaged” fragment size distribution,
Eq. (26), respectively. As shown in the plot, employing Eq. (23) resulted in con-
sistently higher values of the cumulative numbers of fragments than that of
Eq. (26), apparently because of the nature of the definition of the overall
“shell-average” fragment mass ~l0, Eq. (25). As shown in the figure, two equally
reasonable fits were obtained for both relationships considered, resulting in c = 12
for Eq. (23) and in c = 14 for Eq. (26) with the standard deviations of approxi-
mately rc=12(1.62) = 2% andrc=14(1.62) = −2%, respectively. Both curves were
fitted at a single point m0/l = 1.62, which corresponds to the total number of
fragments with mass greater than m0; the aim was to replicate the overall lethality of
the fragmenting spray, rather than focusing on the entire range of the m/l values
considered. Accordingly, the accepted shell fragmentation had been approximately
8 ls (V/V0 * 3.0) and two values c = 12 and c = 14 were selected for all further
analyses.

A comparison between empirical values of c with “theoretical” values of c0 is of
interest. According to Mott [39]:

c0 ¼ 2 lnðNV^Þ 1
n
dðln rÞ
de

ð27Þ

Equation (27) is based on the fundamental assumption that initiation of fractures
in plastically expanding metal shells is due to microscopic flaws and cracks nor-
mally present in all metals, wherein fractures occur when the maximum principal
stress reaches a value large enough to start a crack at the weak point for which the
crack length is the largest. In Eq. (27) N represents a number of microscopic flaws
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in a unit volume V
^

, parameter n is an exponent in the relationship between the stress
r at which the crack spreads and the length of the crack, and e is the strain.
Following Taylor [3], at the moment of fracture the circumferential stress at the
outer surface of radially expanding ring is rHH = Y and the radial stress is rrr = 0.
Employing the Steinberg-Guinan yield-strength model, Eq. (1), and assuming that
the initial strain in the shell ei = 0, and that the shell fractures when the principle
strain reaches the value of eF, Eq. (27) takes following form:

c0 ¼ 2 lnðNV^Þ 1
n

mb
1þ beF

ð28Þ

Substituting Eq. (28) into Eq. (7) results in:

x0 ¼ 4 lnðNV^Þ
qn

rFð1þ beFÞ
bm

 !1=2
r
v

ð29Þ

Equations (28) and (29) are useful for examining the relationship between the
resulting fragment mass distribution and the principal physical properties of frag-
menting metal shells. As evident from Eq. (29), modeling fragmentation of ductile
high-strength metals with larger values of fracture stress rF and fracture strain eF,
Mott’s theory correctly predicts larger average fragments x0 and fewer numbers of
fragments N. Similarly, modeling high-fragmentation brittle metals with rapid strain
hardening rates defined by parameters b and m, Eq. (29) correctly predicts larger
numbers of fragments N and smaller average fragments x0 because of the increased
fracture probability c0, Eq. (28).

Given that for most metals and metal alloys the yield-strength is a function of
strain-rate softening and strain hardening, Eqs. (6) and (10) model the number of
fragments N and the average fragment mass l0 as a function of a ratio rF=c0 where
fracture stress rF corresponds to the yield-strength Y at the time of fracture and
fracture constant c0 defines the probability of shell’s fracture or “brittleness”.
Accordingly, in fragmentation analyses, the value of fracture stress rF was set to the
value rF = Ymax, while values of c had been obtained by fitting Eqs. (23) and (26)
to experimental fragment distribution data. It is interesting to compare the experi-
mental value of c which includes the average fragment shape coefficient a with a
theoretical value of c0 given by Eq. (28). For example, assuming SAE 4340 steel
with Rockwell hardness C38 and the initial strain ei = 0, from Steinberg [37] values
of work-hardening parameters b and m are b = 2 and m = 0.5. Given that at the
moment of break-up, V/V0 * 3.0, the average fracture strain eF in the shell is
eF � [(V/V0)

1/2 − 1] * 0.73. Following Mott (1947) and assuming Griffith (1924)
form of relationship between the stress and the crack length, the parameter n = 1/2.
Value of N can be only guessed. For example, for N, Mott [39] assumed that
average distances between microscopic flaws are approximately in order of 0.1 lm,

hence NV ¼ 1015 . Assuming n = 1/2 and NV
^ ¼ 1015 Eq. (28) results in c0 ¼ 56.
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Substituting c0 ¼ 56 in Eq. (11) results in a from 8 to approximately 10: for c = 14,
a � 8; for c = 12, a �10.1; which is in good agreement with the adopted fragment
shape idealization model and with author’s observations, although no quantitative
assessment of values of a had been attempted. Precise statistical assessment of
fragment shapes to obtain averaged values of a is quite laborious and costly, in
particular for the state-of-the art high-fragmentation steels producing a large
number of small fragments with weights less then 3 grains (0.2 g) which usually
represents more then 70% of all “countable” fragments having weights greater then
0.3 grains (0.02 g). For relatively large fragments with weights greater then 5 grains
(0.3 g), representative values of average aspect ratios of fragments lengths to cir-
cumferential breadth l0/x0 are available from the literature. For example, Mott [39]
reports that for World War II British Service munitions, l0/x0 * 5, and for World
War II German munitions, l0/x0 * 2.5 (Mott, 1943); Mock and Holt [42] report
that for Armco iron cylinders, l0/x0 * 5, and for high-fragmentation HF-1 steel
cylinders, l0/x0 * 2.5. Accordingly, considering idealized approximately
square-shaped base parallelepiped fragments with aspect ratios l0/x0 � t0/x0, a
(l0/x0)

2, yields for high-fragmentation steel cylinders a � 6.3, which compares
reasonably well with a approximately from 8 to 10 from this work.

Figure 6 shows a plot of the number of fragments with mass greater than 3 grains
versus the spray angle H, which is the principal lethality parameter of the fragment
spray of the munition. The disagreement between the analyses and small spikes at
45° and 60° is probably due to fragments from the shaped charge liner-retaining
ring, which had not been included in the CALE model, mainly because of the
minimal effect on the overall fragment lethality. The disagreement between the
analyses and the spike at 155° is probably due to fragments from a rotating band
that had not been included in the CALE model. As shown in the figure, even using
a relatively crude assumption of the shell fragmentation time, the overall agreement
between the analyses and the experimental data is very good.
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6 Charge B Modeling and Experimentation

After having established the crucial parameters of the model, Charge B shown in
Fig. 1 was designed to maximize the total number of lethal fragments generated.
Upon fabrication, the performance of the new charge was tested in a series of
experiments including flash radiography, high-speed photography, and sawdust
fragment recovery.

The flash radiography tests were performed using two 150 kV x-ray heads
located approximately 74 in. in front of the round. Shortly after initiating the round,
each of the two x-rays heads were flashed at the separate prescribed times and
intervals several microseconds apart. Two flash radiography tests were conducted.
Each test resulted in two dynamic images of the expanding fragmented steel shell,
both images superimposed on the film.

The high-speed photography tests were performed employing Cordin Framing
Camera Model No. 121 capable of recording up to 26 high-speed exposure frames
with time intervals between individual frames of less than 1 ls apart. In the
experiments, the round was placed on a test stand in front of a fiducial grid,
surrounded with four Argon gas light bombs, all enclosed in a white paper tent.
A total of two high-speed photography tests were conducted, each test resulting in
over 20 dynamic images of the expanding and fragmenting shell, approximately
one microsecond apart.

Figure 7 shows a comparison between the CALE code predictions and the
images of the expanding and partially fractured shell obtained from the flash
radiography and high-speed photography experiments. The figure shows that the
model resulted in an accurate prediction of the shape of the expanding hardened
steel shell, including the early break out of the detonation products through the joint
between the fuze and the main charge. After the shell breaks up and the detonation
products start moving through the air, the discrepancy between the position of the
edge of the detonation products cloud observed from the high-speed photography
and that from the CALE code simulations is relatively large and needs to be
commented. The discrepancy is mainly due to modeling approximations in
applying the idealized three-dimensional axisymmetric geometry assumption, the
Steinberg-Tipton failure algorithm, and the JWLB equation of state to simulate a
complex physical phenomenon of shell fracture coupled with high-rate
high-pressure-gradient flow of detonation products through cracks into relatively
low pressure regions of air surrounding the shell. Given an excellent overall pre-
diction of the shape of the expanding fragmenting shell evident from flash radio-
graphic images, the final impact of these modeling errors is minimal.

Referring to the flash radiographic image of the partially fragmented shell given
in Fig. 7, it is important to note remarkable difference between shapes and sizes of
fragments ejected from the cylindrical and the curved portions of the charge. As
seen from both the 27 ls and from the 45 ls radiographic images, the majority of
cracks in the cylindrical portion of the charge are in the axial direction, resulting in
fragment spray with relatively large axially oriented splinter-like fragments. On the
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contrary, in the curved nose portion of the shell, the orientation of cracks is random
and distances between fissures are shorter, resulting in fragment spray of pre-
dominantly small compactly shaped fragments.

Figure 8 shows a series of high-speed photographic images of the state of the
shell’s surface as the warhead’s hardened steel case expands and the detonation
products emerge through cracks. As shown in the figure, visible fractures start to
appear on the surface of the shell at approximately 9.4 ls after the detonation,
which according to the CALE code analyses corresponds to approximately
V/V0 = 1.8. Examination of the entire series of images taken approximately one
microsecond apart shows that as the shell expands, fractures develop first in the
cylindrical portion of the shell. As the shell continues to expand, the developed
fractures propagate mostly in the axial direction, occasionally linking-up by new
cross-cracks in the circumferential direction, ultimately resulting in formation of
large splinter-like fragments shown in the radiographic images of Fig. 7.

As the shell continues to expand, fractures gradually advance towards the curved
nosed portion of the shell, and at approximately 19.8 ls, or at approximately 6.2
volume expansions, the entire shell is fully fragmented, the fragmentation being
defined as the instant at which the detonation products first appear as they emanate
from the fractures in the shell. Following the PAFRAG-MOTT model assumption
that the critical fracture strain at the moment of the shell break-up is expressed in
terms of the high explosive detonation products volume expansions, the “average”
volume expansion at the time of the shell break-up is then approximately one-half
of the value of volume expansions of the fully fragmented shell, hence V/V0 = 3.1.
It is interesting to note that the value of V/V0 = 3.1 is in excellent agreement with
that assumed initially based on the high-speed photographic data of Pearson [41] for
an open ended SAE 1015 steel cylinders filled with Comp C-3 explosive. At a
framing rate of 330,000 frames per seconds the recording time was about 75 ls,
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Fig. 7 CALE code modeling and experimentation. Charge B
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resulting in approximately the same number of high-speed images as in the this
work. It is also interesting to note that changing initial test temperatures from
normal 26 °C to −79 °C resulted in significant changes in the fragment
cross-sectional shapes from the shear fracture mode to a combination of shear and
brittle tensile fracture, but the value of the volume expansion at the time of the shell
break-up remained approximately the same. More detailed information regarding
the tests can be found in Pearson [41].

Figure 9 shows plots of PAFRAG-MOTT analytic predictions of the fragment
velocity distribution function and the experimental data. The experimental data
considered here were reduced from the radiographic images of the expanding and
partially fractured shell. As shown in the figure, two analytical fragment velocity
distribution functions were considered: (i) assuming that the entire shell fragments
instantly at approximately at 13 ls (V/V0 = 3), and (ii) assuming that the entire
shell fragments instantly at approximately at 30 ls (V/V0 = 15). Given that the
explosive was modeled using a semi-empirical set of parameters calibrated with the
experimental copper cylinder expansion data, the CALE predictions of the
expanding (but not fractured) shell velocities should be reasonably accurate. As
shown in the figure, the agreement between the data and the V/V0 = 3 curve is
significantly better than with the V/V0 = 15 curve, suggesting that the shell frac-
tured at approximately 3 volume expansions. In addition, given that (according to
the high-speed photography) the entire shell had fully fractured at approximately
6.2 volume expansions, the assumption of the V/V0 = 3 instantaneous fracture event
is quite reasonable: once the detonation products start to escape through the cracks,
any further gains in the velocities are relatively small and may be neglected.
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The fragment recovery tests considered in this work were performed employing
disposable plastic containers measuring approximately 52 in. in diameter and 59 in.
in height, filled with approximately 1000 lbs of sawdust. After inserting the tested
round in an inflatable rubber balloon and filling the balloon with air, the balloon
was positioned in the sawdust in the middle of the plastic container. After deto-
nating the round, the resulting fragments were recovered employing a combination
of the magnetic (for separating fragments from the sawdust) and the vacuum (for
separating sawdust from the fragments) recovery techniques. Mass distribution of
the collected fragments was analyzed employing an electronic high precision bal-
ance gauge interfaced with a computer system capable of automatic counting of
fragments as they were manually placed on the scale and weighed. Weighing of the
fragments was performed employing the Ohaus Voyager Balance model V14130
gauge with the maximum capacity of 410 g and the precision of 0.001 g. A total of
two sawdust recovery tests were performed, each of the tests resulting in successful
recovery of approximately over 99.8% of the mass of the steel shell.

Figure 10 shows plots of PAFRAG-MOTT analytic predictions of the cumulative
number of fragments compared with the data from the fragment recovery tests. As
shown in the figure, two analytic relationships had been considered: (i) the
“shell-averaged” fragment size distribution, Eq. (23), and (ii) the
“ring-segment-averaged” fragment size distribution, Eq. (26). As shown in the
figure, the analytic prediction of Eq. (23) significantly disagrees with the experi-
mental data, regardless of the value c considered. The disagreement between the
Eq. (23) predictions and the data is mostly because of the significant variance in
fragment weights lj along the shell, ultimately resulting in over-predicting the
“shell-averaged” fragment weight ~l0, Eq. (26). On the contrast, the agreement
between the data and the c = 14 “ring-segment-averaged” fragment size distribution
given by the Eq. (26) is quite good: rc=14(1.051) = −7.3%. Given relative simplicity
of the model, the overall agreement between the analyses and the data is excellent.
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7 Charge C Modeling and Experimentation

Figure 11 shows results of high-strain high-strain-rate CALE modeling and flash
radiographic images of a representative natural fragmentation warhead, Charge C,
at 30 and 50 ls, and at 300 and 500 ls after detonation. As shown in the figure,
upon initiation of the high explosive, rapid expansion of high-pressure
high-velocity detonation products results in high-strain high-strain-rate dilation of
the hardened fragmenting steel shell, which eventually ruptures generating a
“spray” of high-velocity steel fragments. As shown in the Charge C model, the rear
end of the warhead has a cylindrical cavity for the projectile tracer material.
Following the expansion of the detonation products, the tracer holder fractures and
the resulting fragments are projected in the negative direction of the z-axis, without
contributing to the warhead lethality but posing potential danger to the gunner. As
evidenced from the series of flash radiographic images shown in Fig. 11, the tracer
holder section of the warhead breaks up into a number of relatively large fragments
that may cause serious or fatal injuries to the gunner.

The Charge C CALE analyses had been conducted until approximately 30 ls
after the charge initiation. As shown in the figure, CALE modeling results are in
very good agreement with flash radiographic images of the fragmented warhead. As
discussed in the previous sections, the fundamental assumption of all fragmentation
analyses presented in this work was that the fragmentation occurs simultaneously
throughout the entire body of the shell, at approximately at 3 volume expansions,
the instant of fragmentation defined as the time at which the detonation products
first appear emanating from the fractures in the shell. Accordingly, at approximately
3 volume expansions (12.5 ls), the Charge C fragmenting steel shell was assumed
completely fractured, and the CALE-code cell flow field data was passed to
PAFRAG-MOTT and PAFRAG-FGS2 fragmentation modeling.
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Results of PAFRAG modeling of the Charge C are given in Figs. 12, 13, 14 and
15. Figure 12 shows plots of the cumulative number of fragments versus fragment
mass for small-to-moderate weight (m/l0 < 5.5) and for relatively large (m/
l0 > 5.5) fragments calculated with PAFRAG-MOTT and PAFRAG-FGS2 mod-
els. As shown in the figure, attempting to fit the sawdust fragment recovery data
with the PAFRAG-MOTT model by changing parameter c “rotated” the curve, but
did not yield an accurate fit to the data. Accordingly, more a “flexible”
PAFRAG-FGS2 model was applied. As shown in the figure, using the
PAFRAG-FGS2 model resulted in accurate fit throughout the entire range of data.
Accordingly, PAFRAG-FGS2 model was used for all further Charge C analyses.

Figure 13 shows the PAFRAG model fragment velocity predictions compared
with the experimental data. The experimental values of fragment velocities of the
main fragment spay (80° � H � 100°) were obtained from the flash radiographic
images at 29.4 and 49.9 ls. Velocities of the rear fragments broken off from the
tracer section of the shell (which move significantly slower than fragments from the
main spray) were assessed from the flash radiographic images at 125.2, 300.0 and
310.9 ls. PAFRAG model prediction of the “average” H-zone fragment velocities
was obtained from the momentum averaged CALE-code flow field cell velocities.
As shown in the figure, the agreement between the PAFRAG model fragment
velocities predictions and the data is good.

Figure 14 shows PAFRAG model predictions of the fragment mass distribution
versus the spray angle H; the zonal fragment mass mj and the cumulative fragment
mass M distribution functions were computed from CALE-code cell flow field data.
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Fig. 11 Results of CALE modeling and flash radiographic images of a natural fragmentation
warhead at 30 and 50 ls (test No. X-969), and at 300 and 500 ls (test No. Y-070) after detonation.
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For representation clarity, the cumulative fragment mass function M is defined in
terms of angle 180° − H, not the spray angle H. As shown in the figure, the
PAFRAG model prediction of the cumulative fragment mass distribution M is in
good agreement with the available experimental data at H = 161.6° (the Celotex™
and the water test fragment recovery) and at H = 180° (the sawdust fragment
recovery).
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As shown in Fig. 14, Charge C PAFRAG modeling predicts that the majority of
the munition’s fragment spray is projected into a relatively narrow H-zone in the
direction perpendicular to the projectile’s axis, approximately at angles 80° �
� 100°. This is in good agreement with the flash radiography data showing no

fragments projected to the projectile’s anterior region, 0° � H � 50°. The
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fragment velocity “spikes” in the region of 0° � H � 50° (see fragment velocity
plot, Fig. 13), are due the numerical “noise” from a few “stray” mix-material
computational cells from the CALE modeling. Because there is no considerable
fragment mass in the front H-zones, the overall effect of these errors is negligible,
and the “average” fragment velocity in the 0° � H � 50° region should be
disregarded.

As evidenced from the flash radiographic images presented in Fig. 14, the tracer
holder portion of the warhead breaks up into a number of relatively large fragments
projected in the negative z-axis direction, back towards the gunner. As shown in
Fig. 14, in excellent agreement with the Celotex™ and the water test fragment
recovery data, PAFRAG modeling predicts that approximately 7.2% of the total
fragment mass is projected to the “rear”, in the region of 161.6° � H � 180°.
Since according to PAFRAG modeling and the flash radiography data, Fig. 13, the
velocities of these fragments is approximately 0.05 cm/ls, the broke-up pieces of
the projectile’s tracer holder are capable of causing serious injuries or death to the
gunner.

Figure 15 shows PAFRAG-FGS2 model predictions of the cumulative number
of fragments versus fragment mass, N = N(m), and of the H-zonal number of
fragments versus H, Nj = Nj(H), for both the total “all fragments” and the “rear
only” (161.6° � H � 180°) modeling cases. The “all fragments” fragment dis-
tribution was assessed from the sawdust fragment recovery tests that included
fragments from the tracer section together with all fragments from the entire shell.
The “rear only” fragment distribution was obtained from the Celotex™ and from
the water test fragment recovery experimentation and accounted only for fragments
projected at angles greater than approximately 161.6°. The limiting rear fragment
collection angle of H = 161.6° represents the altitudinal angle H covering the
fragment recovery surface area.

As shown in Fig. 15, the “rear fragments” PAFRAG-FGS2 model fragment
distribution was obtained by fitting Eq. (5) to the upper bound of the Celotex™ and
water test recovery data, providing an additional “safety” margin for the safe
separation distance analyses. Since in a typical fragmentation warhead only a few
fragments are projected backward towards the gunner, establishing a statistically
robust data base from the conventional fragmentation arena test requires repeated
experimentation and is expensive. In contrast, the data from the PAFRAG modeling
offers to munition designers more warhead performance information for signifi-
cantly less money spent. The PAFRAG provides more detailed and more statisti-
cally accurate warhead fragmentation data for ammunition safe separation distance
analysis, as compared to the traditional fragmentation arena testing approach.
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8 Charge C PAFRAG Model Analyses: Assessment
of Lethality and Safety Separation Distance

The safety separation distance analyses presented in this work were performed
employing the JMEM/OSU Lethal Area Safety Program for Full Spray
Fragmenting Munitions code [43] and the Wedge model computational module.
According to Ref. [44], the safe separation distance is defined as fixed distance from
the weapon’s launch platform and personnel beyond which functioning of the
munition presents an acceptable risk of a hazard to the personnel and the platform.
Accordingly, the safe separation hazard probability had been calculated based on
the warhead’s fragment spray ability to strike and to penetrate exposed (bare) skin
tissue of unprotected gun crew personnel. According to the Ref. [44], the maximum
total risk to the munition crew at safe separation distance is generally accepted as
10−6.

The input for the lethality and safe separation distance analyses included a range
of possible ballistic projectile trajectories and the static PAFRAG FGS2 model
predictions of the fragment spray blast characteristics. Figure 16 shows resulting
plots of areas with 0.1 � Pi � 1 and Pi � 10−6 unprotected personnel risk
hazards for varying projectile lunch velocities. As shown in Fig. 16, the projectile
launch velocity has a significant effect on both the munition lethality
(0.1 � Pi � 1) and the safety (Pi � 10−6). As shown in the figure, if the gun
operates normally and launches the projectile with the nominal muzzle velocity of
V0, all fragments are projected in the forward direction, posing no danger to the gun
crew. However, if the gun misfires (Vz � V0) and the munition is detonated, the
results may be catastrophic.

1.01.0 2.02.0 3.03.0 4.04.00.20.2 0.40.4 0.60.6 0.80.8

Vz=0
Vz=0.25V0
Vz=0.5V0
Vz=0.75V0
Vz=V0

0.1≤Pi≤1.0 Pi≤10-6

Θ=0° Θ=0°Θ=180°Θ=180°

R/R0 R/R0

Fig. 16 Cumulative number of fragments versus fragment mass and number of fragments versus
H, for total “all fragments” and “rear only” (H > 161.6°) distributions. Charge C
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9 Summary

The fundamental vision of the US Army Armaments Research, Design and
Engineering Center, Picatinny Arsenal is that the fragmentation ammunition has to
be safe for the soldier and lethal for the adversaries. PAFRAG (Picatinny Arsenal
FRAGmentation) is a combined analytical and experimental technique for deter-
mining explosive fragmentation ammunition lethality and safe separation distance
without costly arena fragmentation tests. PAFRAG methodology integrates
high-strain high-strain-rate computer modelling with semi-empirical analytical
fragmentation modelling and experimentation, offering warhead designers and
ammunition developers more ammunition performance information for less money
spent. PAFRAG modelling and experimentation approach provides more detailed
and accurate warhead fragmentation data for ammunition safe separation distance
analysis, as compared to the traditional fragmentation arena testing approach.
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