
Advances in Intelligent Systems and Computing 578

Marek Kurzynski
Michal Wozniak
Robert Burduk    Editors 

Proceedings of the 
10th International 
Conference on 
Computer Recognition 
Systems CORES 2017



Advances in Intelligent Systems and Computing

Volume 578

Series editor

Janusz Kacprzyk, Polish Academy of Sciences, Warsaw, Poland
e-mail: kacprzyk@ibspan.waw.pl



About this Series

The series “Advances in Intelligent Systems and Computing” contains publications on theory,
applications, and design methods of Intelligent Systems and Intelligent Computing. Virtually
all disciplines such as engineering, natural sciences, computer and information science, ICT,
economics, business, e-commerce, environment, healthcare, life science are covered. The list
of topics spans all the areas of modern intelligent systems and computing.

The publications within “Advances in Intelligent Systems and Computing” are primarily
textbooks and proceedings of important conferences, symposia and congresses. They cover
significant recent developments in the field, both of a foundational and applicable character.
An important characteristic feature of the series is the short publication time and world-wide
distribution. This permits a rapid and broad dissemination of research results.

Advisory Board

Chairman

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India

e-mail: nikhil@isical.ac.in

Members

Rafael Bello Perez, Universidad Central “Marta Abreu” de Las Villas, Santa Clara, Cuba

e-mail: rbellop@uclv.edu.cu

Emilio S. Corchado, University of Salamanca, Salamanca, Spain

e-mail: escorchado@usal.es

Hani Hagras, University of Essex, Colchester, UK

e-mail: hani@essex.ac.uk

László T. Kóczy, Széchenyi István University, Győr, Hungary
e-mail: koczy@sze.hu

Vladik Kreinovich, University of Texas at El Paso, El Paso, USA

e-mail: vladik@utep.edu

Chin-Teng Lin, National Chiao Tung University, Hsinchu, Taiwan

e-mail: ctlin@mail.nctu.edu.tw

Jie Lu, University of Technology, Sydney, Australia

e-mail: Jie.Lu@uts.edu.au

Patricia Melin, Tijuana Institute of Technology, Tijuana, Mexico

e-mail: epmelin@hafsamx.org

Nadia Nedjah, State University of Rio de Janeiro, Rio de Janeiro, Brazil

e-mail: nadia@eng.uerj.br

Ngoc Thanh Nguyen, Wroclaw University of Technology, Wroclaw, Poland

e-mail: Ngoc-Thanh.Nguyen@pwr.edu.pl

Jun Wang, The Chinese University of Hong Kong, Shatin, Hong Kong

e-mail: jwang@mae.cuhk.edu.hk

More information about this series at http://www.springer.com/series/11156



Marek Kurzynski • Michal Wozniak
Robert Burduk
Editors

Proceedings of the
10th International
Conference on
Computer Recognition
Systems CORES 2017

123



Editors
Marek Kurzynski
Department of Systems and Computer
Networks

Wrocław University of Technology
Wroclaw
Poland

Michal Wozniak
Department of Systems and Computer
Networks

Wrocław University of Technology
Wroclaw
Poland

Robert Burduk
Department of Systems and Computer
Networks

Wrocław University of Technology
Wroclaw
Poland

ISSN 2194-5357 ISSN 2194-5365 (electronic)
Advances in Intelligent Systems and Computing
ISBN 978-3-319-59161-2 ISBN 978-3-319-59162-9 (eBook)
DOI 10.1007/978-3-319-59162-9

Library of Congress Control Number: 2017940243

© Springer International Publishing AG 2018
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

The goal of the CORES series of conferences is the development of theories,
algorithms, and applications of pattern recognition and machine learning methods.
These conferences have always served as useful forum where researchers, practi-
tioners, and students working in different areas of pattern recognition can meet to
come together and help each other keeping up with this active field of research. This
book is a collection of 52 carefully selected works which have been reviewed by the
experts from the domain and accepted for presentation during the 10th International
Conference on Computer Recognition Systems CORES 2017. We hope that the
book can become the valuable source of information on contemporary research
trends and most popular areas of application.

Editors would like to express their deep thanks to authors for their valuable
submissions and all reviewers for their hard work, and we believe that this book
could be a reference tool for scientists who deal with the problems of designing
computer pattern recognition systems.

This year we are celebrating the 85th Anniversary of Prof. Juliusz L. Kulikowski
from Nalecz Institute of Biocybernetics and Biomedical Engineering, Polish
Academy of Sciences, who will be also plenary speaker during the conference. We
will have also possibility to attend two outstanding keynote speeches by Prof.
Katarzyna Stąpor from Silesian University of Technology, Poland, and Dr. Bartosz
Krawczyk from Virginia Commonwealth University, USA.

Although the last, not least, we would like to give special thanks to local
organizing team (Kondrad Jackowski, Dariusz Jankowski, Maciej Krysmann,
Paweł Trajdos, Andrzej Żołnierek) who did a great job.

We would like also to fully acknowledge support from the Wrocław University
of Technology, especially Prof. Andrzej Kasprzak—Chair of Department of
Systems and Computer Networks and Prof. Czesław Smutnicki—Dean of Faculty
of Electronics which have also supported this event.
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We believe that this book could be a great reference tool for scientists who deal
with the problems of designing computer pattern recognition systems.

May 2017 Robert Burduk
Marek Kurzynski
Michal Wozniak

vi Preface



Memories of Professor Co-workers

Juliusz L. Kulikowski received MSc. degree in electronic engineering from the
Warsaw Technical University in 1955, CandSc. degree from the Moscow Higher
School of Technology in 1959, and DSc. degree from the Warsaw Technical
University in 1966. Since 1966, he was a scientific worker in several Institutes of the
Polish Academy of Sciences. He was a nominated professor in 1973. Since 1981, he
is employed in the Institute of Biocybernetics and Biomedical Engineering PAS in
Warsaw. He published about 300 papers in information science, signals detection
in noise, image processing methods, artificial intelligence, application of computers
in medicine as well as 8 books and monographs in these domains. For many years,
he was the Editor in Chief of a scientific quarterly “Computer Graphics & Vision”, a
member of IFIP TC13 on “Human-Computer Interaction” and of IFAC TC on
“Stochastic Systems”, and a Chairman of the Polish National Committee for
cooperation with the Committee of Data for Science and Technology CODATA. He
is an ordinary member of the Warsaw Scientific Society.

Professor Juliusz Lech Kulikowski appeared in our life when he started working
at the Institute of Automation in 1966 as an associate professor—specialist in
frequency modulation technology. He was appointed the head of a department at
the institute. Then, we were not yet his employees. He immediately gained a
reputation for modest, hardworking, and demanding person. Our first contact with
him was participating in a doctoral seminar, which he led next to managing of his
team.

We were fascinated by his depth knowledge and at the same time a clear pre-
sentation of statistical methods in both theoretical and practical terms. In 1973, he
received the title of associate professor, and in 1989 the title of professor. At that
time, a team headed by Professor had his first success in the form of Award
Scientific Secretary of the Polish Academy of Sciences in the field of digital image
processing. Then, the first Polish system of computer image analysis CPO-1/Odra
1204 was developed.
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In 1976, Professor left the Institute and started working as a director of the
Computer Science Committee chaired by Prime Minister Piotr Jaroszewicz. At that
time, under the direction of Professor Kulikowski, “Program for the development of
public IT services for the years 1978–1980” was developed and approved by the
Minister of Science, Technology, and Higher Education Prof. Sylwester Kaliski. The
program included the development of government information systems, manufac-
turing hardware, and the establishment of a system of government SINTO (System
for Scientific Technical and Organizational Information), which was supposed to
improve the circulation of scientific information in the country, integrating func-
tional activities of centers of scientific and technical information in the ministries, the
unions and the workplaces as well as the activities of archives and libraries.

Then, watching the activity of Professor at such a high state level while he was
combining this activity with work in the Institute of Computer Science Polish
Academy of Science, we did not think he would ever come back to us (to our
Institute). This happened in 1981 when the Institute of Biocybernetics and
Biomedical Engineering Polish Academy of Science was established. Professor
Kulikowski was appointed the head of the Department of Information Processing
Method, where his former and new employees were found. The team employed in
the Department counted over 20 people. In the eighties and early nineties, next
system for image analysis CPO-1-3, minicomputer system CPO/M6810 with tele-
vision camera, and finally improved systems of computer vision VIST and
SUPERVIST were created.

In 1984, the Institute moved from its headquarter at Twarda street to newly built
buildings at Ks. Trojden street. There were new topics of work and new achieve-
ments: the design of DIAVENT system—a computer system for analysis of
ultrasound images of the heart, based on the original mathematical model of ven-
tricular contractility (1996); the design of an electronic field orientation for the blind
ESOT (1999); and the design of computer diagnosis of urine bladder cancer. After
started working at the Institute of Biocybernetics and Biomedical Engineering,
Professor intensified his scientific activity in theoretical issues, such as the use of
discriminant analysis and nonparametric tests for the detection of signals, extended
relational algebra, the measure of the quality of information, tripartite graphs,
topological logic (relative), and morphological spectra. He worked also on the
concept of hyper-relation as a generalization relationship, which is useful to
describe and recognize complex images, the use of deontic logic, and the concept of
recognizing contents of the images based on the ontology of domain describing
their structure using a system of interconnected relationships.

All the time he has been writing and publishing articles, textbooks, and
monographs and also acted as an editor. He was always very conscientious, thor-
ough, and well prepared.

He collaborated with the editorial offices, lectured at home and abroad, promoted
20 doctors (including many among us). He was active in the national and inter-
national organizations (CODATA, IFIP TC-13 Human-Computer Interaction), in a
number of scientific councils of institutes, reviewed doctoral dissertations, post-
doctoral research projects, articles in scientific journals . He was always up to date
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with publications in his areas of scientific interest for what allowed him knowledge
of foreign languages (Russian, German, English, and French). In the seventies, he
was repeatedly invited as a visiting professor for lectures to the Dipartimento di
Informatica Università Degli Studi Di Udine and later to the TU Otto von Guericke
University in Magdeburg. It was, among others, in recognition of his high position
in the scientific field of algebraic methods of recognition.

He was always willing to help with scientific support, add courage, and serve
good advice. His kindness, serenity, and a great sense of humor cause that every
day we gather with pleasure at his secretariat even for a moment to feel the friendly
atmosphere. He cared diligently for our scientific development, but he did it subtly
and without any stress for us. We gratefully and respectfully still admire his dili-
gence, modesty, tolerance, honesty, and his serenity, great sense of humor and
common sense, and distance to matters less important. He is always cheerful and
with a visible need of bringing joy to others.

Privately, a lover of literature and music, a talented poet.

Annamonika Dulewicz
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Recognition of Fuzzy or Incompletely
Described Objects

Juliusz L. Kulikowski(B)

Nalecz Institute of Biocybernetics and Biomedical Engineering,
Polish Academy of Sciences, 4 Ks. Trojdena Street, 02-109 Warsaw, Poland

jkulikowski@ibib.waw.pl

Abstract. Typical pattern recognition problem consists in assigning of
a given object (result of observation) to one of previously defined similar-
ity classes of objects. The problem has an unique solution if the classes
are disjoint; otherwise it may happen that the considered object can be
assigned to a class only on a limited certainty level. A more general prob-
lem arises if the object being to be recognized has not been described
with a full accuracy. The situations of uncertainty consisting in miss-
ing some components of objects description and in inaccuracy of some
objects’ features or parameters description are considered. An approach
to the solution of the ill-described objects recognition based on the con-
cepts of relative logic is proposed. This makes the proposed approach
closer to a natural human decision making supported by intuition and,
as such, useful in the case of uncertainty concerning the input data of
the recognition problem.

Keywords: Pattern recognition · Limited input data · Input data
uncertainty · Information variables · Relative logic · Semi-ordering

1 Introduction

Classical pattern recognition problem is an idealized theoretical model of deci-
sion making consisting in assigning to an observed object the name of a class of
objects (a pattern) satisfying a predefined criterion of similarity [1,2]. The notion
of an object may denote in this case a physical or graphical object, an acoustic sig-
nal or linguistic expression, a scene, a result of observation etc. Such formulation
of the problem admits not only some uncertainty about the membership of the
object to a similarity class but also a primary ignorance about the exact borders
of the similarity classes. The last can be described analytically or geometrically
(this being an exceptional situation), by probability distributions, membership
functions or as some environments of enumerable sets of exemplary representa-
tives of the classes. On the other hand, the objects to be recognized are repre-
sented by strongly defined attributes, formally represented by points in obser-
vation space: vectors of measured parameters or strings of qualitative features.

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 1



2 J.L. Kulikowski

However, such pattern recognition models don’t correspond well to the situations
when the objects being to be recognized are ill-determined. Such situations arise,
e.g., in the case of personal identification based on fingerprint, iris or face analy-
sis, etc. if input data have not been sufficiently carefully recorded [3–5]. The
widely known pattern recognition methods [6,7] don’t suit well to the recognition
of ill-defined, fuzzy or incompletely described objects. For example, the k -NN
method [8] cannot directly be used to the recognition of an object represented
by a vector with missing components. Therefore, the problem of ill-described
objects recognition (I-DOR) as an extension of the typical pattern recognition
(PR) problems deserves a deeper investigation. A crucial difference between the
PR and I-DOR problems consists in representation of the recognized objects not
by strongly determined but by information variables charged by uncertainty, as
illustrated in Fig. 1a, b. The notion of information variables, originally intro-
duced in [9], will be reminded in Sect. 2. It, in particular, suits well to the
following I-DOR problems characterization:

(a) partial visibility or occlusion: a part of a visual object is invisible or occluded
by another visual object;

(b) fuzziness: the form of image detail to be recognized has not been exactly
described;

(c) missing attributes: some object’s attributes (features or parameters) have
not been observed or measured;

(d) inexactness: some object’s attributes have not been exactly observed or mea-
sured;

(e) improperness: some object’s attributes have been observed or measured by
improper methods, tendentiously changed or became outdated, etc.

Some of the above-mentioned situations in the literature have been described.
In particular, the Hough transform is a well know method of reconstruction

Fig. 1. Difference between (a) the PR and (b) the I-DOR problems.
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of partially visible simple geometrical image details [10]. Decision making in
the case of missing data have been analyzed in a wider context of data mining
methods [11]. However, the I-DOR problems have some specificity that should
be taken into consideration when attempts to solve them by methods adopted
from other areas are made. The consecutive sections of this paper are devoted
to introduction of basic notions (Sect. 2) and to the methods of solution of the
above-mentioned I-DOR problems (Sects. 3, 4 and 5). In the last section some
conclusions are given.

2 Basic Notions

2.1 General Notions

Along this paper the following notions will be used. A set of all possible objects ω
under consideration constitutes an object space denoted by Ω. The objects may
be of any fixed physical or abstract nature, however, they are assumed to be
mutually distinguishable (for this purpose the symbols ω will be indexed). The
objects are characterized by their observed attributes which may be of numerical
(real, integer etc.), Boolean or any qualitative nature. The attribute space U will
thus be defined as a Cartesian product of the sets U (i) of the values of simple
attributes:

U = ×[i]U
(i) . (1)

It is assumed that in the attribute space U a similarity (reflexive, symmetrical
and transitive) relation σ holds and it generates a partition of U into a family
C =

{
C(κ)

}
, κ ∈ K, of subsets called similarity classes, satisfying the conditions:

(a) ∀κ, λ, κ �= λ, C(κ) ∩ C(λ) = ∅,
(b)

⋃
κ∈K C(κ) = U .

The set K of tags assigned to the similarity classes is assumed to be finite (at
least two-element) and its elements are called patterns. Moreover, it is taken into
consideration a family

F = 2U (2)

of subsets of the attribute space, called an observation space. We use the symbol
v (indexed, when necessary) for denoting the elements of F (the observations).
Remark that the observations satisfy the set algebra rules including the opera-
tions of sum (∪), intersection (∩) and asymmetrical difference (\) of sets [12].

2.2 Information Variables

Let us take into consideration an observation space F . First, let us remind two
basic definitions:

Definition 1. A binary: (a) reflexive, (b) symmetrical and (c) transitive rela-
tion ≈ described in a non-empty set A is called equivalence of the elements of A.
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Equality of the elements (observations) of F is a simple example of their equiv-
alence.

Definition 2. A binary relation � satisfying the conditions of: (a) reflexivity,
(b) weak asymmetry (α′ � α′′ ∧ α′′ � α′ holds if and only if α′ ≈ α′′) and
(c) transitivity is called a semi-ordering of the elements of A.

The expression α′ � α′′ should be read as: α′ precedes α′′ or α′ is followed by
α′′. The well-known notion of a subset ⊆ (in the set theory sense [12]) introduces,
in particular, a semi-ordering of the elements of any family B of sets. Really, for
any sets β′, β′′ ∈ B if β′ ⊆ β′′ then it also can be put β′ � β′′. We call a natural
semi-ordering of the elements of B the semi-ordering following from the notion of
subset. This, in particular, can be applied to the observations in F . Let us remark
that Definition 2 admits existence in A some pairs of incomparable elements,
for which is neither α′ � α′′ nor α′′ � α′. Natural semi-ordering satisfies the
following mini-maximization properties: for any β′, β′′ ∈ B if β′ � β′′ then

(β′ ∪ β′′) ≈ β′′, (3)
(β′ ∩ β′′) ≈ β′ . (4)

This property, when necessary, can be extended on other types of semiordering.

Definition 3. If F is an observation space described on the basis of attribute
space U then we call information variable a pair:

ZU = [F,�] (5)

where � is a semi-ordering relation described in F satisfying the following con-
ditions:

(a) it contains a natural semi-ordering of F as its sub-relation,
(b) it satisfies the mini-maximization properties.

The symbol � can be read as “is not more certain that” while ≈ in this context
can be interpreted as “is equally certain as”.

Definition 4. Let S =
{
v(1), v(2), . . . , v(k)

}
be a sub-family of observations

of an information variable ZU . Any observation v(i) ∈ S such that no other
observation v(n) ∈ S, if not equivalent to v(i), satisfies the condition:

(a) v(i) � v(n), is called to be of maximal certainty in S,
(b) v(n) � v(i), is called to be of minimal certainty in S.

It follows from Definition 4 that: (a) U is of maximal certainty in F , (b) empty
observation θ is of minimal certainty in F . It also follows from Definition 3 that
if F is a family of all measurable subsets of U and μ is a probability measure
described on U then μ generates a semi-ordering in F according to the principle:

v(i) � v(j) ⇐⇒ μ
(
v(i)

)
≤ μ

(
v(j)

)
. (6)



Recognition of Fuzzy or Incompletely Described Objects 5

In similar way, it can be shown that observations described by fuzzy sets (with
a membership function generating the semi-ordering relation [13]) or by rough
sets (where only three classes of uncertainty are taken into consideration [14])
can also be considered as particular cases of information variables [9].

2.3 Relative Logic

The relation of semi-ordering used above to define the information variables is
also a basis of logical systems called topological [15] or relative [16], which quan-
titative logical values of statements replace by their relative logical assessment.
The correspondence between topological logic and other types of logical systems
as well as a concept of logical space were described in [9]. Below, for our pur-
poses, the concept of relative logic will be presented in a slightly simplified form.

Definition 5. An ordered string of elements:

Λ = [Σ,S,Σ∗,≈, �] (7)

where:
– Σ denotes a set of simple, linguistically correct, assertive sentences

(statements),
– S is a set of logical operators (∨, ∧, ¬, ⇒),
– Σ∗ is a set of composite sentences based on Σ and S,
– ≈ is a relation of logical equivalence and
– � is a relation of weak logical semi-ordering described in Σ∗, and satisfying

the mini-maximization properties: ∀q′, q′′ ∈ Σ∗ such that q′
� q′′ it is

(q′ ∨ q′′) ≈ q′′, (8)
(q′ ∧ q′′) ≈ q′ (9)

is called a relative logical system (RLS).
The symbol ≈ in this context can be read as “is (logically) equivalent to”, while
the symbol � as “is (logically) not more true than”. Let us remark that in RLS
the concepts of “absolute false” or “absolute true” do not exist.
Example 1. Let X be an information variable described on a parameter space
U = [35 ÷ 42]. We take into consideration the following statements concerning
observations of X:

q(1) : “x is near 36.6◦C”, q(2) : “x is higher than 36◦C”,

q(3) : “x is less than 35.5◦C”,

Then the following logical assessment of simple and composite statements in
RLS are possible:

q(1) � q(2), q(1) ≈ q(2),
(
q(1) ∨ q(2)

)
≈ q(2),

(
q(1) ∧ q(2)

)
≈ q(1),

but also it may happen: q(3) � q(2),
(
q(2) ∧ q(3)

) ≈ q(2), etc. On the other hand,
it may happen that q(2) and q(3) occur mutually incomparable; such situation
can be denoted by q(2) ? q(3).
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2.4 I-DOR Problems Formulation

If ZU is an information variable described on the basis of the attribute space U
then on the basis of the notions introduced in Sects. 2.1, 2.2 and 2.3 two basic
projections can be defined:

– object description: Δ : Ω → ZU ,
– object recognition: Φ : ZU → K.

Various types of I-DOR problems follow from different types of information vari-
ables characterizing the observations. Moreover, logical validation of the deci-
sions specifying the object description can be based on RLS concepts.

3 Recognition of Objects with Missing Attributes

Missing attribute takes place if information variable ZU describing a consid-
ered object contains components charged with maximal uncertainty. This means
that the family F of observations of the corresponding attribute are initially
semi-ordered only in a natural way. On the other hand, an object recognition
(calculating Φ) algorithm may need complete input data to be entered (an alter-
native situation is here not considered). The problem of missing attributes’ values
handling in decision making is widely described in the literature [11] and some
of the proposed solution methods to I-DOR problems can be applied. Roughly
speaking, the methods consist in missing data replacement by their assumed val-
ues. However, the problem is, what values deserve to be “assumed”. This can be
illustrated on the case of PR based on the Nearest Neighbor method [7,8]. The
situation is illustrated in Fig. 2: two classes of objects described by pairs of data
values (x1, x2) are presented by white and black dots. A new object is described
by an information value ξ = (ξ1, ξ2) whose component ξ1 is given, while ξ2 is
missing. Therefore, ξ is presented by a dotted line containing all possible values
of the component ξ2. In a more general case the number of similarity classes
(patterns) to be recognized may be higher than two. Let C(1), C(2), . . . , C(K)

denote some given sets of training objects representing the similarity classes. If
they are represented by vectors in a n-dimensional parameter space U then ξ,
whose one component (say, ξ2) is missing, will be represented by a line parallel to
the x2-axis in n-dimensional space. Three possible approaches to fill the missing
component can be mentioned:

– Choose the ξ2 value on ξ as close as possible to the nearest to ξ training
object o; include ξ to the similarity class C∗ to which o belongs.

– Put ξ2 equal the mean of the x2 components of all training objects represent-
ing the given similarity classes C(1), C(2), . . . , C(K).

– Put ξ2 maximizing the object-class similarity σ (ξ, C∗) among all values
of ξ2 ∈ ξ and all C(K).

First approach is simply to be realized, however it may fail if more than one
training object are the closest to ξ. Second approach is also simply to realization,
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Fig. 2. Missing component ξ2 in an I-DOR problem.

Fig. 3. Two, in different way chosen values of missing data component.

however, in some cases it leads to incorrect decisions. Such situation is illustrated
in Fig. 3. The value ξ′

2, chosen as the mean of x2-components of all objects seems
to be not well adjusted to the given situation. On the other hand, the value ξ′′

2 ,
chosen as the closer one to the class of black objects, more likely characterizes
the missing ξ2 component.

4 Recognition of Objects Described with Interval-Type
Uncertainty

A more general case of uncertainty corresponds to a situation when datacompo-
nents take values within a cuboid Δ described by the intervals:

ξi ∈ [ξi,min, ξi,max] , i = 1, 2, . . . , I.

Once again, the information variable describing the object is of maximal uncer-
tainty within Δ. Two types of I-DOR problems then will be taken in to consid-
eration:
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– Similarity classes in objects’ parameter space U are exactly given,
– Similarity classes are represented by sets of training data.

The first situation is illustrated in Fig. 4. Primarily, it can be assumed that a
central point of Δ is the most representative and, consequently, the information
variable ξ describing the object should belong to the II similarity class. However,
taking into account that all data-values within Δ are equally admissible, it is also
possible to admit that ξ should be assigned to the similarity class C∗ that covers
the largest part of Δ. In this case Δ should be replaced by a centroid 0 of the
intersection Δ∩C∗. The case of similarity classes represented by training objects
needs a slightly modified approach, based on a general concept of similarity
measure [1,2] used to define a measure of coherence η between an observation u
and a set Δ of observations.

Fig. 4. Interval data-value choosing among similarity classes.

Definition 6. Let U be an attribute space in which a similarity measure σ
has been defined, let u ∈ U be an observation and let Δ ⊆ U be a subset of
observations. We call measure of coherence between u and Δ the parameter

η (u,Δ) = max
(ξ∈Δ)

{σ (u, ξ)} . (10)

Solution of the I-DOR problem in the case of interval uncertainty of object
description and similarity classes given by training sets then can be based on a
modification of the k-most-similar-objects method taking the form:

ξ ∈ C∗ if C∗ contains most of k observations u such that η (u,Δ) is maximal.

5 Recognition of Objects with Fuzzy Attributes

Let us assume that a recognized object is described by information variable given
by any type of a membership or probability density function. The similarity
classes then correspond to the areas where a certain membership function is
dominating over any other membership function. PR based on Bayesian rule
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Fig. 5. Recognized object described by a membership function u (ξ).

is an example of such situation. Here, the case of an object represented by a
membership function, illustrated in Fig. 5, is considered. In this case inclusion
of ξ to a similarity class cannot be done by a comparison of the values of the
membership functions calculated for ξ. Alternative methods may consist in:

– Taking the point ξmax of maximum of the membership function u (ξ) as a
single representative of the considered object,

– Taking the centre of gravity ξcentr of u (ξ) as a representative of the considered
object,

– Including ξ to a similarity class whose domain in higher degree covers the
domain of u (ξ),

etc. However, the first two proposals do not take into consideration all informa-
tion about the form of u (ξ). Third proposal may be ineffective if the domains of
the membership functions are extended over all admissible area of the attribute
parameter. Instead, the following approach can be proposed.

Definition 7. Let u (ξ) and w (ξ) be two described in the parameter space U
membership functions. We call their coincidence factor ϕ the scalar product:

ϕ (u,w) =
∫

U

u (ξ) · w (ξ) dξ . (11)

Therefore, in this case the I-DOR problem can be solved according to the rule:

ξ ∈ C∗ if C∗ is the class, described by w∗ (ξ) for which ϕ (u,w∗) is maximal.

6 Conclusions

Typical PR problems assume that the objects being to be recognized are strongly
described by the values of their attributes. The I-DOR problems assume that
the attributes are available only as instances of some information variables
charged by uncertainty. The situations of a total ignorance of a parameter value,
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of the value being located within an interval or being given by a membership
or a probability density function can be described as information variables. The
paper tries to show that the concepts based on relative logic provide general
tools which make possible description of various types of the I-DOR problems
and also suggest some methods of their solution.

References

1. Kulikowski, J.L., Przytulska, M.: Pattern recognition based on similarity in linear
semi-ordered spaces. In: Corchado, E., Kurzyński, M., Woźniak, M. (eds.) HAIS
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Abstract. Performance evaluation of supervised classification learning
method related to its prediction ability on independent data is very
important in machine learning. It is also almost unthinkable to carry
out any research work without the comparison of the new, proposed
classifier with other already existing ones. This paper aims to review the
most important aspects of the classifier evaluation process including the
choice of evaluating metrics (scores) as well as the statistical compari-
son of classifiers. Critical view, recommendations and limitations of the
reviewed methods are presented. The article provides a quick guide to
understand the complexity of the classifier evaluation process and tries
to warn the reader about the wrong habits.

Keywords: Supervised classification · Classifier evaluation · Perfor-
mance metrics · Statistical classifier comparison

1 Introduction

In a supervised classification problem one aims to learn a classifier from a dataset
U = {(x(1), t(1)), . . . , (x(n), t(n))} of n labeled data instances and each instance
x(i) is characterized by d predictive variables/features, X = (X1, . . . , Xd),
and a class T to which it belongs. This dataset is obtained from a physi-
cal process described by an unknown probability distribution f(X,T ). Then,
the learned classifier, after evaluating its quality (usually on test dataset), can
be used to classify new samples, i.e. to obtain their unknown class labels.
We do not make here a distinction between a classifier (being a function
that maps an input feature space to a set of class labels) and a classifica-
tion learning algorithm which is a general methodology that can be used,
given a specific dataset, to learn a specific classifier. Theoretical background
on supervised classification problem as well as the whole description of clas-
sifier construction process can be found in many books on machine learn-
ing and pattern recognition (see for example [2,8,31,33,34,44,47,49]). Usu-
ally, the problem of evaluating a new classifier is tackled by using the score
that try to summarize the specific conditions of interest. Classification error
and accuracy are widely used scores in the classification problems. In prac-
tice, classification error must be estimated from all the available samples.

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 2
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The k-fold cross-validation, for example, is on of the most frequently used such
estimation methods. Then, questions are whether such a new, proposed classifier
(or enhancement of the existing one) yields an improved score over the competi-
tor classifier (or classifiers) or the state of the art. It is almost impossible now
to do any research work without an experimental section where the score of a
new classifier is tested and compared with the scores of the existing ones. This
last step also requires the selection of datasets on which the compared classi-
fiers are learned and evaluated. The purpose of dataset selection step should
not be to demonstrate classifiers superiority to another in all cases, but rather
to identify its areas of strengths with respect to domain characteristics. This
paper is focused only on a supervised classification problem as defined in the
beginning. Other types of classification such as classification from data streams
or multi-label classification are not addressed here, since they may impose spe-
cific conditions to the calculation of the score (for the most important reference
in evaluating (static) data streams, see for example [15]). The whole evaluation
process of a classifier should include the following steps [41]:

1. choosing an evaluation metric (i.e. a score) according to the properties of a
classifier,

2. deciding the score estimation method to be used,
3. checking whether the assumptions made by (1) and (2) are fulfilled,
4. running the evaluation method and interpret the results with respect to the

domain,
5. compare a new classifier with the existing ones selected according to the

different criteria, for example problem dependent; this step requires selection
of datasets.

The main purpose of this paper is to provide the reader with a better under-
standing about the overall classifier evaluation process. As there is no fixed,
concrete recipe for the classifier evaluation procedure, we believe that this paper
will facilitate the researcher in the machine learning area to decide which alterna-
tive to choose for each specific case. The paper is set up as follows. In Sect. 2 we
describe measures of classifier quality while in Sect. 3, a short overview of their
estimation methods. Section 4 focuses on statistical methods for classifier quality
comparison. Finally, in Sect. 5 we conclude giving some recommendations.

2 Measures of Classifier Quality

Usually the problem of evaluating a new classifier (i.e. measuring its quality) is
tackled by using the score that try to summarize the specific conditions of interest
when evaluating a classifier. There may be many scores according to how we aim
to quantify classifiers behavior. In this section, we only present some of the most
extended scores. Typical scores for measuring the performance of a classifier are
accuracy and classification error, which for a two-class problem can be easily
derived from a 2 × 2 confusion matrix as that given in Table 1. These scores can
be computed as:
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Acc = (TP + TN)/(TP + FN + TN + FP )

Err = (FP + FN)/(TP + FN + TN + FP )

Sometimes, accuracy and classification error are selected without considering
in depth whether it is the most appropriate score to measure the quality of a
classifier for the classification problem at hand. When both class labels are rel-
evant and the proportion of data samples for each class is very similar, these
scores are a good choice. Unfortunately, equally class proportions are quite
rare in real problems. This situation is known as the imbalance problem [29,45].
Empirical evidence shows that accuracy and error rate are biased with respect
to data imbalance: the use of these scores might produce misleading conclu-
sions since they do not take into account misclassification costs, the results are
strongly biased to favor the majority class, and are sensitive to class skews. In
some application domains, we may be interested in how our classifier classi-
fies only a part of the data. Examples of such measures are: True positive rate
(Recall or Sensitivity): TPrate = TP/(TP+FN), True negative rate (Specificity):
TNrate = TN/(TN + FP), False positive rate: FPrate = FP/(TN + FP), False
negative rate: FNrate = FN/(TP + FN), Precision = TP/(TP + FP). Short-
comings of the accuracy or error rate have motivated search for new measures
which aim to obtain a trade-off between the evaluation of the classification abil-
ity on both positive and negative data samples. Some straightforward examples
of such alternative scores are: the harmonic mean between Recall and Preci-
sion values: F-measure = 2 × TPrate × Precision/(TPrate + Precision), and the
geometric mean of accuracies measured separately on each class: G-mean =√

TPrate × TNrate [3]. Harmonic and geometric means are symmetric functions
that give the same relevance to both components. There are other proposals that
try to enhance one of the two components of the mean. For instance, index of
balaned accuracy [18], the adjusted geometric mean [1], the optimized precision
OP from [37] computed as: OP = Acc−(|TNrate−TPrate|/(TNrate+TPrate)),
and F-score [30]:

F -score =
(β2 + 1)Precision × TPrate
β2 × Precision + TPrate

A parameter β can be tuned to obtain different trade-offs between both compo-
nents. When a classifier classifies an instance into a wrong class group, a loss is
incurred. Cost-sensitive learning [10] aims to minimize this loss incurred by the
classifier. The above introduced scores use the 0/1 loss function, i.e. they treat
all the different types of misclassification as equally severe. The cost matrix can
be used if the severity of misclassifications can be quantified in terms of costs.
Unfortunately, in real applications, specific costs are difficult to obtain. In such
situations, however, the described above scores may be useful since they may
also be used to set more relevance into the costliest misclassification: minimizing
the cost may be equivalent to optimal trade-off between Recall and Specificity
[7]. When the classification costs cannot be accessed, another most widely-used
techniques for the evaluation of classifiers is the ROC curve [4,11], which is a
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Table 1. Confusion matrix for a two-class problem

Predicted positive Predicted negative

Positive class True Positive (TP) False Negative (FN)

Negative class False Positive (FP) True Negative (TN)

graphical representation of Recall versus FPrate (1-Specificity). The information
about classification performance in the ROC curve can be summarized into a
score known as AUC (Area under the ROC curve) which is more insensitive to
skewness in class distribution since it is a trade-off between Recall and Speci-
ficity [43]. However, recent studies have shown that AUC is a fundamentally
incoherent measure since it treats the costs of misclassification differently for
each classifier. This is undesirable because the cost must be a property of the
problem, not of the classification method. In [21,22], the H measure is proposed
as an alternative to AUC. While all of the scores described above in this section
are appropriate for two-class imbalanced learning problems, some of them can be
modified to accommodate the multi-class imbalanced learning problems [23]. For
example [46] extends the G-mean definition to the geometric mean of Recall val-
ues of every class. Similarly, in [12] they defined mean F-measure for multi-class
imbalance problem. The major advantage of this measure is that it is insensi-
tive to class distribution and error costs. However, it is now an open question
if such extended scores for multi-class classification problem are appropriate on
scenarios where there exist multiple minority and multiple majority classes [40].
In ([20] they proposed the M measure, a generalization approach that aggre-
gates all pairs of classes based on the inherent characteristics of the AUC. In
this paper, we focus on the scores since they are popular way to measure clas-
sification quality. But these measures do not capture all the information about
the quality of classification methods some graphical methods may do. However,
the use of quantitative measures of quality makes the comparison among the
classifiers easier (for more information on graphical methods see for example
[9,30,36]). The presented list of scores is by no means exhaustive. The described
scores are focused only on the evaluating the performance of a classifier. How-
ever, there are other important aspects of classification such as robustness to
noise, scalability, stability under data shifts, etc. which are not addressed here.

3 Quality Estimation Methods

Various methods are commonly used to estimate classification error and the other
described classifier scores (the review of estimation methods can also be found
in the mentioned literature on machine learning). Holdout method of estimation
of classification error divides randomly the available dataset into independent
training and testing subsets which are then used for learning and evaluating a
classifier. This method gives a pessimistically biased error estimate (calculated as
a ratio of misclassified test samples to a size of test subset), moreover it depends
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on a particular partitioning of a dataset. These limitations are overcome with
a family of resampling methods: cross validation (random sub-sampling, k-fold
cross-validation, leave-one-out) and bootstrap. Random subsampling performs k
random data splits of the entire dataset into training and testing subsets. For
each data split, we retrain a classifier and then estimate error with test samples.
The true error estimate is the average of separate errors obtained from k splits.
The k-fold cross-validation creates a k fold partition of the entire dataset once:
Then, for each of k experiments, it uses (k − 1) folds for training and a different
fold for testing. The classification error is estimated as the average of separate
errors obtained from k experiments. It is approximately unbiased, although at
the expense of an increase in the variance of the estimate. Leave-one-out is the
degenerate case of k-fold cross-validation where k is chosen as the total number
of samples. This results in the unbiased error estimate, but have large variance.
In the bootstrap estimation, we randomly select with replacement the samples
and use this set for training. The remaining samples that were not selected for
training are used for testing. We repeat this procedure k times. The error is
estimated as the average error on test samples from k procedures. The benefit of
this method is its ability to obtain accurate measures of both bias and variance
of classification error estimate.

4 Statistical Comparison of Classifiers

The comparison of the scores obtained by two or more classifiers in a set of
problems is a central task in machine learning, so it is almost impossible to do any
research work without an experimental section where the score of a new classifier
is tested and compared with the scores of the existing ones. When the differences
are very clear (e.g., when the classifier is the best in all the problems considered),
the direct comparison of the scores may be enough. But in most situations, a
direct comparison may be misleading and not enough to draw sound conclusions.
In such situations, the statistical assessment of the scores such as hypothesis
testing is required. Statistical tests arise with the aim of giving answers to the
above mentioned questions, providing more precise assessments of the obtained
scores by analyzing them to decide whether the observed differences between the
classifiers are real or random. However, although the statistical tests have been
established as a basic part of classifier comparison task, they are not a definitive
tool, we have to be aware about their limitations and misuses. The statistical
tests for comparing classifiers are usually bound to a specific estimation method
of classifier score. Therefore, the selection of a statistical test is also conditioned
by this estimation method. For the comparison of two classifiers on one dataset,
the situation which is very common in machine learning problems, the corrected
resampled t test has been suggested in the literature [35]. This test is associated
with a repeated estimation method (for example holdout): in i-th of the m
iterations, a random data partition is conducted and the values for the scores
A

(i)
k1 and A

(i)
k2 of compared classifiers k1 and k2, are obtained. The statistic is:
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t =
A√(

1
m + Ntest

Ntrain

)
· ∑m

i=1
(A(i)−A)2

m−1

where A = 1
m

∑m
i=1 A(i), A(i) = (A(i)

k1 − A
(i)
k2), Ntest, Ntrain are the number

of samples in the test and train partitions. The second parametric test that
can be used in this scenario whose behavior, however, has not been studied as
for previous, is the corrected t test for repeated cross-validation [3]. These tests
assume the data follow the normal distribution which should be first checked
using the suitable normality test. A non-parametric alternative for comparing
two classifiers that is suggested in the literature is McNemars test [26]. For the
comparison of two classifiers on multiple datasets the Wilcoxon signed-ranks test
[26] is widely recommended. It ranks the differences di = A

(i)
k1 − A

(i)
k2 between

scores of two classifiers k1 and k2 obtained on i-th of N datasets, ignoring the
signs. The test statistic of this test is:

T = min(R+, R−)

where:

R+ =
∑
di>0

rank(di) +
1
2

∑
di=0

rank(di), R− =
∑
di<0

rank(di) +
1
2

∑
di=0

rank(di)

are the sums of ranks on which the k2 classifier outperforms k1, respectively.
Ranks di = 0 are split evenly among the sums. Other test that can be used
is the sign test, but it is much weaker than the Wilcoxon signed-ranks test.
Comparison among multiple classifiers on multiple datasets arise in machine
learning when a new proposed classifier is compared with the state of the art. For
this situation, the general recommended methodology is as follows [5,6,16,39,41].
First, we apply an omnibus test to detect if at least one of the classifiers performs
different than the others. Friedman nonparametric test [14] with Iman-Davenport
extension [28] is probably the most popular omnibus test. It is a good choice when
comparing more than five different classifiers. Let Rij be the rank of the j-th of
K classifiers on the i-th of N data sets and

Rj =
1
N

N∑
i=1

Rij

is the mean rank of j-th classifier. The test compares the mean ranks of the
classifiers and is based on the test statistic:

FF =
(N − 1)χ2

F

N(K − 1) − χ2
F

χ2
F =

12N

K(K + 1)

⎡
⎣ K∑

j=1

R2
j − K(K + 1)2

4

⎤
⎦

which follows a F distribution with (K − 1) and (K − 1)(N − 1) degrees of
freedom. For the comparison of five or less different classifiers, Friedman aligned
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ranks [17] or the Quade test [25,38] are the more powerful alternatives. Second,
if we find such a significant difference, then we apply a pair-wise test with the
corresponding post-hoc correction for multiple comparisons. For the described
above Friedman test, comparing the r-th and s-th classifiers is based on the
mean ranks and has the form:

z =
Rr − Rs√

K(K+1)
6N

The z value is used to find the corresponding probability from the table of normal
distribution, which is then compared with an appropriate significance level α. As
performing pair-wise comparisons is associated with a set or family of hypotheses,
the value of α must be adjusted for controlling the family-wise error [42]. There
are multiple proposals in the literature to adjust the significance level α: Holm
[27], Hochberg [24], Finner [13]. The results of pair-wise comparisons, often,
give not disjoint groups of classifiers. In order to identify disjoint, homogenous
groups, in [19] they apply special cluster analysis approach. Their method results
in dividing K classifiers into groups in such a way that classifiers belonging to
the same group do not significantly differ with respect to the chosen distance.

5 Recommendations and Conclusions

This paper covers the basic steps of classifier evaluation process, focusing mainly
on the evaluation metrics and conditions for their proper usage as well as the sta-
tistical comparison of classifiers. The evaluation of classification performance is
very important to the construction and selection of classifiers. The vast majority
of the published articles use the accuracy (or classification error) as the score in
the classifier evaluation process. But these two scores may be appropriate only
when the datasets are balanced and the misclassification costs are the same for
false positives and false negatives. In the case of skew datasets, which is rather
typical situation, the accuracy/error rate is questionable and other scores such
as Recall, Specificity, Precision, Optimized Precision, F-score, geometric or har-
monic means, H or M measures are more appropriate. The comparison of two
classifiers on a single dataset is generally unsafe due to the lack of independence
between the obtained score values. Thus, the corrected versions of the resampled
t test or t test for repeated cross-validation are more appropriate. McNemars test,
being non-parametric, does not make the assumption about distribution of the
scores (like the two previous tests) but it does not directly measure the variability
due to the choice of the training set nor the internal randomness of the learning
algorithm. When comparing two classifiers on multiple datasets (especially from
different sources), the measured scores are hardly commensurable. Therefore,
the Wilcoxon signed-rank test is more appropriate. Regarding the comparison of
multiple classifiers on multiple datasets, if the number of classifiers involved is
higher than five, the use of the Friedman test with Iman and Davenport extension
is recommended. When this number is low, four or five, Friedman aligned ranks
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and the Quade test are more useful. If the null hypothesis has been rejected, we
should proceed with a post-hoc test to check the statistical differences between
pairs of classifiers. The last but not least conclusion follows from no free lunch
theorem [48] which states that for any two classifiers, there are as many classi-
fication problems for which the first classifier performs better than the second
as vice versa. Thus, it does not make sense to demonstrate that one classifier
is, on average, better than the others. Instead, we should focus our attention on
exploring the conditions of the classification problems which make our classifier
to perform better or worse than others. We must carefully choose the datasets to
be included in the evaluation process to reflect the specific conditions, for exam-
ple class imbalance, classification cost, dataset size, application domain, etc. In
other words, the choice of the datasets should be guided in order to identify
specific conditions that make a classifier to perform better than others. Summa-
rizing, this review tries to provide the reader with a better understanding about
the overall process of comparison in order to decide which alternative to choose
for each specific case. We believe, that this review can improve the way in which
researchers and practitioners in machine learning contrast the results achieved
in their experimental studies using statistical methods.
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Abstract. The paper presents an approach to classification of porous
materials used in biomedicine based on computer-aided analysis of scan-
ning electron microscope images of sections of the examined material.
Due to various size and high irregularity of forms of the pores visible in
the images selected morphological parameters are used to the description
of the samples of the porous material. The space of morphological para-
meters is automatically divided into porosity classes which are a step
to establish the classes of porous material quality, based on suggestions
of experts. An approach to verification of the morphological parameters
utility to discriminate the materials according to their porosity is also
proposed.

Keywords: Porous materials · Tissue engineering · Image analysis ·
Morphological parameters

1 Introduction

Typical pattern recognition problems deal with similarity classes of relatively reg-
ular, well defined objects. However, in some cases not only the classes of objects
but also the objects themselves are not strongly defined as having extremely
irregular form. In particular, in the area of technology of materials production
for bioreactors, water filters, blood detoxification by dialysis, tissue engineering
aimed at repairing of damaged or formation of new organs etc. porous materials
in the form of membranes or scaffolds play a substantial role [1–3]. Such materi-
als are usually based on ceramics, polymers or on their composites [4–6]. Porosity
of such materials is one of the most important properties influencing their prac-
tical usefulness. However, geometrical form of pores cannot be easily described.
On the other hand, numerical evaluation of pores is of high importance while
in practical use of a porous material different role by different types of pores is
played. In the case of porous polymer materials used as scaffolds in biological tis-
sues production large pores constitute a three-dimensional microenvironment for
cells migration and seeding while small pores provide to them the nutritive agents

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
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Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 3
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and remove the metabolic waste products. The difference between the small and
large pores is visible in an electron microscope image (1000× magnified) in Fig. 1.
The variety and irregularity of the form of pores makes the porous materials clas-
sification based on simple geometrical concepts rather impossible. However, the
porosity of materials can be examined by other, more sophisticated methods. It
was shown in [7] that the methods based on computer-aided analysis of scanning
electron microscope (SEM) images of the examined material sections combined
with statistical methods may be fairly effective. Such methods give insight into
the morphological structure of pores: their size, density, form, interconnectivity
etc. The problem is how to establish the relations between measurable morpho-
logical parameters of the examined material and its being of interest biophysical
properties. Till now, the mechanisms of biological cells’ propagation, settling
and growing in a porous environment have not been exactly investigated and
described. Also the influence of large pores’ size and geometrical form upon the
effectiveness of tissue planting needs to be investigated. Therefore, the problem
of selection of easily measurable numerical parameters as criteria of classification
of porous materials from the point of view of their utility in biological cells cul-
tures needs to be investigated. An attempt to solution of this problem aimed at
classification of large pores in polyvinylpyrrolidone membranes designed for the
construction of scaffolds for biological cell cultures is presented in the paper. The
first step to do it was choosing measurable parameters adequate for pores’ form
description and classification. Special attention has been paid to the pores larger
than 80 μm diameter as well as to the detection of existence of narrow (2-6 μm
diameter) channels making possible cells propagation between the pores. The
methods based on computer-aided image processing occurred to be an adequate
tool for solution of the problem. The paper is organized as follows. The materials
and image processing based methods used in this investigation are described in
Sect. 2. The results of computer experiments based on the proposed method and
aimed at classification of pores and at discrimination of different types of porous
materials are presented in Sect. 3. Final conclusions are given in Sect. 4.

Fig. 1. Electron microscope image of porous material with visible two (small and large)
types of pores.
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2 Materials and Methods

2.1 Materials

There were investigated the images from a scanning electron microscope (SEM)
type Hitashi TM1000 with 15 kV acceleration voltage. The obtained by inverse-
phase method images taken with 300× and 1000× magnitude presented spec-
imens of polyvinylpyrrolidone membranes. The images of lower, 300× magni-
fication, as presenting more objets, occur to be more suitable for statistical
analysis of pores Two types of membranes produced by alternative methods:
type I of the PLLA:PVP 1:1 rate and type II PLLA:PVP:Pluronic R© 100:100:25
rate were taken into consideration. Figure 2 presents original SEM images of the
two types of membranes. Two types of pores in the images can be observed:
small pores visible as black dots and large pores visible as dark areas of irregular
form. Stochastic nature of the details observable in the images is also evident.
Parameters characterizing both types of pores should be separately analyzed.
However, in order to analyze the properties of large pores the images should be
subjected to a preliminary image enhancement procedure consisting of image
calibration (presentation in unified pixel/metric distances scale ratios), noise
reduction, equalization of the histograms of luminance, filtering (by morpholog-
ical closure) enhancing the separation of pores. Finally, the enhanced images
ready for analysis take the form shown in Fig. 3.

Fig. 2. Original SEM images of membranes: (a) type I, (b) type II.

2.2 Methods

In this project standard Image Pro Plus image processing procedures were used.
Enhanced images were subjected to the operations of contouring and separation
of pores before being subjected to further image analysis operations. Due to the
fact that the depth of pores is in the images expressed by local darkness level,
contouring of pores can be performed by using a standard watershed method [8].
Fixing the “water level” on selected depths makes possible insight into the struc-
ture of connections between the pores. For better distinction of pores their rough
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Fig. 3. Enhanced SEM images of membranes prepared for numerical analysis:
(a) type I, (b) type II.

contours were smoothed by morphological closing operation [9]. For the analysis
and classification of pores the following attributes were taken into consideration:

– object’s (pore’s section) area, proportional to the number of pixels whose
value (brightness) does not exceed a threshold level;

– object’s polygon area, calculated as area of a polygon outlining the object;
– holes, the number of holes inside a single object;
– maximal and minimal radii, defined as distances between the centroid (centre

of mass) and the boundary of the object;
– radius ratio, the ratio of (maximal radius)/(minimal radius);
– roundness, the ratio of the square of object’s perimeter to object’s area nor-

malized by this of a circle (4π); it takes vale 1 for a circle and >1 for other
shapes of objects (remark that this, so called in literature attribute, describes
rather a deflection from circular form);

– fractal dimension of object’s perimeter.

Two different methods of pore’s area evaluation make possible detection of
objects containing external narrow stripes: their area is neglected in the polygon
area measurement. However, existence of such stripes is of low importance in
biological tissue production. The radius ratio, roundness and fractal dimension
of the objects have been chosen as parameters characterizing various aspects of
the irregularity of object’s form. We denote by U the set of attributes selected
for pores description. The number of objects (pores) selected and analyzed in
single images varied in the series of examined images between 75 and 45. In each
image for each attribute the following parameters were calculated:

– its maximal and minimal value in all objects in the image,
– the range between the maximal and minimal parameter value in the image,
– number of objects corresponding to the maximal and minimal value,
– arithmetical mean value of the parameter in the image,
– standard deviation of the parameter in the image.
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We denote by V the set of types of parameters used to characterize the attributes.
Therefore, the Cartesian product:

W = U × V (1)

constitutes a parameter space used to the description of pores. In particular, for
porous materials assessment the space W into a family of quality classes should
be partitioned. The way to do it leads through a preliminary partition of W
into a family of morphological classes and then – by assigning to them some
quality weights. The last step needs an intervention of experts assessing various
(biophysical, medical, technological etc.) aspects of the examined materials.

3 Experiments

3.1 Morphological Classification

In two typical SEM images presenting the membranes type I and type II the
parameters specified in Sect. 2.2 were measured. Figure 4 presents the next step
of images from Figs. 2a and 3a preparation to pores segmentation and measure-
ment of their parameters. Example of numerical experimental data obtained in a
selected pair of images of type I and type II membranes are presented below by
Tables 1 and 2. For selected parameters the numbers of classes can be established
by a preliminary examination of the histograms of the parameter values. It was
taken into account the fact that the number of classes should not be too large in
order to avoid occurring empty classes. Selected histograms are shown in Fig. 5.
Finally, by taking into account the histograms of morphological parameters and
the accuracy of objects classification the following numbers of classes have been
established: 3 area classes and by 4 classes for roundness and fractal dimension.
This means that a 3-dimensional parameter space W has been established and it
has been divided into 3× 4× 4 = 48 morphological classes. The classification of
objects performed automatically by the Image Pro Plus procedure. The program
neglected objects contiguous to image frame, because their (possibly) cancelled
parts are not available for measurements. The result of ordering, according to
their decreasing area, of the objects shown in Fig. 4b is shown in Fig. 6. The
effects of ordering the objects selected in the same image evidently depend on
the criterion of ordering, as it is visible in Fig. 7a, b and c (remark that the
objects are here presented in different scale and position). The classifying pro-
gram assigns identifying numbers to the objects and, optionally, it presents in
various colors the objects included into different classes. For each ordering of
objects performed according to a given criterion (parameter) and for each class
of objects the following morphological parameters have been calculated:

1. class #,
2. number of objects in the given class,
3. % of objects in the class,
4. minimal value of the classifying parameter,
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Fig. 4. SEM image prepared to selection and morphological analysis of pores: (a) bina-
rized image, (b) image after removing undersize and cancelled objects

Table 1. Measured parameters of pores in membrane I

Attribute parameter Area Rad. max Rad. min Rad. ratio Round Fract. dim

Minimal 81.27 7.21 0.20 1.74 1.58 1.06

Maximal 12133.42 161.04 16.69 115.87 47.35 1.39

Range 12052.15 153.83 16.49 114.13 45.77 0.33

Mean 665.76 21.84 3.90 13.79 45.77 1.18

St. dev. 1510.62 22.12 2.88 23.91 7.32 0.08

Samples # 75 75 75 75 75 75

Table 2. Measured parameters of pores in membrane II

Attribute parameter Area Rad. max Rad. min Rad. ratio Round Fract. dim

Minimal 87.97 7.49 0.74 1.49 1.30 1.06

Maximal 5250.37 75.09 16.8 23.84 18.53 1.34

Range 5162.40 67.60 16.00 22.35 17.23 0.28

Mean 701.14 20.47 5.11 6.11 3.86 1.15

St. dev. 1124.76 15.65 3.97 5.30 3.17 0.06

Samples # 45 45 45 45 45 45

5. maximal value of the classifying parameter,
6. mean value of the classifying parameter.

Example of calculated morphological parameters of area classes (Table 3), round-
ness classes (Table 4) and fractal dimension classes (Table 5) are given below. The
calculated, based on observations, parameters make possible fixing intervals for
classification of objects according to their morphological parameters. The inter-
vals are fixed by choosing separatying points between the maximal parameter
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Fig. 5. Histograms of selected parameters of objects observed in type I membrane:
(a) area, (b) radius ratio, (c) roundness, (d) fractal dimension.

Fig. 6. Automatic ordering of objects according to their decreasing area: (a) repeated
image from Fig. 4b, (b) selected and ordered several first largest objects

value of a former class and the minimal parameter value of the next class, as
it is shown in Table 6. The fixed intervals of morphological parameters’ values
establish a partition of pores into classes. In practice, the morphological parame-
ters of pores should be evaluated on the basis not of one (as, for illustration of
the method, has been shown above) but of a series of images presenting various
samples of the material under examination. The fixed intervals of morphological
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Fig. 7. Effects of automatic ordering of objects selected in the same image according
to different criteria: (a) object area, (b) roundness, (c) fractal dimension

parameters establish a partition of parameter space W into non-overlapping
morphological classes:

W =
⋃

[α,β,...,ε]

Cαβ...ε (2)

where Cαβ...ε denotes a Cartesian product of, correspondingly, the α-, β-, . . . ,
ε- th morphological class of the first, second, etc. up to the last (in a given
order taken) morphological parameter. However, the morphological classes are
not identical to the desired classes of quality of the porous material under exam-
ination. Untill the relations between the morphological parameters and the bio-
physical properties of porous materials are fully explained the correspondence
between the morphological and quality classes cannot be established but on the
basis of suggestions of experts. This should be aimed at introduction of a semi-
ordering (reflexive, antisymmetrical and transitive) relation into the family of
morphological classes, according to the quality assigned to them by the experts.

Table 3. Parameters of area classes of selected objects

Parameter class # objects % objects Mean area
[
µm2
]

1 48 64.00 267.58

2 26 34.67 959.80

3 1 1.33 12133.42
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Table 4. Parameters of roundness classes of selected objects

Parameter class # objects % objects Min. par. value Max. par. value Mean par. value

1 57 55.88 1.000 4.183 2.064

2 43 42.16 4.312 19.838 8.311

3 1 0.98 30.556 30.556 30.556

4 1 0.98 46.102 46.102 46.102

Table 5. Parameters of fractal dimension classes of selected objects

Parameter class # objects % objects Min. par. value Max. par. value Mean par. value

1 38 48.101 1.066 1.162 1.118

2 26 32.911 1.166 1.239 1.201

3 14 17.722 1.247 1.319 1.279

4 1 1.266 1.388 1.388 1.388

Table 6. Intervals of morphological classification of objects

Class parameter 1 2 3 4

Area
[
µm2
]

0÷300 301÷1000 > 1000 –

Roundness 1.00÷4.20 4.21÷20.00 20.01÷40.00 > 40.00

Fractal dim 1.000÷1.165 1.166÷1.240 1.241÷1.380 1.381÷2.000

3.2 Evaluation of Discriminating Power of Morphological
Parameters

Despite the classification of porous materials from the point of view of their
quality a problem of detection of a difference between morphological properties of
any two (or more) samples of the materials under examination is of interest. This,
in particular, suits to a control of a technological material production process
stability. For this purpose, the discriminating power of selected morphological
parameters was evaluated. The parameters were measured in two samples of
porous material produced by alternative methods. For any parameter γ whose
values measured in the two samples of material are denoted by γ1 and γ2 the
discriminating power of γ denoted by dγ has been defined by the formula

dγ = 2
|γ1 − γ2|
γ1 + γ2

. (3)

The vales of dγ for selected morphological parameters are given in Table 7. It
can be remarked that some parameters, like: maximal number of holes per object,
range of radii ratios or mean roundness are particularly predestined to be used
to discriminate the porous materials.
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Table 7. Discriminating power of selected morphological parameters

Parameter/Statistics Area Holes /obj Rad. max Rad. ratio Round Fract. dim

Minimal 0.0790 0.0000 0.0381 0.1548 0.1944 0.0000

Maximal 0.7919 1.5357 0.7280 1.3174 0.8749 0.0366

Range 0.8004 1.5357 0.7788 1.3450 0.9060 0.1639

Mean 0.0517 0.7232 0.0648 0.7719 1.7333 0.0258

4 Conclusions

Recognition of objects of highly irregular form needs using adequately chosen
attributes for their characterization, classification and establishing classes of sim-
ilarity. Porous materials used in technology and/or biomedical engineering need
to be classified according to the type of pores playing various roles in their practi-
cal using. The size of pores may vary in large intervals, their topological features
may be sophisticated and their geometrical form may be highly irregular. Modern
computer aided image processing methods provide effective tools for quantita-
tive analysis of such objects. However, for this purpose adequate morphological
parameters should be chosen. The automatically measured parameters are, in
fact, instances of random variables of unknown probability distribution. On the
other hand, for various reasons the pdf-s of these variables cannot be exactly
described but by histograms of some limited numbers of observations. That is
why classification of such objects cannot be reached by solution of any strongly
defined analytical problem. For this purpose rather a heuristic approach based
on some elements of statistical reasoning can be used. The paper presents such
approach to pores classification based on their presentation by elements of a
space of morphological parameters. The, introduced here, parameter space W
is neither a linear vector space nor a metric space. However, multi-aspect simi-
larity measures in this space can be defined and the problem of types of porous
materials recognition can be solved.
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Abstract. In this paper, we present a novel approach to Machine Trans-
lation (MT) using syntactic Pattern Recognition (PR) methods. Our
aim is to evaluate the possibility of using syntactic PR techniques in this
mature field, and to identify any potential benefits that can be gleaned by
such an approach. To make use of syntactic PR techniques, we propose a
system that performs string-matching to pair English sentence structures
to Japanese (The specific languages, namely English and Japanese, were
chosen because their sentence structures are completely dissimilar. This,
however, proves the point that such syntactic methods will be applicable
for other pairs of languages too.) structures – as opposed to matching
strings in and of themselves, and to thus facilitate translation between the
languages. In order to process the sentence structures of either language
as a string, we have created a representation that replaces the tokens
of a sentence with their respective Part-of-Speech tags. Further, to per-
form the actual string-matching operation, we make use of the OptPR
algorithm, a syntactic award-winning PR scheme that has been proven
to achieve optimal accuracy, and that also attains the information theo-
retic bound. Through our experiments, we show that our implementation
obtains superior results to that of a standard statistical MT system on
our data set. Our results provide the additional guarantee of generating a
known sentence structure in the target language. With further research,
this system could be expanded to have a more complete coverage of the
languages worked with. The incorporation of such PR techniques in MT,
in general, and the OptPR algorithm, in particular, are both pioneering.

Keywords: Machine Translation (MT) · Syntactic Methods in MT

1 Introduction

This paper is concerned with the field of research known as Machine Transla-
tion (MT). This involves the task of a computer translating the text written
in one language into that of another, without the need of human intervention.
Specifically, we are interested in English-Japanese MT, where English text is
automatically converted into its equivalent text in the Japanese language [8].
MT is a sub-domain of Natural Language Processing, a field of research con-
cerned with transforming the text of natural languages into a form that can be

c© Springer International Publishing AG 2018
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understood and manipulated by machines. The term “Natural Language” refers
to languages that evolved in human society, as opposed to artificially constructed
languages, or explicitly-defined languages that lack evolutionary development.
English-Japanese translation is a particularly difficult language-pairing, as there
is no known common ancestry between the two languages, resulting in fundamen-
tally distinct sentence structures [2]. One approach to handling the translation
of two such structurally-distinct languages is to create a method of transform-
ing the structure of one language so that it matches the the structure of other
– which is far from being a trivial exercise. One potential way of accomplish-
ing this is to compare the structure of an English sentence to every possible
Japanese sentence structure, and to somehow be able to tell which pairing is the
best match. The issue then is one of determining which pairing is ideal. There
is a class of algorithms that are capable of matching structures in this way, i.e.,
those that invoke Syntactic Pattern Recognition (PR) techniques. Making use
of such algorithms could potentially help in improving translation between two
languages as distant as English and Japanese. This is the focus of this paper.

1.1 Objective

The goal of this paper is to show the viability of using syntactic PR methods
in the field of MT. The potential benefits of using such an approach are great,
particularly in being able to ensure that the output of the translation system
is, at least, structurally sound. Before we proceed, it is pertinent for us to high-
light the scope of the paper. This paper does not present a complete MT system
– embarking on the latter would be the task of a “lifetime” for a small team.
Rather, our goal is to demonstrate the applicability of syntactic PR tools, that
have not been previously used in MT. In that sense, we are proposing the use
of these tools in MT components that could potentially be used in more com-
prehensive MT systems. Further, since our aim is to demonstrate a prima facie
case for these tools, our component essentially takes as its input an English
sentence with a rather simple form, i.e., it contains a Subject Phrase, a Verb
and an Object Phrase, and these are labelled with Part-of-Speech (POS) tags.
It matches this against a collection of potential Japanese sentence structures
containing analogous POS tags.

1.2 Contributions of This Paper

In this paper, we have opted to embark on a novel approach to MT by incorporat-
ing syntactic PR methods, and these are combined with our own representation
for sentence structures. The contributions of this paper are thus as follows:

1. String Representation of Sentence Structures: We make use of a unique rep-
resentation of sentences that corresponds to their structures rather than their
meanings. Instead of an exhaustive list of sentences, these sentence structures
are stored so as to replace the approximations of a language model.

2. Phrase-Level Template Parsing: This is a novel scheme that we will employ.
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3. Word Alignment Utilization: Here, we re-purpose existing statistical MT com-
ponents for our syntactic PR system.

4. Machine Translation using the OptPR Algorithm: By making use of our
string-based representation and word alignment models, we choose to use
the above-mentioned syntactic PR algorithm (the OptPR algorithm [9]) to
effectively match English structures to Japanese structures contained in a set
list. By doing this, we can perform accurate translation with the guarantee
that the output will have a known Japanese sentence structure.

2 Survey of the Field

2.1 Machine Translation

Machine Translation1 is the process by which a machine automatically converts
text from one natural language into another. The language in which the text
originated from is referred to as the “Source Language” (SL), and the language
of the output text is called the “Target Language” (TL). The primary goal of a
MT system is to preserve the intended meaning of the source text by preventing
any loss of information. There are numerous instances where a TL cannot fully
represent the meaning of the source text, and so loss of information is inevitable.
Ideally, situations of this type should be the only instances where information loss
is observed within the system. That being said, various challenges associated with
working with a natural language, cause loss at other junctures. The secondary
goal of a translation system is to correctly translate the input text into the TL,
with no grammatical errors. Depending on the differences between the source
and target languages, this too can be a very difficult task.

2.1.1 Example Based Machine Translation (EBMT)
At its core, an EBMT is a MT system that uses a parallel corpus as its primary
translation utility. Beyond this, the boundaries of what constitutes an EBMT
are vague, as many systems borrow techniques typically found in Transfer or
Statistical Machine Translation (SMT) systems [4]. The use of a parallel corpus
of example sentences is not sufficient enough to distinguish EBMT systems from
other types of systems. This is because SMT uses the same concept to build
its language model, and a Rule-Based MT system could use such a corpus to
derive the rules. However, EBMT uses the examples themselves as the primary
knowledge base, as opposed to any data derived from it. In other words, an
EBMT system uses the corpus at runtime, while an SMT model uses one to
build the translation model prior to the actual translation. This topic is covered
in greater detail in [7] and in the thesis of the first author [6].

1 Due to space constraints, this survey is necessarily brief.
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2.2 Syntactic PR

Pattern Recognition (PR), in general terms, is the process of taking input data
and labelling it in some way, based on its presentation. The simplest approach
is to manually define a set of rules using which one can compare the input
data against the training data and decide its label. However, attempting to do
so against real data can become a large undertaking, both in the knowledge
required within the domain to define well-formed rules, as well as the number of
rules needed to sufficiently cover the problem. Most systems, thus, use techniques
that are able to automatically build a model with which PR can be performed.
In that sense, the type of model built depends greatly on the PR algorithm used.

2.2.1 Syntactic Pattern Recognition
The basic idea behind Syntactic PR is that the pattern being processed is repre-
sented by a variable-sized set of nominal (as opposed to numerical) features, to
avoid losing any structural information from the source. This allows for multiple
types of representations, including hierarchical, relational graphs, and string-
based representations. As mentioned previously, this paper uses Syntactic PR
methods to assist in MT. This is the distinguishing feature of our paradigm.
The approach that we invoke is different from the ones typically used in the
literature, because a string-based representation is used rather than a heavily-
structured one. In this regard, we utilize research performed by Oommen et al.
[9] to develop the Information Theoretic Optimal Pattern Recognition (OptPR)
algorithm to achieve this.

2.2.2 The OptPR Model
The OptPR algorithm has two major modules: a dictionary of strings (or
sequences), and a model of a channel that arbitrarily adds noise to a string
based on three distinct distributions. It operates by assuming that the input
pattern to be recognized is one of the entries in the dictionary, garbled after
passing through the noisy channel. Using the channel’s model, the likelihood
of the noisy pattern being a certain entry in the dictionary can be calculated,
so that the dictionary entry which is most likely to be the original string, can
be determined. The first component, the dictionary, is a set of example patterns
against which the input has to be matched. If the PR problem involves matching
noisy English words with ungarbled, actual English words, the dictionary would
consist of the actual words. Both the original and noisy version of the strings
must consist of strings from the corresponding alphabets. The OptPR model
achieves significantly high results in string-based syntactic PR as presented in
the thesis version of this paper’s research [6], as well as in the original paper that
pioneered the OptPR model [9]. In the subsequent sections, we briefly present
the various contributions of this research.
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3 Contribution I: Template Sentences

A Template Sentence (TS) is a representation of a sentence that replaces some or
all of the tokens that it contains with placeholders. The placeholders represent, in
some way, a generic form of the word or phrase that it replaces. In this case, the
placeholders that are used are the syntactic word classes of the original tokens.
TSs are used to represent the parallel corpus in both building the translation
model as well as in creating the dictionary to be used in the translation algorithm.
The main purposes of using TSs in translation are to reduce the data needed
to build a translation model as well as in creating a translation system that
focuses on forming syntactically correct sentences in the TL. By constraining the
system so that the source text is matched with a TS that occurred in the parallel
corpus, the system guarantees that the output of translation will correspond to
a sentence structure that has, indeed, occurred in the TL. TSs can be used
to perform various levels of translation between two languages. The simplest
example of this would be that of having a single word in a sentence being replaced
by a placeholder in the two respective languages. In such a case, the word being
added to the sentence in the SL only needs to be translated and placed into
the matching sentence in the TL. Multi-word translations can also be performed
using this same process, but some sort of mapping operation is needed so that
the input words in the source text can be correctly placed in the TL sentence. A
major issue in using TSs in translation is the need to “invent” such a mapping
function between the two languages. This is a problem similar to that of SMT,
where the translation model is built using a parallel corpus without word-to-word
mappings. The same algorithms used in SMT can be used for TS translation,
except that instead of using the raw parallel corpus to build the translation
model, every entry in the corpus is replaced by its TS equivalent.

4 Contribution II: Enhancements Using Syntactic PR

4.1 Word Alignment Utilization

Word Alignment tools, specifically GIZA++, are used to produce the probability
distributions that are required for the OptPR algorithm to function properly.
The input that must be supplied are two files containing the raw sentences of
the respective languages, with equivalent sentences of either language occurring
at the same line number. The pre-processing stage generates co-occurrence files,
counting the number of times two tokens of the respective language occurred
within the same sentence. Additionally, the number of times a token appears in
the entire corpus is counted, so that one can calculate how often a token appears
together with another against how often it appears by itself. The details of how
the GIZA output is used to compute the distributions needed for the OptPR
algorithm are clearly described in [6,7].
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4.2 MT Using OptPR Algorithm

As the reader should appreciate, the main component of this paper is the usage
of syntactic PR algorithms to assist in MT, and in particular, the OptPR algo-
rithm. This algorithm has been used to perform string matching between garbled
and ungarbled English words, and our goal is to utilize the same functionality
for a different purpose. Along with the three probability distributions covered
earlier, the algorithm requires a dictionary and an alphabet. The dictionary is
the set of strings that the input is matched against, and the alphabet contains
the elements that compose both the strings within the dictionary and the input
strings. The phenomenon of modeling using a “noisy channel” has, of course,
been used in the prior SMT art. However, the channel used in in previous SMT
systems operates somewhat differently from the Syntactic PR channel model.
We shall now clarify how a noisy channel is invoked in SMT systems. Consider
Fig. 1 which depicts a generalized noisy channel model typically used for SMT
[5]. The basic idea behind the SMT noisy channel approach is that it assumes
that the SL sentence being translated, f , originally belonged to the TL. In order
to obtain this TL sentence e, it invokes a language model to generate sentences.
This is done because it is not feasible to collect every potential sentence belong-
ing to the TL. The original TL sentence is assumed to have been transformed
into the input by it having passed through the translation model. Finally, the
original sentence in the TL is estimated using a decoder, yielding a translation ê.
We now describe the noisy channel used by the OptPR algorithm. First, a ran-
dom number of insertions is chosen using the distribution G. Once a number is
obtained, the positions in which the insertions will occur are chosen, with each
potential position in U being equally likely. When the positions are selected,
they are filled by randomly selecting an element in A using the distribution Q.
Afterwards, the original elements of U are randomly substituted/deleted using
the distribution S. Once this is complete the input null symbols, λ, are dropped
and the string Y is attained. The image below shows the basic process of how
Y is obtained from U . With regard to functionality, the translation model of
the SMT noisy channel can be seen to be similar to that of the OptPR noisy
channel. The essential purpose of the translation model is to estimate the com-
bined probability of a sentence e becoming a sentence f given every potential
alignment between the two sentences. On the other hand, the OptPR noisy chan-
nel estimates the total probability of a string U becoming a string Y by means
of all potential sequences of elementary edit operations. These edit operations
are performed by invoking the three distinct distributions depicted in the figure
describing the OptPR noisy channel. This, combined with the fact that a dictio-
nary is used in place of a language model, allows us to optimally and “totally”
search the problem space during the decoding phase. For more details on how
the OptPR algorithm is used by us, we refer the reader to [6,7]. Due to space
constraints, it is impossible to explain it here (Fig. 2).
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Fig. 1. The language model generates a TL sentence, e, that is transmitted through
the channel’s translation model into the SL sentence, f . The original sentence e is then
estimated with a decoder function obtaining ê.

Fig. 2. The three distributions of the OptPR noisy channel are used to generate a
noisy string Y from U .

5 Experimental Setup and Results

5.1 Data Acquisition and Processing

The corpus used in our experimentation is the Tanaka corpus. Initially, there
were a great deal of errors and repeated examples in it, but the collection has
since been revised and corrected, reducing the number of sentence pairs to just
over 150,000. This revised set, currently maintained by the Tatoeba group [10],
was the one that we used. In order to help ensure that the data used during
experimentation is valid, additional filtering steps are used to validate the sen-
tence pairs, at the expense of reducing the size of the data set. The two filters
used are syntactic filtering and content agreement filtering explained in [6,7].
Based on these filters, two data sets are used in our experiments: one with
merely syntactic filtering applied containing 2807 sentence pairs, and the other
with both syntactic and content agreement filtering applied containing 834 sen-
tence pairs. The set containing 834 instances will be used as the training data
for our primary evaluations, but the less restricted set will also be analyzed to
capture how well the system performs with potentially noisier data.

5.1.1 Grammar Used in Experimentation
Our current prima facie approach works within a limited scope of the complete
English and Japanese languages, placing restrictions on the grammar that this
system can process. On the English side, we limit the acceptable sentences to be
of the standard subject-verb-object structure. To achieve this, we first obtain a
constituent parse of the sentence being processed, obtained using the OpenNLP
toolkit [1]. We then ensure that the three child nodes of the sentence node are
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(in the specified sequence) “NP” (Noun Phrase), “VP” (Verb Phrase), and a
period. Thereafter, we check that the VP discovered has two children, consisting
of a verb (or another VP) and a NP child. As for the Japanese language, we verify
that the sentence consists of a verb, as well as subject and object markers2.

5.2 Baseline Experiment

In order to properly evaluate the power of the system proposed by this paper,
it is important to have results of existing translation systems against which it
can be compared. Due to the unique representation of TSs used in this paper,
no existing data is available that our results can be directly compared against.
Instead, we have opted to construct3 an SMT using standard tools with the
same data used in our own experiments. Three major packages have been used
in constructing the SMT used to create the baseline results, the Moses toolkit,
the IRST Language Modeling library, and the GIZA++ Word Alignment Tool.

5.3 Experimental Results and Analysis

We have conducted numerous experiments using a variety of settings, but it
is not possible to present all of them here. More details of additional experi-
ments, settings, results and comparisons are found in [6,7]. For this paper, the
comparison of our experimental results and the baseline are shown in Fig. 3.
Overall, our system outperforms the baseline SMT in terms of both producing
sentences which are syntactically-correct, and in achieving string matching with
the correct TS. One factor that could contribute to this is that a standard SMT
is designed to work with large amounts of data to create sophisticated models.
Our system is able to make better use of the smaller amount of data available
in our data-set. Finally, a major drawback of SMTs is their ability to create
sentences that are close to ones that would appear in the TL but which could
have minor grammatical errors. With the usage of the OptPR algorithm this
is much less likely to happen, as the output must have originated from a pre-
set “dictionary” – the target TSs in the training data. The reason for an SMT
generating syntactically-incorrect sentences is due to the fact that it has to rely
on a language model to approximate the probabilities of a sentence existing in
the language. Our system does not make use of such a language model, as the
OptPR algorithm instead compares the input against a set of data. Additional
experimental results and more detailed analyses are included in in [6,7], where
the former is the thesis on which this paper is based [6].

2 As such, our current experiments do not deal with certain major issues that affect
MT, such as structural ambiguity [3], which we suggest as a future research avenue.

3 We mention, in passing, that this was no small endeavor!
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Fig. 3. Comparison graph between the baseline SMT results and the results of Phase-3.
While the results of Phase-1 show that the OptPR algorithm can produce comparable
results to the baseline with the benefit of syntactic correctness, Phase-3 shows that
with further processing our system is capable of surpassing the baseline results while
still maintaining that correctness.

6 Conclusion

6.1 String Representation of Sentence Structures

As mentioned previously, the optimal way by which we can ensure that a sen-
tence belongs to a given language is to locate it within a list of every potential
sentence for that language. As a proxy for this ideal method, we have chosen
to perform essentially the same operation, but instead, to compare it against a
list of potential sentence structures. To achieve this, we have created a unique
representation of a sentence structure, referred to in this paper, as a “Template
Sentence”. This representation extracts the essential meaning from a sentence,
replacing every token with its Part-of-Speech equivalent. The TSs extracted from
our training corpus were used to build both our system and a standard statis-
tical MT system. In spite of it removing the meaning from the training data,
both systems were able to translate the test sentence structures fairly accurately.
Additionally, our system was able to translate the test data with many perfect
and close-to-perfect matches, showing that our list of sentence structures attains
coverage of the target language beyond that of our training data. Because of this
finding, we believe that our system is capable of functioning without a standard
language model.

6.2 Machine Translation Using the OptPR Algorithm

The core of our research involved incorporating and assessing the viability of
using syntactic PR techniques to the field of MT. The specific algorithm we
have utilized is the OptPR algorithm, an algorithm that matches an input string
against a set of strings [9], using probabilistic models to determine the most likely
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candidate. By making use of the template sentence representation and the word
alignment models, we were able to construct the list and probability models
required for this algorithm to function. Our system, using the OptPR algorithm
without any post-processing enhancements, achieves results comparable to that
of the baseline system. The major benefit of using the OptPR algorithm is that
it guarantees that the chosen sentence structure has appeared in the training
data. The baseline system, on the other hand, is more capable of generating
sentence structures that are close to the expected result, but are themselves not
grammatically correct. The fact that our system does not rely on a language
model, but instead uses a rigid list, serves to limit the potential sentence struc-
tures generated by our system to those contained in the training data. However,
as our system achieves comparable or even superior results over the baseline
system, we have observed that the structures discovered in the training data
sufficiently cover the structures contained in our test cases. Further, our system
prevents the over-generation of grammatically-incorrect structures, while it is
not dramatically affected by a potential lack of coverage over the complete set
of sentence structures permissible for the target language.
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Abstract. The most difficult task in analyzing and appraising algo-
rithms in Artificial Intelligence (AI) involves their formal mathematical
analysis. In general, such an analysis is intractable because of the size of
the search space and the fact that the transitions between the states within
this space can be very intricate. That is why AI algorithms are, for the
most part, evaluated empirically and experimentally, i.e., by simulations.
However, whenever such an analysis is undertaken, it usually involves an
analysis of the underlying stochastic process. In this connection, the most
common tools used involve Random Walks (RWs), which is a field that
has been extensively studied for more than a century [6]. These walks
have traditionally been on a line, and the generalizations for two and three
dimensions, have been by extending the random steps to the correspond-
ing neighboring positions in one or many of the dimensions. The analysis of
RWs on a tree have received little attention, even though it is an important
topic since a tree is a counter-part space representation of a line whenever
there is some ordering on the nodes on the line.

Nevertheless, RWs on a tree entail moving to non-neighbor states in
the space, which makes the analysis involved, and in many cases, impos-
sible. This is precisely what we achieve in this rather pioneering paper.
The applications of this paper are numerous. Indeed, the RW on the tree
that this paper models, is a type of generalization of dichotomous search
with faulty feedback about the direction of the search, rendering the real-
life application of the model to be pertinent. To resolve this, we advocate
the concept of “backtracking” transitions in order to efficiently explore
the search space. Interestingly, it is precisely these “backtracking” tran-
sitions that naturally render the chain to be “time reversible”. By doing
this, we are able to bridge the gap between deterministic dichotomous
search and its faulty version, explained, in detail, in [21].
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1 Introduction

Academics and practitioners are usually amazed by the fact that verification
in the field of Artificial Intelligence (AI) is so empirical and simulation-based.
The reason for this is, quite simply, because the most difficult task in evaluat-
ing AI algorithms involves their formal mathematical analysis. The fact of the
matter is that the state space in which these algorithms operate is prohibitively
large. Further, the transitions between the states within this space can be very
intricate, especially if the AI paradigm that is invoked requires the algorithm
to migrate to non-neighbor states of the space. This renders a mathematical
analysis of the AI algorithm to be intractable. Thus, AI is for the most part, a
science where quantitative metrics of evaluation are empirical and experimental.
However, there are some exceptions. These occur whenever the transitions can
be modeled using the underlying stochastic process. In this connection, the most
common tools used involve Random Walks (RWs).

The theory of RWs and its applications have gained an “exponential” amount
of research interest since the early part of the last century. From the recorded
literature, we see that the pioneering treatment of a uni-dimensional RW was
due to Pearson in [16]. The RW is, usually, defined as a trajectory involving
a series of successive random steps, which are, quite naturally, modeled using
Markov Chains (MCs). MCs are probabilistic structures that possess the so-
called “Markov property” – which, informally speaking, implies that the next
“state” of the walk depends on the current state and not on the entire past states
(or history). The latter property is also referred to as the “lack of memory” prop-
erty, which imparts to the structure practical consequential implications since it
permits the modeler to predict how the chain will behave in the immediate and
distant future, and to thus quantify its behavior.

Applications of RWs: It would be no exaggeration to state that tens of thou-
sands of papers have been written that either deal with the analysis of RWs or
their applications. Embarking on a comprehensive survey would thus be mean-
ingless. In all brevity, we mention that RWs have been utilized in a myriad of
applications stemming from areas as diverse as biology, computer science, eco-
nomics and physics. For instance, concrete examples of these applications in
biology are the epidemic models described in [3], the Wright-Fisher model, and
the Moran Model in [12] etc. . . RWs arise in the modeling and analysis of queu-
ing systems [9], ruin problems [18], risk theory [15], and sequential analysis and
learning theory as demonstrated in [5]. In addition to the above-mentioned clas-
sical application of RWs, recent applications include mobility models in mobile
networks collaborative recommendation systems [7], web search algorithms [1],
and reliability theory for both software/hardware components [4].

RWs are traditionally considered to be uni-dimensional (i.e., on the line).
However, multi-dimensional RWs, that operate in a higher dimensional space,
have been studied by generalizing their uni-dimensional counterparts.

Analysis of Ergodic RWs on Trees: Although RWs with with transitions
on a line, such as the gambler’s ruin problem, have been extensively studied
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for almost a century, as one can observe from [6], that problems involving the
analysis of RWs on a tree are intrinsically hard and have received little research
attention. This is because they involves the hardest concepts of two arenas:
Firstly, they involve specific Random Walks with Jumps (RWJs), where the
transitions are to non-neighbor states. Secondly, the non-neighbor states have
an additional constraint in that they are associated with an underlying tree
structure, as opposed to a line. In this paper, we consider the analysis of one
such fascinating RWJ. Although the analysis is seemingly impossible, we shall
show that because of the nature of the tree-based transitions, the phenomenon
of time reversibility can be invoked, and thus the analysis can be achieved.

Application of our tree-based RW: Although the analysis of our chain is
pioneering and is a contribution in its own right, it turns out that our RW is a
generalization of a dichotomous search when the feedback about the direction of
the search is faulty or erroneous. In fact, typical classically-known dichotomous
search schemes are deterministic in the sense that they work with non-faulty
feedback. Thus, it is possible to eliminate a whole subtree at each iteration,
effectively shrinking the search space by half, until the target node is discovered.
However, under faulty feedback possessing a stochastic nature, the most intuitive
way to solve the problem is to perform a large enough number of tests at each
level of the tree before deciding whether to eliminate either the left or right
subtree, and to then proceed iteratively until the deepest level is reached [2].
Unfortunately, however, if by mistake a subtree that contains the target node is
eliminated the whole search process is “misled”. More precisely, schemes such as
those reported in [2] are prone to error1.

How then do we circumvent the problem alluded to above? In our solution,
we propose that the RW does “backward” transitions in the tree so that to avoid
the problem of sampling with a large number of tests at each level. In addition,
the RW is made “non-absorbing” so that to avoid getting trapped into a subtree
that does not include the target node. All of these concepts are explained below.

We believe that the current RW analyzed in this paper is important in its
own right since it is known that a dichotomous search of a sorted list is an order
of magnitude faster than a sequential search. One should further note that any
line structure can be easily mapped into a tree structure if the nodes on the tree
have some inherent ordering between themselves.

History of tree-based RWs: To present the results of this paper in the right
perspective, we mention that the problem of considering RWs on a tree for para-
meter optimization [13] was first introduced by the authors of the current paper
in [20] and extended by Zhang et al. [22] to the case of symmetrical environments.
1 These algorithms can be designed to yield a high probabilistic guarantee of reaching

the target. To do this, they formulate a limiting assumption: In order to choose a
number of tests at each level that is large enough, one needs to know the exact
probability by which the environment suggests the right direction of the search. In
this paper, we assume that the latter probability is unknown and that the only known
clue is that this quantity has a lower bound of 1

2
. The case when the probability of

correct transition is less than 1
2

is referred to as the symmetric environment [22].
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The current work is a generalization of our previous work [20] as we derive a
general result which does not involve the golden ratio condition as a lower bound
on the transition probabilities along the optimal path in the tree, but rather the
more intuitively appealing ratio, namely 1

2 . It can thus be applied in many ran-
dom search problems. Furthermore, the transitions of the RW analyzed here are
different from the one proposed in [20] as the only allowed self-transitions take
place at the leaves while no self transition takes place at the root node.

The design of RW schemes can be rendered more useful in designing engineer-
ing applications involving some dichotomous faulty feedback responses. Finally,
and most importantly, the current RW on a tree has a very genuine interpretation
as a form for dichotomous search with faulty feedback.

The results of the paper are both deeply theoretical and quite applied.
Clearly, all of these aspects cannot be included in a single conference publication.
The intricate mathematical details of the analysis and additional experimental
results are included in [21].

1.1 Organization of This Paper

After having introduced the problem in Sect. 1, we proceed in Sect. 2 to introduce
the powerful concept of Time Reversible MCs which makes our analysis possible.
In Sect. 3, we describe the RW and also present some analytical results. Section 4
contains experimental results that support our theoretical results which include
steady-state results and simulation results for the chain’s transient behavior.

2 Time Reversible Markov Chains

A fundamental contribution of this paper is the analysis of a RW that is super-
imposed on a tree structure using the concepts of time reversibility. This model
can be see as a generalization of a deterministic dichotomous search. Since this
is crucial to this paper, this phenomenon is briefly surveyed here. Some Markov
chains have the property that the process behaves in just the same way regard-
less of whether time is measured forwards or backwards. Kelly [11] made an
analogy saying that “if we take a film of such a process and then run the film
backwards, the resulting process will be statistically indistinguishable from the
original process.” This property is described formally in the following definition.

Definition. A stochastic process X(t) is time reversible if a sequence of states
(X(t1),X(t2), . . . , X(tn)) has the same distribution as the reversed sequence
(X(tn),X(tn−1), . . . , X(t1)) for all t1, t2, . . . , tn. ��

Consider a stationary Ergodic Markov chain (that is, a Markov chain that
has been in operation for a long time) having transition probabilities Mst and
stationary probabilities P {πs}. Suppose that starting at some time we trace
the sequence of states going backwards in time. That is, starting at time t,
consider the sequence of states Xt, Xt−1, Xt−2, . . . X0, It turns out that this
sequence of states is itself a Markov chain with transition probabilities Qst =
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(P{πt}/P{πs} ) ∗ Mts. If Qst = Mst for all s, t, then the Markov chain is
said to be time reversible. Note that the condition for time reversibility, namely
Qst = Mst, can also be expressed as

P {πs}Mst = P {πt}Mts for all s �= t . (1)

The condition in the above equation can be stated as, for all states s and t,
the rate at which the process goes from s to t (namely P{πs}Mst ) is equal to
the rate at which the process goes from t to s (namely P{πt}Mts). It is worth
noting that this is an obvious necessary condition for time reversibility since a
transition from s to t going backward in time is equivalent to a transition from
t to s going forward in time. Thus, if πm = s and πm−1 = t, then a transition
from s to t is observed if we are looking backward, and one from t to s if we
are looking forward in time. The following theorem adapted from Ross and used
universally [10,11,17] gives the necessary and sufficient condition for a finite
ergodic Markov chain to be time reversible. The proof of the theorem can be
found in [17, p. 143].

Theorem 1. A finite ergodic Markov chain for which Mst = 0 whenever
Mts = 0 is time reversible if and only if starting in state s, any path back to
s has the same probability as the reversed path. That is, if

Ms,s1 Ms1,s2 . . . Msk,s = Ms,sk Msk,sk−1 . . . Ms1,s

for all states s, s1, . . . , sk. ��
Using the above theorem, we state the result that any tree structure associated
with a finite stationary Markov process is time reversible. This follows from the
avenue that a Markov chain resulting from the “transition” operations on any
tree structure is time reversible. In fact, this result is not totally new. Kelly (see
[11, p. 9]) proved the following lemma.

Lemma (Adapted from Kelly [11]). If the graph G associated with a stationary
Markov process is a tree, then the process is time reversible. ��
Although Kelly reported this result, he did not demonstrate how to associate
a tree with a stationary Markov chain. In this paper, we shall give a formal
definition for one such tree structure by organizing the points on the line along
a tree and prove the corresponding theorem regarding its time reversibility. The
application of time reversibility in the domain of self-organizing lists has been
reported elsewhere [14].

3 The Random Walk on Tree

The space of the search is arranged in the form of a binary tree with depth
D = log2 (N), where N is an integer. The Random Walker (RW) searches for the
target leaf node by orchestrating a controlled random walk on a tree. We assume
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the existence of an “Oracle”, also referred to as the Environment, Ξ, which
informs the RW, possibly erroneously (i.e., w. p. p), which way it should move
to reach the target node. We emphasize, however, that we could have defined
the RW without even invoking the concept of the “Oracle” or Environment, Ξ,
since it is merely a fictitious concept introduced to ease the understanding and
readability of the paper. In addition, it emphasizes the analogy with dichotomous
search as we can see the Environment as a type of faulty Oracle as opposite to
a “perfect” Oracle, as in a classical dichotomous search.

3.1 Definitions

Construction of hierarchy. The search space is constructed as follows: First
of all, the hierarchy is organized as a balanced binary tree with maximal depth
D. For convenience, we will use the same notation adopted in [8,20] and index
the nodes using both their depth in the tree and their relative order with respect
to the nodes located at the same the depth.

Root node. The hierarchy root (at depth 0), which we call S{0,1}.

Nodes at depth d. Node j ∈ {1, ..., 2d} at depth d, called S{d,j}, where 0 <
d < D which has two children nodes S{d+1,2j−1} and S{d+1,2j}. We say that
S{d+1,2j−1} is the Left Child of S{d,j} and S{d+1,2j} is its Right Child.

Nodes at depth D. At depth D, which represents the maximal depth of the
tree, the nodes do not have children.

Convention regarding the Leaves’ notation. In a same vein, since level
“D + 1” is nonexistent, we use the convention that Right Child of a leaf node
is the same as the leaf node in question itself. Similarly, the Left Child of a leaf
node is the leaf node itself. Formally, we say that:

Left Child(S{D,j}) = Right Child(S{D,j}) = S{D,j} for j ∈ {1, ..., 2D}.

Target Node. The target node is a unique leaf node. We will later show that
by imposing a simple condition on the “effectiveness” of the Environment (a
concept defined presently), that we can concentrate the RW to be arbitrarily
close to the target node.

Non-Target Node. They are leaf nodes different from the target node.

Effectiveness of the Walker. The probability to make a transition along the
shortest path to the target node is denoted p and is a constant. Effectively,
this probability can be seen as the probability of the RW making a “correct”
movement towards the target node. However, whenever the random walker is
situated at the target node itself, the effectiveness translates into the probability
of it staying in the target node, i.e., this is represented by the probability of
self-transition.
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3.2 Structure of the Search Space

We intend to organize the search space in the form of a balanced binary tree.
The random walker searches for the target node by operating a random walk on
the tree, moving from one tree node to another. At any given time instance, the
RW finds itself at a node S{d,j} in the tree, where j ∈ {1, . . . , 2d} and 0 ≤ d ≤ D.
The Environment Ξ essentially instructs the RW, possibly erroneously (i.e., with
probability p), which way it should move to reach the target node.

– Reverse Transitions: Transitions of this type correspond to a movement to
a lower level in the hierarchy. This happens when the RW moves to the
immediate Parent which allows the RW to escape from getting trapped in a
wrong subtree, i.e. one that does not contain target node.

– Top-down Transitions: Transitions of this type correspond to a movement to
a deeper level in the hierarchy. The RW performs a transition to a deeper
level in the hierarchy by choosing a Child node which is, hopefully, contained
in a subtree that contains the target node.

– The only reflexive transitions (self-transitions) are allowed at the leaf node.
We emphasize that we do not allow a reflexive transition in the root node as
done in our previous work [20].

This concludes the description of our RW. We shall now investigate its conver-
gence properties.

3.3 Analysis of the Solution

In this section, we shall prove that the RW is asymptotically optimal. We shall
show that, eventually, based on an informed series of guesses, the RW will be
able to concentrate its moves within nodes in the tree that are associated with
the target node, and this will be true if p is larger than 0.5.

Theorem 1. We suppose that the effectiveness p of the environment is strictly
larger than 0.5. Let S{D,j∗

D} be the target node. Formally, LimD→∞π{D,j∗
D} → 1.

Due to space limitations, the proof of Theorem 1 is omitted. It is found in [21].

4 Simulation Results

In this section, we report some representative experimental results submitted
to confirm the validity of the theoretical results we have obtained. Since the
convergence is asymptotic as the number of levels D tends to infinity, and due
to the consequential explosion of the memory requirements, we were not able to
perform simulations for large values of the tree depth D, i.e., those that can be
considered to be large enough to be seen to tend to “infinity”. In order to counter
this limitation, we defined a neighborhood N∗(i) as the ith neighborhood of the
target node which simply means all nodes that are located at the subtree rooted
at node π{D−i,j∗

D−i}. Observe that the target node belongs to subtree rooted at
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node S{D−i,j∗
D−i}, and that the latter subtree is composed of i levels. Thus, we

have, instead, reported the steady state probability of the neighborhood N∗(i)
which, informally, is the sum of the steady state probabilities of the nodes in
N∗(i), i.e., belonging to the subtree rooted at node S{D−i,j∗

D−i}.

4.1 Empirical Verification of the Optimality

In this section, we report the steady probability in N∗(3) using simulation, by
running the random walk for 107 iterations. We varied the number of nodes in the
tree D from 8 to 12, and varied the effectiveness of the environment p using the
following three values: p = 0.7, p = 0.85 and p = 0.95. In intermediate nodes,
the RW is always faced with three transition alternatives (parent, right child
or left child). The Oracle/Environment suggests the correct transition with the
probability p. To further enrich the experiments, we performed experiments with
different ways to “unevenly” distribute the remaining probability 1 − p among
the two incorrect transitions at the intermediate nodes. However, we discovered
that distributing this probability mass “evenly” or “unevenly” (for example,
with probabilities 1

3 and 2
3 ) had no effect on the convergence results2. We thus

chose to “evenly” divide the remaining probability 1 − p in between the two
incorrect transitions, i.e., each incorrect transition occurs with the probability
1−p
2 in the intermediate nodes. More specifically, if we suppose, for example,

that at an intermediate node, the correct search direction is a transition to the
parent, i.e., to do a backtracking operation, then the transition to the left child
and right child will both takes place with probability 1−p

2 , while the transition to
the parent will occur with probability p. In all the experiments that we report the
results for, we chose the target node to be the rightmost node in the hierarchy,
i.e., node S{D,2D}. As expected, from Table 1, we observe that the values of the
steady state probability in N∗(3) approached 1. The latter value increased with
p (which represented the quality of the Oracle/Environment, and it attained its
maximum values for p = 0.95. In fact, for p = 0.95, the steady probability was

Table 1. Convergence to the neighborhood N∗(3) for various values of D and p.

D p = 0.7 p = 0.85 p = 0.95

8 0.9530518 0.9922004 0.9993106

9 0.9527884 0.9922102 0.9993274

10 0.9532058 0.9920532 0.9993156

11 0.9526474 0.9922458 0.9992978

12 0.9529796 0.9921286 0.9999534

2 This is also in line with the theoretical results where we did not impose any con-
dition on distributing 1 − p. Thus, for the sake of brevity, we will not report those
experiments with “uneven” distributions of 1−p over the incorrect alternatives, and
limit the reported results to the case of “even” distributions, i.e., 1−p

2
.
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greater than 0.999 for all the different values of D. Similarly, for p = 0.85, the
steady probability exceeded 0.99 for all the different values of D.

5 Conclusions

This paper introduces a novel mathematical tool that can be used for the analy-
sis of AI algorithms. It concerns the field of Random Walks (RWs), typically
used to model birth and death processes, renewal processes and the gambler’s
ruin problem. RWs have been studied for more than a century, and they have
been primarily analyzed for walks on a line. RWs for two and three dimensions,
have been modeled by enforcing the random steps to be made to the corre-
sponding neighboring positions in one or multiple dimensions. RWs typically
operate “on a discretized line” by forcing the walker to perform small steps to
the current-state’s neighbor states, rendering the analysis tractable. When any
of the transitions are to non-neighbour states (referred to as “jumps” as opposed
to steps), a formal analysis of the RW is, typically, untractable, except in a very
few cases such as the one examined in [19]. This paper concerns the case when
the jumps are performed as though a tree is superimposed on the line, and the
jumps are to the children or the parent of the node where the walker is. RWs on a
tree entail moving to non-neighbor states in the space, which makes the analysis
involved, and in many cases, impossible. However, in this case, we demonstrate
that an analysis of the chain is feasible because we can invoke the phenomenon
of “time reversibility”. We, however, permit the operation of “backtracking”,
and interestingly, it is precisely these “backtracking” transitions that naturally
render the chain to be “time reversible”. Our analysis is possible because we
have used the latter property of the chain. Further, this RW turns out to be
a type of generalization of dichotomous search with faulty feedback, which has
numerous real-life applications.

The paper has also listed the chain’s fascinating limiting theoretical prop-
erties. Besides, it contains simulation results that justify the chain’s analytic
steady-state and transient characteristics.
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Abstract. The paper presents a comparison between different predic-
tion methods for trams time travels in Warsaw. Predictions are con-
structed based on historical trams GPS positions. Three different pre-
diction approaches were implemented and compared with the official
timetables and real time travels. Obtained results show that the offi-
cial timetables provides only approximated time travel especially in rush
hours. Proposed prediction methods outperform the official schedule in
the term of time travel precision and may be used as a more accurate
source of travel time for passengers.

Keywords: Transportation · Travel time prediction · Neural network ·
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1 Introduction

Time travel prediction is an interesting problem due to its complexity, many real
life applications and everyday usability. Planned schedules are no longer enough.
Passengers expect more precise information about vehicles arrival time and trip
time length. On the other hand, real travel time depends on many factors such
as weather conditions, traffic lights, road accidents, number of passengers, traffic
flow, driver emotional state or roadworks. All of these parameters are difficult
to predict or even measure. However, past researches show that using some
additional information, for instance vehicles’ GPS locations over a day or data
collected by automatic passenger counters, some reasonable predictions could
be obtained and their accuracy outperforms planned schedule. In recent years a
growing interest in applying smart algorithms to travel time prediction has been
observed, mainly due to its practical applicability in real life domains and at
the same time an intrinsic complexity which makes the problem challenging. In
effect, numerous new approaches to time travel prediction relying mainly on vari-
ous statistical models or machine learning techniques were proposed. All methods
could be divided into four groups: simple models based on the historical data,
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statistical models, machine learning approaches and hybrid models. First group
contains methods based on observation that usually time travels are repeatable
between days. Road conditions from previous days can be a reasonable forecast
of future condition at the same time of the day and the same day of the week [14].
Some of proposed methods in this group rely on average travel time in previous
days [11] and others use average speed as a prediction factor [13]. Methods in
statistical model group used several identified factors (i.e. traffic lights, weather)
as independent variables and make prediction based on their statistic distribu-
tions and correlations. Time series models [5], regression models [9] or Kalman
Filters [3,16] are the most common examples in this group. Third category of
travel time prediction is machine learning models. They perform some learning
process on existing data to find an answer for unknown input data. They have
good results with huge volume of information, non-linear relationships or noisy
information. The most popular techniques are Artificial Neural Networks [4,6]
and Support Vector Machines [15]. Also some hybrid models [8,12] were used
to solve time travel prediction problem. In this group some combination from
previously presented methods are combined. Increasing trend to utilize hybrid
algorithms to improve the prediction accuracy could be observed in recent years.
We refer to [1] for a more in-depth overview and detailed description of the
respective methods. This paper presents comparison between travel time predic-
tion methods for trams in Warsaw. Predictions are computed based on vehicles’
GPS locations and the official timetables. Performed experiments show usabil-
ity level of used methods for real life trip planning including vehicles changes.
The remainder of this paper is arranged as follows. Section 2 presents overview
of tram’s infrastructure in Warsaw and shows used data sources, their quality
problems and proposed solutions. In Sect. 3 detailed descriptions of implemented
methods are provided. Experiment result are presented in Sect. 4. Last section
is devoted to conclusions and directions for future research.

2 Warsaw Trams Infrastructure and Data Sources

Warsaw is the capital city of Poland with population estimated at 1.744 million
residents [2]. Nearly 82% people travel every day and 47% of them use public
transport as the main travel method [10]. The available means of transport in
Warsaw are buses, trams, trains and subway. This paper considers only trams
because at the moment of writing this paper travel agency provides complete infor-
mation (GPS locations for all vehicles) only for trams. Warsaw trams infrastruc-
ture contains 26 trams lines with about 240 stops. Tram drivers are obligated
to stop on all stops on planned route (no request stops). There are no night or
special lines. Services for all lines run every day. The earliest tram departures
at 3:30 AM and the latest arrives to the depot at about 1:30 AM. Three sched-
ules versions are used during a week: weekday schedule (from Monday to Friday),
Saturday schedule, and Sunday and holiday schedule. Two main data sources in
this research are used. The first one is information about the official schedules
planned by Warsaw Public Transport Authority. This source contains stops loca-
tions, routes and lines on stop planned times. For each stop time also brigade
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number is provided. This number, combined with line number, is unique identifi-
cator for vehicle. Data from this source are reliable, because it is used every day
by travel agency workers to assign vehicles to given routes. Second source used
in this paper is real trams’ positions form GPS transmitters placed in vehicles.
Every tram sends its current position with about 15 s frequency. They are avail-
able in files with information about line, brigade, log time and coordinates - one
file for each day. Table 1 presents some computed properties for this data from
22nd September 2016. There are some quality issues such as trams positions out-
side Warsaw territory, vehicles disappears in the middle of the route, logs dupli-
cates or abnormal tram’s routes. The reason for most of them is probably wrong
position sent by GPS transmitter. To make reliable predictions (and also get real
tram on stop time) for these data some quality improvement actions were per-
formed. All logs with coordinates outside Warsaw territory and duplicates were
removed. Also average speed between all pairs of consecutive logs was computed
and if this speed is greater than 100 km/h one of these logs are deleted. Also if dis-
tance between two consecutive logs was less than 2 m, it was recognized as GPS
error and second log’s coordinates were changed to the previous log’s coordinates.
Above mentioned modifications affected about 15% of original data. One of the
first challenge was precisely estimating real time of arriving tram on a stop from
GPS data. It is essential component for all methods to determine tram delays and
compare predicted time with real tram on stop arrival time. Available data are
stop’s coordinates and tram coordinates with time from GPS transmitter. The
most natural way to get tram to stop arrival time is to define a radius r and when
distance between the stop and the tram is less than r it means that the tram is
on the stop at that moment. However, in Sect. 2 it was showed that average time
between subsequent GPS logs is 18.2 s and average distance that tram covers in
this time is about 71 m. It means that r should be at least 36 m, because otherwise
tram may log its position before and after r meters from the stop and algorithm
will miss the stop. Moreover, this approach is too imprecise, because it does not
provide exact tram’s arrival time, but time that the tram is at most r meters from
the stop. For instance, traffic lights in near distance before stop may cause few
minutes difference between real and computed arrival time. Thus, it was neces-
sary to find another way. Figure 1 presents proposed method for computing tram
on stop time based only on distances between GPS logs coordinates and stop posi-
tion. At the beginning first (A) and last (B) tram’s logs coordinates in the stop’s
(S) neighborhood (defined as a circle with given radius and center in considered
stop’s position) are obtained. This allows determining from what direction tram
arrived to stop and what direction it moved after that. Based on this directions
bisector of angle ASB is created. Let call it arrival line. The moment of cross-
ing that line is equivalent to the moment of visiting the stop by the tram. Time
of first log after arrival line crossing may be quite imprecise because tram could
move quite far from the stop at that moment. Better option is to assume that trams
speed is constant and get time difference between last log before and first log after
crossing the line and compute the moment of tram stop arrival proportionally to
these logs distances from the stop. In experiments neighborhood radius was set
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Table 1. Basic parameters of received real trams positions.

Parameter Value

All logs 993263

Unique logs (unique triples [time, line, brigade]) 861054 (86.7%)

Logs from Warsaw territory 991639 (99.84%)

Average time between logs from the same tram 18.2 s

Average distance traveled between logs 71.12 m

Unique pairs: [line, brigade] 305

Unique pairs: [line, brigade] in schedule 375

Fig. 1. Graphical illustration of method for determining tram to stop arrival time.

Fig. 2. Comparison between average time between all stops pairs by hour of the days
for the official schedule and real travels.

to 300 m. Figure 2 provides average time between all stops pairs during the day
obtained from the official timetable and computed form real trams positions. All
values are greater in real data which means that the official schedule is imprecise
and may be improved. Furthermore, morning (from 7 to 9) and afternoon (from 15
to 18) rush hours could be easily noticed. The official timetable provides longer
travel times for those hours, however in reality differences between those hours
and the others are greater.
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3 Prediction Methods

This section provides detailed description of implemented trams travel time pre-
diction methods. Three approaches are chosen for comparison: current delay
propagation, historical average time travel and artificial neural network model.
To simulate real time prediction arbitrary day d and time t are selected and
available data in prediction process are: the official timetables for day d and all
days before that day, trams’ GPS positions before day d and for day d until
time t. Based on this data prediction for next 2 h for all trams is made.

3.1 Current Delay Propagation

One of the most natural way to make real time prediction for tram on stop
arrival time may be finding current vehicle delay and propagate it to next stops
on planned route. This simple idea is base for first proposed method - current
delay propagation. In this approach for all trams independently last visited stop
s before time t is determined based on vehicles’ GPS positions. Current delay d is
difference between computed arrival time for the stop s and time from the official
timetable (i.e. time that this vehicle was planned to arrive to the stop s). Then,
for all non-visited stops on considered vehicle’s route, predicted arrival time is
planned time from the official schedule summed with computed in previous step
delay d. This method is very simple and does not use any historical data. It may
give good result if the delay reason for the vehicle is a single accident (for example
too late depot leave or congestion on traffic lights) and do not repeat until the
end of route. However, this method is not able to predict future problems or
delay changes, which is important disadvantage. It is expected to obtain better
results for vehicles near the end of its route than for vehicles which recently leave
the depot and probably their current delay is low. Furthermore, for vehicles that
do not start service before prediction time t, this approach is not able to make
any prediction and it just returns time from the official timetable.

3.2 Historical Average Time Travel

The second approach is modification of previous method. Basically, it is intended
to reduce first method disadvantages, i.e. take into consideration historical time
travels or usual road fraction traffic conditions. The main idea is to use average
time travel from previous couple of days as an estimator for current day times.
One of the main factors which has big impact on time travels is time of the day.
Thus, to make predictions more accurate computed average times should depend
on start travel time. It also may be better to consider the same kinds of days
(week days, weekends) together, because road traffic differs from each other.
Historical average time travel method same as previous method searches for last
visited stop s based on GPS positions. Then, iteratively for all stops from s to
the end of route, historical average time between consecutive stop pairs is added,
i.e. in first step historical average time between the stop s and the next stop is
added to the arrival time to the stop s computed based on GPS logs, in next
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step historical average time is added to arrival time predicted in previous step
etc. Historical average time mentioned above is computed based on real times
for the same days of week in last 30 days from all travels between considered
stops pair at given hour. Only historical travel times for the same time of the
day (the same hour) as prediction time of the day are included to computation.

3.3 Neural Network Model

Third approach for trams time travel prediction is machine learning technique
and it uses artificial neural networks approach. In recent years neural networks
gains popularity very fast in lots of domains, due to its ability to solve complex
non-linear problems. Many different kinds of neural network were described in
literature. In this paper one of the first and the most simple neural network
architecture is used - multilayer perceptron (MLP) with backpropagation learn-
ing method. The main idea behind MLP is to learn some relationships between
given examples in form of input and expected output data. Learning process
is realized by changing weights between neurons according to some principle.
Then MLP is able to correctly give information (make prediction) about unseen
example. Neural networks can generalize information, ignore noises and identify
underlying relationships even if they are hard to explain. For more details about
neural networks, MLP architecture or backpropagation learning process we refer
to [7]. In this paper separate neural network for each route is created. The output
value is predicted tram’s time travel from the stop si to the stop sj . As input
four values were chosen:

– order number of stop si in route,
– order number of stop sj in route,
– travel time from route’s start (first stop in route) to stop si,
– prediction time of the day.

Third information (travel time from route’s start to stop si) is computed based
on GPS trams’ positions. It provides information how trip is realized so far.
It depends on actual traffic conditions, so it contains important information
for time travel prediction. Time of the day (the last input information) also
has influence on time travel, because traffic changes during the day. Based on
performed experiments a one-hidden layer perceptron with 40 neurons in hidden
layer was chosen. The learning rate was set to 0.03, the momentum to 0.9 and the
number of training epochs was equal to 250. Figure 3 shows used neural network
architecture. Learning data set contains information for the same days of week
in last 30 days from all travels on given route. To make prediction for particular
tram at given time of the day t last visited stop s before t is determined based
on vehicles’ GPS position and travel time x from route beginning to stop s is
computed. To predict arrival time for all non-visited stops in route learnt neural
network is used, i.e. for stop sj arrival time is computed by adding to t output
value of neural network with input values: stop’s s order number in route, stop’s
sj order number in route, x and t.
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Fig. 3. Proposed neural network architecture.

4 Experimental Results

All methods presented in previous section were previously used in other
researches to predict bus time travels. However, to the best of our knowledge, this
paper presents the first experimental results for trams travels prediction. Also,
unlike most of papers in this domain, performed experiments do not focus on
single trips and verify prediction independently for different vehicles. Presented
results take into consideration trams changes. It simulates passenger view, for
whom the most important parameter is to know accurately how long trip form
particular stop to another chosen stop takes (including all necessary changes). It
is assumed that total trip time includes also time spend waiting on the start stop
for the first tram. For the purposes of tests a sample of 1000 random tram stop
pairs has been selected. Loop stops and pairs of stops closer to each other than
5000 m (in the straight line) has been excluded from the drawing. The pairs has
been then used to compute actual trip itineraries on 22 September 2016 at four
different hours (8:00, 12:00, 16:00 and 20:00) with five different timetables. Three
of the timetables were generated based on three different prediction models, one
was the official Warsaw Public Transport Authority timetable and one was com-
puted based on the historical GPS records (real schedule). This setup yielded
total of 20,000 tram trips itineraries that were later used for the analysis. The
actual timetables were created in the General Transit Feed Specification (GTFS)
format. That included both conversion of the official timetables to the GTFS for-
mat as well as creating the GTFS files from scratch for the prediction models.
Trips itineraries were computed with the Open Trip Planner server instance.
Default graph search timeouts were turned off and so all obtained results were
fully deterministic. The most important measure to compare proposed predic-
tion methods is difference between the real travel time and predicted travel time
which can be called prediction error. This measure shows method’s accuracy.
Table 2 shows comparison between prediction methods and the official timeta-
bles by this measure for tested times of the day. In all cases historical average
time travel approach yielded the best results. Average absolute prediction error
is about 2 min. Average planned time travel was 45 min, so prediction error is
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Table 2. Comparison between prediction methods in terms of average absolute dif-
ferences (in seconds) with real travel times (Diff) and percentage of number of times
given method obtained the best result (Best). Best results for each time of the day are
bolded.

08:00 12:00 16:00 20:00 All

Diff Best Diff Best Diff Best Diff Best Diff Best

Official
timetables

180.53 36% 172.30 29% 203.61 25% 166.75 29% 180.79 30%

Current delay
prop

178.41 30% 118.94 34% 172.99 27% 98.33 33% 142.17 31%

Historical avg
travel

159.70 37% 104.80 41% 137.83 40% 89.25 49% 122.89 42%

Neural network 161.70 42% 138.40 38% 149.92 44% 143.01 40% 148.25 41%

equal 4%. Worst results were obtained by the official timetables - more than
3 min. Notice also that in rush hours (8:00 and 16:00) all prediction errors gave
worse results than for the others tested hours (12:00 and 20:00). Thus, travel
time prediction in rush hours seems to be more difficult problem. Neural network
model obtained nearly as good results as the best method for rush hours. Neural
network model also is the best method for rush hours in the terms of number
of travels for which method obtained the lowest absolute prediction error (42%
and 44% travels).

For all methods predicted time travel is more often shorter than real time
travel. This difference was the greatest for current delay propagation method
(nearly 2 times often predicted time was shorter) and the lowest for neural net-
workmodel (only 2% less longer predicted time travels). In performed experiments
only time travel from one stop to another was considered (no matter what lines
and how many of them), so trams lines in predicted travels may be different than
those in real travels. Table 3 provides details about that differences in predicted
and real travels. Nearly 75% overall predicted travels were realized by the same
trams lines as in reality and 70% also by the same brigades. The better predic-
tion method is (based on results from Table 2) the more travels are realized by the

Table 3. Percentage of travels realized with the same lines (Lines) and the same lines
and brigades (Brig) as in predicted travel. Best results for each time of the day are
bolded.

08:00 12:00 16:00 20:00 All

Lines Brig Lines Brig Lines Brig Lines Brig Lines Brig

Official timetables 64% 49% 70% 61% 61% 43% 69% 63% 66% 54%

Current delay prop 68% 60% 81% 76% 68% 57% 82% 79% 75% 68%

Historical avg travel 71% 62% 81% 76% 72% 62% 84% 81% 77% 70%

Neural network 74% 66% 77% 73% 74% 66% 77% 74% 76% 70%
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same vehicles as predicted. There is also less trams lines matching in rush hours
which confirms greater difficulty for making prediction for these cases.

5 Conclusions and Future Work

Three methods for travel times prediction for trams in Warsaw were proposed
and tested: current delay propagation, historical average time travel and neural
network model. They basic idea is to predict travel time based on current vehi-
cles position (current delay) and historical travels. This data are obtained from
trams GPS positions in every 15 s. All proposed methods outperform prediction
based on the official timetables. The best method - historical average time travel
reduced prediction error from 3 min (for the official schedule) to 2 min. Further-
more, results showed clear difference between rush hours (8:00 and 16:00) and
the others tested hours (12:00 and 20:00). Time travels are longer in rush hours
and more difficult to predict. In this case neural network model yielded the best
results. This paper presented that even simple methods may improve travel time
prediction and may be used to provide more accurate information for passenger.
In further steps making comparison between delays and prediction methods dur-
ing holiday week and normal week is planned. Traffic is observable smaller during
school holidays in Warsaw so it would be interesting to check if this difference
also could be noticed in time travel predictions. Also making similar researches
for buses in Warsaw and comparison them with trams is planned.
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Abstract. The Dempster-Shafer theory along with the fuzzy set theory
are suitable tools for the medical diagnosis support. They can deal with
medical knowledge uncertainty and data imprecision. This paper presents
a study of medical knowledge representation by means of the Dempster-
Shafer theory extended with the fuzzy set theory and introduces the new
rule selection algorithm. The presented method gives an opportunity of
interpretable and reliable rule extraction. The method is elaborated and
its performance is tested on a popular medical data set. Results show
that the presented method can be useful for the knowledge engineer and
diagnostician cooperation due to the simple rule base and clear inference
method.

Keywords: Rule extraction · Dempster-Shafer theory · Fuzzy sets ·
Medical diagnosis support · Thyroid disease

1 Introduction

Medical knowledge extraction is the second most popular area in data mining
applications [2]. A diagnosis support tool should deal with the diagnosis uncer-
tainty and medical data imprecision. Simultaneously, the support tool should
offer not only diagnosis efficiency but also an inference that is easy to under-
stand for physicians and a reasonable size of extracted knowledge [3]. These are
inevitable requirements of a knowledge engineer and a diagnostician coopera-
tion. In medicine even reliable tools can not substitute a diagnostician, they can
only support him. The most popular medical knowledge extraction approaches
are decision trees [5], support vector machines [4] and neural networks [1]. Their
inference parameters (weights or structure) can be translated to the readable
IF-THEN rules with additional methods. In this paper the connection of the
Dempster-Shafer theory (DST) and the fuzzy set theory (FST) is used to per-
form diagnostic inference. With the basic probability assignment (critical compo-
nent of DST) it is possible to represent the knowledge uncertainty. On the other
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hand, FST is used as well-known method to represent data imprecision in many
fields. As a result of a study on these methods, new rule extraction algorithm
is described. The main requirement in the proposed algorithm is to provide a
consistent and easy to interpret diagnostic rule base, also paying attention to its
reliability. Experimental results evaluate the approach from the point of view of
a diagnostician and knowledge engineer cooperation.

2 Medical Diagnosis Support Based on the DST and FST

Medical diagnosis support is usually based on with the IF-THEN rules [2], which
shape the inference from symptoms (conditions in a premise) and diagnosis (con-
clusion). Let us denote x as the medical data case represented with p symptoms:

x = [x1, x2, ..., xj , ..., xp]�. (1)

A simultaneous use of the DST and FST [8] makes it possible to define the
fuzzy focal element, which is a simple or complex logical condition related to the
specific medical data symptoms, which can be test results or natural language
statements like “high temperature” [8]. The simplest focal element considers only
one symptom and the most complex focal element considers p symptoms. It is
clear that the possible number of fuzzy focal elements for one diagnosis equals
2p−1. General form of the fuzzy focal element can be represented in the following
way:

s(rl) : Xj is A
(rl)
j ∧ · · · ∧ Xk is A

(rl)
k , (2)

where A
(rl)
j is the fuzzy set described by the fuzzy membership function μ

(rl)
j ,

(j = 1, ..., p, rl = 1, ..., n(l), l = 1, ..., C). This membership function describes
j-th symptom values characteristic for the l-th diagnosis. The ml(s(rl)) value
is assigned to this focal element. The ml(srl), rl = 1, ..., n(l), make the basic
probability assignment. In the decision support area the latter can be treated as
the uncertainty of diagnostic rules.

2.1 Basic Probability Assignment

The BPA can be given by a human expert, i.e. diagnostician, but it can be also
calculated with the training data. It must fulfil the following conditions:

ml(f) = 0,
∑

s(rl)∈Sl

ml(s(rl)) = 1, (3)

where f is a false premise and Sl is the fuzzy focal element set for the l-th
diagnosis. In the [6] the basic probability assignment is calculated as a measure
of correspondence between s(rl) focal element and suitable l-th diagnosis cases.
Its calculation can be briefly described by the following formula:

ml(s(rl)) =

nl∑
i=1

γ
(rl)
i

n(l)∑
rl=1

(
nl∑
i=1

γ
(rl)
i

) , (4)
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where nl is l-th diagnosis data set size, n(l) is the Sl size and

γ
(rl)
i =

{
1 for η(rl) > ηBPA,

0 for η(rl) ≤ ηBPA,
(5)

where η(rl) is the matching level of the s(rl) with the data case. According to (4),
the basic probability value is the number of cases conformed with the l-th diagnosis
cases. This number is normalized with the sum of all s(rl) conformation numbers.
This operation provides truth of (3). The conformation condition is based on the
matching level, which can be calculated in the following way:

η(rl) = min
j∈J(rl)

μ
(rl)
j (xj), (6)

where J(rl) is the set of considered symptoms in the s(rl) and xj is the j-th
symptom value of data case x. According to (5), the ηBPA influences the basic
probability assignment. Lower values of the threshold allow more uncertainty of
the focal elements, which are treated as conformed. On the other hand, higher
threshold values cause that only the best adjusted focal elements can obtain the
highest BPA value.

2.2 Diagnosis Belief Measure

The DST-based diagnosis support is related to the diagnosis belief calculation,
which adds the basic probability values of the s(rl) elements, which are sufficiently
conformed with the medical data case. The belief measure is calculated as:

Bell(x) =
n(l)∑

rl=1

γ
(rl)
Belml(s(rl)), (7)

where

γ
(rl)
Bel =

{
1 for η(rl) > ηT ,

0 for η(rl) ≤ ηT .
(8)

According to (7) and (8), ml(s(rl)) is added to Bell, if the s(rl) matching level
with data case is higher than determined threshold ηT . Belief measure should
be calculated for all considered diagnoses (Dl). Final diagnosis (denoted as D)
is chosen according to the following formula:

D(x) = Dl for l = argmax
1≤l≤C

(Bell(x)). (9)

It is possible that the highest Bel value can be obtained for more than one
diagnosis. In this situation medical diagnosis should not be stated arbitrarily.
Hence the data case is treated as undiagnosed. Similarly to the ηBPA, the ηT
threshold is the parameter, which tunes the inference and allow to use in the
belief calculations more or less suited focal elements.
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3 The Design of Membership Functions

Membership functions for fuzzy focal elements can be designed through statis-
tical analysis of training data. In [6] different membership function shapes are
considered and discussed. In this paper, trapezoidal membership functions are
used. Their shape can be described as:

μ(x, [a, b, c, d]) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, x ≤ a,
x−a
b−a , a < x ≤ b,

1, b < x ≤ c,
d−x
d−c , c < x ≤ d,

0, x > d.

(10)

Let us denote X l as the subset of the medical data set X, for which every data
case is assigned to the l-th diagnosis. Hence, X l can be denoted as:

X l = {xl1, · · · , xli, · · · , xlnl
}, (11)

where nl is the X l set size. Moreover, let us denote xjl as j-th symptom values
from X l as:

xjl = {xj1 · · · , xji · · · , xjnl
}. (12)

In the research one membership function is designed for each j-th symptom and
l-th diagnosis data subset. Hence C ·p membership functions are designed. To this
end, statistical measures of the xjl should be found: x̄jl and σjl as the mean and
standard deviation values. This values can be used to treat the xjl as normally
distributed data. Remaining values, which are used for the trapezoidal function
design are: lower and upper quartiles (Q1jl , Q3jl) of normal distribution and the
intersection point x

(l)
c between two neighbouring (l-th and (l + 1)-th) distribu-

tions. It is clear that the trapezoidal function shapes should be designed indi-
vidually for data subsets with the lowest, intermediate and highest mean values.
The equations used to trapezoidal membership function parameter calculation
are presented in the Table 1. The z and Z in Table 1 are sufficiently small and
big numbers according to minimal and maximal values of xjl, respectively. This
operation provides, that trapezoidal function are left- and right-opened for the
lowest and the highest value of training data, respectively. However, for few data
couples it is possible that lower or upper quartile outreach suitable x

(l)
c value.

Hence the design must be protected from incorrectly parameter calculation. It
can be done with two conditions:

• if b ≤ x
(l−1)
c :

a = 0.99 · x
(l−1)
c ,

b = 1.01 · x
(l−1)
c ,

• if c ≥ x
(l)
c :

c = 0.99 · x
(l)
c ,

d = 1.01 · x
(l)
c ,

which recalculate function parameters to obtain sufficiently steep slopes [7].
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Table 1. Trapezoidal membership function parameters calculated according to the
data statistical analysis

xjl with the lowest x̄jl xjl with intermediate x̄jl xjl with the highest x̄jl

a = z · min
1≤i≤nl

(xji) a = b − 2(b − x
(l−1)
c ) a = b − 2(b − x

(l−1)
c )

b = min
1≤i≤nl

(xji) b = Q1jl b = Q1jl

c = Q3jl c = Q3jl c = max
1≤i≤nl

(xji)

d = c + 2(x
(l)
c − c) d = c + 2(x

(l)
c − c) d = Z · max

1≤i≤nl

(xji)

4 Rule Selection Algorithm

The main aim of the rule extraction is to find the best subset of 2p − 1 possi-
ble focal elements of the l-th diagnosis. The solution should provide satisfactory
results in the view of the diagnosis efficiency and rule number. The rule elimina-
tion algorithm was used to obtain simple rules in the [6,8]. According to these
results a different way to the rule extraction can be proposed when an acceptable
effectiveness must go along with the simplest rules. Here, the rule selection algo-
rithm is described. Its performance is based on iterative focal element adding to
the created fuzzy focal element set to obtain the best diagnosis efficiency. The
rule selection algorithm can be described in the following steps:

1. Choose training data X = {x1, ...,xi, ...,xN} as well as the ηBPA and ηT
thresholds.

2. Design fuzzy membership functions for each symptom and each diagnosis
μ
(l)
j (xj), l = 1, · · · , C, j = 1, · · · , p through statistical analysis of X.

3. Create initial fuzzy focal element sets Ŝl and calculate the basic probability
assignment for each set of diagnostic rules s(rl), rl = 1, · · · , n(l), l = 1, · · · , C.

4. For each diagnosis, find the first focal element with the maximal ml(s(rl))
value in Ŝl and move it to the new created focal element set Sl.

5. Recalculate the basic probability assignment for every fuzzy focal element
s(rl) in Sl, l = 1, · · · , C.

6. Calculate the belief measure Bell(xi) for every data case, i = 1, ..., N . Select
the final diagnosis, l = 1, · · · , C.

7. Calculate the diagnosis error as the number of cases misdiagnosed and cases,
for which the diagnosis can not be selected.

8. If it is the first iteration, go to step 11. Otherwise go to step 9.
9. If the diagnosis error increased, go to the step 13. Otherwise go to step 10.

10. If yet achieved error is the lowest, go to step 11. Otherwise go to step 12.
11. Save actual focal element sets Sl as the best (S′

l), l = 1, · · · , C.
12. For each diagnosis where error occurs, find the focal element with the maxi-

mal ml(s(rl)) value in Ŝl and move them to the created focal element set Sl

and go to the step 5.
13. Terminate the algorithm. Final focal element sets are S′

l.
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In this algorithm the “most valuable” focal elements are gradually moved into
the final rule set. This allows for prevalence of focal elements of the best differen-
tiation force among diagnoses. The initial fuzzy focal element set Ŝl (l = 1, ..., C)
can contain all possible combinations of p symptoms, hence its size grows expo-
nentially with the symptom number. On the other hand, the objective of the
algorithm is to extract simple rules. Hence, the Ŝl size can be limited. It is pos-
sible to specify the maximum symptom number in the focal element. Thus, focal
element with too many symptom conditions (which have bad influence on their
readability) are not created. This detail also affects the reduction of calculations
when the high-dimensional data are proceed.

5 Experiments

Thyroid Disease [9] is commonly known medical data set and often used in
the diagnostic rule extraction methods. This source provides 10 different data
sets related to the thyroid gland functionality. In this paper the “new-thyroid”
set is considered. The set contains 215 medical data cases divided into three
thyroid diagnoses: normal activity (150 cases), hypothyroidism (30 cases) and
hyperthyroidism (35 cases). Each data case is also the set of 5 medical test
results. All of them are numerical values related to following hormones:

1. triiodothyronine-resin uptake test (percentage value),
2. total serum thyroxin (T4),
3. total serum thiiodothyronine (T3),
4. total serum thyrotropine (TSH),
5. maximal TSH serum difference after 200 mg of TSH-releasing hormone

injection.

Trapezoidal membership functions designed for the Thyroid Disease data are
presented in Fig. 1. The ηBPA and ηT thresholds influence the rule extraction
performance. The couple that provides the highest efficiency is: ηBPA = 0.4, ηT
= 0.25. The performance of the algorithm of rule selection is presented in Fig. 2.
Diagnosis error and rule number in every iteration are depicted with points and
bars, respectively. The former are connected by line for readability. Since data
symptom number is low, size of the initial fuzzy focal element sets does not have
be limited. Initial focal element sets (Ŝl, l = 1, ..., C) include 31 focal elements
for each diagnosis. According to the Fig. 2, fuzzy focal element set obtained in
the eighth iteration is chosen as the best set due to only two misdiagnosed cases.
There were no further iteration, for which the diagnosis error has decreased. The
efficiency of the fuzzy focal element set can be calculated in the following way:

E =
N − ε

N
· 100% (13)

where ε is the diagnosis error and N is the data set size. According to (13), the
set of 23 fuzzy focal elements created in the eighth iteration provides 99.07%
efficiency, which is better results than published in [6]. The rule set for the
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Fig. 1. Trapezoidal membership functions designed for the Thyroid Disease data set.
Leftmost, middle and rightmost functions describe “low”, “normal” and “high” symp-
tom value, respectively.
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Fig. 2. Rule selection algorithm performance with the Thyroid Disease data set

thyroid disease diagnosis extracted from the training data are presented in the
Table 2. It can be noticed that this efficiency comes at a price of numerous focal
elements. This issue is related to the well-known trade-off between high reliability
and good interpretability of the extracted knowledge [3]. With the ηBPA and
ηT threshold there is possibility to tune the extracted knowledge. Diagnosis
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Table 2. Fuzzy focal element sets obtained as a result of the rule selection algorithm.
The ηBPA and ηT thresholds are set to 0.5 and 0.25, respectively.

s(rl) m1(s
(rl)) m2(s

(rl)) m3(s
(rl))

X1 is A
(1)
1 0.13 0.11 0.14

X2 is A
(2)
2 0.15 0.14 0.17

X3 is A
(3)
3 0.13 0.12 0.14

X4 is A
(4)
4 – 0.11 0.15

X5 is A
(5)
5 0.14 0.15 0.13

X1 is A
(6)
1 and X2 is A

(6)
2 0.11 – 0.13

X1 is A
(9)
1 and X5 is A

(9)
5 0.10 – –

X2 is A
(10)
2 and X3 is A

(10)
3 0.11 – –

X2 is A
(11)
2 and X4 is A

(11)
4 – – 0.14

X2 is A
(12)
2 and X5 is A

(12)
5 0.13 0.14 –

X3 is A
(14)
3 and X5 is A

(14)
5 – 0.11 –

X4 is A
(15)
4 and X5 is A

(15)
5 – 0.11 –

0.2
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Fig. 3. Diagnosis efficiencies obtained for all combination of ηBPA and ηT thresholds.
The highest efficiency is indicated by ⊗.

efficiency dependence on the thresholds determination in the range 0.05 to 0.95
with 0.05 step is presented in Fig. 3. The highest obtained efficiency is indicated
by mark (⊗). With the ηBPA and ηT thresholds set to 0.05 and 0.1 it is possible
to obtain the lowest possible number of focal elements equal six providing slightly
worse efficiency equal 95.35%. A lower ηBPA threshold allows the simplest rules
to obtain higher BPA values and the final efficiency is acquired for very few
rules. This rule set is presented in Table 3. It is possible to translate the fuzzy
focal elements to the heuristic rules, which represent extracted knowledge from
the medical data. According to the Fig. 1 fuzzy membership functions μ

(l)
j (xj),
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Table 3. Fuzzy focal element sets obtained as a result of the rule selection algorithm.
The ηBPA and ηT thresholds are set to 0.2 and 0.3, respectively.

s(rl) m1(s
(rl)) m2(s

(rl)) m3(s
(rl))

s(2): X2 is A
(2)
2 0.5 0.5 0.5

s(3): X3 is A
(3)
3 – 0.5 –

s(4): X4 is A
(4)
4 – – 0.5

s(5): X5 is A
(5)
5 0.5 – –

Table 4. Heuristic rules for the thyroid gland functionality diagnosis according to the
knowledge extracted from the Thyroid Disease data (new-thyroid set)

1. euthyroid diagnosis (n(1) = 2):

s(2): “T4 level is normal” m1(s
(2)) = 0.50

s(5): “TSH change is normal” m1(s
(5)) = 0.50

2. hyperthyroidism diagnosis (n(2) = 2):

s(2): “T4 level is high” m2(s
(2)) = 0.50

s(3): “T3 level is high” m2(s
(3)) = 0.50

3. hypothyroidism diagnosis (n(3) = 2):

s(2): “T4 level is low” m3(s
(2)) = 0.50

s(4): “TSH level is low” m3(s
(4)) = 0.50

which are used in fuzzy focal elements sets are also describing fuzzy sets related
to the natural language statements like “low”, “normal” and “high test result”.
Natural language statements occurring in Table 4 are presented by suitable fuzzy
sets in Fig. 1.

6 Conclusions

Experimental results show that the Dempster-Shafer theory along with the fuzzy
set theory can be used to create a diagnostic rule base and to interpret heuris-
tically data-driven medical knowledge. This framework successfully deals with
medical data issues like imprecision and uncertainty. As a result of the rule
selection algorithm the fuzzy focal element set can be chosen to provide suffi-
ciently effective diagnosis. Extracted knowledge is comprehensive for a human
expert thanks to the intuitive understanding of trapezoidal membership func-
tions of fuzzy focal elements. Performance of the rule extraction algorithm can
be tuned with thresholds, which determine the BPA calculation and final diagno-
sis determination. The search of the best thresholds may involve computational
complexity but the rule extraction algorithm is always fast. Generally, the solu-
tion with best diagnosis efficiency may not be related to the lowest number of
focal elements. Hence, the threshold determination is also vague. The aim is to
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obtain a good compromise between the rule base reliability and its readability.
This paper presents results of the knowledge extraction with the training data.
Further research will deal with the mentioned compromise as well as with the
rule base generalization quality.
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Abstract. Gait recognition has received significant attention in the
recent years due to its applications in numerous fields of computer vision,
particularly in automated person identification in visual surveillance and
monitoring systems. In this paper, we propose a novel algorithm for
gait recognition using spatio-temporal motion characteristics of a person.
The proposed algorithm consists of four steps. First, motion features are
extracted from video sequence which are used to generate a codebook in
the second step. In a third step, the local descriptors are encoded using
Fisher vector encoding. Finally, the encoded features are classified using
linear Support Vector Machine (SVM). The performance of the proposed
algorithm is evaluated and compared with state-of-the-art on two widely
used gait databases TUM GAID and CASIA-A. The recognition results
demonstrate the effectiveness of the proposed algorithm.

Keywords: Gait recognition · Spatiotemporal model · Fisher vector
encoding · Visual surveillance

1 Introduction

Gait is a walking style of a person and can be used to recognize the individuals.
Unlike other identification modalities such as fingerprints, faces or iris biometric
which require a cooperation and physical contact of human, gait collection do
not require any interaction of human with the system and can be performed
at distance or at low resolution in a noninvasive and hidden manners, which
is unobtrusive. They are extremely useful in many applications such as sur-
veillance system and service robots interacting with human in daily life. Gait
recognition is a challenging task, considering it is affected by various factors,
such as the type of clothing or shoes, the walking pace, the nature of the floor,
injuries or other similar reasons. Although, gait may not be as powerful as finger-
prints or other modalities to identify the person but the characteristic to recog-
nize a person from distance makes it irreplaceable in many cases such as visual

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 8
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surveillance [20]. In this paper, we introduce a novel spatio-temporal gait rep-
resentation to characterize the distinctive motion information of an individual’s
gait using dense trajectories. It is important to mention that the proposed algo-
rithm does not require silhouette extraction or information related to it like
contour and skeleton of a human-body. A sample of dense points is selected
in each frame and being tracked in successive frames based on displacement
information from a dense optical flow field. Five different local descriptors are
computed along dense trajectories. In particular, various combinations of local
descriptors are evaluated for gait recognition and the best combination is found.
We used Principal Component Analysis (PCA) to project our local descriptors
into a low-dimensional subspace to alleviate the curse of dimensionality problem.
A codebook approach based on Gaussian Mixture Model (GMM) is exploited to
encode the features. We encode our local descriptors using Fisher vectors (FV)
and fuse them using representation level fusion [23]. Finally, linear Support Vec-
tor Machine (SVM) is employed to classify the encoded features.

2 Related Work

Numerous gait recognition methods have been proposed in literature and they
can be categorized into two classes: (1) model-based approaches and (2) model-
free approaches. In model-based approaches, the structure of human body and
its motion are used as a model by tracking the different body parts and joint
position over time [22]. Such models which may include stick figure, interlinked
pendulum and ellipse are generally constructed based on the prior knowledge of
human body shape. Bouchrika et al. [4] proposed a motion-based model using
the elliptic Fourier descriptors to extract features from human joints and incor-
porated them to establish a model for person identification. In [5], the author
split the human’s body region into three parts and the variance of these parts
are combined and used as gait features. Wang et al. [32] constructed structure-
based and motion-based models using a condensation framework to refine the
feature extraction for gait recognition. Recent studies [4,22,36] have shown that
such models can deal, to some extent, with the occlusion and rotation problems,
however, the performance of the model-based approaches is highly dependent on
the localization of torso, which is not easy to extract. Model-based techniques
are computationally expensive and also sensitive to the quality of the video,
therefore they are not considered suitable for real-world applications [36]. The
model-free approaches operate directly on the sequence of extracted human sil-
houettes. These techniques either exploit the temporal information of human
motion in the recognition process [1,6,20,30] or convert the images of a com-
plete gait sequence into a single template [2,18,28], and used them to recog-
nize the individual’s gait. In [20], the human’s body silhouettes are extracted
using background modeling and averaged over the time in a gait-cycle. This new
representation is known as gait energy image (GEI) and then classified using
Bayesian classifier. Several improvement in GEI, such as frame difference energy
image (FDEI) [6], Gait Entropy Image (GEnI) [1], Chrono-Gait Image (CGI) [30]
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and Gait Energy Volume (GEV) [27], Depth Gradient Histogram Energy Image
(DGHEI) [11] have also been proposed. In [37], various parameters of a person’s
silhouette and contour (e.g., height and width ratio, silhouette area, width and
centroid of the contour) are extracted and gait is approximated by radial basis
function (RBF). Microsoft Kinect is also used for gait recognition due to its built-
in features of depth data and skeleton information [10,11,27] for human-body
segmentation. However, its biggest restriction is the field-of-view, which is very
limited (1–4 m) [14]. In comparison with model-based approaches, the model
free techniques have shown more convincing recognition results on various gait
datasets and they are computationally efficient as well. Several algorithms have
used the motion information for gait recognition. Little et al. [18] developed the
shape of motion using optical flow field and used it to generate a feature vec-
tor for gait recognition. The method in [2] captured the motion intensity and
its direction information using optical flow field, and formulated in a histogram
based gait representation. In [16], authors calculated the optical flow fields on
extracted silhouettes and formulated a new representation for gait recognition,
known as Gait Flow Image (GFI). Sivapalan et al. [28] proposed the fusion of
HOG and Local Directional Patterns (LDP) to identify the gait and claims sig-
nificant improvement in recognition. The authors in [36] compute the HOF using
the silhouette images of a gait sequence and average them on a full gait cycle.
This new gait representation is known as Flow Histogram Energy Image (FHEI).
The major disadvantage with silhouette based gait recognition techniques is that
they require the precise segmentation of silhouette from the background images
which could not always be possible and still a challenging problem in the lit-
erature [37]. The rest of the paper is organized as follows: Sect. 3 describes the
proposed gait recognition algorithm. Experiments and results are reported in
Sect. 4 and the conclusions are drawn in Sect. 5.

3 Proposed Method

The proposed gait recognition algorithm works in four steps. In the first step,
dense trajectories are generated based on optical flow field and their motion
information is encoded using local descriptors. In second step, a codebook is
built based on GMM from one million randomly selected motion descriptors. In
third step, we encode the local descriptors using Fisher vector encoding and fuse
them in a representation level fusion. In the final step, the computed features
are classified using linear Support Vector Machine (SVM). Each step of the
algorithm is explained in the following sections.

3.1 Motion Descriptor

Numerous features have been proposed in recent years and have been success-
fully exploited in various computer vision problems; SIFT (Scale Invariant Fea-
ture Transform) [19], SURF (Speeded-Up Robust Feature) [3], HOG (Histogram
of Oriented Gradient) [7], HOF (Histogram of Optical Flow) [17], MBH (Motion
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Boundary Histogram) [8], and trajectory [31] are a few to mention. Recently,
dense trajectories have shown excellent results in action recognition [23,31]. Our
motivation to use dense trajectories for gait recognition is because they encode
the local motion patterns and they can be easily extracted from video sequences.
A sample of dense points is selected from each frame and being tracked in suc-
cessive frames based on displacement information obtained from a dense optical
flow field. Specifically, each point Pt = (xt, yt) at frame t is tracked in frame t+1
by median filtering in a dense optical flow field. Given a trajectory of length L,
a sequence of displacement vector S is formed as follow:

S = (ΔPt, .....,ΔPt+L−1), (1)

where ΔPt = (Pt+1 −Pt) = (xt+1 −xt, yt+1 − yt). The resulting vector S is then
normalized by the sum of the magnitudes of the displacement vector. That is,

S′ =
(ΔPt, .....,ΔPt+L−1)

∑t+L−1
j=t ‖ΔPj‖

(2)

The descriptor S′ encodes the shape of trajectory. Wang et al. [31] proposed the
HOG and HOF features along the dense trajectories. Moreover, two derivatives
along the horizontal and the vertical components of the optical flow are com-
puted, known as MBHx and MBHy respectively, to encode the relative motion
information between pixels along the respective axis. The orientation information
of each local descriptors are quantized into 8-bin histograms, with an additional
zero bin for HOF (i.e., in total 9 bins) and normalized with L2-norm sepa-
rately. We tested various combinations of all local descriptors on TUM GAID
dataset [11] to evaluate their performance for gait recognition. Figure 1 shows
the accuracy achieved by various combinations of these features. From the exper-
imental results, we concluded that HOG in combination with MBH outperforms
the others. HOG contains the information of static appearance whereas the MBH
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Fig. 1. Performance of various motion descriptors for gait recognition on TUM GAID
gait database.
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highlights the information about the changes in optical flow field (i.e., motion
boundaries). Combining information about person appearance and local motion
characteristics therefore greatly improves the result of gait recognition.

3.2 Codebook Generation

To build a codebook, we randomly select one million features from each descrip-
tors. Gaussian mixture model (GMM) is a generative model to describe the
distribution over feature space [23]:

p(X | θ) =
∑K

i=1 wiN (x | μi,
∑

i) (3)

where i is the mixture number (i.e., cluster number), K is total number of
clusters, wi is the weight of ith cluster and μi,

∑
i are the mean and covariance

matrix of the ith cluster, respectively. Moreover, θ = {wi, μi,
∑

i, i = 1, 2, ....,K}
is the set of model parameters. N (x | μi,

∑
i) is the D-dimensional Gaussian

distribution and can be expressed as,

N (x | μi,
∑

i) = 1√
(2π)D|

∑
i |e

−1
2 (x−μi)

�
∑−1

i (x − μi) (4)

In a given feature set X = {x1, ..., xt}, the optimal parameters of GMM are
learned through maximum likelihood estimation [21]. Then the soft assignment
of data xt to cluster i (also known as posterior probability) is defined as,

qt(i) =
wiN (xt | μi,

∑
i)

∑K
j=1 wjN (xt | μj ,

∑
j)

(5)

We consider that each model represents a specific motion pattern shared by
the descriptors in the codebook. Unlike the k-means clustering, which performs
hard assignment of feature descriptor to codeword, Expectation maximization
(EM) algorithm of GMM performs soft assignments of feature descriptor to each
mixture component. In this way, the local descriptors will be assigned to multiple
clusters in a weighted manner using the posterior component probability given
by the descriptor.

3.3 Feature Encoding

Once the local descriptors are extracted, they are used to construct a signature
to describe the video. Feature encoding converts the local descriptors into a
fixed length vector and this task is usually accomplished by vector quantization
of feature vectors and building a histogram of visual words [29]. Inspired by
the recent success of Fisher vector (FV) encoding in image classification, object
detection and action recognition [24,26], we choose it to encode our descriptors
under GMM. FV is an extension of bag-of-visual words (BoV) and derived from
Fisher kernel [26] which combines the characteristics of both discriminative and
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generic approaches. A given feature set X = {xt, t = 1, ...., T} of local descriptors
can be modeled into a vector by using the probability density function p(X|θ)
(See Eq. 3). The X can be mapped into a vector by computing the gradient
vector of its log-likelihood function at the current model parameters θ [29],

FX =
1
T

∇θlogp(X|θ), (6)

where FX representing the FV and its dimensionality depends on the number
of parameters in θ. The gradient of the log-likelihood function ∇θ describes the
contribution of parameters in the generation process. Assuming that xt is D-
dimensional local descriptor, its gradient vector with respect to mean μi and
covariance

∑
i is defined as [25]:

ui =
1

T
√

wi

T∑

t=1

qt(i)
xt − μi∑

i

, (7)

vi =
1

T
√

2wi

T∑

t=1

qt(i)
[
(xt−μi)

2

∑2
i

− 1
]

, (8)

where qt(i) is the soft assignments of t descriptor to ith Gaussian component (5)
and u, v are D-dimensional vectors. Equations 7 and 8 are known as the first and
second order differences of descriptor points to cluster centers, respectively. The
Fisher encoding for the set of local descriptors X is computed by concatenating
the all u and v for all K components. That is,

f = [u�
1 , v�

1 , u�
2 , v�

2 , ....., u�
K , v�

K ]� (9)

The total size of encoded vector is 2KD where K is total number of clusters
and D is the dimension of descriptor. We encode the HOG, MBHx and MBHy

descriptors using the above description and fuse them using representation level
fusion [23].

3.4 Classification

The encoded vectors are classified using Linear Support Vector Machine (SVM).
SVM is considered a powerful tool for solving classification problems in many
applications. Due to the high dimensionality of our features, we decided to use
SVM as a classifier. In the comparison of SVM, the other similarity based clas-
sifiers like K-Nearest Neighbor and probability based classifiers such as Naive
Bayes do not perform well on high dimensional features [12,13]. SVM first maps
the training samples in high dimensional space and then extracts a hyper-plane
between the different classes of objects using the principle of maximizing the
margin. Because of this principle, the generalization error of the SVM is theo-
retically independent from the number of feature dimensions. In this paper, we
used LIBLINEAR SVM library [9] for classification.
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4 Experiments and Results

The performance of the proposed method is evaluated on two widely used gait
recognition databases: TUM GAID database [11] and CASIA dataset A [34]. In
all experiments, we compute the local descriptors on each video sequence using
dense trajectories as described in the previous section. Each of our local descrip-
tor is 96 dimensional long. We used PCA to project them into lower dimension
space to alleviate the curse of dimensionality problem, prior to compute code-
book and FV. We observed from experiments that the reduced dimension of 48
produces the best results. The number of clusters in GMM modeling is fixed to
256 in all experiments.

4.1 Performance Evaluation on TUM GAID Database

The TUM GAID [11] is one of the biggest gait databases. It consists of 3370
video sequences of 305 subjects, captured in outdoor environment. The database
was recorded at 30 frames/second at Technical University of Munich, Germany
in two different sessions using Microsoft Kinect camera. The first session was
recorded in January 2012, which is the winter season in the region and tem-
perature is around −15 ◦C. Thus, the subjects were wearing heavy jackets and
mostly winter boots. A total of 176 subjects were recorded in this session. The
second session was recorded in April 2012 when temperature is around +15 ◦C,
thus, subjects were wearing significantly different clothes. Therefore, there was
a substantial variation in the clothing of participants. A total of 161 subjects
were participated in the second session. There was a subset of 32 subjects who
participated in both sessions. Ten walk sequences were captured for each subject
namely: normal walk (N), walk with bag-pack (B) and walk with coating shoes
(S). Each subject has six sequences of N , two sequences of B and two sequences
of S, recorded while the subject is moving from left-to-right and right-to-left in
the lateral view. Each subject in the subset of 32 peoples (who participated in
both sessions) has 10 more walk sequences which are represented as: normal walk
after time (TN), walk with bag-pack after time (TB), and walk with coating
shoes after time (TS). This subset allows the research community to analyze the
effectiveness of their methods under time and clothing variations. The author
in [11] has divided the dataset of 305 subjects in two sets: (1) development set
consist of 150 subjects; (2) test set contains the recording of 155 subjects. We
used the same division to evaluate the performance of our algorithm. We compare
the performance of the proposed gait recognition algorithm with several com-
peting approaches, including DGHEI [11], SVIM [35], GEI [11], and GEV [11].
The results are reported in Table 1, the best results in each experiments are
indicated in bold font. The results show that in most experiments the proposed
algorithm outperforms the other approaches by significant margins. In experi-
ment C, SVIM [35] shows better performance and in experiment A, DGHEI [11]
performs marginally better then ours.
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4.2 Performance Evaluation on CASIA-A Database

The CASIA-A dataset contains walking sequences of 20 subjects. Each subject in
the dataset has four sequences in three different directions; parallel to the image
plane (i.e., lateral view), 45◦ (i.e., oblique view) and 90◦ (i.e., frontal view). Each
subject walks twice, from left to right and right to left. The proposed method is
evaluated on the sequences recorded in lateral view. We used the first 3 out of 4
sequences in gallery set and the fourth one is used in probe set. Further details
of the experiment are described in Table 2. We also compared the performance of
the proposed algorithm with the state-of-the-art methods: Wang [34], Ning [33],
Bashir [2], and Kusakunniran [15]. The results are outlined in Table 3, which
shows that both proposed algorithm and Kusakunniran [15] approach achieve
100% recognition. The results of the experiments obtained on these two large
gait databases show the effectiveness of the proposed algorithm. On TUM GAID
database, the difference of recognition rate of the proposed algorithm and the
state-of-the-art is up to 35%. On CASIA-A database, the proposed algorithm
achieves 100% recognition.

Table 1. Comparison of recognition performance on TUM GAID gait database. GS is
Gallery Set and PS is Probe Set. The best results in each experiment are indicated in
bold font.

Experiment GS PS DGHEI [11] SVIM [35] GEI [11] GEV [11] Proposed

A N N 99.4 99.0 96.8 94.2 97.74

B N B 27.1 18.4 3.9 13.9 39.35

C N S 56.2 96.1 88.7 87.7 85.16

D N TN 44 15.6 28 28 46.88

E N TB 6 3.1 0 0 18.75

F N TS 9 28.1 22 22 34.38

Table 2. Details of experiment on CASIA-A gait database.

Experiment A

Gallery set First 3 sequences of each subject

Probe set Forth sequence of each subject

Gallery size 60

Probe size 20

Table 3. Comparison of recognition performance on CASIA-A gait database. The best
results in each experiment are indicated in bold font.

Experiment Wang [34] Ning [33] Bashir [2] Kusakunniran [15] Proposed

A 82.5 88.75 97.5 100 100
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5 Conclusion

A new gait recognition algorithm based on spatio-temporal characteristics of a
human motion is presented in this paper. The proposed method constructs a
set of dense trajectories by tracking a set of points in successive frames. Five
different local descriptors are computed along the dense trajectories and various
combinations of all local descriptors are evaluated to test their performance
for gait recognition. The descriptors are encoded using Fisher vector encoding
and classified using Linear SVM. The experimental results on two large public
datasets reveal that proposed algorithm is highly accurate.
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Abstract. GDPLL(k) grammars have been introduced as a tool for
the construction of syntactic pattern recognition-based systems. The
grammars have been successfully used in several different applications.
The practical experience with the implementation of a syntactic pattern
recognition system based on GDPLL(k) grammars has served to define
methodological guidelines for constructing such systems. In the paper
key methodological issues are presented.

1 Introduction

GDPLL(k) grammars have been defined [3,13] as a tool for constructing syntac-
tic pattern recognition systems. Syntactic pattern recognition [1,2,5,6,10,11,16,
18] is one of the main approaches in the field of computer recognition, based on
the theory of formal languages, grammars and automata. According to the app-
roach the recognition is made in two phases. In the first phase a structural repre-
sentation of a pattern is generated. The structure could be of the form of string,
tree or graph, consisting of some elementary components, called primitives. A set
of such structures is treated as a formal language. In the second phase, the struc-
tural representation is analyzed by a formal automaton, which is constructed on
the basis of a formal grammar generating the corresponding formal language. In
result a derivation of the analyzed structure is obtained. The derivation is used
by a syntactic pattern recognition system for describing structural features of
the pattern and for recognizing (classifying) it. The GDPLL(k) grammars are
string grammars which have several advantages in comparison to other types of
string grammars that can be used in syntactic pattern recognition systems [5,6].
They are characterized by very good discriminative properties (they are able to
generate a considerable subclass of context-sensitive languages). On the other
hand efficient parsing algorithm for GDPLL(k) grammars has been constructed
[13] as well as a grammatical inference algorithm [12,15]. Finally, let us point
out that a GDPLL(k) grammar could be designed as stochastic one [4] (a feature
also very important in some applications). Although the grammars have been
proven to be a suitable tool for the use in a syntactic pattern recognition system,
c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 9
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there is a lot of practical issues concerning the construction of such a system for
a real-world application. During several years we have conducted research into
practical usage of GDPLL(k) grammars, e.g. we have built a diagnostic system
for evaluating of organ of hearing in neonates in electric response audiometry [9],
and we have applied GDPLL(k) grammars in a system for electrical load fore-
casting [7]. The practical experience with the implementation of a syntactic pat-
tern recognition system based on GDPLL(k) grammars have allowed us to define
methodological guidelines for constructing such systems. In the paper we present
and discuss key methodological issues. Section 2 contains basic definitions con-
cerning GDPLL(k) grammars and a syntactic pattern recognition system based
on such grammars. In Sect. 3 the structural representation generator, being the
first element of the system, is described. Section 4 concerns the definition of a
proper GDPLL(k) grammar for a given application. In Sect. 5 we discuss the
problem of whole system construction and tuning, whereas conclusions are con-
tained in the final section.

2 Syntactic Pattern Recognition System Based on
GDPLL(k) Grammars

Let us introduce two basic definitions corresponding to GDPLL(k) grammars
[13].

Definition 1. A generalized dynamically programmed context-free grammar is
a six-tuple G = (V,Σ,O, P, S,M), where: V is a finite, nonempty alphabet;
Σ ⊂ V is a finite, nonempty set of terminal symbols (let N = V \ Σ); O is
a set of basic operations on the values stored in the memory; S ∈ N is the
starting symbol; M is a memory; P is a finite set of productions of the form:
pi = (μi, Li, Ri, Ai) in which μi : M −→ {TRUE,FALSE} is the predicate
of applicability of the production pi defined with the use of operations (∈ O)
performed over M ; Li ∈ N and Ri ∈ V ∗ are left- and right-hand sides of pi
respectively; Ai is the sequence of operations (∈ O) over M , which should be
performed if the production is to be applied. �

Definition 2. Let G = (V,Σ,O, P, S,M) be a generalized dynamically pro-
grammed context-free grammar. The grammar G is called a GDPLL(k) gram-
mar, if the following two conditions are fulfilled.

1. Stearns’s condition of LL(k) grammars. (The top-down left-hand side deriva-
tion is deterministic if it is allowed to look at k input symbols to the right of
the current position of the input head in the string).

2. There exists a certain number ξ such that after the application of ξ produc-
tions in a left-hand side derivation we get at the “left-hand side” of a sentence
at least one new terminal symbol. �

A derivation in GDPLL(k) grammars is defined in the following way. Before
application of a production pi we test whether Li occurs in a sentential
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Fig. 1. Syntactic pattern recognition system based on GDPLL(k) grammars

form derived. Then we check the predicate of applicability of the production. The
predicate is defined as an expression based on variables stored in the memory.
If the predicate is true, we replace Li with Ri and then we perform the sequence
of operations over the memory. The execution of the operations changes the
contents of the memory. It is done with the help of arithmetical and assignment
instructions. The automaton for GDPLL(k) grammars (GDPLL(k) parser) has
been described in [13]. We do not present it in the paper. We just notice here
that the algorithm reflects the way how the derivation in the grammars is per-
formed (it proceeds in a top-down manner). The scheme of a syntactic pattern
recognition system based on GDPLL(k) grammars is presented in Fig. 1. The
first element of the system is a module responsible for generation of a structural
representation of a pattern. It converts numeric data describing a pattern into
symbolic information (string of primitives of a string of fuzzy primitives) that
can be analyzed by a GDPLL(k)-based automaton. The second element is the
automaton. Its construction depends on the application. It may be implemented
in the form of a basic GDPLL(k) parser [13] or it can be a system of parsers
dealing with fuzzy symbolic information, so called a FGDPLL(k) transducer [8]
The architecture of these two elements of a syntactic pattern recognition system
based on GDPLL(k) grammars is discussed in succeeding sections.

3 Construction of Structural Representation Generator

One of the main practical problems with the applications of the syntactic pat-
tern recognition methods concerns elements of noise/distortions or uncertainty
in the analyzed patterns [18]. If a pattern is distorted or fuzzy, then the struc-
tural representation generator could output wrong or inaccurate primitives. In
such case the GDPLL(k)-based automaton usually does not bring proper results
of recognition either. Let us stress, that even one misrecognized primitive could
lead to the failure of the analysis of the whole pattern. For example, this prob-
lem had to be solved in case of a system for electrical load forecasting [7].
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The input data for the system describing a pattern to be recognized contained
some forecasted values (air temperature and insolation forecasts). Such values
are of course uncertain so they had to be treated as fuzzy. In the system we
used probabilistic neural networks (PNN) introduced by Specht [17] to generate
fuzzy primitives, i.e. a string of vectors (instead of a string of alphabet sym-
bols, as usual in case of syntactic pattern recognition applications). The vectors
are of the form: ((a1, p1), . . . , (an, pn)), where ai is the possible symbolic value
of the primitive, and pi is the probability that the primitive is equal ai. PNN
were proved to be a suitable tool, because apart from classification, the networks
could have delivered additional information on how far the presented pattern was
related to all classes (not only to the winner one). It is worth to point out that
PNN can be trained on some samples. It makes the construction of the structural
representation generator easier. Summing up our considerations, let us formu-
late the first methodological recommendation concerning the construction of the
structural representation generator.

I. If a syntactic pattern recognition system is to be used for distorted or fuzzy
patterns, the structural representation generator should be able to deliver addi-
tional (fuzzy) information about recognized primitives. A suitable tool that
may be used for this purpose is a probabilistic neural network.

If a GDPLL(k)-based automaton is to receive a string of fuzzy primitives as an
input data, its construction has to be more complex than a basic parser [8].

4 Definition of a GDPLL(k) Grammar

According to the syntactic pattern recognition approach, a set of strings of prim-
itives (or fuzzy primitives) is treated as a formal language. In most practical
applications, a syntax of the language is not known in an explicit way, and only
a sample of patterns is given. Since usually a number of sample patterns is big,
defining a grammar “by hand” is impossible. Fortunately, in case of GDPLL(k)
grammars, a grammatical inference algorithm (an algorithm that generates a
grammar automatically on the basis of the sample) has been successfully devel-
oped [12,15]. The algorithm can be used to define a proper GDPLL(k) grammar
for a particular application. Let us present main definitions needed to discuss
the grammatical inference algorithm [15].

Definition 3. Let A be a set of all (terminal) symbols which appear in the
sample, Z set of integer variables. Polynomial specification of a language is of
the form: Lp(A,Z) = S

pj(nk)
i where: pj is a polynomial of a variable nk ∈ Z;

variable nk can be assigned only values greater or equal 1; Si, called polynomial
structure, is defined in a recursive way:

(a) Si = (ai1 ...air ), where aij ∈ A. (Si is a basic polynomial structure), or:

(b) Si = (Spi1 (ni1 )
i1

...S
pir (nir )
ir

), where Sik is defined as in (a) or (b). (Si is a
complex polynomial structure). �
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Definition 4. Extended polynomial specification of a language Lep(A,Z) is
defined in the following way:

(a) Lep(A,Z) = Lp(A,Z) or:
(b) Lep(A,Z) = L1

ep(A1, Z1) L2
ep(A2, Z2) . . . Lz

ep(Az, Zz), or:
(c) Lep(A,Z) = L1

ep(A1, Z1) + L2
ep(A2, Z2) + . . . + Lz

ep(Az, Zz)

(Intuitively, an extended polynomial specification of a language is a polyno-
mial specification with the additional possibility of the application of alternative
polynomial structures). �

The grammatical inference algorithm for GDPLL(k) grammars is divided into
two phases:

– The first phase is responsible for extraction of the structural features of the
sample and generalization of the sample. An extended polynomial specifica-
tion of the language is obtained as the result of the phase.

– In the second phase, a GDPLL(k) grammar is generated on the basis of
extended polynomial specification of the language.

Both phases are independent of each other. The second phase is well-defined, i.e.
the result of this phase is strictly determined by the input data (an extended
polynomial specification of language). On the contrary, the first phase is not well-
defined since there may be many approaches to the generalization of the sample
and the “quality” of an approach depends on a particular application and a par-
ticular sample of the language. For example, the generation of a proper grammar
was a crucial problem when we built a syntactic pattern recognition system for
evaluating the organ of hearing in neonates in Electric Response Audiometry
(ERA) [9]. A multitude of sample patterns had been automatically analyzed by
the algorithm, which resulted in a definition of an extended polynomial specifi-
cation of the language. However, the specification had to be adjusted manually.
There were some sophisticated medical symptoms in ERA (known to experts)
that were not identified automatically as features of the language. Therefore,
on the basis of our experience we could recommend a human supervision over
the process of extraction of the features of the sample and generalization of the
sample. At the end of this section let us we formulate the second methodological
remark concerning construction of a syntactic pattern recognition system based
on GDPLL(k) grammars.

II. A definition of a proper GDPLL(k) grammar could be obtained by the appli-
cation of the grammatical inference algorithm. The specification of the lan-
guage being the result of the first phase of the algorithm should be verified
(and if its necessary adjusted) by the human designer of the system in order
to include all accessible expert knowledge in it.

Having a GDPLL(k) grammar defined, we can construct the second module of
the syntactic pattern recognition system: a GDPLL(k)-based automaton.
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5 System Construction and Tuning

The first element of a GDPLL(k)-based automaton that should be built is a
parser’s control table. The control table is a constant structure (for a given
grammar) determining an action which the parser should perform at its state
characterized by a lookahead string and the top element of the stack. More
formally, we may say that the control table contains a specification of transition
functions of the parser. The control table can be generated automatically by one
of the algorithms defined in our previous works [14]. As it has been mentioned
in Sect. 3, the construction of a GDPLL(k)-based automaton could be more
complex if the automaton is to receive a string of fuzzy primitives as an input
data. In order to analyze such input, it is necessary to trace many different paths
of derivation (led to alternative symbols in a fuzzy primitive specification). What
is more, the number of paths to be considered could increase exponentially every
input primitive read. It is also worth pointing out that if the input string is fuzzy
the result of the analysis (a classification) should also be fuzzy. It means that
we could obtain alternative classifications (having different probabilities). Let us
formulate the third methodological recommendation.

III. The syntactic analysis of a pattern described as a string of fuzzy primitives
should be performed with the use of an automaton that is able to efficiently
analyze all possible paths of derivation and generate a classification of the
pattern in the form of several most probable recognitions. FGDPLL(k) trans-
ducer can be used for this purpose.

An FGDPLL(k) transducer [8] includes a pool of GDPLL(k) parsers which are
needed to simultaneously perform several derivation processes for each possi-
ble value of an input primitive. The control of the automaton is responsible
for verifying, which of the derivation processes should be continued. For this
purpose it uses an auxiliary memory which contains computed probabilities for
each derivation process. The output of the automaton is of the fuzzy form and
it is called a variant classification of the pattern. Once the GDPLL(k)-based
automaton is constructed, we can start testing and tuning up the whole pattern
recognition system. A general scheme of system tuning is shown in Fig. 2 below.
Tasks that could be done automatically (with the use of defined algorithms) are
marked with dark-grey color. Tasks that need human expertise to be completed
are marked with light-grey. Let us consider nine steps presented in Fig. 2.

1. Primitive definitions’ adjustment. Proper definition of primitives is crucial
for the success of the recognition. The definition is sometimes quite straight-
forward, but more often it needs thorough experimental verification. In order
to make the process of primitive specifications adjustment easier we may use
parameters for primitives. For example in case of recognizing time-series pat-
terns we can parametrize the interval being the base for primitive definition,
or in case of recognizing shape structures we can parametrize size of a prim-
itive.
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Fig. 2. Scheme of the system tuning

2. Primitive extraction algorithm adjustment. If we change the definition of prim-
itives, the algorithm of their recognition usually should be changed as well. It
may require redesign of the algorithm, unless it is parametrized (correspond-
ingly to primitives).

3. Neural network training. In case fuzzy primitives are to be used in a given
application, a recommended tool for their identification is a probabilistic
neural network, PNN (see: Sect. 3). The advantage of using a PNN is the
possibility of its automatical training.

4. Generation of a language sample. A language sample is necessary for gram-
matical inference algorithm. It can be obtained automatically by the use of
primitive extraction algorithm (or a trained PNN) on the samples of input
patterns.

5. GDPLL(k) grammatical inference - phase 1. Phase 1 of GDPLL(k) grammat-
ical inference is responsible for recognition of structural features of the sample
and generalization of the sample. An extended polynomial specification of the
language is obtained as the result of the phase (see: Sect. 4).

6. Verification of the result of phase 1. As we have mentioned in methodologi-
cal recommendation no. IV, an extended polynomial specification should be
reviewed and modified by the human designer of the system in order to include
all accessible expert knowledge in it.
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7. GDPLL(k) grammatical inference - phase 2. In the second phase of gram-
matical inference, a GDPLL(k) grammar is automatically generated on the
basis of extended polynomial specification of the language.

8. Generation of the control table. Generation of a new control table for
GDPLL(k) parser is the last step of the system tuning/rebuilding (accord-
ingly to the changes in primitives’ definitions and in grammar definition).

9. System testing/changing system parameters. When the system is built (or
rebuilt), the tests can be started. There are some parameters of system
functioning that can be adjusted like the maximum number of simultaneous
derivation processes in case of FGDPLL(k) transducer. If the test results are
not satisfactory (even after experiments with different parameters), we should
return to step 1 (primitive definitions’ adjustment) or step 6 (verification of
the result of phase 1 of grammatical inferencing).

To sum up the considerations above, let us formulate the last methodological
remark.

IV. Tuning a GDPLL(k)-based syntactic pattern recognition system could be
a difficult and complex process. Although there are some supporting algo-
rithms already developed (grammatical inference, neural network training),
the process still needs human supervision. The main tasks the designer of the
system should take care of are: primitive definitions’ adjustment and veri-
fication of the result of the first phase of grammatical inference. The whole
process should proceed according to the scheme included in Fig. 2.

6 Concluding Remarks

In the paper we have presented some key methodological issues concerning con-
struction of syntactic pattern recognition systems based on GDPLL(k) gram-
mars. We have successfully implemented such systems in different application
areas and developed some useful tools supporting the implementation process.
However, there is still need of inventing new methods that can make the genera-
tion and tuning of the systems easier. Our research is now aimed at the following
goals.

– For now the grammatical inference algorithm for GDPLL(k) grammars is
based on positive sample only (i.e. only the words belonging to the language
are taken into account). In some applications it could be useful to consider a
negative sample as well (exemplary words that don’t belong to the language).
Therefore, the grammatical inference algorithm should be enhanced to take
advantage of such information.

– The form of the primitives depends on a particular application. Nevertheless,
we are going to develop an universal model of parametrizing of the primitives,
that can be used to automate the tuning of the whole pattern recognition
system.

The results of the research into problems mentioned above will be a subject of
further publications.
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Abstract. The paper presents two approaches for solving of a dis-
crete programming problem necessary for determining of estimates of
the equivalence relation on the basis of pairwise comparisons with ran-
dom errors. The problem minimizes sum of absolute differences between
relation form and comparisons. The problem is NP hard and can be
solved with the use of exact algorithms for moderate size of sets - about
50 elements. In the case of larger sets, at least 100 elements and/or
multiple comparisons, it is necessary to apply heuristic algorithms. The
paper presents original results: a statistical preprocessing, based on two
tests proposed, which allows determining of the optimal or suboptimal
solution for large sets with acceptable computational cost.

Keywords: Estimation of the equivalence relation · Pairwise compar-
isons · Nearest adjoining order idea

1 Introduction

The estimators of equivalence relation based on multiple pairwise comparisons
with random errors, proposed in Klukowski [8,9], require optimal solutions of
a discrete programming problem. The problem minimizes differences between
relation form, determined in appropriate way, and comparisons. The estimates
are consistent, under non-restricted assumptions about comparisons errors; the
speed of convergence is of exponential type [8] - for increasing number of com-
parisons of each pair. The optimization problems can be solved with the use
of appropriate algorithms: the complete enumeration – for sets including not
more than several elements, discrete mathematical programming – up to 50 ele-
ments (assuming single comparison of each pair), heuristic approach - for sets
exceeding 50 elements. Heuristic algorithms reduce computational costs but can
be not effective, especially in the case of probabilities of comparisons errors not
close to zero. However, large number of elements is advantageous - it allows
application of a statistical preprocessing (two statistical tests), which generate
new comparisons with significantly reduced probabilities of errors. This features

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 10
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make the approach, based on nearest adjoining order idea [2,11], highly effi-
cient and applicable for any size of a set. The paper consists of five sections.
The second section presents the estimation problem, assumptions about distri-
butions of errors of pairwise comparisons and the form of the estimator. In the
third section are described concisely well-known exact optimization problems
for equivalence relation, suitable for the sets with moderate number of elements.
Next section presents new topics: statistical tests generating pairwise compar-
isons with reduced probabilities of errors and the idea of algorithm proposed.
Last section summarizes the results.

2 Estimation Problem, Assumptions About Comparisons,
Form of Estimator

2.1 Estimation Problem

We are given a finite set of elements X = {x1, . . . , xm} (3 � m < ∞).
It is assumed that there exists in the set X the equivalence relation, i.e.:
reflexive, transitive, symmetric. The relation generates some family of subsets
χ∗
1, . . . , χ∗

n (n � 2); each subset includes equivalent elements only. The family
χ∗
1, . . . , χ∗

n have the following properties:

n⋃

q=1

χ∗
q = X, χ∗

r ∩ χ∗
s = {0}, (1)

where: {0} - the empty set,

xi, xj ∈ χ∗
r ≡ xi, xj - equivalent elements, (2)

(xi ∈ χ∗
r) ∧ (xj ∈ χ∗

s) ≡ xi, xj (i �= j, r �= s) - non-equivalent element. (3)

The relation defined by (1)–(3) can be expressed, alternatively, by the values
T (xi, xj) ((xi, xj) ∈ X × X)):

T (xi, xj) =
{

0 if exists r such that (xi, xj) ∈ χ∗
r ,

1 otherwise.
(4)

2.2 Assumptions About Distributions of Errors of Pairwise
Comparisons

The relation χ∗
1, . . . , χ∗

n is to be determined (estimated) on the basis of N
(N � 1) comparisons of each pair (xi, xj) ∈ X × X; any comparison gk(xi, xj)
(k = 1, . . . , N) evaluates the value of T (xi, xj) and can be disturbed by a random
error. The following assumptions are made: A1. The number of subsets n is
unknown. A2. The probabilities of errors gk(xi, xj)−T (xi, xj) (k = 1, . . . , N)
have to satisfy the following assumptions:

P (gk(xi, xj) = T (xi, xj)) ≥ 1 − δ (δ ∈ (0, 1)), (5)
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P (gk(xi, xj) = T (xi, xj)) + P (gk(xi, xj) �= T (xi, xj)) = 1. (6)

A3. The comparisons gk(xi, xj) ((xi, xj) ∈ X × X; k = 1, . . . , N) are indepen-
dent random variables. The assumptions A2–A3 reflect the following properties
of distributions of comparisons errors: • each probability of a correct compari-
son is greater than of incorrect one (inequalities (5), (6)), • zero is the median (in
“sharp” form) and the mode of each distribution of comparison error, • the com-
parisons are realizations of independent random variables, • the expected value of
any error can differ from zero. They are weaker than in the literature - see David
1988. Such the properties have comparisons resulting from a statistical test.

2.3 The Form of Estimator

The estimator presented in Klukowski ([8], Chap. 3, [9]), is based on the total sum
of absolute differences between relation form (values T (xi, xj)) and comparisons
gk(xi, xj) ((xi, xj) ∈ X × X). The estimates will be denoted χ̂1, . . . , χ̂n̂ or
T̂ (xi, xj). They are obtained on the basis of the discrete minimization problem:

min
χr, . . . , χr ∈ FX

{
∑

<i,j>∈Rm

N∑

k=1

|gk(xi, xj) − t(xi, xj )|}, (7)

where: FX - the feasible set: the family of all relations χ1, . . . , χr in the set X,
t(xi, xj) - the values describing any relation {χ1, . . . , χr} from FX, Rm - the
set of the form Rm = {< i, j > | 1 � i, j � m; j > i}.

2.4 Properties of Estimators

The analytical properties of the estimates, resulting from (7) are based on the
random variables:

∑
Rm

∑
k |gk(xi, xj) − T (xi, xj )|. The following results have

been obtained by the author [8]:

(i) the expected values: E(
∑

Rm

∑
k |g

k
(xi, xj) − T (xi, xj )|) and E(

∑
Rm

∑
k

|gk(xi, xj)− T̃ (xi, xj)|), i.e. corresponding – respectively - to actual and any
other relation T̃ (xi, xj), satisfy the inequality:

E(
∑

<i,j>∈Rm

N∑

k=1

|gk(xi, xj) − T (xi, xj)|)

< E(
∑

<i,j>∈Rm

N∑

k=1

|gk(xi, xj) − T̃ (xi, xj)|); (8)
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(ii) the variances of the above random variables divided by the number of com-
parisons N converge to zero, as N → ∞, i.e.:

lim
N→∞

V ar( 1
N

∑

<i,j>∈Rm

N∑

k=1

|gk(xi, xj) − T (xi, xj)|) = 0,

lim
N→∞

V ar( 1
N

∑

<i,j>∈Rm

N∑

k=1

|gk(xi, xj) − T̃ (xi, xj)|) = 0; (9)

(iii) the probability of the inequality
∑

Rm

∑
k |g k(xi, xj) − T (xi, xj )|

<
∑

Rm

∑
k |

gk(xi, xj) − T̃ (xi, xj )| converges to one, as N → ∞, i.e.:

lim
N→∞

P (
∑

<i,j>∈Rm

N∑

k=1

|gk(xi, xj) − T (xi, xj)| <

∑

<i,j>∈Rm

N∑

k=1

|gk(xi, xj) − T̃ (xi, xj)|) = 1, (10)

moreover:

P (
∑

<i,j>∈Rm

N∑

k=1

|gk(xi, xj) − T (xi, xj)|

<
∑

<i,j>∈Rm

N∑

k=1

|gk(xi, xj) − T̃ (xi, xj)| � 1 − exp{−2N( 12 − δ)2} (11)

(inequality (12) is based on the Hoeffding [6] inequality).

The relationships (i)–(iii) guarantee consistency and fast convergence to actual
relation.

3 Optimization Problems for the Equivalence Relation

The optimal solutions of the problem (3) can be obtained with the use of the
discrete optimization algorithms, applied also in cluster analysis. The discrete
algorithms are presented: in Hansen et al. [5], Hansen, P., Jaumard, B. [4],
Chopra, R. Rao, M.R. [1], Gordon [3]. An initial approach [10] has a form:

min{
n∑

j=1

m∑

k=1

m∑

l=1

dkl zkj zlj} (12)

n∑

j=1

zkj = 1 (k = 1, . . . , m), (13)
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zkj ∈ {0, 1} (j = 1, . . . , n; k = 1, . . . , m), (14)

where: dkl - distance (dissimilarity) between elements xk, xl, zkj - decision variable
equal 1 if an element xk is assigned to j-th cluster, zero otherwise. The problem
(12)–(14) has quadratic criterion function, linear constraints and zero-one vari-
ables. It can be applied for single comparison of each pair - distances dkl ought
to be replaced by comparisons gk(xi, xj); the optimal solution z∗

kj determines
the form of n subsets. The problem can be applied also for the case N > 1 using
median from comparisons g1(xi, xj), . . . , gN (xi, xj). The problem (12)–(14)
is hard to solve in original form and other approaches have been proposed, e.g.
the problem of the minimum weight equivalence relation [4,5]:

min{
m−1∑

k=1

m∑

l=k+1

dkl zkl} (15)

zkj + zlq − zkq � 1 (k = 1, . . . , m), (16)

− zkj + zlq + zkq � 1 (l = k + 1, . . . , m − 1), (17)

zkl + zlq + zkq � 1 (q = l + 1, . . . , m − 1), (18)

zkj ∈ {0, 1} (k = 1, . . . , n − 1; l = k + 1, . . . , m). (19)

The problem (15)–(19) can be solved with the use of the dual linear relaxation
and revised simplex algorithm. However, the approach need not always provide
optimal solution and other approaches have been developed too (see Hansen et
al. [5]; Hansen, P., Jaumard, B. [4]); in general, they can be used for the number
of elements not (significantly) greater than 50.

4 The Algorithm Based on Test Reducing Probabilities
of Errors

The problem (7) can be effectively solved with the use of heuristic algorithms in
the case of probabilities of errors close to zero. Such the probabilities indicate low
fraction of incorrect comparisons - their expected value is equal (m(m−1)/2)δN .
Large number of elements, i.e. m � 100, together with multiple comparisons of
each pair (N > 1) or m � 200, allows obtaining of “new” comparisons with signif-
icantly lower probabilities of errors than δ. The base for such comparisons are sta-
tistical tests which verify identity of distributions of “parallel” comparisons, i.e.:
gk(xi, x1) and gk(xr, x1), . . . , gk(xi, xm) and gk(xr, xm) (k = 1, . . . , N ; r �= i).
The null hypothesis has a form H0: all comparisons gk(xi, xj) and gk(xr, xj)
(k = 1, . . . , N ; r �= i, j; i �= j) have the same distributions, under alternative
H1: some of these comparisons have different distributions. The hypotheses can
be replaced by: H0: xi,xr are equivalent and H1: xi,xr are not equivalent. The
test statistic, proposed by the author, is based on values of the comparisons
gk(xi, xj) and gk(xr, xj) (k = 1, . . . , N ; r �= i, j); it has, for (m − 1)N � 200,
Gaussian limiting distribution. The test allows determining of both errors; it is
proper to fix them on similar level. It is clear that such the test reduces signifi-
cantly the probability of error δ.
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4.1 The Test for Equivalency of Elements

The test proposed is based on random variables:

ηirjk =
{

1 if gk(xi, xj) = gk(xr, xj),
0 if gk(xi, xj) �= gk(xr, xj).

(k = 1, . . . , N ; r �= i, j) (20)

The parameters of these (zero-one) variables are as follows: the expected value
assumes, under H0, the form:

E(ηirjk | H0) = (1 − δ)2 + δ2 (r �= i, j; j �= i), (21)

the variance – the form:

V ar(ηirjk | H0) = 2δ(1 − 3δ + 4δ2 − 2δ3). (22)

If H1 is true the parameters of the variable ηirjk assume the form:

E(ηirjk |H1) = 2δ(1 − δ) and V ar(ηirjk | H1) = 2δ(1 − 3δ + 4δ2 − 2δ3) (23)

It is obvious that:

E(ηirjk | H0) = (1 − δ)2 + δ2 > E(ηirjk | H1) = 2δ(1 − δ) (24)

and that the difference of both expressions is equal: 1 − 4δ(1 − δ). The same
parameters can be determined for the variables ηirik (k = 1, . . . , N), i.e. for
j = i. They assume the form:

E(ηirik | H0) = 1 − δ, V ar(ηirik | H0) = δ(1 − δ), (25)

E(ηirik | H1) = δ, V ar(ηirik | H1) = δ(1 − δ). (26)

The variables ηirik have higher expected value and lower variance than the vari-
ables ηirjk (j �= i). The above results show that the distributions of the variables:

1
(m−1)N

∑

r �=i,j

N∑

k=1

E(ηirjk| H0) and 1
(m−1)N

∑

r �=i,j

N∑

k=1

E(ηirjk| H1) (27)

are not the same: the expected value of the variable corresponding to H1 is lower,
while the variances of both variables are the same. Thus, the null hypothesis can
be formulated in the form:

H0 :
∑

r �=i,j

N∑

k=1

E(ηirjk) = N(m − 1)((1 − δ)2 + δ2) + N(1 − δ), (28)

the alternative:

H1 :
∑

r �=i,j

N∑

k=1

E(ηirjk) < N(m − 1)((1 − δ)2 + δ2) + N(1 − δ); (29)
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The variance of both variables is equal:

V ar(
∑

r �=i,j

N∑

k=1

ηirjk|H0) = V ar(
∑

r �=r,j

N∑

k=1

ηirjk|H1)

= 2(m − 1)Nδ(1 − 3δ + 4δ2 − 2δ3) + Nδ(1 − δ). (30)

The test statistics for null hypothesis assumes the form:

N((1 − δ)2 + δ2 + 1−δ
m−1 , 1

(m−1)N 2δ(1 − 3δ + 4δ2 − 2δ3) + δ(1−δ)
(m−1)2N ). (31)

The test has one sided rejection region, i.e. values lower than the value, corre-
sponding to assumed significance level α. The expected value of the statistics
converges to (1− δ)2 + δ2, as m → ∞, while the variance to zero, as m, N → ∞.
It can be shown [7] that estimates based on the problem (7) are also consistent as
m → ∞, in the case of constant number of subsets n. The example. Let us exam-
ine an example: δ = 0, 1; m = 100; N = 3. The difference of expected values
E(ηirjk| H0)−E(ηirjk| H1) equals 0,64, the variables E(ηirik| H0)−E(ηirik| H1)
equals 0,8, the variance of the distribution (31) is equal 0,0005 (standard devi-
ation 0,02236). In the case of elements xi ∈ χ∗

p and xr ∈ χ∗
q , (i �= r, p �= q)

included in different subsets, each with 10 elements, the difference of statistics
(28) and (29) is equal 0,1244, i.e. more than 5,56 of standard deviation. There-
fore, the test based on Gaussian distribution guarantees both probabilities of
errors lower than 0,003 and the expected value of incorrect comparisons lower
than 15 (total number of comparisons equals 4550). It is clear that actual form of
the relation is not known before estimation; therefore, the probability of the sec-
ond type errors, cannot be determined precisely. Thus, it is rational to determine
this probability for the subset χ∗

min with assumed minimal number of elements.
The minimal subset ought to include at least several percent of number m. The
subsets lower than χ∗

min, ought to be detected and excluded; their elements can
be associated with an estimate based on a reduced set, as a next step. The
detection of elements from small subsets can be done also on the basis of a sta-
tistical test. The null hypothesis assumes the form:

∑
j �=i T (xi, xj) = m − ν − 1

(i = 1, . . . ,m) under alternative:
∑

j �=i T (xi, xj) < m − v − 1, where: ν natural
number satisfying ν � ζ(m − 1), where ζ � 0, 05. The test can be based on
the properties of the statistics: 1

N

∑
j �=i

∑N
k=1 gk(xi, xj). Its expected value and

variance can be determined under null hypothesis – they are equal, respectively,
(m− 1− ν)(1− δ) and (m− 1− ν)δ(1− δ)/N ; for the alternative hypothesis the
expected value is lower than (m−1−ν)(1−δ). In the case mN � 200 the Gaussian
asymptotic distribution can be applied. Rejecting of the null hypothesis, for an
element xi, means that it does not belong to a small subset; rejecting it to whole
set X indicates lack of small subsets in the estimated relation. The compar-
isons obtained after above preprocessing, i.e. with low probabilities of errors and
without small subsets, are satisfactory for heuristic algorithms performing par-
titioning or agglomeration of elements. The algorithm proposed below belongs
to the second group.
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4.2 The Form of the Algorithm

The comparisons obtained on the basis of the hypotheses H0 and H1 are denoted
Γ = γ(xi, xj) (< i, j > ∈ Rm). The result γ(xi, xj) = 0 corresponds to H0, while
γ(xi, xj) = 1 - to H1. The comparisons γ(xi, xj) allow determining, for each
element xi ∈ X, two sets: the first one Ψ(xi) comprises indexes of elements
indicating acceptance of H0, the second Ω(xi) - indexes indicating rejection of
H0. It is clear that equivalent elements xi,xj , have the same sets Ω(xi) = Ω(xj),
while the sets Ψ(xi), Ψ(xj) satisfy the relationship Ψ(xi) − {j} = Ψ(xj) − {i}.
Thus, the algorithm minimizing the function (7) can be based on detection of
subsets χ̂r (r = 1, . . . , n̂) with these features or close to them. It can be
presented in the following simplified form.

START

10. To exclude small subsets from the estimated relation (using the test from
the end of the point 4.1) and to determine the probabilities of errors in the
test (28), (29). To verify the null hypothesis H0 (28) for (xi, xj) ∈ X × X
under alternative H1 (29), on the basis of comparisons gk(xi, xj), gk(xr, xj)
(k = 1, ..., N ; r �= i, j), for assumed probabilities of errors (the results
Γ = γ(xi, xj) (i = 1, ..., m, j �= i)). To determine the sets Ω(xi), Ψ(xi) for
each element xi ∈ X on the basis of results of the test. To determine the upper
limit md of a difference

∑
j �=i |γ(xi, xj)−γ(xr, xj |: md = int[2α(1−α)(m−1)

+ 3((2α(1 − α)(1 − 2α(1 − α))(m − 1)))0,5 + 0, 5] where: α - significance level
in the test H0, int[z] - integer part of z.

20. To create subsets χ̆s (s = 1, ..., n̆) from elements of the set X having the
following property: the difference

∑
j �=i |γ(xi, xj)− γ(xr, xj)| � md for each

xi, xr ∈ χ̆s. To determine the value of the criterion function (7) after this
operation; the value is denoted Fcur.

30. To determine the set Δ, comprising elements of the set X, having signifi-
cant contribution to the value of criterion function Fcur, i.e. all elements xi

satisfying the inequality:
∑

j �=i

|t̆(xi, xj) − γ(xi, xj | > mh,

where:
mh = (m − 1)α + 3(α(1 − α)(m − 1))0,5

.

If the set Δ is empty (#Δ = 0) go to 50.
40. To determine the best relocation of each element of the set Δ, i.e. into a

subset χ̆q (1 � q � n̆) or new subset χ̆n̆+1 providing maximal decrease of the
function (7). To perform the relocations starting from an element providing
maximal decrease of the function (7). If the value Fcur has been decreased in
this point go to 30.

50. Assume χ̆q (q = 1, ..., n̆) as the estimate χ̂q (q = 1, ..., n̂).

END
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The above algorithm is composed of two phases. The first phase is agglomeration
of elements with the same or similar sets Ω(·), Ψ(·). The level of “similarity”
is determined by the maximal value md of the difference (

∑
j �=i |γ(xr, xj) −

γ(xi, xj)|), ((xi, xr) ∈ χ∗
q (1 � q � n)); it is determined on the basis of the

sum of: the expected value E(
∑

j �=i |γ(xr, xj) − γ(xi, xj)|) and its three stan-
dard deviations (resulting from binomial distribution with probability α, i.e.
significance level in the test). The second phase is oriented at “improvement”
of the estimate obtained. The elements xi of the estimate χ̆q (q = 1, ..., n̆)
having significant contribution to the function (7) are detected. The minimal
value of the contribution mh is determined on the basis of expected value
E(

∑
j �=i |t̆(xi, xj) − γ(xi, xj)|) ((xi, xr) ∈ χ∗

q(1 � q � n)) and three stan-
dard deviations of the variable. The elements with significant contribution, i.e.∑

j �=i |t̆(xi, xj) − γ(xi, xj)| � mh, are relocated to subsets providing a decrease
of the function. The phase is finished after exhaustion of such elements. The
estimate with the criterion function equal to zero is equivalent to the optimal
solution, while with a positive value – can be close or equal to it. The comparisons
γ(xi, xj) having very low probabilities of errors are also usable for discrete pro-
gramming algorithms. It is intuitive that the algorithm performs nearly perfectly
for α ≤ 0, 01 and ζ ≥ 0, 1 (see point 4.1). It results from the fact that the value
E

∑
j �=i |γ(xr, xj) − (xr, xj)| is significantly different in the cases (xi, xr) ∈ χ∗

q

and (xi, xr) /∈ χ∗
q . The estimate obtained in such a way can be verified with the

use of tests stating existence of the relation against randomness of comparisons
or equivalency of all elements – see Klukowski [9], Gordon ([3], Chap. 7); veri-
fication of individual subsets χ̂r (1 � r � n̂) can be also done with the use of
known tests, e.g. Cochran test.

5 Concluding Remarks

The paper presents the methods of solving of the optimization problem necessary
for obtaining the estimates of the equivalence relation. They are applicable for
moderate size (m � 50) and large sets ((m−1)N � 200). The moderate case can
be solved with the use of well-known exact algorithms. Large number of elements
indicates another approach – the preprocessing, composed of two statistical tests,
generating new comparisons with reduced probabilities of errors; they are the
base for the heuristic algorithm proposed in the paper. The result (estimate) is
final, if the value of the criterion function approaches zero; the positive value
can be accepted as estimate or used as a starting point for exact algorithms.
Thus, the approach based on minimization of differences between comparisons
and relation form is useful computationally efficient and reliable for any size of
the set.
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Abstract. Every Siemens Magnetic Resonance Imaging (MRI) system
consistently writes events into log files while the system is running. The
log files and their contents are constantly refined by software developers.
This results in different information contents depending on the software
version. One information that is missing in some log files is the examined
body region. As the body region is crucial for usage analysis, we used
pattern recognition methods to estimate the examined body region for
software versions not logging it automatically. We learned the examined
body region from a set of used MRI acquisition parameters such as grid
and voxel size and could classify body region information with a classi-
fication rate up to 94.7%. We compared Bayesian Network augmented
Näıve Bayes, Decision Trees, and Neural Networks, and found Neural
Networks resulting in the best classification rate.

Keywords: Classification · Data mining · Pattern recognition · Log file
analysis · System usage

1 Introduction

Medical imaging devices not only produce medical images but also generate log
files. The log file content is developed with every released software version. Thus,
the log files provide insight into the detailed, subsequent events of a running
system. This information can constitute tremendous added value e.g. for pre-
dictive maintenance, trouble shooting, and usage analysis. With the customer’s
approval, the log files are systematically analysed also for Magnetic Resonance
Imaging (MRI) systems. MRI systems produce images of the anatomy and phys-
iological processes of the body. Mostly, only specific body parts are of interest
and thus, only those body parts are examined. Especially for usage analysis and
understanding requirements to the hardware and software of the system, knowing
the examined body region is essential. However, this information is logged auto-
matically only by systems with a software version released later than 2010. Thus,
many currently used MRI scanners do not deliver the examined body part auto-
matically. We want to solve this problem using Machine Learning (ML), learn
from scans with given examined body parts, and classify those examinations

c© Springer International Publishing AG 2018
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on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 11
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where the body region is unknown. Data mining is omnipresent in web usage and
more and more data mining is also applied in medical applications. For instance,
Asaro et al. [1] used medical record access logs for the identification of non-
characteristic user behaviour in order to detect unauthorized access to medical
records. Moreover, Gallagher et al. [2] use log file information of medical systems
to address security issues as well as operational aspects. Thus, they implemented
an audit system that tracks the access information per user. Data mining, as well
as ML, describes generating additional knowledge of the given information [3].
Many ML algorithms are shared with concepts used in pattern recognition (PR)
and are presented by Duda et al. [4]. Both, ML and PR, include the approach
of Neural Networks which process, dispose, and generate new information from
given data, similar to the human brain [5]. Furthermore, Decision Tree Learning
is a predictive modelling approach by partitioning the example space. E.g. Patil
et al. [6] use Decision Trees, Support Vector Machines, and k-Nearest Neighbour
for the classification of examination types in interventional X-ray imaging. Also
Chen et al. [7] use path analysis, sequential pattern discovery and other methods
to clinical information system log files in order to discover patient-specific clinician
information needs. With this gained knowledge, they displayed the most decisive
patient information and thus, could improve the user interface as well as work-
flow efficiency. Due to its simplicity and good results Naive Bayes is used in many
discussions, compared with other approaches, and modified in different ways [8,9].

2 Materials and Methods

In this section, we present the ML approaches Augmented Näıve Bayesian Net-
work (BAN), Decision Tree Learning, and Neural Networks and their solutions to
our problem implemented in SAS R© Enterprise MinerTM. Figure 1 illustrates the
main steps. We used 70% of the data set with available body region for training
and 30% for validation. Our data set contains 16147 scans recorded in log files
from 105 MRI scanners belonging to six different system types. The scans have
been executed during a time frame of three days on scanners all over the world.

2.1 Preprocessing

All three methods were applied to the same training and validation set after
preprocessing the data. First of all, we neglected empty examples as well as

Filters, MAD Partition

BAN

Decision Tree

Neural Network

Model Com-
parison

Fig. 1. Process chain illustrating the filters, transformation, and partition applied to
the training data. The preprocessed data presents the input for the methods BAN,
Decision Tree Learning, and Neural Networks. In the final step their results are tested
on the validation set and compared.
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outliers using the Median Average Deviation [10] and only selected scans with
known body region. This yields 15036 scans. Subsequently, we transformed the
data using quantile binning and applied stratified partitioning such that we use
70% (10527) for training and 30% (4509) for validation. Afterwards, three in the
following described classification methods have been applied to the preprocessed
data. We present in Table 1 the distribution of body regions in percent in our
training set which constitute the classes. Furthermore, Table 2 shows the para-
meters given in the log file data which we used for the classification.

Table 1. Class-wise distribution of sample data.

Variable Distribution (%)

Head 39.53

Spine 15.85

Heart 12.80

Abdomen 8.96

Knee 8.42

Brain 4.96

Shoulder 3.97

Extremity 2.78

Pelvis 2.72

Table 2. MRI parameters used as features for classification of body regions.

Interval features Min Max Mean Skewness

Echo time 0 107.0 24.967 1.429

Inversion time 80 1918.0 439.779 1.359

Repetition time 2.5 5960.0 1196.475 1.316

Flip angle 0 180.0 88.379 0.187

Number of images 1 30.0 6.853 1.641

Slice measurement duration 15 512047.0 87005.770 0.916

Total scan time 1 714.0 121.133 1.015

Slice thickness 0.5 13.6 5.198 0.599

Nominal features Levels

Field of view 33

Coil 33

Contrast bolus 2

Acquisition matrix 33

Patient position 4
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2.2 Augmented Näıve Bayesian Network

The first approach is based on the state-of-the-art classifier näıve Bayes and
Bayesian networks. Introduced by Friedman et al. [11] as augmented näıve
Bayesian network (BAN), the classifier combines the simplicity of näıve Bayes
and the ability to cope with independence. A Bayesian network consists of ran-
dom variables, represented by nodes, and edges connecting the nodes. The edges
stand for conditional dependency between two nodes, whereas a näıve Bayesian
network only connects every input variable to the attribute class due to the
assumption of independence. On the contrary, BAN may have edges connecting
the variables with non-class attributes in addition [12]. In this work the maxi-
mum number of edges one node is connected with others is restricted to five. This
allows a fair amount of dependence between variables but also keeps the search
space low. The network structure is built on independence tests (constraint-
based) and such that the structure fits the training data best (score-based) [13].
According to the result shown in Table 3, the used classifier has a misclassifica-
tion rate of 7.1%.

Table 3. Result of the augmented näıve Bayesian network in form of a class-wise
confusion matrix.

Actual class Predicted class

Spine Shoulder Pelvis Knee Heart Head Extremity Brain Abdomen

Spine 645 7 5 0 0 4 7 16 6

Shoulder 10 120 0 1 0 0 0 1 0

Pelvis 5 2 66 0 0 0 1 1 9

Knee 0 0 3 271 0 0 8 0 0

Heart 0 0 1 0 401 1 0 0 4

Head 22 32 7 10 6 1799 22 230 3

Extremity 1 0 1 0 0 0 56 0 3

Brain 14 7 1 0 0 13 0 369 4

Abdomen 11 5 8 6 14 7 4 1 258

2.3 Decision Tree Learning

Another method with which we used to learn the missing body part information
from is called Decision Tree Learning. It learns and makes decisions based on a
decision tree. A decision tree consists of one root node describing the input and
several branches and leaves. Branches constitute decision rules and leaves rep-
resent classes containing a subset of the input. In our implementation, decisions
for the division are based on variance reduction. Each node is divided into two
branches successively. The maximum depth is ten and the minimal number of
entries in one node is set to five [14]. The resulting confusion matrix is given in
Table 4 and shows a misclassification rate of 7.0%.
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Table 4. Result of the Decision Tree Learning in form of a class-wise confusion matrix.

Actual class Predicted class

Spine Shoulder Pelvis Knee Heart Head Extremity Brain Abdomen

Spine 657 1 3 0 0 2 1 10 16

Shoulder 9 116 0 1 1 1 0 1 3

Pelvis 7 1 63 0 2 0 0 0 11

Knee 0 0 0 280 0 2 0 0 0

Heart 4 0 1 0 400 0 0 0 2

Head 10 0 0 4 1 2074 0 36 6

Extremity 3 0 2 10 0 1 46 0 5

Brain 10 0 1 0 3 104 0 283 7

Abdomen 13 4 7 0 10 1 1 1 271

Table 5. Result of the Neural Network in form of a class-wise confusion matrix.

Actual class Predicted class

Spine Shoulder Pelvis Knee Heart Head Extremity Brain Abdomen

Spine 674 0 1 0 0 3 4 5 3

Shoulder 7 119 0 0 1 1 0 2 2

Pelvis 1 1 75 0 0 0 1 0 6

Knee 0 0 0 280 0 0 2 0 0

Heart 0 0 3 0 402 0 0 1 1

Head 13 0 0 3 0 2072 0 42 1

Extremity 5 0 2 5 0 0 52 0 3

Brain 8 1 0 0 0 96 0 302 1

Abdomen 7 0 1 0 5 0 0 2 293

2.4 Neural Networks

We classified the MRI scans to the nine classes of body regions also using a Neural
Network. During the training phase the Neural Network learns and adapts the
weights in between the units such that the correct class is assigned depending
on the scan parameters [15]. We chose three layers, maximal iteration of 300,
and used 14139 weights. We show the class-wise confusion matrix in Table 5
indicating a classification rate of 94.7%. Furthermore, it lists the number of
scans assigned to the respective body region and the actual one. It illustrates
that the differentiation of brain and head poses the hardest decision with 96 and
42 wrong assignments, and the predominant main diagonal presenting the correct
classification. For training the Neural Network, we used the MRI parameters and
settings for the individual scans. The chosen coil constitutes the main indicator
with an importance of 66.6%. Table 6 lists all used features and their importance
to the weights of the Neural Network. Moreover, we performed a ten-fold cross
validation for training and validation, separately. We used a data set containing
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754707 examples. Figure 2 illustrates the resulting misclassification rates using
a bar plot. The horizontal axis carries the 10 folds named F1 to F10, whereas,
the vertical axis depicts the misclassification rate in percent. The best rate was
reached by F7 with 5.63%, the worst by F5 with 5.88% misclassified scans.
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Fig. 2. Misclassification rates of a 10-fold cross-validation method.

Table 6. The feature importance in percent to the weights of the Neural Network.

Variable Importance (%)

Coil 66.6

Flip angle 26.2

Number of images 25.9

Patient position 19.1

Repetition time 16.6

Echo time 14.4

Slice thickness 13.5

Slice measurement duration 12.9

Field of view 12.7

Acquisition matrix 11.9

Total scan time 8.9

Inversion time 4.6

Contrast bolus 4.0
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Table 7. Data sets of 10-fold cross-validation. Number of used examples for training
and validation are given next to the misclassification rate (MCR) and the root mean
square error (RMSE) per run.

Folds Training Validation MCR RMSE

Total 528691 226016 5.89 0.086

1 476033 203328 5.84 0.085

2 475697 203491 5.68 0.084

3 475927 203387 5.83 0.085

4 475845 203369 5.86 0.085

5 475967 203330 5.88 0.085

6 476038 203408 5.85 0.085

7 475714 203409 5.63 0.083

8 475810 203345 5.79 0.085

9 475677 203620 5.82 0.085

10 475511 203457 5.68 0.084

The number of examples used for training and validation for every fold is given
in Table 7. In addition to the misclassification rate (MCR), it shows the root
mean square error (RMSE) with a maximal value of 0.085.

3 Discussion

We classified 16147 MRI scans by their examined body regions using BAN,
Decision Tree Learning, and Neural Network. The Neural Network delivered the
best classification rate of the validation set of 94.7%. BAN classified the scans
resulting in a classification rate of 92.9%, we reached 93.0% with the approach
of Decision Tree Learning. We showed in Table 6 that the chosen coil for the
examination is a main contributor to the correct classification. However, the best
classification requires the incorporation of all nine parameters. In future work,
the Neural Network should be tested and developed further for other incomplete
data sets and parameters in order to counteract inconsistent log file data sets
due to different software versions of the systems.
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Abstract. This paper presents a novel object segmentation technique
to extract objects that are potentially scattered or distributed over the
whole image. The goal of the proposed approach is to achieve accurate
segmentation with minimum and easy user assistance. The user provides
input in the form of few mouse clicks on the target object which are used
to characterize its statistical properties using Gaussian mixture model.
This model determines the primary segmentation of the object which
is refined by performing morphological operations to reduce the false
positives. We observe that the boundary pixels of the target object are
potentially misclassified. To obtain an accurate segmentation, we recast
our objective as a graph partitioning problem which is solved using the
graph cut technique. The proposed technique is tested on several images
to segment various types of distributed objects e.g. fences, railings, flow-
ers. We also show some remote sensing application examples, i.e. seg-
mentation of roads, rivers, etc. from aerial images. The obtained results
show the effectiveness of the proposed technique.

Keywords: Object segmentation ·Gaussian mixture model ·Graph-cuts

1 Introduction

Object segmentation refers to the extraction of a particular object from an image.
It is a binary pixel labeling problem that partitions the image into two regions;
foreground and background. Various interactive solutions to this problem have
been proposed in literature, e.g. [3,7,9,14,23,24,29] and that usually require
human user assistance to obtain satisfactory results. User assistance in object
segmentation is used to guide the segmentation process and it is usually provided
in the form of few scribbles on the target object and on the background. Each
segmentation approach requires a different level of user assistance to obtain a
neat segmentation. Magic Wand and Lasso tool [1] provided by many image edit-
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ing tools are considered to be the oldest and the simplest object segmentation
techniques. Their accuracy totally depends on the user expertise and usually it
takes a huge amount of time to obtain an accurate segmentation. Intelligent scis-
sors [21] is an interactive segmentation tool which exploits the object contours
to allows quick and accurate object segmentation. The user provides few seeds
on the object boundary and it uses ‘live-wire’ boundary detection [20] to find
the optimal contour between the seed points. Its results are usually satisfactory
with adequate user assistance. Many other objects contour based segmentation
methods have also been proposed e.g., [11,12,17]. Corel Knockout 2 [2] allows the
user to specify the object trimap with the pencil tool and the pixel membership
of the unknown region to foreground or background class is decided by comput-
ing the ratio of the distance between of the pixel color to the object color and
background color. Graph based segmentation [5] has gained widespread popu-
larity due to its superior performance. In graph based segmentation approaches,
the image is represented as weighted undirected graph and the segmentation is
solved by finding global minimum of the energy function defined over the graph.
According to [28], a considerable user effort is required to obtain satisfactory
results. A review of well-known graph based image segmentation techniques can
be found in [25]. Lazy Snapping [15] is another interactive segmentation which
requires the user to mark few lines on the target object and the background.
The segmentation is performed through graph cut technique [5]. It shows ade-
quate results, however the user is fatigued in terms of post processing boundary
editing which is quite similar to the seeding step in Intelligent scissors method.
GrabCut [28] is an iterative solution to graph cut optimization based on initial
hard segmentation. Border matting [22] is used to obtain fine segmentation of
object boundaries. GrabCut requires the user to draw a rectangle around the
target object, the region outside of this rectangle is treated as background. The
foreground and the background are represented with Gaussian mixture models
(GMM) and the segmentation is obtained through global optimization which can
be improved interactively. GrabCut is easy to use, however to refine the segmen-
tation the user may need to feedback the system. The segmentation quality of
GrabCut is significantly better than its ancestors. Other well known graph based
segmentation approaches are [10,25,26,30–32]. A comprehensive description of
energy functions that can be minimized using graph cuts is given in [13] and an
overview of graph cuts may be found in [6]. Figure 1 shows the user assistance
required in the interactive segmentation techniques described above. Most exist-
ing segmentation techniques take trimap as input and are capable to accurately
segment a single coherent object. However, these techniques are not effective in
segmenting distributed objects which may cover the entire image, e.g. fences,
roads, rivers, railings. Indeed, in such cases the definition of the trimap turns to
be a very time consuming, tiresome and error prone task. In this paper a novel
object segmentation technique is presented to extract objects that are spread on
the whole image. The main contributions are:
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(a) Magic Wand (b) Intelligent Scissors (c) Knockout 2

(d) Graph Cut, Lazy
Snapping

(e) GrabCut

Fig. 1. User assistance required in existing well-known object segmentation techniques.

– Proposal of a novel segmentation technique to extract distributed or scattered
objects;

– Minimal and easy user assistance in the form of few mouse clicks on the target
object is required;

– The undesired background is automatically inferred without user intervention
and Gaussian mixtures are exploited for primary segmentation;

– A trimap is created automatically and then graph based segmentation is used
as the last refinement step;

The effectiveness of the proposed technique is tested on heterogeneous images
to segment various types of objects. Moreover, its application in remote sensing
to segment the roads, streams and rivers from aerial images is also presented.

2 Proposed Object Segmentation Technique

The proposed object segmentation technique is a multi-stage algorithm that
takes the user input in the form of few mouse clicks on the target object. Based
on this input the color characteristics the target object are estimated using
mixture of Gaussians and a rough segmentation is obtained which is then refined
through simple morphological operations. In the final stage the fine segmentation
is achieved by recasting the problem as graph partition and solving it trough
graph-cuts. Let I be an input image and let P be the n points marked by the
user on the target object. To achieve better modeling accuracy the sample data
is increased by including the κ-neighboring points around each pi ∈ P , defined
as κ × κ square matrix centered at pi, with κ odd. It turns out that a total
of κ2n points representative of the target objects are collected. Each pixel is
represented with its red, green and blue components in RGB color space.
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2.1 Estimating Gaussian Mixture Models

Gaussian Mixture Model (GMM) is considered to be a quite general and accurate
approach to represent the statistical properties of a data. A GMM is a parametric
probabilistic model given by a weighted summation of Gaussian density func-
tions. In particular, the likelihood of a pixel x, given the Gaussian mixture model
G is defined as:

p(x|G) =
K∑

i=1

πig(x | μi, Σi) (1)

where K is the number of Gaussian components, πi, μi and Σi are the weight,
mean and covariance of i-th Gaussian component with

g(x | μi, Σi) =
1√

(2π)3 | Σi|
exp(−1

2
(x − μi)�Σ−1

i (x − μi)) (2)

The model parameters {π1,··· ,K , μ1,··· ,K , Σ1,··· ,K} can be estimated through
expectation maximization (EM) algorithm [8,16]. The only limitation of GMM
and almost all other clustering approaches is to specify the number of clus-
ters K to use for modeling. To this end, we exploit the Minimum Description
Length (MDL) method [27] to estimate the model order. The MDL principal
selects the model that results in minimum code length of the data and the
model parameters. Indeed, it attempts to minimize the following function C:

C(G,K) = − log p(x | G) +
1
2
L log(M) (3)

where L is the code length of model parameters G. M is the size of the data
i.e., M = 3κ2n as there are κ2n points and each is represented with 3 values.
The minimum value of C in Eq. 3 is achieved by minimizing the log-likelihood
term (increasing the maximum-likelihood (ML)) and the code length required
to describe the model parameters and the data. Starting with K0, a fixed value
greater than the number of expected components, EM algorithm is used to esti-
mate G and MDL is used to find the optimal order. After each iteration, the
two most similar clusters are merged and the process is repeated until K = 1.
Finally, G and K corresponding to smallest MDL value C are selected as optimal
model parameters.

2.2 Initial Segmentation and Rectification

The Gaussian Mixture Model G is used to obtain the raw segmentation of the
target object using Mahalanobis distance [18], computed as:

d(x,G) =
K∑

i=1

πi

√
(x − μi)�Σ−1

i (x − μi) (4)

Any given pixel triple x is classified as an object pixel if its distance from the
model is lower than a threshold τ , as a background pixel otherwise. Let Ω be
the obtained object mask defined as:



114 M.S. Farid et al.

(a)
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(b) (c)

(d) (e)

Fig. 2. (a) Image with user input (red squares), (b) Model order estimation through
MDL method with EM algorithm, (c) Cluster wise data distribution in the estimated
optimal order GMM, (d) The initial segmentation map (zoom in to see the isolated
blobs appeared as a result of false positives), (e) Segmentation map after false positive
elimination.

Ω(x, y) =
{

1 if d(I(x, y),G) ≤ τ
0 otherwise

Here Ω represents the initial segmentation result. We observed that the initial
segmentation may not be perfect; in particular, some non-target pixels may
be classified as object pixels (false positives). Furthermore, some object regions,
especially in the proximity of object boundaries, may be classified as background.
We use morphological operators to eliminate the false positives and graph-cuts
to include the false negatives. The false positives in the initial segmentation
usually appear as isolated blobs. We use open (◦) morphological operator to
remove all the blobs with size less than γ. Figure 2 shows an image with user
selected points on the target object, i.e. the fence. The GMM parameters and
model order are iteratively estimated starting with K0 = 20 clusters using the
approach described in the previous section. Figure 2b shows the value of C (Eq. 3)
for different values of K: the minimum occurs at K = 6 which represents the
optimal number of clusters for this example. Figure 2c shows the cluster wise
distribution of the sample points and Fig. 2d shows the initial segmentation map
Ω obtained with threshold τ = 4.7. Small isolated islands of false positives can
be seen in Fig. 2d whereas Fig. 2e shows the segmentation map after eliminating
them using γ = 30.
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2.3 Segmentation Refinement via Graph-Cuts

The false negatives usually appear in the proximity of the object boundaries and
inside the segmentation map (see Fig. 2e). To improve the segmentation results
we utilize the graph-cut techniques which have emerged as a powerful solution
to many optimization problems in computer vision. A rough classification of
the image pixels into at least two and ideally three classes is usually the input
to a graph cut algorithm. Here we divide the image pixels into three classes
namely, definite foreground F , definite background B and unknown U . The F
and B classes are assumed as fixed and known whereas the pixels belonging to
U class are to be decided upon. The image is then represented as an undirected
weighted graph where the pixels form the vertices and edges link the vertices
corresponding to neighbor pixels in the image. Two terminal nodes are added in
the graph representing the F and B classes and they are linked to every other
node in the graph. The edge weight represents the similarity between its end
vertices and they are computed as described in [5]. Finally, the classification of
U is performed by the iterative energy minimization through max-flow min-cut
algorithm described in [28]. To define the trimap representing the corresponding
classes: F,B and U , we take the segmentation map obtained from the previous
section as F class. Since, the false negatives usually lie in and around the object
boundary we use dilation (⊕) morphological operator to estimate the ‘Unknown’
region U . The segmentation map Ω is dilated with structuring element s of
size w:

Ωdil = Ω ⊕ s

The unknown region U region is then computed as:

U = Ωdil \ Ω

and region B is computed by negating the dilated mask:

B = NOT(Ωdil) (5)

(a) (b) (c)

Fig. 3. (a) Trimap: Green color represents the F region, Blue color shows the B region
and dark red represents the U region. (b) The U region is partitioned into F (shown
in dark red) and B (shown in yellow) using graph-cuts, (c) Final segmentation results.
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Figure 3a shows the trimap after dilation of mask (Fig. 2e) with structuring ele-
ment of size 7 × 7. Figure 3b shows the improvement achieved by graph-cut
based refinement. Final segmented object is shown in Fig. 3c.

3 Experimental Evaluation and Results

The proposed segmentation technique is tested on images with a variety of dis-
tributed objects e.g. fences, bars, grills, wires, roads, rivers, etc. In each experi-
ment the user marks few pixels on the target object. The number of user input

Fig. 4. Segmentation of fences.

Fig. 5. Segmentation of scattered objects. Left: a flock of sheep, middle: a bed of
flowers, right: a picket fence.
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Fig. 6. Segmentation of river and road from aerial images. Left: segmentation of the
Murchison river. Middle and right: segmentation of road from aerial images (the images
are borrowed from Massachusetts Roads Dataset [19]).

points depends on the color characteristics of the target object. From experiment
we found that 10 points are sufficient for objects with limited color variation
whereas in case of large variation up to 20 clicks can be required. In all experi-
ments the algorithm parameters are interactively tuned to optimize the segmen-
tation results. In particular, κ = 5 neighboring pixels are selected to increase the
sample data and the structuring element size w was set to 7. The clustering is
performed using CLUSTER library [4] and K0 in model order estimation is set to
20. Figure 4 shows the segmentation of fence-like-objects from images. Figure 5
shows the segmentation of similar objects scattered in the image. Segmentation
of roads and natural water sources e.g. rivers and streams from aerial images is
an important problem in remote sensing. The proposed segmentation technique
can be effectively used in such problems too. Figure 6 shows the segmentation
results of road and rivers from aerial images.

4 Conclusions

In this paper an object segmentation technique is proposed to segment objects
which are scattered over the whole image e.g. fences, railings, roads, rivers.
Since such objects are usually very thin and distributed over a large portion
of the image, the conventional segmentation techniques are not effective. The
proposed segmentation technique provides accurate and precise segmentation of
such objects with minimum and easy user interaction. The obtained results on
various distributed objects show the effectiveness of the proposed technique.
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Abstract. Automatic speaker verification systems are vulnerable to
several kinds of spoofing attacks. Some of them can be quite simple – for
example, the playback of an eavesdropped recording does not require any
specialized equipment nor knowledge, but still may pose a serious threat
for a biometric identification module built into an e-banking application.
In this paper we follow the recent approach and convert recordings to
images, assuming that original voice can be distinguished from its played
back version through the analysis of local texture patterns. We propose
improvements to the state-of-the-art solution, but also show its severe
limitations. This in turn leads to the fundamental question: is it possi-
ble to find one set of features which are characteristic for all playback
recordings? We look for the answer by performing a series of optimization
experiments, but in general the problem remains open.

Keywords: Playback detection · Antispoof algorithms · Biometrics

1 Introduction

The growing demand for automatic identity verification methods, which are nec-
essary, for example, to speed up the client authentication process at call-centers
providing essential services for banks or telecommunication companies, increased
interest in the biometric analysis of human voice signals. Despite the very good
performance of state-of-the-art speaker verification systems, their vulnerability
to – sometimes quite straightforward – spoofing attacks, remains one of the key
problems that prevent their wider use. Main types of such attacks include: imper-
sonation, voice conversion, speech synthesis, the use of artificial signals or the
playback of previously recorded speech. The latter does not require any extra-
ordinary skills, specialized knowledge nor sophisticated equipment. It can be
treated as a low-effort attack, very easy to implement with the help of ubiquitous
mobile devices, and – as we will show in the experimental section – potentially
very effective. The users of e-banking services are well aware of the threat related
to playback spoofing, and therefore do not trust the new biometric protections.
Surprisingly, only limited number of publications address the problem of play-
back detection. This is most probably caused by the lack of proper dataset, i.e.
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the speech corpus containing both authentic recordings and their recaptured
versions. The biggest publicly available database of speaker verification spoof-
ing attempts (ASVspoof 2015 [1]) does not contain replay attacks. In the recent
study [2], the playback was emulated using a random mix of three different
loudspeaker impulse responses and three different replay environments. Collect-
ing real-life examples of playback attacks is cumbersome and time-consuming;
additionally, the infinite number of possible recording conditions and hardware
configurations (different types of speakers, microphones, codecs etc.) that might
be used by the impostor, usually makes the hard-earned data unrepresentative.
As a result, many of the countermeasures lack generalization, and test results
are optimistically biased due to overfitting. Application of the challenge-response
scenario, in which the user is asked to utter a prompted phrase (for example a
randomly generated sequence of digits) might seem to be a natural solution to
the problem. This approach, however, affects usability of the system and requires
a significant cooperation from the speaker. Moreover, the actual identity verifica-
tion is more accurate when the voice sample represents the same phrase at each
authentication attempt. Consequently, the aforementioned method of playback
detection could deteriorate the performance of the biometric protection module.
Most of the speaker verification systems process signals captured by telephones.
In this case, the microphone is positioned very close to the user; recording from a
distance, on the other hand, increases the noise and reverberation levels. Addi-
tionally, since the spoofed recording is usually played back through the low-
quality speaker of a mobile device, the replayed signal usually contains effects of
unwanted high-pass filtering. These two observations inspired the authors of the
far-field replay attack detection system [3], one of the earliest countermeasures
against this kind of spoofing. The authors of [4] followed a similar approach,
trying to find the differences between channel noise patterns that could be used
to distinguish between authentic and playback recordings. Another interesting
solution relies on voice liveness detection based on the phenomenon of a pop
noise, the distortion that appears when human breath reaches a microphone [5].
Unfortunately, many devices such as headsets or telephones eliminate this effect
almost entirely. An alternative method utilizes the fact that every authentica-
tion attempt is slightly different than the previous ones. If the database already
contains a sample that resembles the new recording too closely, we probably
experience a playback attack. The authors of [6] proposed to use the landmark
points detected in the amplitude spectrum of the speech signal to calculate
the similarity score. First, the local maxima, representing peek candidates, are
identified in the spectrogram. For each frame only the top-5 strongest spectral
maxima are left, other frequency bins are set to zero. The frame is then con-
volved with a Gaussian window and thresholded. The remaining maxima serve
as the so-called seed peaks. A target region is defined around each of them, and
then each seed is combined with other peaks from the same region. The pattern
representing the constellation of connected peaks is used as a description of the
voice signal. The very high compression ratio provided by this representation
makes it possible to store large number of authentication attempts effectively.
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There are many methods that convert audio data to images – for example power
spectral density or mel-frequency cepstral coefficients can be visualized in a form
of a two-dimensional graph. Consequently, image processing or computer vision
algorithms may be applied to process information represented in this way. The
visual domain has been used to classify solo phrases of different musical instru-
ments [7], recognize environmental sounds [8] or evaluate a singer’s voice quality
[9]. Recently, visual audio features proved to be relatively effective in detecting
playback attacks. In the following sections we will propose significant improve-
ments to the state-of-the-art solution based on this approach [2]. At the same
time, however, we will point out that despite our ostensible success the problem
remains open. The main thesis of this work is that there exists a unique set
of texture features, which are detectable in the visual representation of every
playback recording, but can rarely be found in the equivalent representation of
genuine speech signals. If we were able to formulate even approximate defini-
tions of such features, the training set could be used to tune the parameters of
the detector only, and it would be much easier to obtain good generalization
despite the small number of training samples. Deep learning techniques would
not be helpful in this case, since it is impossible to create a representative and
large enough collection of all possible playback attack examples. The feature
engineering attempts reported in this paper, however, should only be treated as
work-in-progress results.

2 Databases

Currently, there are no publicly available databases containing both authen-
tic and playback recordings - the reference solution described in [2] was tested
with the help of replay attack simulation realized through the convolution of
a source signal with typical impulse responses representing different hardware
components. Although it is very difficult to create a representative database
of playback attacks, from the practical point of view even limited number of
real recordings is, in our opinion, more valuable than the simulation results. In
such circumstances independent testing and benchmarking of playback detec-
tion algorithms poses serious problems. Therefore, we decided use a new data-
base, containing recordings obtained with different types of mobile phones. The
database was prepared by Voicelab, the company providing commercial speech
recognition solutions. We hope that in the nearest future we will be able to make
the data available to other researchers in order to facilitate comparisons of dif-
ferent antispoofing methods. Courtesy of the authors of [6], we were also allowed
to use the PAD corpus that they had prepared. The database contains record-
ings of 21 (10 male and 11 female) participants of the experiment who uttered
the same Polish phrase (Używam mojego g�losu jako klucza, meaning I am using
my voice as the key) several times. The samples were captured using the tele-
phone’s built-in microphone (Gigaset C610 IP) as well as the two high-quality
eavesdropping microphones: one of them (AKG C5) was located up to 10 cm
from the mouth of the participant, and the other (Alphard ETP-280) about
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50 cm from the speaking person. The eavesdropped recordings were then replayed
through a good desktop computer speaker (Creative Inspire T10) to simulate the
attack. Two distances (near/far) from the speaker to the telephone were consid-
ered. As a result the PAD corpus contains 81 authentic recordings and 4 sets
(4 × 81 = 324 samples) of the spoofed versions, related to four combinations of
mouth-microphone and speaker-telephone distances. In general, due to the appli-
cation of relatively advanced equipment the PAD database can be treated as a
representation of high-effort attacks. Unfortunately, the quality of the authen-
tic samples is probably too good to reflect real-life conditions, for example the
situation when a legitimate customer tries to log into the bank account using
a cheap telephone in a noisy environment. The new VL-Bio database contains
160 authentic recordings of 5 persons (4 male, 1 female), captured with 4 dif-
ferent smartphones (LG, Samsung, ZTE and Apple). Two different passphrases
(one English and one Polish) were assigned to each device (see Table 1). Each
passphrase was repeated 4 times by each participant. While one of the smart-
phones was capturing the true voice of a given person, transmitted over the GSM
network and recorded at the receiver side, the other three used voice recorder
applications for eavesdropping. In two out of four cases the impostor’s devices
were located only 5 cm from the smartphone capturing the genuine authorization
data. In other two cases the distance between the eavesdropping devices and the
speaking person was set to about 40 cm. Finally, the intercepted recordings were
replayed (using the built-in speaker of the eavesdropping smartphone) to simu-
late the attack; the playback was captured by the same device that previously
transmitted the genuine speech. As a result we obtained 480 examples of illegal
access attempts. In our setup neither specialized microphones nor high-quality
speakers were used, so the attacks are probably easier to detect than in the
case of PAD database. On the other hand, the genuine signals are more variable
because of the different characteristics of the microphones built into the mobile
devices. Additionally, languages and passphrases varied from attack to attack,
because our goal was to develop a universal, text-independent playback detector
(English pronunciation is poor in some cases but it should not influence the anti-
spoof algorithms performance). In order to study the generalization capabilities
of different antispoofing methods, four training subsets were extracted from the
VL-Bio database. All of them contained voices of only two persons – Male1 and
Female1. The configuration of recording and replaying devices, however, varied
from set to set:

– AZS set – genuine authorization attempts were collected using Apple smart-
phone, ZTE served as a eavesdropping device, Samsung transmitted the
spoofed voice (notice that genuine and spoofed samples represent different
passphrases),

– LSA set – LG used by the legitimate user, Samsung and Apple by the
impostor,

– SLZ set – Samsung used by the legitimate user, LG and ZTE by the impostor,
– ZLS set – ZTE used by the legitimate user, LG and Samsung by the impostor.
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Table 1. Passphrases assigned to different smartphones, which were used during the
creation of our database of playback attacks

Smartphone brand Polish passphrase English passphrase

LG Mój g�los jest moim has�lem five, four, zero, seven, one

ZTE Zaloguj mnie do banku one, one, nine, six, five

Samsung siedem, sześć, pi ↪eć, dwa, trzy My voice is my password

Apple sześć, osiem, dwa, pi ↪eć, dwa Log me into my account

3 Countermeasures

We decided to follow the computer vision approach to the playback detection
by converting voice samples to images, which could be afterwards effectively
described with the use of typical texture features, such as the well-known Local
Binary Patterns [10]. The overall idea is not entirely new and has been recently
applied by the authors of the algorithm described in [2], which we will treat as
a reference solution and call it the Textrogram method. The method calculates
the mel-scaled cepstrogram (time vs. the mel-frequency cepstrum representation
of a signal), with appended dynamic features, to form a 2-dimensional image
of a speech utterance. Technically, the power cepstrum of a signal is defined
as: the squared magnitude of the inverse Fourier transform, of the logarithm
of the squared magnitude of the Fourier transform, of a source signal. It is
sometimes less formally referred to as spectrum of a spectrum. While the power
spectrum (squared magnitude of the Fourier transform) represents the portion of
a signal’s power falling within given frequency bins and helps to detect main fre-
quency components of a signal, the cepstrum describes the periodicity within the
spectrum. For example, harmonics are periodic in the spectrum, and the period
corresponds to the pitch. Therefore, investigation of the cepstrum allows for the
fundamental frequency estimation, detection of voiced/unvoiced speech and so
on. Mel-scale, on the other hand, was defined as a result of human perception
analysis, which shows that human ear acts as a filter set concentrating only on
certain frequency components. The filters are non-uniformly spaced on the fre-
quency axis (lower frequencies are more important). Thus, to compute the mel-
scaled cepstrum the set of triangular filters must be applied to the original power
spectrum: the first filter is very narrow, and as the frequencies get higher the
filters get wider. The typical mel filter bank contains 26 elements. The authors
of the Textrogram method decided to keep 16 mel coefficients resulting from the
inverse Fourier transform of the logarithm of the mel-filtered power spectrum.
Additionally, they added the differences between mel coefficients from consecu-
tive frames (the so-called deltas or differential coefficients), as well as differences
of differences (delta-deltas or acceleration coefficients), in order to capture the
dynamics of mel coefficient changes. The feature vector for each frame was sup-
plemented with the frame energy, i.e. the logarithm of the sum of the power
spectrum components. Once the visual representation of the sound is ready, the
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method applies the Local Binary Pattern transformation to the image. The LBP
operator considers a small (3 × 3 in the basic case) neighborhood of each pixel,
and performs the binarization in this area, using the intensity of the central
point as a threshold. Each of the 8 neighbors is assigned a binary value, 0 or 1,
depending on the thresholding result. Finally, the intensity of every pixel is
replaced with the 8-bit index of a local binary pattern. The Textrogram method
computes a separate histogram for each line of the image and then concatenates
the histograms into one feature vector. The so-called uniform codes, i.e. binary
sequences containing at most one 0-1 and at most one 1-0 transition, are said
to be especially important, thus one LBP histogram consists of 58 bins for indi-
vidual uniform codes, and additional one for all non-uniform ones. We modified
the Textrogram method in the three following ways. (1) We used regular spec-
trograms instead of mel-scaled cepstrograms, as we did not want to approximate
human auditory system, whose playback detection capabilities are quite limited.
Mel filtering or secondary Fourier transform possibly eliminate some important
features of replayed speech. Our spectrograms are constructed from 8 kHz record-
ings with the use of 512-point Hamming windows and 256-element overlap. We
convert them to 8-bit 257-line bitmaps. (2) We replaced Local Binary Patterns
with Local Ternary Patterns (LTP) [11]. LTP operator assigns 0 values to all the
neighbors that differ by less than t from the central pixel (t is a parameter), 1
values to neighbors with intensities larger by at least t from the intensity of the
central pixel, and −1 to all the rest. Our previous research indicates that in most
of the cases LTP outperforms LBP [12]. (3) Instead of calculating the histogram
of texture descriptors for each line of the image separately, we use 11 uniformly
distributed horizontal regions (each is 23 pixels high) to create the feature vector
containing (59 × 2) × 11 = 1298 features (the LTP histogram is twice as big as
the LBP equivalent). Before the evaluation of the original Textrogram approach
as well as our version of the algorithm (the LTPgram method), we performed
initial experiments to test the performance of the antispoof solution based on
the combination of far-field detection [3] and comparisons of spectrogram land-
marks [6]. The false acceptance rate obtained for VL-Bio database was equal to
almost 67%. It is not clear what classification method was used during the tests
reported in [2]. The authors mentioned that feature vectors were compared using
histogram intersection, and the resulting score was thresholded to make the final
decision. They also declared the application Adaboost M1 meta classifier based
on decision trees. Finally, no direct classification rates were provided, only the
equal error rates and spoofing false acceptance rates obtained for the ASV system
based on IV-PLDA and equipped with the Textrogram antispoofing module. In
our experiments the Textrogram and LTPgram features were processed by the
SVM classifier with χ2 kernel. The first round of tests involved 10-fold cross
validation performed on PAD and VL-Bio databases. Results are summarized
in Table 2. As we can see, the LTPgram method outperforms the Textrogram
approach, which appeared to be particularly disappointing in the case of PAD
database (the algorithm was not able at all to generalize its knowledge about
genuine samples). Overall, the results might look like a proof of a major success
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Table 2. Results of the 10-fold cross validation (FAR – false acceptance rate, FRR –
false rejection rate)

Database Textrogram LTPgram

FAR (%) FRR (%) FAR (%) FRR (%)

PAD 0 100 0.31 5

VL-Bio 1.25 17.33 0.42 0

Table 3. Results of the tests of LTPgram method for training sets (indicated in column
headers) substantially different from the testing data

AZS LSA SLZ ZLS VL-Bio PAD

FAR (%) 24.79 15.42 51.46 53.75 4.58 43.83

FRR (%) 1.94 58.71 9.68 14.84 78.71 23.45

of our modifications. Unfortunately, the second round of tests did not confirm
that. This time we used the AZS, LSA, SLZ and ZLS subsets as the training
data, and the whole VL-Bio database as the testing set. We also trained the
system using the whole PAD database and tested it on entire VL-Bio dataset.
Then the roles of PAD and VL-Bio databases were exchanged. Table 3 shows the
results. Despite the initial success, the error rates obtained in the second round
disqualify our method from being considered as a practical solution to the real-
life problem. Even with the modifications that we introduced, the LTP-based
computer vision approach to playback detection works properly only when the
training set contains samples that closely resemble all kinds of potential attacks.
In practice it would be infeasible to create sufficiently large and representative
database of this kind.

4 The Search for Better Features

The failure reported in the previous section should be probably attributed to
the inadequate set of features. Although LTPgrams proved to be significantly
better than original Textrograms, their generalization abilities are nevertheless
poor. We still claim, however, that it is possible to find a set of texture features,
which are characteristic for most of the playback recordings, but not for the
genuine speech signals. Better features would make the antispoof solution less
dependent on the training set contents. To facilitate some kind of texture feature
selection we used the well-known simulated annealing (SA) procedure, according
to which one can start with a random solution (feature subset in this case) and
then accept new candidates with the probability defined as

P (EC , EN , T ) = 1/ (1 + exp((EN − EC)/T )) , (1)

where EC is the so-called energy of the current solution, EN is the energy of
the new candidate (the lower the better), and T denotes the parameter (called a
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temperature), the value of which decreases throughout the process. The following
definitions of the energy are appropriate in our case:

(a) E = χ2(µp,µg)
−1 (b) E =

(
χ2

(
µp,µg

)
σ2

χp + σ2
χg

)−1

, (2)

where µp and µg denote the means of the two classes (playback recordings and
genuine samples, respectively), while σ2

χp or σ2
χg is the variance of χ2 distances

in the given class. The histogram distance metric, χ2, is defined as:

χ2(A,B) =
∑
i,j

wi
(ai,j − bi,j)2

ai,j + bi,j
, (3)

where ai,j denotes the value of the j -th bin in the i -th histogram describing
image A and wi is the weight that indicates the importance of the i -th region
(by default all weights are equal). The minimization of (2a) means that we just
try to push the class means away as far as possible. By using (2b) we look for the
biggest ratio of the between-class variance to the sum of within-class variances,
in other words we also try to keep the classes compacted. In the first experiment
we used SA to adjust weights of the eleven horizontal regions (stripes), for which
the LTP histograms were calculated. The procedure was repeated for different
datasets, but each time we obtained the same results: all the weights were set to
0 except for the lowest stripe, which was assigned the highest value. On the other
hand, when we tried to perform playback detection using this particular stripe
only, the results were worse than before. This means that the differences between
genuine and spoofed recordings reside mainly in the low frequency region, but
they vary considerably between attacks. Next, we applied SA with (2b) energy
to find the optimal set of LTP operator thresholds (the t parameters). The resul-
tant values were 15, 15, 10, 5, 3, 15, 15, 3, 3, 3, 5 (top to bottom). This means
that larger tolerance is required in the high frequency region, while the analy-
sis of the lower (and, surprisingly some mid-range) frequencies should be more
detailed. Table 4 shows the improvements over the original solution, obtained
with the new set of thresholds. Finally, we used the SA with (2a) energy to
search for the most discriminant subset of 8-bit uniform LTP codes. As a results
each histogram contained 30 bins instead of original 118 ones (the feature vectors
were shortened to 30× 11 = 330 elements). Improvements achieved this way are
summarized in Table 5. In most of the cases the efforts presented above led to
some improvements; in our opinion it is justified to say that antispoof systems
using optimized thresholds, or the set of selected discriminant texture descrip-
tors, will generalize the knowledge more effectively than the regular LTPgrams
(which still perform much better than original Textrograms). As a result, the
algorithm’s sensitivity to the training set contents became slightly lower. How-
ever, bearing in mind very high error rates of the initial experiment (Table 3), we
have to admit that we are still far away from finding the universal set of texture
features that discriminate original voices from playback recordings.
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Table 4. Improvements over the results reported in Table 3 after LTP threshold opti-
mization. Negative value indicates that the error was higher than before

AZS LSA SLZ ZLS VL-Bio PAD

ΔFAR (%) 7.71 −5.21 3.54 5.62 20.06 0

ΔFRR (%) 0.65 21.29 0 2.58 17.28 5.81

Table 5. Improvements over the results reported in Table 3 after selection of most
discriminant LTP codes. Negative value indicates that the error was higher than before

AZS LSA SLZ ZLS VL-Bio PAD

ΔFAR (%) −2.50 3.54 5.63 1.87 6.48 0.62

ΔFRR (%) −0.64 7.74 0 10.32 13.57 3.87

5 Conclusions

The modifications proposed in this paper significantly improved the performance
of Textrogram algorithm, the latest antispoof method using computer vision
approach to address the problem of playback detection. More importantly, we
prepared the new database of real replay attacks and showed that despite our
success, the method of LTPgrams is currently not efficient enough to be treated
as a truly reliable protection. Therefore we formulate the new challenge: to find
the set of the texture features that would characterize most of the playback
attack attempts, regardless of the particular type of recording equipment or the
presence of environmental sounds. We will continue our research in this area.
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8. Maka, T., Forczmański, P.: Environmental sounds recognition based on image
processing methods. In: Burduk, R., Jackowski, K., Kurzyński, M., Woźniak, M.,
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Abstract. In this paper, a method for automatic selection and classi-
fication of the sleeper cracks is presented. This method includes three
main sequential steps of image pre-processing, sleeper detection and
crack detection. Two approaches including rule-based method and tem-
plate matching method in the frequency domain are proposed for the
sleeper detection step. We utilize adaptive threshold binarization to han-
dle challenging crack detection under non-uniform lightening condition
and hierarchical structure for the decision making step. Two unsuper-
vised classifiers are exploited to detect the cracks. The results show that
the presented method has the overall detection rate with accuracy of at
least 87 percent.

Keywords: Sleeper crack detection · Adaptive thresholding · Support
vector machines · Template matching

1 Introduction

Conventionally, the railway sleepers are inspected manually which is an
extremely time consuming and labor intensive maintenance task. However to
automate this task an integrated system including hardware and software solu-
tions based on a vehicle called “rail mapper” (http://www.igi-systems.com/
railmapper.html) is employed to acquire data including capturing the sleeper
frames in several locations and further on automatic detection of the sleepers
and the possible cracks within. The work presented in this paper is mainly con-
cerning the image processing and pattern recognition methods used in the task
of detection and classification of the sleepers and cracks respectively. The pre-
sented method consists of three main steps in turn. The latter steps include
performing image processing operations, detecting the sleepers and classifying
the possible tracks. Throughout the first step, some basic image processing oper-
ations are performed to adjust and enhance the captured images. Two different
approaches are proposed for the sleeper detection step based on the general rules
and template matching. Also an adaptive threshold binarization is used to detect

c© Springer International Publishing AG 2018
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some candidates for cracks. Finally an SVM classifier is exploited to automatic
detection of cracks.

The structure of this paper is as follows. Section 2 reviews the main related
works in the literature and necessary background. Section 3 discusses the
approaches and methods used in detecting the sleepers. Section 4 presents the
method for detecting and classifying the cracks. Section 5 presents the experi-
mental results. Finally, Sect. 6 concludes the paper.

2 Related Work and Background

2.1 Related Work

Several approaches exist in the literature for crack detection in the structures like
streets, pavements and bridges. For instance in [19] sequential similarity detec-
tion algorithm followed by active search (SSDA) is used to detect the cracks
fast in high resolution images. In another approach presented in [16] a STRUM
(Spatially Tuned Robust Multi-Feature) classifier is used for crack detection
in concrete areas over the bridges. They have been able to improve the crack
detection results significantly. They used 15 x 15 segmentation to extract spa-
tial features. The features are then forwarded to the svm, random forest and
adaboost classifier. Henrique, et. al [14] proposed a method in which a super-
vised classifier decides non-overlapping image blocks of 75 x 75 pixels whether
they contain crack pixels. In the other proposed method, gray processing tech-
niques including peak measurement, the mean value and the weighted average
method are used [3]. Despite of several research work in the field of crack detec-
tion on different structures, just one is focused on the crack detection on railroad
sleeper. To the best of our knowledge, the presented work in [11] is the only
available resource which proposes a method for crack detection in wooden sleep-
ers wherein a method based on a binary threshold technique for both sleeper
and crack detection of wooden sleepers is presented. The main drawback of this
method is that they use a constant binary threshold of 0.65. Thus, the algorithm
is very vulnerable to the environmental illumination change. It can just detect
very thick cracks within the wooden sleepers.

2.2 Background

One of the most commonly used image segmentation methods is image thresh-
olding. The image thresholding methods for image segmentation can be cate-
gorized into three groups: 1. Global thresholding, 2. Local thresholding and 3.
Adaptive thresholding. In adaptive thresholding which is used here, the desir-
able foreground image objects is separated from the background based on the
difference in pixel intensities of each region. Local adaptive thresholding, selects
an individual threshold for each pixel based on the range of intensity values in
its local neighborhood. This allows for thresholding of an image whose global
intensity histogram doesn’t contain distinctive peaks. In adaptive thresholding,
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a threshold T (x, y) is set individually for each pixel such that the binary image
with binary values b(x, y) is generated.

There are many proposed methods to calculate the threshold in the adaptive
thresholding method. In local adaptive technique, a threshold is calculated for
each pixel, based on some local statistics such as range, variance, or surface-
fitting parameters of the neighborhood pixels. It can be approached in differ-
ent ways such as background subtraction [9], water flow model [13], mean and
standard derivation of pixel values [17], and local image contrast [18]. Some
drawbacks of the local thresholding techniques are mentioned in the literature
as region size dependent, individual image characteristics, and time consuming.
Therefore, some researchers use a hybrid approaches that apply both in global
and local thresholding methods [4] and some use morphological operations [8].
In other approaches like Niblack [12], and Sauvola and Pietikäinen [17] the local
variance technique is used.

In the latter methods, the threshold is calculated based on the local mean
m(x, y) and standard deviation σ(x, y) within a window of size w × w. Sauvola
and Pietaksinen method is an improvement on Niblack’s method, especially for
stained and badly illuminated document images. The local mean m(x, y) and
standard deviation σ(x, y) adapt the value of the threshold according to the
contrast in the local neighborhood of the pixel. J. Bernsen [2] uses the local
gray range technique. In this technique the range between the maximum and
minimum pixel gray range within the local window is used to determine the
threshold value. In this method, the threshold is set at the midrange value,
which is the mean of the maximum and minimum gray values in a local window
of size w × w.

3 Sleeper Detection

3.1 Pre-processing Step

Prior to apply any sleeper detection technique, few pre-processing steps are
applied to remove the noise and the adjustment of brightness in the input
images. In particular, we apply the contrast adjustment in combination with
noise removal and image compression with minimal loss of quality. The pre-
processing phase consists of two parts of image resizing by factor of 0.25 to
speed up the algorithm and histogram equalization and low-pass filtering for
image enhancement.

Two different detection techniques are proposed to detect and segment the
sleeper from background. In the first technique, the sleeper is detected using
a fast template matching algorithm. In the second technique, a generic model-
based method is exploited for sleeper extraction using its geometrical and sta-
tistical features. The description of the aforementioned methods is given in the
following subsections.
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3.2 Sleeper Detection Using Template Matching

The proposed template matching detection technique exploits a fast template
matching algorithm to locate the sleeper. For matching, we utilized the sum
of square differences (SSD) and cross correlation (CC) based matching algo-
rithms [7]. The 2D template used for the sleeper detection, is shown in Fig. 2a.
The template is traversed over the entire input image from top-left to bottom-
right, and the matching measure is determined on each pixel of the input image
which lies under the template. Exhaustive search is performed only in the first
frame of the video to find the location of the sleeper which is then used to restrict
the search area in the succeeding frames of the video (Fig. 1).

(a) (b) (c)

Fig. 1. Results of proposed template matching algorithm. (a) template used for sleeper
detection, (b) detected sleeper location and (c) segmented sleeper.

Let the input image be as I and template image T with size h×w. In template
image, a pixel is represented as T (i, j) where i and j are the coordinate elements
of the pixel location. The SSD at I(x, y) can be computed as follows.

S(x, y) =
h∑

i=1

w∑

j=1

(
I(x + i, y + j) − T (i, j)

)2 (1)

S can also be viewed as squared Euclidean distance between the image patch
of I and the template T . So, expanding Eq. 1 yields,

S(x, y) =
h∑

i=1

w∑

j=1

I2(x+ i, y + j)+
h∑

i=1

w∑

j=1

T 2(i, j)−2
h∑

i=1

w∑

j=1

I(x+ i, y + j)T (i, j)

(2)
In Eq. 2, the first term is the sum of squared values in the input image I,

the second term belongs to the template image, and the third term is twice
the correlation between the patch of input image I and the template T . Note
that the term

∑h
i=1

∑w
j=1 T 2(i, j) is constant and assuming that the term
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∑h
i=1

∑w
j=1 I2(x + i, y + j) is approximately constant [5]. The remaining term

(i.e., cross correlation) is:

C(x, y) =
h∑

i=1

w∑

j=1

I(x + i, y + j)T (i, j), (3)

The computation cost of cross correlation in spatial domain is quite expen-
sive [10]. To cope with this problem, we compute the cross correlation in fre-
quency domain using the Fourier Frequency Transformation (FFT) and correla-
tion theorem. The theorem states that multiplying the Fourier transform of one
function (i.e., input image) by the complex conjugate of the Fourier transform of
the other (i.e., the template) gives the Fourier transform of their correlation [6].
That is,

C(u, v) = F−1
(F∗(I(x, y))F(T (i, j))

)
, (4)

where F represents the Fourier transform, F∗ represents the complex conjugate
and F−1 is the inverse Fourier transform. Although there is no difference in the
detection results of the proposed template matching method either computing
correlation in spatial domain or frequency domain, it is shown in [10] that the
correlation computation in frequency domain is 2.5 to 12 times faster than in
spatial domain. The region of the image where the correlation is high, is the
place where template and image match well. Figure 2b shows results of the pro-
posed detection algorithm on a sample input image. The red dot in the green
rectangle shows the best matching location. The entire sleeper is then extracted
on detected location of sleeper using its geometrical features (e.g., height and
width).

3.3 Sleeper Detection Using Rule-Based Method

In this method, we propose the sleeper detection using its geometrical features.
Three different operations are performed sequentially on the images, as shown
in the Fig. 2a. In the first step, the input image is converted into binary image.
That is, the image pixels are converted to either 0 or 1 based on some thresh-
old T . Specifically, Otsu’s implementation [15] is exploited for this purpose.
However this step can be done using an adaptive thresholding method as well.

(a) (b) (c) (d)

Fig. 2. Results of proposed rule-based sleeper detection technique. (a) Original image,
(b) binary image, (c) sleeper extraction and (d) boundary specification.
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In the second step, the biggest connected object in the binary image is located
and extracted from the scene. Finally in the third step, The exact boundary of
the sleeper is specified based on five different features to set the size and the
shape of the sleeper. It is worth to mention that an optional sequence of mor-
phological operations might be applied prior the second step depending on the
image background texture.

4 Detection of Cracks on the Extracted Sleepers

Given a sleeper from last section, in this section the detailed description of the
proposed crack detection method is presented. The main idea of crack detection
is first to generate some crack candidates based on adaptive threshold and then
train a supervised classifier to detect the cracks.

The selected adaptive threshold is implemented as follows [1]:

1. Convolving the image with a suitable statistical operator, i.e. the mean or
median

2. Subtracting the original from the convolved image
3. Thresholding the difference image with C
4. Applying the threshold on the image and outputting the binary image

Sequentially for a given extracted sleeper image I, the proposed crack can-
didate selection is performed according to the following steps:

1. Applying image enhancement operations: Ienh = F (I) (F is the image
enhancement function).

2. Applying adaptive thresholding operations: Iadp = G(Ienh) (G is the adaptive
threshold function which has been described above).

3. Applying morphological operations: Imor = H(Iadp) (H is the function for
applying morphological opening operations).

4. Applying Connected Component Analysis (CCA) on Imor for object labeling.
5. Extract the features of Imor as vector V t

Imor
= (v1, ...vn) (The description of

the features is given consequently).
6. Applying pre-defined supervised classifier (support vector machine) on Vt.

Let the mask image be given by T (x, y), the list of features to be extracted
is as follows.

– Location of the top-left point of each object on the sleeper
– Location of the right-down point of each object on the sleeper
– Area of the objects
– NPDI (Normalized Density Pixel Intensity) of the objects
– Aspect-Ratio of the objects
– Length of the objects
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To calculate NPDI, the enhanced image Ienh is covered by the mask image
T (x, y), then the NDPI of the enhanced image at the exactly same region of the
objects in the correspondent mask image is calculated. The following equation,
mathematically explains the NDPI for each object.

NDPLi =
∑

i

Ai
Ei(x, y)

Ai
, if T (x, y) = 1 (5)

In the above equation, E(x, y) is the enhanced image of sleeper and Ai is
the area of each object. Therefore, for each candidate in the binary image, we
have a NDPI number calculated from the correspondent enhanced gray-scale
image of sleeper. Sometimes the real crack has been connected to the some noisy
candidates. In such a case, the aspect ratio, and the top and down coordinates
of the crack can be mistaken. It may cause in rejecting the real crack during the
decision process (false negative). To avoid this rejection, a morphological opening
operand with the window size of [10, 1] is used to detach the sticking no-crack
components from the real crack in the vertical direction. Note that the values of
the first two feature are normalized by the length and the width of the sleeper.
For the sake of classification, a support vector machine (SVM) classifier is used.
The SVM is considered as a powerful tool for solving non-linear classification
problems. Due to the multi-dimensionality of the extracted features, the SVM
classifier seems to be a proper choice.

5 Experimental Results

In this section the experimental results including the intermediate results cor-
responding to the main steps of the presented method are given. At first, the
main sleeper image from the sleeper locating module has been enhanced by the
same histogram equalization and low pass filtering with the same parameter as
in the sleeper locating module. The result has been shown in Fig. 3(b). Then,
the enhanced image is converted to a binary image by using the adaptive thresh-
old method as shown in Fig. 3(c). Then tiny and noisy particles of the resulting
binary image are removed by the area circumstances. The de-noised image has
been shown in Fig. 3(d). The threshold of area can be set by the user accord-
ing to the desired sensitivity and classification accuracy. We call the resulting
binary image as the mask image. In fact, the mask image indicates some objects
(group of white pixels) which can include a crack as well. For the classification
purposes, two types of SVM including linear and radial-basis function (RBF)
are used. We have used 1284 samples for training and 328 samples for testing
purpose. Among the total 1612 samples, 932 samples belong to non-cracked class
(negative set) and the rest to the cracked class (positive set). In this experiment
the Gamma parameter of RBF-SVM is set to 0.1, which is the experimentally
optimized parameter for achieving higher precision and accuracy.

The classification results have been shortlisted in Table 1 below. The maxi-
mum false positive rate is less than 2% which shows a satisfactory result.
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(a) (b) (c) (d)

Fig. 3. The intermediate results of the candidate generation for crack detection

Table 1. Classification results of the supervised classifiers to detect the cracks

Supervised classifier True positive False positive

Linear SVM 63.03% 1.99%

RFB-SVM 96.70% 1.99%

(a) (b) (c)

Fig. 4. Visualization results of the proposed sleeper and crack detection

According to the above Table 1 using SVM classifier with Radial Basis Func-
tion (RBF) as kernel functions will generate the most accurate result. The sleeper
detection module can detect the sleepers with accuracy around 90%. Thus the
overall accuracy is around 87.03 percent. The successful results of the proposed
method on some cracked sleepers have been visualized in Fig. 4. The results of
the proposed sleeper and crack detection have been shown by the blue and the
green rectangles respectively.

6 Conclusion

In this paper an automatic method for crack detection in sleeper inspection
system has been presented. The presented method is based on a joint research-
industrial work. We exploited a template matching method in frequency domain
which uses the sleeper fastener to locate the sleeper in the image. In the crack
detection step, we employed an adaptive thresholding method to handle over-
come the non-uniform illumination problem. By using a hierarchical structure
the number of cracked candidates has decreased. Finally, an SVM classifier is
exploited to distinguish the cracks. The proposed method results in an accurate
recognition rate which suits the industrial applications in an appropriate way.
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Abstract. As shown by various studies, the dynamics of typing on a
keyboard is characteristic to persons. On the one hand, this may allow
for person identification based on keystroke dynamics in various appli-
cations. On the other hand, in certain situations, such as chat-based
anonymous helplines, web search for sensitive topics, etc., users may not
want to reveal their identity. In general, there are various methods to
increase the protection of personal data. In this paper, we propose the
concept of privacy-aware keyboard, i.e., a keyboard which transmits key-
board events (such as pressing or releasing of a key) with small random
delays in order to ensure that the identity of the user is difficult to be
inferred from her typing dynamics. We use real-world keystroke dynamics
data in order to simulate privacy-aware keyboards with uniformly ran-
dom delay and Gaussian delay. The experimental results indicate that
the proposed techniques may have an important contribution to keeping
the anonymity of users.

Keywords: Privacy · Keystroke dynamics · Machine learning · Web
search

1 Introduction

The dynamics of typing is known to be characteristic to persons [1–4]. While
person identification based on keystroke dynamics may be desired in many appli-
cations, such as internet banking or online tax declaration [5], however, it may
happen that the users want to remain anonymous. As an example, let us con-
sider the case of web search. The keywords used when searching the web, may
reveal sensitive information about the users and their interests [6]. In partic-
ular, searching for particular diseases and symptoms may be an indication of
health status, other keywords may allow to infer political or religious views of
users, etc. We assume an attacker, who wants to gain access to such sensitive
information and wants to link the pieces of information to persons. Obviously,
IP-addresses linked to search queries may be highly informative, however, due to

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 15



Towards Privacy-Aware Keyboards 141

shared usage of computers and dynamic allocation of IP-addresses, they may not
allow to identify users uniquely. Nevertheless, it may be possible to distinguish
different users of the same computer (or the same IP-address, respectively) based
on their keystroke dynamics. We note that keystroke dynamics may simply be
captured by scripts running in the web browser, and the user is not likely to
notice the activation of such scripts. In order to contribute to the protection of
the private information, we propose the concept of privacy-aware keyboard, by
which we mean a keyboard that transmits keyboard events (such as pressing or
releasing a key) with small random delays in order to ensure that the identity of
the user is difficult to be inferred from her typing dynamics. We perform exper-
iments using real-world keystroke dynamics data in order to simulate privacy-
aware keyboards choosing the delay from various random distributions such as
uniform and Gaussian. The experimental results indicate that the identity of
the users is much more difficult to be recognized in case of the privacy-aware
keyboard, and therefore the proposed techniques may substantially contribute
to the keeping the anonymity of users.

2 Problem Formulation

We assume an attacker whose goal is to identify the user who typed a particular
text (such as keywords in the aforementioned web search scenario, or sentences
in case of chat-based helplines). The attacker is able

– to run a script in the web browser that captures keystroke dynamics, and
– to use similarity-based models in order to compare keystroke dynamics.

On the one hand, we want to prevent the attacker from achieving his goal by the
usage of a keyboard that transmits keyboard events with small random delays,
causing the captured keystroke dynamics data to become corrupted. On the
other hand, we want the corrupted keystroke dynamics data to look “natural”,
so that the attacker believes that he might be able to identify the user based on
that data, and therefore he will not use other person identification techniques.

3 Our Privacy-Aware Keyboard Models

Next, we define two privacy-aware keyboard models: the Uniformly Random
Delay Keyboard and the Gaussian Keyboard. After each keyboard event e (such
as pressing or releasing of a key), both types of keyboards chose a random number
de, and wait for de milliseconds before transmitting the signal indicating that
event e occurred. The keyboards preserve the order of events: that is, in case if
event e1 occurs at time t1 and event e2 occurs at time t2 and the random delay d1
was generated for event e1, then the random delay of d2 to be generated for event
e2 must fulfill: t1 + d1 < t2 + d2. From which follows that d2 > t1 − t2 + d1. The
uniformly random delay keyboard chooses the random number de uniformly from
the interval [max(0, tpre − te + dpre) , dmax], where te and tpre are the times (in
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milliseconds) when event e and the previous event happened, dpre is the random
number generated for the previous event and dmax is the maximal delay which
is a parameter of this keyboard model. The delay de associated with event e in
case of the Gaussian Keyboard is max(G(μ, σ) , tpre − te + dpre), where G(μ, σ)
is a random number generated from a Gaussian distribution with mean μ and
standard deviation σ, which are parameters of this keyboard model. Symbols
te, tpre and dpre denote the same as in case of the Uniformly Random Delay
Keyboard.

4 Experiments

We begin this section by the introduction of our keystroke dynamics data which
we used to simulate privacy-aware keyboards. This is followed by the description
of the experimental settings and results.

4.1 Typing Dynamics Data

We collected keystroke dynamics data, or typing patterns for short, from 12
different users over several months, resulting in a collection of 548 typing patterns
in total. In each of the typing sessions1, the users were asked to type the following
short text based on the English Wikipedia page about Neil Armstrong:

That’s one small step for a man, one giant leap for mankind. Armstrong
prepared his famous epigram on his own. In a post-flight press conference, he
said that he decided on the words just prior to leaving the lunar module.

In each typing session, we measured the duration of each keystroke, i.e.,
the time between pressing and releasing a key. We used a self-made JavaScript
application and a PHP script to capture the aforementioned time series and to
save the data. We mention that the length of typing patterns varies slightly from
session to session due to typing errors.

4.2 Experimental Settings

The primary goal of our experiments was to show that privacy-aware keyboards
indeed make person identification difficult. In order to do that, we simulate
privacy-aware keyboard by adding noise to the data according to the privacy-
aware keyboard models. Specifically, we will show that the accuracy of person
identification decreases dramatically in case of privacy-aware keyboards, con-
cretely, the accuracy in case of privacy-aware keyboards is close to the accuracy
of random guessing. Furthermore, in order to allow to draw more general conclu-
sions that are valid to any similarity-based algorithm, we analyze the similarities

1 The number of typing sessions was approximately the same for each user. Despite the
fact that the data is balanced, the recognition of the user based on typing dynamics
could lead to an imbalanced classification task, for example in case if binary classifiers
are used according to the one-vs-rest schema.
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between the typing patterns both in case of the same user, as well as in case of dif-
ferent users, both for the original data, and the data “corrupted” by the privacy-
aware keyboard models. In principle, one could measure the accuracy of person
identification in context of various classifiers, such as neural networks [7,8], Hid-
den Markov Models [9], ensembles [10–13], or classifiers designed for imbalanced
data [14,15], see also [16] for a survey on data stream mining. However, we
decided to use nearest neighbor classifiers in our experiments, because keystroke
dynamics data are time series and, in case of time series data, the 1-nearest
neighbor classifier (1NN) with dynamic time warping (DTW) as distance mea-
sure was shown to be competitive with complex models, such as neural networks,
Hidden Markov Models or “super-kernel fusion scheme”[17,18]. These empirical
results are justified by theoretical analysis as well [19,20]. Thus, 1NN with DTW
can be considered as a representative of time-series classifiers. Furthermore, tak-
ing into account that 1NN is popular and simple to implement, we can assume
that an attacker is likely to use this classifiers for person identification.

For the classification experiments, we used the first five typing patterns from
each user as training data, and the remaining typing patterns were used as
test data. This is consistent with the assumption that the attacker may have
access to a few typing patterns from the past, while the attacker may not be
able to observe the typing dynamics of a user for a very long time without
being noticed. We note that the same data and train-test splits are used in the
Person Identification Challenge.2 Both for regular and privacy-aware keyboards,
we measured classification accuracy, i.e., the proportion of typing patterns for
which the user was correctly recognized based on the dynamics of her typing.
Additionally to presenting results of 1NN classification, we examine the similarity
of typing patterns as well. In particular we show the median, the 10th and 90th
percentiles of DTW distances both in case of the original data, as well as in case
of the data corrupted according to our privacy-aware keyboard models.

4.3 Experimental Results

Figures 1 and 2 show the accuracy of person identification, i.e., the proportion
of correctly identified users, for our privacy-aware keyboard models as function
of maximal delay dmax (in case of the Uniformly Random Delay Keyboard) and
σ (in case of the Gaussian Keyboard). For comparison, the accuracy in case of
a regular keyboard (labeled as “No delay”) as well as the accuracy of random
guessing3 are shown as well. As expected, the accuracy of person identification
2 http://biointelligence.hu/typing-challenge/.
3 With random guessing we mean a naive classifier that works as follows: for each

typing pattern x of the test data, is selects one of the users randomly (each user
has an equal probability to be selected), and this randomly selected user, denoted as

y
(rnd)
x , is the prediction of the classifier. That is: according to the “guess” of this naive

classifier, the typing pattern x belongs to the randomly selected user y
(rnd)
x . As there

are 12 users in our dataset, with a probability of 1/12 the randomly selected user
will match the true user associated with the typing pattern, therefore, the accuracy
of random guessing is 1/12.

http://biointelligence.hu/typing-challenge/
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Fig. 1. Accuracy (in %) of person identification in case of Uniformly Random Delay
Keyboard as function of the maximal delay dmax. The accuracy in case of a regular
keyboard (labeled as “No delay”) as well as the accuracy of random guessing are shown
for comparison.

Fig. 2. Accuracy (in %) of person identification in case of Gaussian Keyboard as func-
tion of σ when μ = 100 ms. The accuracy in case of a regular keyboard (labeled as “No
delay”) as well as the accuracy of random guessing are shown for comparison.

decreases with increasing maximal delay in case of the Uniformly Random Delay
Keyboard. Most importantly, already in case of a delay of 200 ms, the accuracy
is close to that of random guessing. Taking the speed of typing into account,
the delay of 200 ms seems to be acceptable for most of the users. Increasing σ in
case of the Gaussian Keyboard has a similar effect.

Figure 3 shows the median, 10th percentile and 90th percentile of DTW-
distances between typing patterns of the same user and different users in the
following cases: (i) regular keyboard, (ii) Uniformly Random Delay Keyboard
with dmax = 200 and Gaussian Keyboard with μ = 100 and σ = 100. While
the DTW-distances are generally larger in case of the privacy-aware keyboards,
from the point of view of privacy-aware keyboards, the most important is that
the range of distances between typing patterns of the same user almost perfectly
overlap with the range of distances between the typing patterns of different users.
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Fig. 3. Median, 10th percentile and 90th percentile of DTW-distances between typing
patterns of the same user and different users in the following cases: regular keyboard
(labeled as “No delay”), Uniformly Random Delay Keyboard and Gaussian Keyboard.

This makes person identification difficult (if not impossible) for any model that
is based on the distances (or similarities) between typing patterns.

5 Conclusions and Outlook

In this paper, we proposed the concept of privacy-aware keyboards, and we
discussed two privacy-aware keyboard models. In our experiments, we simulated
privacy-aware keyboards by adding noise to real-world keystroke dynamics data.
The analysis shows that privacy-aware keyboards indeed make different users’
typing patterns to appear much more similar to each other and therefore it
becomes difficult for any similarity-based algorithm to distinguish users when
privacy-aware keyboards are used. We note that typing dynamics may be char-
acterized by various features. For example, instead of measuring the duration of
each keystroke (i.e., the time between pressing and releasing each key), one may
measure the time between consecutive keystrokes (dwell times). In fact, we per-
formed similar experiments in case of such data as well, and our observations are
in accordance with the results reported in Sect. 4.3 for keystroke duration data.
Furthermore, it has to be pointed out that increasing usage of smartphones and
tablets underline the importance of the protection of personal information. We
argue that a combination of various techniques may be necessary: for example,
if the user forbids an app to read unique identifiers of the device, the app may
still try to identify the user based on heuristics, such as the keystroke dynamics,
on which we focused in this paper. While a detailed study of the realization
of privacy-aware keyboards are out of scope of this paper, we note that most
devices with Android and iOS systems have touch screens which measure pres-
sure as well [1]. Therefore, on such systems, one should pay attention to add
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noise to the pressure information as well. Furthermore, when the privacy-aware
keyboard is realized in a software, it is necessary that it captures keyboard events
(or touch screen events, respectively) before any other application of the system.
As this may be difficult to ensure, we believe that in cases of laptops and desktop
computers, it may be more safe to realize a privacy-aware keyboard within the
hardware, i.e., in the actual keyboard of the computer.
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Abstract. The paper presents research on using graphical saliency cue
for optimizing computation of the distance metrics for HoG features.
Saliency values have been computed in the area of a HoG descriptor
for macro and micro scale. Macro scale uses HoG features as a global
descriptor for an image presenting a particular object, whereas micro
scale consists of feature points and k-nearest neighbours approach to
create similarity measure. Mechanism has been tested on a chosen data-
base consisting of 20 000 images. Promising results have been achieved
for macro scale approach.

Keywords: Saliency · HoG · SIFT · Feature points · Object detection ·
k-NN

1 Introduction

The local descriptor approach became one of the hottest topics in image process-
ing within recent years. There have been proposed numerous methods that allow
for producing the local descriptor vectors for detected feature points [2,6,15–17].
The output of such methods, for a given image, consists of a large number of
descriptor vectors each of which consists of dozens of elements. The processing
of such collections of vectors for multiple images became computationally com-
plex time-consuming process. In addition, in most of the cases the descriptor
vectors are computed not only for the meaningful image regions but also for
other regions, less important. Consequently, the existence of additional vectors
may lead to some errors in the proper descriptor matching when comparing
(objects on) various images. In order to solve above problems, the selection or
weighting or either feature points or elements of the descriptor is performed.
In this paper we investigate the application of image saliency to achieve this
goal for a descriptor based on the histogram of oriented gradients (HoG) [6].
Saliency has been a vastly researched topic. The salient regions in the image are
of the utmost importance in computer vision, where we’re looking for a most
representative parts of visual data. Saliency can be characterized as the visual
uniqueness. Visual uniqueness can be described in an organic or non-organic

c© Springer International Publishing AG 2018
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manner. Organic approach uses human’s visual system as a reference for creat-
ing a saliency map. One may use an eye tracking systems for this purpose. There
comes many problems with changes to the human’s perception in different time
spot of the image analysis and learned, knowledge-based biases. Non-organic
approach uses prior information for selection of the salient features. The prior
may consist of a specific feature points algorithm or a selection of the images
with common object present with proper annotations (for further learning). In
both cases, saliency would present the cue for visual importance estimation.
In theory salient regions should describe more class variation than non-salient
regions, so It would be ideal for a feature selection. In practise saliency detectors
are prone to variations in image quality and can give extremely different results
with a change of background or scale. The reason for that is an assumption, that
saliency uses the computed differences between the particular region and its sur-
roundings. In a macro scale it means that saliency of an object is dependant
on its ability to differentiate in a particular feature space from the background.
Because of the variety in a background scenes and a visuals of a random objects,
choice of the salient features is a hard task. In this paper we present research on
using the Spectral Residual [11] approach for calculating a HoG descriptor for a
restricted scale and rotation wise images presenting random object. The saliency
values are used for filtering out unimportant parts of the image that may gener-
ate random noise in the distance calculation. Filtering is based on the HoG grid
partitioning of the descriptor patch and may lead to smaller processing times
without loss of the accuracy. The algorithm has been tested in different scale
scenarios. The paper consists of 7 sections. Section 2 presents related works. In
Sect. 3, the concept of an application of spectral residual approach to saliency
estimation is described. Section 4 contains the description of the proposed idea
of using saliency for HoG descriptors. In Sect. 5, the setup for experiments is
presented, and in Sect. 6 – their results. Finally, Sect. 7 concludes the paper.

2 Related Work

Kadir et al. presented interesting approach to feature selection using spatial-
scale information in [14]. The main author elaborated on the work in [24]. In
[13] authors use graph-based activation maps and normalization for creation
of the saliency map. In 2007 Hou et al. described saliency operator based on
the analysis of the spectrum of natural images, giving promising results. Rad-
hakrishna et al. used Difference of Gaussians for selecting the most visually
stable areas in the image [19]. In later years there were many works concen-
trating on the fast computing of the saliency map, using differences in simple
features as shape, edges and color [8,18,23]. They often used a segmentation
for better salient object retrieval [1,20]. Erdem tried low-level saliency estimator
using region covariances [7]. Toet made a comparison work for popular saliency
detectors in [25]. Wang et al. presented saliency as an anomaly detector in [26].
Optimizing technique has been used in work of Jie Li et al. [12]. Cheng et al. use
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information in the group of images presenting the same object for background
removal, that is one of the variations of the saliency estimation [3,5]. In fur-
ther works the same author improves the GrabCut algorithm [4]. Some of the
saliency algorithms have been built to be used for a video streams as in [22]
or [27]. Rudoy et al. uses training data for saliency detector learning process
in [21]. There are not many works using saliency for optimizing local or global
descriptors using saliency. From the few one can cite the work of Gaurav et al.
[9], where the saliency measure is incorporated in the classification process.

3 Saliency Based on the Spectral Residual Approach

Hou an Zhang [11] proposed a saliency detector based on a spectral residual
model. They claim that natural images are not random and they obey highly
predictable distributions. That distribution describes the prior knowledge about
the scene that should be suppressed by a saliency detector. They show that all
natural images have a common spectrum distribution obeying the rule:

E{A(f)} ∝ 1/f, (1)

where the A(f) is the averaged amplitude of Fourier spectrum calculated on an
ensemble of natural images. Log spectrum can be obtained by:

L(f) = log (A(f)) (2)

Salient area is then described as a non-linearity in the log spectrum in comparison
to the model spectrum obtained from many natural images. These areas are
suspected to be a proto-objects for a human’s vision system. Residual approach
is defined as:

R(f) = L(f) − hn(f) ∗ L(f), (3)

where hn(f) is the averaging n×n matrix. Inverting the Fourier transform with
phase data and spectral residual gives us a saliency map. Thanks to the straight-
forward and simple algorithm, Spectral Residual can be computed very fast. It
is prone to optical interferences presented in the image. This characteristic is
expected for a saliency detector, because most of the times the object in the
scene has higher sharpness levels than the background. Saliency maps created
from this algorithm are highly scale dependant, what may mimic the ability to
notice the proto objects in the scene of different scales. If one can provide scale
independence for the system, as through proper framing system, the saliency
should be stable in a macro scale (full object’s scale). Macro scale usually means
resizing the scene to small resolution before the computation. That action boosts
the processing greatly (Fig. 1).
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(a) (b)

Fig. 1. Saliency computed for sample image: (a) Scene image, (b) Saliency in full
resolution.

4 Saliency Optimized HoG

Histogram of Oriented Gradients presented by Dalal and Triggs in [6] is widely
used descriptor. It uses a histograms of gradients normalized in blocks uniformly
spread in the descriptor’s area. Its rich description of the shape and gradients is
robust to high luminance changes and small appearance shifts. Similar idea has
been successfully used in SIFT descriptor [16] few years earlier. HOG descriptor
consists of a vector of values of a fixed size. The size depends on the number of
histogram bins in a cell and blocks number in a descriptor window. Histogram is
build from pixels inside the cells. Cells are grouped in blocks, where the normal-
ization of the histogram occurs. Blocks can overlap. Each block can be consid-
ered as an independent part of the feature vector. This characteristic of the HoG
vector can be used for optimizing approaches, as boosting or bagging. Feature
vector matching is often performed using the L2 distance. Optimizing single L2
matching computation can be achieved by lowering the dimensionality of the
feature vectors. This step usually means computing a prior for a population of
features, as space transformation in Principal Component Analysis algorithm.
It can be also achieved through building the approximation data structure, as a
decision kd-tree or hashing tables. The inventive part of the current work consist
of using the saliency data to filter out some of the computations needed in met-
ric computation in HoG feature space. We use a saliency computed in the scale
of the HoG descriptor window. The saliency values for each pixel are summed
in the blocks or cells, creating single value cue for each independent element
of the HoG vector. Additional threshold parameter Thr is used to choose only
the most salient elements of the vector as candidates. The L2 computation is
done only with use of elements of the two vectors being the candidates. Thr is
computed automatically for each descriptor from the saliency map as percentage
of the average saliency sum in a block. As the gain in processing speed of the L2
metric is obvious, the overhead coming from saliency computation and matching
quality has been researched. Results of there research are presented further in
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this paper. Saliency is not locally stable. It means, that if one removes an impor-
tant visual feature from the object’s appearance, the whole saliency map may
change. Unfortunately the same works when background changes. For matching
process though we assume, that the descriptor window contains only described
object or the background is the minority of the scene. Owing to that, the usage
of binary operator and threshold for accumulated saliency values stabilizes whole
process. Since the binary vector of the thresholded saliency values per block has
no enough discriminative power to be used as a feature, we use it only as the
optimizing step. In the proposed approach, the matching process is built on the
assumption, that if the objects match, the most salient regions will be placed in
the same cells/blocks. Another assumption made is that the salient cells contain
more contrast variations than non-salient regions. It is important to notice that
the latter may not be true for some image categories, as the saliency algorithm
computed in one scale favour proto-objects of a particular size, discriminating
contrast variations in some frequencies. Using cells or blocks for thresholding
depends on the context of HoG usage. In standard HoG a feature vector can be
partitioned by blocks.

5 Experimental Setup

The experiment has been performed for two different approaches performed in
macro and micro scale. These are described in the appropriate subsections below.
Experiments in both cases have been performed on the same image database
consisting of twenty thousand images.

5.1 Image Database

The image database used in tests is the ALOI [10] color image collection of
one thousand small objects. Objects has been photographed on a black back-
ground from different framing angles, different illumination conditions and differ-
ent color modifications. The database contains also wide-baseline stereo images.
Whole database consist of more than one hundred thousands images but only the
selected part has been used for the experiment. We use standard HOG descrip-
tor, so we do not consider color data. We want to use reliable metric for results
presentation so we do not use images with different viewing angle. Stereo images
has been dropped as well. For testing we left one thousand classes containing
twenty gray images per class. Each image presents the object with its default
position but with different illumination direction. There is only one light source
used during the shots so changes in the appearance of the same objects may
differ substantially. This changes are presented in Fig. 2. Illumination direction
changes are the most erroneous transformations of the object’s appearance right
beside viewing angle shift. The framing in the database is not ideal, so there are
random shifts in the exact position of the object, that generates small error for
the descriptors.
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(c)(b)(a)

Fig. 2. Example of the change in the object’s appearance in different illumination
angle: (a) Scene image – 1st illumination pattern, (b) Scene image – 2nd illumination
pattern, (c) Scene image – 3rd illumination pattern.

5.2 Macro Scale

For a macro scale we use HOG as a global descriptor spreading over whole object.
At first, we perform a new framing for all of the images to minimize the back-
ground share in the scene. The region of interests covers about 50% of the center
of the image and is constant for every class. It may results sometimes in a side
effect – some parts of the objects are cut-out as well. Without framing the test
is however ill conditioned, as we should not assume uniform background (ALOI
database contain images which have more than 50% of uniform background).
The saliency would then turn background blocks down and create additional
shape-related information cue that would have no place in the real world sce-
nario. HOG features have been calculated with appropriate saliency map for
each image in the database. The saliency has been computed at the scale of the
image. HOG features has been chosen to achieve the best result before using
saliency information. We perform a 20-nearest neighbour brute-force search in
the feature space for each descriptor. Number of neighbours has been chosen
to match number of the images in a class. Then we calculate single accuracy
measure from the correct matches in the query. The HoG parameters used for
tests in a macro scale are the following:

– Blocks size: 32 × 32 px
– Cell grid size: 8× 8 px
– Blocks overlapping: 1 cell× 1 cell
– Histogram size: 9

Each k-NN query consist of L2 metric computation between the feature vectors.
Each computation has been performed according to the following algorithm:

Begin:

Input: two feature vectors: v1 v2

two saliency vectors: s1 s2

block size: bs

thresholds: thr1 thr2

block count divisor: D
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Begin

sum = 0

counter = 0

for each (block index i):

if (s1[i]>thr1 && s2[i]>thr2)

sum += compute L2(v1[i*bs:i+1*bs],v2[i*bs:i+1*bs])

counter++

if (counter > blocks count / D)

return sum/counter

else

return L2(v1, v2)

End.

The threshold can be calculated automatically for each L2 computation. In our
tests we use the value: 25% of the average saliency sum in block. This parameter
should be chosen to activate about half of the meaningful blocks (containing
the object, excluding the background). D parameter represents the factor how
many L2 computations will be optimized with saliency filtering. D has been
chosen to maximize accuracy and has been set to 5. This algorithm can be opti-
mized further during implementations with dynamic programming. Described
procedure is performed with saliency cue and without it (performing standard
L2 computation for whole set of feature vectors).

5.3 Micro Scale

For micro scale approach we use local features as a bag of words type descriptor.
For tests we used implementation of the SIFT keypoints detector. We detected
keypoints on each of the image in the database and computed HOG features on
the area around each keypoint. We created the descriptor similar to original SIFT
descriptor, keeping its appropriate scale, rotation and using blocks consisting of
only one cell (and thus no overlapping). In fact, the difference lays only in the
normalization procedure. HoG normalizes each block, whereas SIFT uses global
descriptor normalization. For each patch on which the descriptor is calculated
we computed a single level saliency map and its sums in each cell. The HOG
parameters used for tests in micro scale are identical to SIFT descriptor and
equal to:

– Patch (interpolated) size: 16× 16 px
– Cell grid size: 4× 4 px
– Blocks overlapping: no overlapping
– Histogram size: 9

Because objects have been presented in the same position, we can create a ground
truth for keypoints matches between images in the same class. We perform full
1-nearest-neighbour search for all pairs of images in scope of each class for all of
the keypoints. Resulting matches can be checked against the ground truth. The
average percent of the correct matches is used as a metric for the experiment.
The procedure of L2 optimization using a saliency sum over the blocks is the
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same as in macro scale approach. The procedure is performed both with and
without saliency cue (performing standard L2 computation for whole feature
vector).

6 Results

Results in both scenarios gave similar average accuracy values. In macro scale in
Table 1 the accuracy percent points are given. Accuracy is calculated as number
of all correct matches divided by number of matching tasks (times 100%). In
micro scale in Table 2 only the average accuracy ratio per object class is given.
The reason for that is high variance in base accuracy values for different object
classes ranging from 4% to 86%. Average accuracy ratio is calculated with ref-
erence to average accuracy gained for simple ‘HoG’ approach. Accuracy here is
calculated per image pair, then averaged. For each image pair in a class we have
accuracy computed as a number of correct keypoint matches divided by number
of possible correct matches (ground truth). Saliency augmented processing gave
better results in macro scale by a 1.5% points. This gain can be substantial in
some systems. Nevertheless stability of the accuracy ratio has not been tested
on differently conditioned image databases. The difference in matching time is
significant as is for descriptor building time. In Content Based Image Retrieval
systems this approach can improve overall processing times. The fact that the
accuracy gain occurred is an evidence that some non-significant areas of the
HoG has low description capabilities for different object’s areas. This assump-
tion was a basis for the algorithm. Every parameter configuration tested yield
no improvement in average accuracy per object class in a micro scale scenario.
The best configuration led to decrement of accuracy by one percent in com-
parison to no-saliency approach. As we prioritized accuracy for this test, the
matching time has been almost identical (difference ≤ 0.1%). Configurations
that led to remarkable improvement in matching time decreased accuracy ratio

Table 1. Results for macro scale.

HOG+Saliency HOG

Accuracy 80.56% 79.11%

Matching time ratio 0.74 1.0

Descriptor building time ratio 2.13 1.0

Table 2. Results for micro scale.

HOG+Saliency HOG

Average accuracy ratio 0.99 1.0

Matching time ratio 1.0 1.0

Descriptor building time ratio 1.23 1.0
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greatly. Descriptor building time increased by a 23%. Results have been achieved
with manual parameters tweaking. As these has not been optimized fully, it is
important to stress, that bad parameters choice could significantly lower the
accuracy without any significant gain in processing time. It is thus important to
take into consideration the cost of parametrization of new system configuration,
as saliency adds complexity. The results show that saliency could be used in
Content Based Image Retrieval and any other system that uses most processing
time for matching tasks. The macro approach works well for images with exces-
sive non-significant graphical data. Visual variance and significance measures are
hard to define, when the whole variance of the signal drops, therefore micro scale
approach is highly unstable and do not come with gains worth implementing.

7 Conclusions

It the paper, the application of Spectral Residual to optimization of the match-
ing process based on a coherent patch-based descriptor has been presented. A
prototype of the algorithm has been build. Implementation has been tested on
two scenarios, differentiating in scale of the patches. Test has been performed
on twenty thousands images presenting thousand object classes. Results showed
that approach may optimize matching process in some application but its para-
metrization is demanding.
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Abstract. Face sketch recognition on real forensic mug shot photo gal-
leries is a complex task since a large amount of images needs to be
matched in few seconds to produce a useful outcome. Several effective
solutions for sketch-based subject identification have been recently pro-
posed, but the cost of linear search makes them not scalable when large
databases have to be scanned. In this work we propose an approach which
combines the use of efficient shape features for sketch-photo matching
with a suitable indexing structure based on dimensionality reduction.
The proposed method provides a preliminary set of candidate photos
to be used as input for the final identification based on state-of-the-art
techniques, offering scalability and time efficiency without noticeably
compromising recognition accuracy, as confirmed by the experimental
results.

1 Introduction

In forensic contexts face recognition from sketch represents a crucial step to
identify culprits. The verbal description provided by one or more eyewitnesses
coupled with the skill of a forensic artist could be of paramount importance in
order to reproduce a drawing of the potential suspect’s face thus guiding the
recognition process.

As it occurs for classic face recognition tasks, also for sketch recognition a
probe sketch (identikit) has to be matched against a gallery of mug shot photos
in order to return a ranking of the most similar subjects. However, sketch and
real photos are not directly comparable; the different richness of details and
textures requires the adoption of novel and non-standard techniques to allow a
direct comparison and overcome such modality gap. Furthermore, typical mug
shot galleries like those owned by law and police enforcement in real contexts
are composed by thousands of elements and their cardinality is expected to
grow continuously as long as new subjects are registered. In other words, a face
sketch recognition system is required not only to be accurate but also scalable
with reference to the gallery size.

In the last decade, many automatic approaches have been proposed for sketch
recognition, but the problem of time efficiency, critical in the presence of large
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mug shot galleries, has been mostly neglected. Only few state-of-the-art methods
provide performance results with large galleries (e.g. [4,11,16,22]), and often in
these cases additional information (e.g. gender or ethnicity), manually labeled,
are exploited to reduce the set of mugshots to analyze.

In this work the shape features proposed in our very preliminary work [5]
are organized in an indexing structure in order to reduce the search space when
a new sketch (query) has to be matched against a gallery of photos. The most
similar photos to a given sketch can thus be retrieved in a time that keeps
nearly constant while increasing the gallery size. After shape-based preselec-
tion, the recognition task is completed with a robust technique based on SURF
descriptors; we thus demonstrate that combining our pre-selection method with
state-of-the-art recognition techniques we can tear down the computational cost
of recognition obtaining at the same time results comparable to the linear-search
scenario, thus offering scalability and time efficiency.

The paper is organized as follows: Sect. 1 provides a review of the state-of-the-
art, in Sect. 2 the proposed approach is described, with details about the shape
features used and the indexing technique adopted; Sect. 3 reports the results of
the experiments carried out to evaluate the algorithm and finally Sect. 4 draws
some conclusions.

2 Related Works

2.1 Face Photo-Sketch Recognition

Face photo-sketch recognition has been widely investigated in the last two
decades and two different types of approaches have been introduced with the aim
of overcoming the previously mentioned modality gap thus allowing a compari-
son between a real photo and a sketch. On the one hand, generative approaches
[9,20,24,25,27,30] perform a synthesis from photo to sketch (or vice versa) and
then make a comparison photo-to-photos or sketch-to-sketches based on tradi-
tional face recognition techniques. On the other hand, discriminative approaches
(e.g. [3,19,28]) exploit modality independent features, thus making possible a
direct matching. Different kinds of descriptors have been adopted in the litera-
ture [4,11,15,16,18,29,31].

2.2 Face Photo Indexing

Despite great efforts have been made to create indexing techniques related to
other biometrics features such as fingerprint [2,6], iris [7] and multibiometric
patterns [10], to the best of our knowledge only few indexing approaches have
been introduced for face recognition on large galleries. A robust method has
been presented in [26] for celebrity face retrieval, where local facial features are
employed for a first index-based scan of a web-scale photo gallery and then
global features are used to re-rank the previous returned candidate set. Further-
more, hashing-based indexing [12] has been recently proposed for face recogni-
tion [13,14] on common available photo datasets, but as far as our knowledge no
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indexing techniques have been explored for face recognition from sketch where
matching heterogeneous image modalities is required. In this work, shape fea-
tures are combined with an indexing structure based on dimensionality reduction
thus resulting in a general method for photo retrieval from sketches on large mug
shot galleries.

3 Proposed Approach

An overview of the proposed approach for sketch recognition is given in Fig. 1.
The input sketch is first processed in order to extract robust face edges, then
different shape features are computed to capture general information related to
edge orientation, overall distribution of the main facial components and relative
displacements of the main facial elements. A feature-level fusion is then adopted
to combine the different feature vectors into a single representation which is
successively used for photo-candidate pre-selection. Such operation is carried out
efficiently thanks to an ad hoc indexing structure, built starting from the gallery
of mugshot photos. The output of the index-based search is a list of candidate
photos which are finally processed by robust sketch recognition techniques; in
this work we exploit Speeded-Up Robust Features (SURF) [1], proposed in the
literature as an effective solution for sketch recognition, but in principle the
proposed pre-selection approach can be coupled with any recognition technique
at the state of the art. In particular, each image (sketch or photo) is partitioned
in a set of disjoint patches of fixed size (32× 32 in our experiments) and for each
patch a SURF descriptor, capturing salient local information about the dominant
edge orientations within each patch, is computed. The ordered concatenation of
the descriptors will provide a global representation of the face.

3.1 Shape Feature Extraction

Shape features are computed on an image representing the salient facial edges. To
obtain an accurate representation of both global and local facial features a robust
technique, based on the Image and Vector Processing Framework (IVPF) [17],
is used. The result is a binary image from which the following shape features are
computed (please refer to [5] for more details):

– SM - Shape matrix [21] computed by superimposing to the face shape a
regular matrix, with M rows and N columns. For each cell the foreground
pixel coverage percentage is computed.

– BAS - Beam Angle Statistics [21] describing the shape of the external contour
as a statistics of the angle generated by neighboring sampling points uniformly
distributed along the shape contour.

– FD - Fourier Descriptors [21], computed in the frequency domain, give a
description of the face boundary and are extracted from the shape signature
representation of the face boundary.
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Fig. 1. Overview of the proposed sketch recognition approach. The procedure consists
of the following steps: (1) Edge extraction from the sketch image; (2) Shape feature
computation; (3) Feature normalization and fusion; (4) Index-based photo candidate
selection; (5) SURF-based recognition.

– LBP - Local Binary Pattern, well-known and effective descriptor originally
proposed in [23]. Even though the edge image is not as rich of textures as
full gray-scale images, the LPB operator well captures the local distribution
of the face edges and increases the discriminating power of the previously
mentioned features.

The design of a full indexing structure based on multiple features requires the
definition of a strategy for combining them into the indexing scheme. A feature-
level fusion approach is here adopted; it is worth noting that the different features
are defined in specific, incompatible, ranges so that a normalization is needed to
combine them into a single feature vector. In particular the single shape descrip-
tors are first normalized in the range [0,1] according to their maximum theoret-
ical value, then a weight is assigned to the normalized descriptors, depending
on the efficacy of each feature for sketch recognition; finally the descriptors are
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then concatenated in order to create a unique feature vector. Combining multi-
ple features into a single vector produces a high-dimensional pattern that makes
indexing a very complex task and requires the adoption of ad-hoc techniques, as
described in the following subsection.

3.2 MKL-Based Photo Indexing

MKL-tree [8] is a hierarchical and height-balanced structure where data are
stored in the leaves, while internal nodes are used to guide the search. All the
paths root-leaves have the same length h (height of the tree) thus granting a
constant search cost. The structure is built adopting a hierarchical clustering
approach, i.e. each element of the internal nodes represents a generalization of
its children. In particular, the tree consists of two kinds of node:

– Internal nodes: they contain a set of q elements. Each element consists of a
KL subspace Si, representing the points in the related sub-tree, and a pointer
pi to the child.

– Leaves: the nodes at the lower level of the structure contain a set of r elements.
Each element refers to a single indexed pattern xj and contains a pointer to
the disk page where the pattern is stored and the projection of the point xj

into the KL subspace of the father Si.

The MKL-tree is a dynamic structure; new insertions are efficiently managed
using ad hoc incremental algorithms appositely studied for KL subspaces; the
adoption of such techniques avoids the complete reconstruction of the indexing
structure when new records have to be included, and this is a very important
requirement in the context considered in this work. The search procedure, which
has been specifically designed for face indexing, will be described in detail in the
following paragraph; for the other managing techniques please refer to [8].

3.2.1 K-NN Searches for Candidate Photo Retrieval
The search procedure designed to retrieve the photo candidates is described
in this section. Given the query feature vector (representation of the sketch to
identify) and the number knn of photo candidates to retrieve, the algorithm visits
the tree from the root to the leaves, gradually adding to the result the leaves’
elements closest to the query. Starting from the root, the elements of each visited
node are analyzed to evaluate the opportunity of following the related path (i.e.
to visit its child). A heap queue Q is maintained to store an ordered list of
nodes to be visited. The heap initially contains only the root and is successively
updated including the nodes fulfilling a probabilistic pruning criterion, adopted
to select the most promising paths in the tree. In particular, a bounding box is
derived from the subspace representations associated to the internal nodes as the
hyper-rectangle centered in its origin and with semi-axes lengths of three times
the values of the corresponding standard deviation. A path is followed only if the
query fits its bounding box. Each time a leaf node is reached, all the elements
whose distance from the query is lower than a threshold are inserted into the
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result set R; the others are stored in a “reserve” list NQ, whose elements are
maintained in increasing order of distance from the query. A maximum capacity
if fixed for the reserve list; if the limit is reached the search procedure is arrested.
At the end of the search, if the set of results does not contain the desired number
of candidates, the elements of the reserve list closest to the query will be picked
to complete the result.

Algorithm 1. KNN-Search for candidate photo retrieval
input : v shape feature vector representing the query sketch
input : knn number of photo candidates to retrieve
input : T pointer to the root of the tree structure
output: R candidate photos

1 R ← ∅;NQ ← (t, 0);RQ ← ∅;maxReserveCount ← knn × f ;
2 repeat
3 N ← Extract the minimum element from NQ;
4 if N is an internal node then
5 foreach element e = (Si, pi) ∈ N do
6 if v is inside BoundingBox(Si) then
7 di ← Compute the distance of v from space Si;
8 NQ ← NQ ∪ {(pi, di)};

9 end

10 end

11 end
12 else
13 foreach element e = (ri, pi) ∈ N do
14 Calculate the projection v’ of v in the subspace associated to N ;
15 di ← Compute the Euclidean distance between v’ and ri;
16 if di < dt then
17 R ← R ∪ {pi};
18 end
19 else
20 RQ ← RQ ∪ {(pi, di)};
21 end

22 end

23 end

24 until Q = ∅ ∨ |Q| = maxReserveCount;
25 if |R| < knn then
26 Add to R the (knn − |R|) elements of RQ with minimum distance from v
27 end
28 Return R;

4 Experiments

It is very difficult to find public face datasets realistic in this scenario; we there-
fore collected well-controlled photos from various sources to build a database of
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8221 mug shot images: 188 images from CUHK, 123 from AR face database, 65
from IIITD semi forensic, 114 from CVL, 100 from PUT, 1194 from Feret, 6387
from FRGC and 50 real mug shots collected from the web. The sketches used
for testing are those associated to the 311 photos of CUHK + AR (viewed), 65
from the IIITD (semi-forensic) and 50 from the real web mug shots (forensic).
The output of the proposed recognition system is a ranking of the photos in the
database; the performance is measured in terms of Rank −N recognition accu-
racy, computed as the percentage of testing sketches correctly identified within
the first N positions.

4.1 Results

A first set of experiments has been carried out to evaluate the effectiveness of
shape features for candidate pre-selection, independently on the indexing scheme
adopted. In Table 1 the baseline SURF recognition accuracy measured on the
whole database (without pre-selection) is compared to the accuracy obtained
by a pre-selection of only 10% of the database photos on the basis of shape
features. At this stage the indexing structure is not used. The different nature of
the sketches has a severe impact on the recognition accuracy: good performance
can be reached with viewed sketches, whereas semi-forensic and forensic images
are still very challenging. This behavior can easily be explained considering that
viewed sketches provide a faithful representation of the facial appearance whereas
semi-forensic and forensic sketches are characterized by significant differences
(face geometry, main facial traits) that make difficult even for a human expert
to perform a reliable recognition. However, in all cases, the shape-based pre-
selection produces a significant improvement in terms of accuracy, noticeably
reducing at the same time the recognition time.

Table 1. Recognition accuracy of the baseline SURF-based approach without (first
value) and with (second value) shape feature-based preselection. The best result is
highlighted in bold.

Sketch Rank − 1 Rank − 5 Rank − 10 Rank − 15 Rank − 20

Viewed 79.4 → 79.7 89.7 → 90.0 92.6 → 93.2 95.2 → 94.2 95.2 → 95.2

Semi-forensic 3.0 → 9.0 14.0 → 15.0 14.0 → 23.0 20.0 → 28.0 20.0 → 32.0

Forensic 12.0 → 18.0 18.0 → 24.0 22.0 → 26.0 24.0 → 30.0 26.0 → 32.0

Further experiments have been carried out to evaluate the effectiveness of
the indexing structure; starting from the gallery we built to this aim a two-
levels structure, and we used the sketches of the CUHK dataset as probes. In
particular the Rank-N recognition accuracy values, with N ∈ {1, 5}, have been
analyzed as a function of the percentage of retrieved candidates (see Fig. 2). The
results confirm the efficacy of the indexing structure: a noticeable increment of
the efficiency produces only a negligible reduction of the performance and the
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recognition accuracy measured is very close to the one obtained by the SURF
baseline without candidate pre-selection. Moreover, it is clearly visible that even
selecting only 5% of the photos as candidate set, the accuracy obtained is close to
the maximum value measured over the different experiments, with a large reduc-
tion of the computational cost. To analyze the efficiency, the average processing
time has been measure for the baseline SURF-based approach as well as for the
two shape-based techniques (flat search and indexing). In this evaluation we sup-
posed to pre-compute the features for the mugshot (gallery) images and to save
them in the database, as it would be obvious in a real application; therefore, the
time reported only includes the following steps: loading the features of the gallery,
extracting the features from the test sketch and performing the comparison. The
overall recognition time is reported separately for the two stages of the process:
shape-based candidate pre-selection and SURF-based recognition. The complex-
ity of the search based on SURF features only is clearly confirmed by the very
high recognition time; on the average, about 38 seconds are needed to recognize
a sketch. The shape-based candidate pre-selection procedure noticeably reduces
the recognition time, in particular when the indexing structure is adopted. The
flat search requires a total of about 8 s for recognizing a single sketch (4 s for
pre-selection and 4 s for recognition), while the index-based pre-selection needs
4.6 s (0.6 for pre-selection and 4 s for recognition). In this last case the accu-
racy is slightly lower, but the average recognition time is significantly reduced,
moreover, it is worth noting that the search time for the flat shape-based prese-
lection grows linearly with the database size, while for the index-based approach
the growth is only logarithmic; this aspect is very important to consider since
the database size in this specific scenario is expected to grow continuously, thus
making mandatory the adoption of fast indexing techniques.

Fig. 2. Recognition accuracy obtained using the indexing structure. The rank − 1 (a)
and rank−5 (b) accuracy values are given as a function of the percentage of pre-selected
candidates.
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5 Conclusions

This paper focused on the problem of mug shot photo indexing for sketch recog-
nition. Real scenarios, where constantly increasing galleries of mug shot photos
have to be scanned, clearly require efficient solutions to be designed to speed
up the search process. A tree-like structure based on shape features has been
adopted in this work; the experiments carried out show that a noticeable time
reduction can be obtained with a slight performance drop. An analysis of the
main causes of errors suggests possible future works. In particular, the prelim-
inary edge extraction step has a major importance in the feature extraction
process and often suffers for uneven illumination or other irregularities that
might characterize mug shot images; more robust techniques, able to deal with
such variations, will be investigated. Moreover, the efficacy of shape feature will
be evaluated also for composite sketches which represent a further modality of
representation.
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Żo�lnierska Street 52, 71-210 Szczecin, Poland
pforczmanski@wi.zut.edu.pl

Abstract. The paper is devoted to the problem of face detection in
thermal imagery. Its aim was to investigate several contemporary general-
purpose object detectors known to be accurate when working in visible
lighting conditions. Employed classifiers are based on AdaBoost learn-
ing method with three types of low-level descriptors, namely Haar–like
features, Histogram of Oriented Gradients, and Local Binary Patterns.
Additionally, the performance of recently proposed Max-Margin Object-
Detection Algorithm joint with HOG feature extractor and Deep Neural
Network-based approach have been investigated. Performed experiments,
on images taken in controlled and uncontrolled conditions, gathered in
our own benchmark database and in a few other databases support final
observations and conclusions.

Keywords: Thermovision · Biometrics · Face detection · Haar–like
features · Histogram of Oriented Gradients · Local Binary Patterns ·
AdaBoost · Max-Margin Object-Detection Algorithm · Deep Neural
Network

1 Introduction

It can be observed, that biometric identification, especially methods based on
facial portrait recognition, is getting more and more popular. Nowadays, not
only top secret assets, but also low-end digital devices are guarded with algo-
rithms capable of face recognition. It is because, human face is one of the most
obvious biometric features, easy to capture, distinguish and identify [6]. How-
ever, it should be remembered, that there are still many situations when typical
biometric approaches are not enough, e.g. when environmental conditions are
not fully controlled [7] or there is a need of increased security level. In such
case, thermal imaging seems to be a good choice [2], since images registered by
infrared or thermal sensors can be used to perform face recognition without the
necessity to properly illuminate the subject. Moreover, it is resistant to spoofing
attempts (e.g. using a photo or video stream [19]).
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1.1 Problem Definition

Locating human face in a static scene is equal to the determination of the image
part containing the searched face. In such case it is important to select proper
discriminative features used to build a face model. In a typical problem of face
detection [20], the false positive rate must be close to 10−6. It is applicable
for objects that are well represented, i.e. with similar imaging conditions, with
standardized orientation etc. In case of thermographic imaging, the visual rep-
resentation of faces depends highly on camera calibration, which may not be
assumed. Some variations of facial portraits in terms of different camera calibra-
tion parameters are presented in Fig. 1. As it can be seen, different parts of faces
are visible with different accuracy, hence it makes the discussed task particu-
larly difficult, and highly dependant on training samples availability. The other
important aspects of this problem are the mechanisms for feature matching and
scanning of the source image. Hence, if there is no information about probable
face position and size, the detection requires to perform search process in all pos-
sible locations, taking into consideration all probable window (or image) scales,
which increases the overall computational overhead. In the paper we focus on
feature extractors and classifiers that enable proper facial portrait detection. The
algorithms were selected taking into consideration the computational complex-
ity, the simplicity of implementation and the accuracy. Hence, we have selected
several well-know and recently proposed approaches.

Fig. 1. Exemplary images taken with different camera calibration parameters

1.2 Employed Methods and Related Works

Despite the fact that the problems of human face detection and recognition in
visible light have been investigated many times, the detection and recognition
of faces in thermal spectrum are less represented [10]. The absence of stan-
dardized methods is caused by specific characteristics of thermal images which
change the appearance of human faces depending on the surrounding temper-
ature. In this context, the main disadvantage specific to the thermal sub-band
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images (thermograms) comes from the fact that the heat pattern emitted by the
face is affected by a number of confounding factors, such as ambient tempera-
ture, air flow direction, physical exercises, individual metabolism, illness or drugs
[18]. The methods of human face detection in both visible and thermal imagery
can be classified as appearance-based and model-based [21]. It should be noted,
however, that the second one is more popular [4]. Since there is a lack of estab-
lished benchmarks, it makes the comparison of the algorithms very problematic.
Nevertheless, there are some reports involving datasets of similar characteris-
tics. Reported accuracy varies form approximately 67% to 96%, depending on
the assumptions and imaging conditions. In this work we focus on certain well-
researched approaches, employing some general-purpose features extractors and
robust classifiers, namely Histogram of Oriented Gradients [3], Local Binary Pat-
terns [17] and Haar-like features [20] combined with AdaBoost-based classifiers.
Some previous investigations on these extractors are presented in [8]. Here, we
additionally tested recently proposed Max-Margin Object-Detection Algorithm
(MMOD) [14] joint with HOG and Deep Neural Network (DNN) as a combined
feature extractor and classifier. The second element of the addressed detection
algorithm is a classification. Most object detection methods operate by applying
a binary classifier to sub-windows of an image, followed by a non-maximum sup-
pression step where detections on overlapping sub-windows are removed. Since
the number of possible sub-windows in even moderately sized image can be
extremely large, the classifier is typically learned from only a subset of the win-
dows. For several recent years, it has become a standard to employ an AdaBoost
algorithm at the learning stage [1]. The derived feature vectors (HOG, LBP or
Haar-like features) are used in the process of classification using e.g. Support
Vector Machine or, in our case, AdaBoost [9]. One of the alternatives is Max-
Margin Object-Detection Algorithm (MMOD) described in [14]. MMOD can
be used to improve any object detection method which is linear in the learned
parameters, such as HOG or bag-of-visual-word models. Its major advantage
comes from the fact that it does not require to provide negative samples at the
learning stage. It is enough to simply label positive samples in images. It also
produces high quality detectors from relatively small amounts of training data.
On the other hand, like the above mentioned feature detectors, it is not capable
of learning to detect objects that exhibit complex pose variation or have a lot
of other variability in how they appear. To overcome this limitation, the Convo-
lutional Neural Networks were introduced, which are capable of dealing with all
these issues within a single model. This alternative direction in research, associ-
ated with a use of deep learning methods, is aimed at creating robust classifiers
without a need of carefully crafted low-level features [15]. Hence, in our research
we also tested both above approaches in order to confirm their high robustness
and accuracy.
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2 Experiments

2.1 Benchmark Datasets

We evaluated the algorithm’s performance on four different datasets: WIZUT
database [12], Caltech (Courtesy NASA/JPL-Caltech) [11], OTCBVS Terravic
Facial IR Database [16] and various uncontrolled images taken from the Internet.
Collected faces include full frontal portraits (except WIZUT ‘a’, ‘c’, ‘d’, ‘e’ and
UC), some of them include glasses, head cover, or both. The exemplary cropped
faces are presented in Figs. 2 and 3. The details are given in Table 1. It should be
noted that in case of OTCBVS Terravic Facial IR Database, from a total number
of 23262 images, 12255 images containing faces rotated not more than 20◦ were
selected, from which 2000 were randomly chosen for the evaluation. The images
from WIZUT and OTCBVS are normalized in terms of temperature range, while
the rest are images with variable temperature ranges. It leads to the very different
representation of temperatures in the pixel’s intensities. The images forming UC
set were taken using various equipment, in variable conditions, indoor/outdoor,
hence they are the most problematic data for the detection.

Table 1. Benchmark datasets characteristics

Dataset WIZUT Caltech OTCBVS UC

No. images/faces 505 64 2000 63/123

No. subjects 101 28 20 123

Image width 320 285 320 167–1920

Image height 240 210 240 129–1215

Min. face size 119 × 124 69 × 73 96 × 120 22 × 26

Max. face size 182 × 178 121 × 135 144 × 212 354 × 317

Rotation angle [◦] ±45 ±5 ±20 n/a

2.2 Experimental Setup

To show that the algorithm is unbiased for the training dataset, we selected a
training set, which is completely different from the testing set. The first exper-
iment (Experiment No. 1) was devoted to the in-dept analysis of the perfor-
mance of selected features/classifiers pairs on individual testing subsets. Hence,
we selected WIZUT (b) as a training set. This set contains frontal faces only
(101 images out of total number of 505 portraits). At that stage, each face has
been manually cropped. No other pre-processing has been employed. All the
faces used for training are presented in Fig. 2. It resembles a situation, where a
limited number of training samples is available. Moreover, only frontal faces (like
in identification documents) are provided, hence the detector can not tune to the
orientation variations. The second experiment (Experiment No. 2) is devoted to
the analysis of the performance of the detector trained on a significantly larger
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dataset: WIZUT ‘a’–‘e’, Caltech & OTCBVS), tested on UC dataset only. In
such case, positive examples are formed from faces with different orientation
and imaging conditions. We wanted to check the influence of the higher num-
ber and variability of positive samples on the performance on rather challenging
testing images. Selected learning images are presented in Fig. 3. In each experi-
ment we tested five approaches: cascading classifiers based on Haar-like features
(Haar), Histogram of Oriented Gradients (HOG) and Local Binary Patterns
(LBP), together with HOG learned by Max-Margin Object-Detection Algorithm
(HOG+MMOD) and deep-learning Convolutional Neural Networks (DNN). The
first three classifiers were implemented using Open Computer Vision library
(OpenCV), while the rest two classifiers were implemented using Deep Learning
Library – dlib [13]. OpenCV implementation used Intel i7 processor, while dlib
programs used NVidia GTX780 GPU. In both experiments, ground-truth bound-
ing boxes were marked manually, covering most informative facial part. The neg-
ative samples were provided for cascading classifiers in an automatic manner.
They were extracted from thermal images taken from the Internet, containing
no faces. In case of cascading classifier, during learning, standard boosted cas-
cade algorithm was applied, namely AdaBoost (Gentle AdaBoost variant), and
varying values of the following parameters: number of positive/negative sam-
ples and the number of learning stages. The number of positive samples is often
larger than the total number of the images in the dataset. It comes from the
fact, that the images are artificially modified (rotated, brightened, darkened,
noised, cropped) in order to increase their variability. In case of HOG+MMOD
and DNN, only the number of positive samples is parametrized. The parameters
for Experiment No. 1 are presented in Table 2. In case of Experiment No. 2 three
parameters setups were tested - they are presented in Table 3. The number of
positive samples varies, since the cascading classifiers uses a limited number of
samples at each training stage, while DNN uses all the samples. HOG+MMOD
uses positive samples doubled by using symmetrical images. The number of iter-
ations depend on the learning rate and is automatically calculated.

Fig. 2. Images used for learning (Experiment No. 1)
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Fig. 3. Selected images used for learning (Experiment No. 2)

Table 2. Training parameters for Experiment No. 1

Detector Cascade HOG+MMOD DNN

Haar HOG LBP

Window size 32 × 32 40 × 40 40 × 40

Positive samples 800 800 800 202 101

Negative samples 2000 2000 3000 – –

No. stages/iterations 18 18 16 63 ∼2500

Table 3. Training parameters for Experiment No. 2

Detector Cascade HOG+MMOD DNN

Haar HOG LBP

Setup no. 1 2 3 1 2 3 1 2 3

Pos. smpl. 800 800 1000 800 1000 1500 500 800 1000 5138 2569

Neg. smpl. 2000 3000 5000 4000 4000 4000 2500 4000 2000 – –

No. stages 11 12 12 15 17 17 11 11 13 54 3500
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2.3 Accuracy Evaluation

In order to evaluate the accuracy of the detector, we calculate an Intersection
over Union - IoU . It is often used in object detection challenges such as the
popular PASCAL VOC challenge [5]. In order to apply Intersection over Union
to evaluate an object detector we have to provide bounding boxes associated
with the object(s) in the image. The bounding boxes are given as quadruples
consisting of (x, y)-coordinates of the top-left corner of the box and its width w
and height h. With each image we associate:

– the ground-truth bounding box(es) of an area Agt representing known
object(s),

– the predicted bounding box(es) from the model of an area Adet representing
detected object(s).

Hence, Intersection of Union is calculated by dividing the area of overlap between
the bounding boxes by the area of union:

IoU =
Agt ∩ Adet

Agt ∪ Adet
. (1)

An IoU score higher than 0.5 is often considered a good prediction. However,
in our case, we set the threshold to 0.3, in order to increase the recall accuracy.
Exemplary values of IoU for various detected faces are presented in Fig. 4. From
the practical point of view, in the approach presented here, a matrix of IoUs is
calculated for all combinations of ground-truth and detected bounding boxes,
and only the highest scores are taken into consideration. As the performance
metric, we selected precision and recall measures, taking into consideration IoU
values. The precision value is a number in the range 0–1 which measures the
fraction of detector outputs which correspond to a real target. A value of 1
means the detector never produces any false alarms while a value of 0 means it
only produces false alarms. On the other hand, the recall value is a number in
the range 0–1 which measures the fraction of targets found by the detector. A
value of 1 means the detector found all the non-ignore targets, while a value of
0 means the detector did not locate any of the targets.

Fig. 4. A comparison of various IoU scores: proper detection (two first cases), border
line detection (third case) and unsuccessful detection (the last case)
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2.4 Results

Several experiments have been carried out in order to verify the effectiveness of
the selected detectors in the task of face detection in static scenes. The detec-
tion involved trained detectors with different parameters, presented in Table 4,
namely size of search window, scaling step in the image pyramid and candidates
rejection rule based on the number of adjacent detections (number of neigh-
bouring detection indicating true detection, in case of cascading classifiers). The
experiments were aimed at selecting the best classifier taking into considera-
tion face detection rate (precision and recall rates) as well as stability of the
results. To make the results more objective, we calculated weighted mean val-
ues of precision and recall indicators in case of Experiment No. 1 (the weights
were associated with the number of testing images). The unweighted means were
calculated for Experiment No. 2. As it can be seen from the presented tables
(Tables 5 and 6), face detection in static scenes gives varying results, depend-
ing on the benchmark dataset. While the detection rate for rather easy images
is very high (almost perfect), for images taken “in the wild” drops. When the
main priority is safety, the precision should be considered as a main indicator.
In such case, we detect faces, that may be successfully recognized at subsequent
processing stages. Hence, DNN and HOG+MMOD give the best results. On
the other hand, when we want a detector that locates most of the faces, recall
is more important. In such case, we may get faces at orientations/variations,
that are characterized by less probable recognition. Hence, all detectors based
on cascading AdaBoost strategy are the choice. When considering the compu-
tational complexity, LBP/AdaBoost combination should be applied, thanks to
its high-speed learning and fast classification (thanks to integer number calcu-
lations). The slowest, yet the most “safe” detector is build over DNN approach.
The exemplary results are presented in Fig. 5. As it can be seen, most of the
faces have been detected correctly. It is also interesting that in the case of a
mannequin face captured in visible light, all, but Haar detector, actually found
a face. There are some false detections, associated mostly with Haar, LBP and
HOG detectors.

Table 4. Main parameters of evaluated detectors

Detector Haar/HOG/LBP HOG+MMOD DNN

Min window size 16 × 16 40 × 40 40 × 40

Max window size 360 × 360 80 × 80 200 × 200

Scaling factor 1.02 1.2 1.2

No. neighbors 2 – –
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Fig. 5. Exemplary results from Experiment No. 2. The yellow solid line squares repre-
sent ground-truth, blue dotted line squares – HOG results, red dashed line – Haar
results, green dash-dot line – LBP results, yellow solid line, rounded rectangles –
HOG+MMOD results, and green rounded rectangles with dotted line – DNN results.
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Table 5. Recall and precision rates for Experiment No. 1

Detector Haar HOG LBP HOG+MMOD DNN

Testing set Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.

WIZUT (a) 0.59 1 0.82 0.93 0.66 0.99 1 0.97 1 1

WIZUT (b) 0.8 1 0.95 1 0.89 1 1 1 1 1

WIZUT (c) 0.74 0.99 0.89 0.97 0.72 1 1 1 0.99 0.99

WIZUT (d) 0.52 0.93 0.4 0.46 0.6 0.95 0.99 0.88 1 1

WIZUT (e) 0.64 0.84 0.52 0.32 0.62 0.98 1 0.9 0.99 0.99

Caltech 0.87 0.72 0.9 0.73 0.74 0.81 0.62 0.7 0.98 0.94

OTCBVS 0.75 0.97 0.93 0.96 0.86 0.99 1 0.91 1 1

UC 0.37 0.57 0.58 0.57 0.3 0.57 0.86 0.39 0.87 0.33

Weighted mean 0.81 0.76 0.86 0.75 0.72 0.83 0.7 0.73 0.98 0.92

Table 6. Recall and precision rates for Experiment No. 2

Detect. Haar HOG LBP HOG+MMOD DNN

Setup 1 2 3 1 2 3 1 2 3 1 2 3 –

Prec. 0.47 0.5 0.4 0.69 0.62 0.58 0.46 0.44 0.5 0.9 0.85 0.85 0.88

Rec. 0.44 0.49 0.46 0.41 0.49 0.56 0.56 0.5 0.47 0.21 0.45 0.46 0.3

Prec. 0.46 0.63 0.47 0.86 0.88

Rec. 0.5 0.49 0.51 0.37 0.3

3 Summary

In the paper an evaluation of the selected thermal-imaging based face detectors
was presented. The results of the experiments show that all of the presented
classifiers can be applied to the presented task. Since the recognition rate is not
perfect, some general advices have been given. The presence of a small number
of false detections as well as some missed faces cause that the solution should
be modified. One of the possible proposals is to perform an iterative detection
involving the detectors with the highest recall rate (e.g. LBP-based), preceded
by a detector with the highest precision (e.g. HOG, HOG+MMOD, DNN). The
result showed also, that the Haar-like features, although very good in locating
faces in visible lighting, are not so good in thermal imagery.
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12. Jasiński, P., Forczmański, P.: Combined imaging system for taking facial por-
traits in visible and thermal spectra. In: Choraś, R.S. (ed.) Image Processing and
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Abstract. In the study the problem of ensemble regression with fuzzy
linear regression (FLR) models is considered. For this case a novel method
of integration is proposed in which first fuzzy responses of base FLR mod-
els are integrated and next the fuzzy response of a common model is
defuzzified. Four different operators are defined for integration procedure.
The performance of proposed integration methods of FLR base models on
the soft level were compared against state-of-the-art integration method
on the crisp level using computer generated datasets with linear, 2-order
and 3-order models and different variances of Gaussian disturbances. As
a criterion of method quality the root mean square error was applied. The
results of computer experiments clearly show that in many cases proposed
methods significant outperform the reference approach.

Keywords: Fuzzy regression model · Regression ensemble · Integration
method · Fuzzy integration

1 Introduction

Regression analysis is a statistical tool for the investigation of the dependence
of a response variable on independent variables. Regression analysis is an empir-
ical methodology, which quantitative specification of relationship between vari-
ables (called regression model) derives from observed data. Therefore, regression
analysis is a central methodology in many research projects, mainly in disciplines
where it is the lack of theory explaining, how the response varies as the values
of independent variables change [3].

For a long time, the least square method was the only approach to create
regression model. Widely available high-speed computing has expanded regres-
sion analysis methods with new techniques, such as nonparametric regression,
neural networks, support vector machines, tree-based methods, to name only
a few [13]. Within the last two decades, also the machine learning community
has enclosed innovative ideas to the range of methods applied in the regression
analysis. One of them is ensemble regression approach.

Nowadays, ensemble regression methods which combine responses of set of
base regression models are intensively developed. The reason is that different
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models offer complementary information about relationship between response
and independent variables and therefore ensemble regression can achieved better
approximation of this relationship, than any single base model [4,6,8–10].

In the procedure of combining base models for ensemble regression, two steps
can be distinguished: ensemble selection or ensemble pruning and ensemble inte-
gration. In the first step, the original set is reduced by eliminating some of the
base models, which – by a certain criterion – are less useful. The ensemble selec-
tion can be either static or dynamic. In the static selection scheme ensemble
is selected for all test instances, whereas dynamic ensemble selection approach
explores the use of different ensembles of base models for different test instances.
In the ensemble integration, a method of aggregating responses of models is
defined which is used to generating response of a common model based on the
predictions of an ensemble members. There are many techniques of ensemble
integration such as BEM and GEM methods [9], linear regression [5], stacked
regression [1] or dynamic integration [7].

All abovementioned integration methods, although different in concept and
procedures, have one characteristic in common: all methods integrate crisp
responses of base regression models. In this study, we consider ensemble regres-
sion with fuzzy linear regression (FLR) models. For this case, a novel integration
method is developed, in which first fuzzy responses of base FLR models are inte-
grated and then fuzzy common response is defuzzified. Four different operators
are proposed for the integration of fuzzy responses of FLR models. In a nutshell,
originality of the proposed approach consists in integration of base regression
models on the level of soft responses.

The paper is divided into five sections and organized as follows. In Sect. 2
the fuzzy linear model is presented and methods of its training are described.
In Sect. 3 the original integration method of FLR base models is developed and
different operators used in integration procedures are defined. The performance
of proposed integration methods of FLR base models on the soft level were
compared against state-of-the-art integration method on the crisp level using
computer generated datasets with different models (linear, 2-order and 3-order)
and different variances of Gaussian disturbances. The results of computer exper-
iments are presented in Sect. 4 and Sect. 5 concludes the paper.

2 Fuzzy Regression Model

2.1 Preliminaries

Let
y = Φ(x) + ε, (1)

where Φ is an unknown function mapping the N -dimensional space X of input
(independent, predictor) variable x = (x(1), x(2), . . . , x(N)) into one-dimensional
space Y of output (dependent, response) variable y and ε is a random disturbance
term with zero expected value E(ε) = 0 and a finite variance V ar(ε) < ∞.
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In the context of supervised learning, the parametric regression problem con-
sists in approximation of function (1) by function f(x, α) which depends on a
finite set of parameters α = (α(1), α(2), . . . , α(p)) assuming that the learning set
is given:

S = {(x1, y1), (x2, y2), . . . (xn, yn)}, (2)

where yi = Φ(xi)+ ε. Function f(x, α) built on the base of (2) is called regression
model or simply regressor or predictor and typically its form is linear, polynomial
or log-linear [13].

The aim of this study is to approximate the unknown function Φ(x) using a
set of trained base models F = {f1, f2, . . . , fL} which must be integrated into
one common model fF using validation set:

V = {(x1, y1), (x2, y2), . . . (xm, ym)}. (3)

In the next subsection we describe the training process of base models in a special
case, when the regressors are linear and their parameters are fuzzy numbers.

2.2 Fuzzy Linear Regression Model

Standard approach for regression is linear modeling:

ŷ = f(x, α) = α(0)x(0) + α(1)x(1) + · · · + α(j)x(j) + · · · + α(N)x(N) = αx̄′, (4)

where ŷ is a model response, x(0) = 1, x̄ = (x(0), x) and ′ denotes the transposi-
tion operator.

For the case of crisp (non-fuzzy) independent variables x, Tanaka in [12]
proposed extension of model (4) to the fuzzy linear regression model (FLR):

Ŷ (x) = F (A, x) = A(0)x(0) + A(1)x(1) + A(2)x(2) + · · · + A(N)x(N) = Ax̄′, (5)

where A(i), i = 0, 1, 2, ..., N denote fuzzy parameters of the model and Ŷ (x) is a
model fuzzy response for x. The fuzzy parameters are assumed to be symmetric
triangular fuzzy numbers (STFN) with membership function:

μA(i)(a) = max{1 − |a − ai|
ci

, 0}, (6)

where ai is the center and ci is the spread as depicted in Fig. 1. In other words,
center ai and spread ci clearly define STFN A(i), as we write A(i) = (ai, ci).

Similarly, from (6) by applying the extension principle [14] to the linear
combination (5) of fuzzy numbers A(i) = (ai, ci) we get:

μŶ (x)(y) = max{1 − |ax̄′ − y|
c|x̄′| , 0}, (7)
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Fig. 1. Parameters of symmetric triangular fuzzy number.

where a = (a0, a1, . . . aN ), c = (c0, c1, . . . cN ). It results that fuzzy model
response Ŷ (x) is also STFN with membership function (7) or equivalently:

Ŷ (x) = (ŷ(x), ê(x)) = (
N∑

i=0

aix
(i),

N∑

i=0

cix
(i)). (8)

In order to conduct learning procedure or fit the fuzzy regression model Ŷ =
F (A, x) to the output observations {y1, y2, . . . yn} belonging to the training set
(2) two different approaches are used [2]:

1. The possibilistic approach, which minimizes the fuzziness of the model by
minimizing the total spreads of its fuzzy coefficient:

J [F (A = (a, c), x)] = nc0 +
n∑

i=1

[c1, c2, . . . cn] x′
i → min

c
, (9)

subject to including the data points of each learning object within a specific
feasible data interval.

2. The least-square approach. Let γi be a measure of compatibility between
training data yi and the response Ŷ (xi) of FLR model. The value of γ is
between zero and unity. γi = 1 if yi = ŷi (center of Ŷ (xi)) and γi = 0 if
μŶ (xi)

(yi) = 0. The least-square approach minimizes the sum of squares of
the deviations of γi from unity, i.e.:

W [F (A, x)] =
n∑

i=1

(1 − γi)2 → min
A

. (10)

For the case of crisp observation and responses Ŷ (x) in the form of STFN,
measure γ can be expressed as follows [2]:

γi = μŶ (xi)
(yi). (11)



186 J. Kozerski and M. Kurzynski

Details of both procedures can be found in [2]. In the next section we consider
the problem of combining fuzzy linear base models in ensemble approaches for
regression with dynamic integration scheme.

3 Dynamic Integration of Fuzzy Regression Models

Typically, the process of construction of multi-regressor system called also ensem-
ble approach for regression or ensemble learning [6] can be divided on three
phases. The first phase is ensemble generation which consists of generating a
set of base regression models F = {f1, f2, . . . , fL} using learning set (2). In this
study as base models the FLR models (5) are applied, i.e. we suppose that a set
of trained fuzzy linear regression models is given:

F = {F1(x,A1), F2(x,A2), . . . FL(x,AL)}. (12)

In the second phase called ensemble selection or ensemble pruning the ensemble
F is reduced by eliminating some of the models generated in previous phase.
Finally, in the ensemble integration phase a method of combining selected base
models is defined, which is used to generating response of a common model fF
based on the predictions of base models.

In the next subsections two integration methods for FLR models will be
presented. Former method is classical approach which is typically applied for
crisp responses of base models. The latter method is our original proposition,
which denotes integration on fuzzy level of model responses.

3.1 Crisp Integration (CI)

General form of integration procedure of base regression models from the set F
is following [9]:

fF (x) =
L∑

l=1

hl(x)fl(x), (13)

where hl(x) denotes the weighting function of the lth model. The simplest app-
roach, called Base Ensemble Method (BEM) supposes that weights for all base
models have the same value equal to 1/L. In the more advanced approach (Gen-
eralized Ensemble Method - GEM) weights are calculated so as to minimize
mean square error for validation data. In the method proposed in [8] and detailed
described in [6,11], first we create the performance matrix PM = [pil]M×L which
contains an error produced by lth model for ith validation object. Next, the k
best models for validation objects belonging to the defined neighborhood of x
get weight value hl(x) = 1 and remaining models get hl(x) = 0.

In considered case with FLR models, fuzzy responses of base models must be
defuzified before integration phase conducted according to formula (13). Typ-
ically, the defuzzification procedure consists in determination for a given test
point x center value of fuzzy response Ŷl(x), which – for STFN – is equivalent
to the center of gravity (CoG) method of defuzzification [15].
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3.2 Fuzzy Integration (FI)

The proposed original method of integration, unlike the crisp integration (13),
combines fuzzy (soft) responses of base FLR models. It means, that first a fuzzy
response ŶF (x) of an ensemble (12) is calculated and next after defuzzification
procedure we get final crisp result ŷ(x) = fF (x).

We propose the following integration methods at fuzzy level which are defined
as L-variate functions [0, 1] × [0, 1] × . . . × [0, 1] → [0, 1] (μŶl(x)

(y) and μŶF (x)(y)

denote membership functions of Ŷl(x) and ŶF (x), respectively):

1. The maximum integration (MAX):

μŶF (x)(y) = max{μŶ1(x)
(y), μŶ2(x)

(y), . . . μŶL(x)(y)}. (14)

2. The bounded sum integration (BS):

μŶF (x)(y) = min{1,
∑

l

μŶl(x)
(y)}. (15)

3. The sum integration (S):

μŶF (x)(y) =
∑

l

μŶl(x)
(y)/max

y

∑

l

μŶl(x)
(y). (16)

4. The weighted sum integration (WS):

μŶF (x)(y) =
∑

l

λl(x)μŶl(x)
(y)/max

y

∑

l

λl(x)μŶl(x)
(y), (17)

where λl(x) denotes weight at a point x connected with the lth model. In the
further experimental investigations, as weight we adopt the inverse spread of
response of lth model at point x, viz.

λl(x) = 1/el(x). (18)

It means, that models with crisper response have greater weights than models
with uncertain (less precise) response.

All abovementioned methods are formulated according to the BEM approach.
Applying the GEM method denotes, that membership functions of base FLR
models are multiplied by additional weight hl(x).

4 Experiments

4.1 Experimental Setup

Inorder to study theperformanceof theproposed fuzzy integrationmethodsof base
fuzzy linear regression models some computer experiments were made. The exper-
iments were conducted in Python environment on the computer generated data.
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As a reference method the crisp integration procedure (13) was applied. In both
crisp (CI) and fuzzy integration (FI) approaches the GEM method was applied
with 0 − 1 weights calculated according to the performance matrix concept.

Datasets. Experiments were conducted on the computer generated data. Each
dataset contained 3000 pairs (x, y), where x and y denote scalar value of input
and output variable, respectively. Value x was randomly chosen from uniform
distribution on [−4,+4] interval and y = Φ+ε, where Φ was linear function, 2nd-
order function and 3th-order function and ε was normally distributed random
variable with zero mean value and variance σ2. For each database all objects were
randomly divided into 3 equinumerous disjoint sets: learning set S for training
base FLR models, validation set V for creating performance matrix and deter-
mining the integration methods and testing set T for evaluation of integration
methods. Table 1 summarizes parameters of datasets used in experiments.

Base Models. The experiments were conducted using homogeneous ensemble
of base models F , the same for both tested integration methods (CI and FI).
Ensemble F consisted of 100 linear fuzzy regression models, which were trained
using the possibilistic approach and bootstrapping of the training set.

Table 1. Datasets used in experiments.

Dataset Function Φ Variance σ2

1 0.1x + 0.1 0.1

2 0.1x + 0.1 0.2

3 0.1x + 0.1 0.5

4 −0.2x2 + 0.1x − 0.1 0.1

5 −0.2x2 + 0.1x − 0.1 0.2

6 −0.2x2 + 0.1x − 0.1 0.5

7 10x3 − 2x2 − 1.1x + 0.12 0.1

8 10x3 − 2x2 − 1.1x + 0.12 0.2

9 10x3 − 2x2 − 1.1x + 0.12 0.5

4.2 Results and Discussion

Accuracies of CI and FI integrated models evaluated by means of root mean-
square error (RMSE) for testing set are presented in Table 2. The results are aver-
aged RMSE values obtained over 40 replications for each experiment. Arrows ↑/↓
mean that the fuzzy integration method is statistically significant better/worse
then the reference integration method (CI). The Wilcoxon tests were applied in
which the level of p < 0.05 was considered as statistically significant.
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Table 2. Averaged RMSE ± standard deviation for the integration methods tested
(description in the text). The best result for each dataset is highlighted in boldface.

Dataset Crisp integration Fuzzy integration

MAX BS S WS

1 0.507 ± 0.006 0.508 ± 0.017 0.519 ± 0.013 ↓ 0.507 ± 0.012 0.508 ± 0.016

2 0.748 ± 0.038 0.762 ± 0.021 ↓ 0.800 ± 0.011 ↓ 0.748 ± 0.011 0.754 ± 0.001

3 3.291 ± 0.121 3.111 ± 0.126 ↑ 3.141 ± 0.142 ↑ 3.183 ± 0.074 ↑ 3.103 ± 0.165 ↑
4 0.703 ± 0.021 0.708 ± 0.012 ↓ 0.701 ± 0.013 0.703 ± 0.016 0.708 ± 0.011 ↓
5 0.973 ± 0.021 0.974 ± 0.023 0.960 ± 0.012 ↑ 0.975 ± 0.013 0.972 ± 0.016

6 4.034 ± 0.088 3.912 ± 0.100 ↑ 3.467 ± 0.088 ↑ 3.957 ± 0.130 ↑ 3.942 ± 0.110

7 0.801 ± 0.021 0.804 ± 0.017 ↓ 0.802 ± 0.017 0.802 ± 0.015 0.801 ± 0.021

8 1.538 ± 0.022 1.539 ± 0.024 1.538 ± 0.019 1.537 ± 0.018 1.538 ± 0.020

9 6.295 ± 0.099 5.513 ± 0.101 ↑ 6.098 ± 0.091 ↑ 6.171 ± 0.154 ↑ 6.296 ± 0.088

These results imply the following conclusions:

1. The FI methods produced statistically significant better (worse) scores in 11
(6) out of 36 pairwise tests (9 datasets × 4 methods tested);

2. The FI method with bounded sum (BI) operator achieved significant better
result in 4 out of 9 pairwise test while FI with MAX and sum (S) operators
in 3 pairwise tests;

3. There are no statistically significant differences between RMSE of CI and FI
methods or FI methods are significant worse for small (0.1) and medium (0.2)
values of variance σ2 and linear and 3rd order function Φ;

4. For high value of variance σ2 (0.5) and for all forms of function Φ, FI methods
with different operators are statistically significant better than CI method.

5 Final Remarks

In this study we have demonstrated that the ensemble of FLR models can be
integrated using operators defined on fuzzy sets (maximum, sum, weighted sum)
which are typically applied in the Mamdani inference system for aggregating
conclusions of active rules. Such an approach states an interesting and effective
alternative to the traditional methods in which integration is performed on the
level of crisp responses of base regression models.

Conducted experimental investigations have preliminary character. In order
to fully identify cases in which the fuzzy integration of FLR models is more effec-
tive than crisp integration further experimental studies are needed, including
multivariate models, non-linear models and distribution of disturbances depen-
dent on input variable.
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nology.



190 J. Kozerski and M. Kurzynski

References

1. Breiman, L.: Stacked regressions. Mach. Learn. 24(1), 49–64 (1996)
2. Chang, Y.H.O., Ayyub, B.M.: Fuzzy regression methods - a comparative assess-

ment. Fuzzy Sets Syst. 119(2), 187–203 (2001)
3. Chatterjee, S., Simonoff, J.S.: Multiple Linear Regression, pp. 1–21. Wiley,

New York (2013)
4. Hashem, S.: Optimal linear combinations of neural networks. Neural Netw. 10(4),

599–614 (1997)
5. Leblanc, M., Tibshirani, R.: Combining estimates in regression and classification.

J. Am. Stat. Assoc. 91(436), 1641–1650 (1996)
6. Mendes-Moreira, J., Soares, C., Jorge, A.M., De Sousa, J.F.: Ensemble approaches

for regression: a survey. ACM Comput. Surv. 45(1), 10:1–10:40 (2012)
7. Merz, C.J.: Dynamical Selection of Learning Algorithms. In: Fisher, D., Lenz,

H.-J. (eds.) Learning from Data. Lecture Notes in Statistics, vol. 112, pp. 281–290.
Springer, New York (1996)

8. Merz, C.J.: Classification and Regression by Combining Models. Ph.D. thesis
(1998). aAI9821450

9. Perrone, M.P., Cooper, L.N.: When networks disagree: ensemble methods for
hybrid neural networks. Technical report, DTIC Document (1992)

10. Perrone, M.P.: Improving regression estimation: averaging methods for variance
reduction with extensions to general convex measure optimization (1993)

11. Rooney, N., Patterson, D., Anand, S., Tsymbal, A.: Dynamic integration of regres-
sion models. In: Roli, F., Kittler, J., Windeatt, T. (eds.) MCS 2004. LNCS, vol.
3077, pp. 164–173. Springer, Heidelberg (2004). doi:10.1007/978-3-540-25966-4 16

12. Tanaka, H., Uejima, S., Asai, K.: Linear regression analysis with fuzzy model. IEEE
Trans. Syst. Man Cybern. 12(6), 903–907 (1982)

13. Weisberg, S.: Applied Linear Regression, 3rd edn. Springer Science+Business
Media, Heidelberg (2001)

14. Zadeh, L.: The concept of a linguistic variable and its application to approximate
reasoning–i. Inf. Sci. 8(3), 199–249 (1975)

15. Zimmermann, H.: Fuzzy Set Theory and Its Applications, 4th edn. Wiley-
Interscience, New York (2005)

http://dx.doi.org/10.1007/978-3-540-25966-4_16


Ensemble Machine Learning Approach
for Android Malware Classification

Using Hybrid Features
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Abstract. Feature-based learning plays a crucial role at building and
sustaining the security. Determination of a software based on its
extracted features whether a benign or malign process, and particularly
classification into a correct malware family improves the security of the
operating system and protects critical user’s information. In this paper,
we present a novel hybrid feature-based classification system for Android
malware samples. Static features such as permissions requested by mobile
applications, hidden payload, and dynamic features such as API calls,
installed services, network connections are extracted for classification.
We apply machine learning and evaluate the level in classification accu-
racy of different classifiers by extracting Android malware features using
a fairly large set of 3339 samples belonging to 20 malware families. The
evaluation study has been scalable with 5 guest machines and took 8 days
of processing. The testing accuracy is reached at 92%.

Keywords: Malware · Classification · Feature · Ensemble machine
learning

1 Introduction

Mobile is rising with all aspects including high-end phones and tablets with pow-
erful processors and Internet high-bandwidth connectivity. From the perspective
of end users, mobile applications and services request different authorisations for
access to a set of resources like database, preference, files in Android operating
system (OS). In consequence, a malware may be deployed to perform malicious
activities while using the privileges granted by Android OS. Android market
share was 83,3% and 1.4 billion Android smartphones were sold in 2015, [16].
The growing market in smartphones and diversity in mobile applications has lead
to smartphones becoming attractive target for online criminals. Again in 2015,
3.3 million applications were identified as malware targeting to steal valuable
personal information. Malware writers can simply release variant of a malware

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 20
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by using obfuscation techniques. But since malware features are unique and vari-
ant of a malware belongs to a specific class, learning based malware classification
subject to a large volume of samples is crucial for enhancing the OS security and
protecting safety-critical user’s information. A large variety of information-rich
features is used for accurate classification of a malware sample and depending on
the variety and volume of a sample set, different feature extraction and learning,
decision algorithms are studied. A survey on Android security is presented in
[7]. Although signature based security solutions, or namely static analysis based
methods, are vulnerable to obfuscation, behavior based and dynamic analysis
solutions are more reliable and accurate at detection and classification of a mal-
ware variant. In [6], N-gram searching over the static code of malware samples
is used to create a classifier and a learning database is developed to determine
whether an application is a malware or benign. In [12] system functions such as
API calls and permissions are discovered by static analysis from applications’
profile and then, classification of a sample into a malware or goodware is evalu-
ated with a set of 1200 malware and 1200 benign samples. Permissions and events
requested by Android applications are monitored, clustering and classification
by K-means algorithm and a decision tree learning algorithm is studied with a
set 500 sample Android applications in [4]. One-Class Support Vector Machine
is trained by using the extracted permissions and a control flow graph of the
input applications in [13]. The One-Class Support Vector Machine was adequate
to reach at the level 80% in accuracy due to a larger set of 2081 benign sample
in comparison to 91 malicious Android applications used for training. A set of
1000 malware samples belonging to 49 families and 1000 benign applications
is statically analysed in [10]. Then, the Bayesian-based classifier is developed
by using the features extracted from this set of known malware and benign
Android applications. In [15], text mining and information retrieval is applied
to a dataset of Android OS malware families for discovering similarity between
those samples and an automated system is deployed to classify malware samples.
In [17], a platform deployment and testing is presented. The API calls and event
flows of users are collected and 15 types of features are extracted. Support Vector
Machine (SVM), Decision Tree (DTree) and Random Forest algorithm is applied
for classification of 666 Android applications. In our study, we apply machine
learning and evaluate the level in classification accuracy of different classifiers
by using the extracted Android malware features from 20 malware families with
a fairly large set of 3339 samples. The analysis platform is scalable with 5 guest
machines and analysis study took 8 days of processing. The testing accuracy is
reached at 92%. The paper is organized as follows: In Sect. 2, we propose a novel
hybrid feature-based classification system for Android malware. In Sect. 3, we
define the dataset, malware families and features. Then, we apply and evaluate
online machine learning algorithm to classify malware samples subject to given
performance metrics. Finally, some conclusions are given.
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2 Methodology

In this section, we propose a novel hybrid feature-based, i.e., static and dynamic
features, classification system for Android malware. The proposed system consid-
ers static features, including permissions, contains embedded APK and hidden
payload, etc. and dynamic features, including API calls, installed services, net-
work connections to model android applications. The proposed methodology, as
shown in Fig. 1, consists of five major steps. The first step is dynamic analysis
of Android malware samples by Cuckoo Framework. In this step, cuckoo run
samples on a virtualized environment and report their activities and some static
features of the samples for example, requested permission list extracted from
AndroidManifest.xml file in APK file. The second step consists of extracting
appropriate features from analysis reports. In this step, we also choose some
text-based features to characterize application such as methods (API calls),
permissions and HTTP connections. The entire feature set is given in Table 1.
Since these features need to be pre-processed before the stage of machine learn-
ing, the bag of words approach is used along with normalizing features by
the means of Tf-idf transformer. After this pre-processing stage, textual fea-
tures are represented with sparse matrix. In the next step, feature selection
is applied on sparse matrix. We use a meta-transformer (specifically Select-
FromModel in scikit-learn) along with Extra Trees Classifier [8] to select the
best subset of features from the malware dataset. As a result of this process,
each application is represented as feature matrix and a class label indicating
Android application family. The fourth part includes the building classifica-
tion model based on feature set. As Android applications are vectorised into
a sparse matrix, one can simply feed this matrix into any machine learning algo-
rithm to derive classification model. However, in our experiments, we examine
three classification methods, which are more suitable to high dimensional fea-
ture space, including Logistic Regression, Naive Bayes and meta-classifier Ran-

Fig. 1. Overview of the proposed methodology
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Table 1. Features and their types for malware with MD5 value equals f6b60dfdab6558
e26f0e92972573d0c8

Feature category Type Value

installed service count Integer 5

fingerprint String getSimCountryIso, getDeviceId,
getSimOperatorName, getLine1Number

methods String isVisibleToUser, getFrameTime,
performAction, ...

permissions String Internet, Access Network State,
Read Phone State, Get Account

HTTP connections String http://d.applovin.com

http://houseads.eu

send sms Boolean False

receive sms Boolean False

read sms Boolean False

call phone Boolean False

app execute shell commands Boolean True

app queried account info Boolean True

app queried installed apps Boolean False

app queried phone number Boolean True

app queried private info Boolean False

app recording audio Boolean False

app registered receiver runtime Boolean True

app uses location Boolean False

embedded apk Boolean False

is dynamic code Boolean True

hidden payload Boolean False

is native code Boolean False

is reflection code Boolean True

dom Forest Classification. In Sect. 3, we briefly describe these algorithms and
elaborate the performance metrics, then plot confusion matrix for better illus-
tration of levels in class-wise classification accuracy.

3 Experiments

In this section, we elaborate the prediction accuracy of algorithms subject to
the feature set. Our aim is to demonstrate that combining static and dynamic
features of Android application can improve classification accuracy. For this
purpose, we evaluate our approach on real world malware samples. Classification

http://d.applovin.com
http://houseads.eu
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experiments are carried out on a 2.5GHz Intel 4-Core i-7 processor with 8GB
physical memory, using scikit learn [1,11] and MS Windows 10.

3.1 Dataset

The benchmark malware dataset is obtained from “VirusShare Malware Sharing
Platform” [2]. This platform provides up-to-date malware samples from vari-
ous types including windows executable (exe, dll), javascript, Android samples
(APK), Java, PDF. The Ubuntu 16.04 desktop operating system installed on a
hardware Intel(R) Core(TM) i5-2410M@2.30 GHz processor and 2 GB of mem-
ory is used to conduct the experimental study. The analysis was scalable with
5 guest machines and took 8 days of processing 3339 samples. To label malware
samples, Virustotal as an online web-based multi anti-virus scanner is used [3].
The malware classes and class-specific measures are written in Table 2.

Table 2. Malware families and their class-specific measures

Class Code Count Precision Recall F1-score

android.adware.adwo 0 97 0.75 0.82 0.78

android.adware.appquanta 1 70 1.00 0.67 0.80

android.adware.dowgin 2 867 0.86 0.99 0.92

android.adware.gingermaster 3 89 0.83 0.62 0.71

android.adware.kuguo 4 63 1.00 0.25 0.40

android.adware.plankton 5 42 1.00 1.00 1.00

android.adware.utchi 6 45 1.00 1.00 1.00

android.adware.wapsx 7 127 0.75 0.82 0.78

android.adware.youmi 8 125 0.86 0.75 0.80

android.exploit.gingerbreak 9 37 0.50 1.00 0.67

android.exploit.psn 10 41 0.00 0.00 0.00

android.riskware.agent 11 93 0.50 0.10 0.17

android.riskware.smspay 12 311 0.82 0.88 0.85

android.riskware.smsreg 13 133 0.73 0.47 0.57

android.trojan.agent 14 84 0.70 0.78 0.74

android.trojan.clicker 15 50 1.00 1.00 1.00

android.trojan.fakeinst 16 207 0.96 1.00 0.98

android.trojan.smskey 17 75 0.67 0.33 0.44

android.trojan.smssend 18 81 0.88 0.70 0.78

trojan.java.smssend 19 702 0.81 1.00 0.90

Average 0.82 0.84 0.81
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3.2 Evaluation Metrics

The proposed classification method is evaluated by using the following met-
rics: precision , recall (a.k.a. sensitivity), F1-score , classification accuracy
(the overall correctness of the model). In binary classification (positive and nega-
tive classes), true positives (tp) refer to the correctly predicted positive samples,
while true negatives (tn) are the number of the correctly predicted negative
samples. False positives (fp) refer to the incorrectly classified positive samples.
Similarly, false negatives (fn) are the number of incorrectly classified negative
samples. On one hand, the terms positive and negative denote the classifier’s
success, on the other hand true and false determines whether or not the pre-
diction is matched with the actual (i.e., ground truth) label. The precision is
the proportion of the sum of true positives versus the sum of positive instances.
For instance, it is the probability for a positive sample to be classified correctly.
The recall is the proportion of instances that are predicted positive and are also
actually positive (i.e., tp) of all the instances that are positive. The F1-score,
also known as F-measure or F-score, is the weighted harmonic mean of the pre-
cision and recall. F1-score reaches at its best value 1 and the worst score at 0.
In binary classification problem, the precision and recall contribute equally to
F1-score. However, in the multi-class problems, overall F1-score is calculated by
taking the weighted mean of the F1-score of each class. The F-score is a popular
measure used in the natural language processing tasks. The metrics are given as
follows:

precision =
tp

tp + fp
(1)

recall =
tp

tp + fn
(2)

F1 − score = 2 × precision× recall
precison + recall

(3)

accuracy =
correctly classified instances
total number of instances

(4)

3.3 Classification Methods

We evaluate different classifiers, including logistic regression, naive bayes, random
forest. The objective is to assess whether combining static and dynamic feature
can provide sufficient information in describing Android application. Addition-
ally, we also aim to determine the best classification method in terms of clas-
sification accuracy. In machine learning, multinomial Logistic Regression algo-
rithm ([14,18]) is a classification technique that learns and fits the data based on
logit function (or logistic curve). In order words, multinomial logistic regression
is aimed to predict the outcomes of a multi-class problem according to given a set
of feature including real-valued, binary-valued or categorical-valued. It is capable
of dealing with a large number of features. The Multinomial Naive Bayes (MNB)
classifier ([9]) is a variation of the probabilistic classification algorithm based on



Ensemble Machine Learning Approach for Android Malware Classification 197

the Bayes’ Rule. The algorithm assumes that the attributes, namely features, are
independent from each other given the class. MNB classifier is highly scalable
method for high dimensional dataset and also it takes linear time to make a pre-
diction. As a result, it is a suitable method for text classification problem such
as spam detection, information retrieval and text categorisation. Random Forest
([5]) is an ensemble method designed to increase the accuracy of the decision tree
by using collection of decision tree. Each tree is trained on randomly selected fea-
tures, and each tree votes for the most popular class. Then, the output of the clas-
sifier is determined by integrating the votes of trees. Consequently, the Random
Forest algorithm can handle high dimensional feature space while being compu-
tationally less expensive when compared to other ensemble methods. Moreover,
employing a set of trees leads a significant increase in classification accuracy.

3.4 Results

We used 10-fold cross-validation approach to measure accuracy. However, as our
dataset is imbalanced in terms of the number of samples in each class, we adopted
Stratified K-Folds method through the evaluation process. Stratified K-Folds val-
idator splits the data into train and test sets by preserving the percentage of the
samples for each class. Table 3 shows general classification accuracy and average
recall, precision and F1-score for the tested machine learning algorithm. Accord-
ing to our evaluation, meta-classifier Random Forest outperforms the other two
classifiers and achieves the highest accuracy with 84%. We also consider a base
class that is constituted by trojan, riskware and adware targeting Android OS.
This base class is primarily the largest set of variants that need to be identified
at day-0. The classification accuracy of Random Forest applied to the base class
is reached at 92%. The accuracy of the classifier at recognising instances of dif-
ferent classes is illustrated with the confusion matrix as plotted in Fig. 2. The
confusion matrix compares the number of correct and incorrect predictions of
the classifier with respect to the ground truth (actual classes). From confusion
matrix, it can be seen that the model is successful in determining the major-
ity of the malware families. However, one can remark that, android.exploit.psn
(numbered as 10 for the sake of appearance) family was always wrongly classi-
fied as trojan.java.smssend (numbered as 19). Another remark is that due to the
usage of imbalanced dataset, the classifier tends to classified malware samples

Table 3. Classification accuracies of the tested machine learning algorithms subject
to all classes and base class

Algorithm Accuracy Precision Recall F1-score

All classes Base classes All Base All Base All Base

Random forest 0.84 0.92 0.82 0.92 0.84 0.92 0.81 0.92

Logistic regression 0.81 0.91 0.81 0.91 0.81 0.91 0.78 0.91

Naive Bayes 0.64 0.83 0.53 0.83 0.64 0.82 0.53 0.82
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Fig. 2. Normalized confusion matrix for all classes

Fig. 3. Normalized confusion matrix for base classes

into android.adware.dowgin and trojan.java.smssend families, which are the first
two classes that contain the most members in our dataset. Figure 3 shows the
class-wise classification accuracy for the base classes, and the model is capable
of predicting each base class with high accuracy.
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4 Conclusions

In this paper, we propose a novel classification method for Android malware
samples according to their static and dynamic features (i.e., hybrid features). The
proposed framework executes the given samples in a virtualized environment and
extracts its activities such as API calls, network connections, and so on. Then,
that information is further combined with static features particularly with a
permission list provided by the application. By applying learning algorithms
to the benchmark datasets, the Random Forest algorithm achieved the highest
accuracy at 84% while classifying applications into their respective families. Our
experiments on real-world Android malware samples verify the contributions
of the proposed method at identifying the Android families on a basis of their
extracted hybrid features.
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Abstract. This paper deals with the problem of labeling a cloud of
points as a classification problem, proposing an ensemble of weak classi-
fiers. First, we define a set of geometrical features over small subsets of
the cloud of points. Then, we apply an Adaboost like strategy to select
a collection of features achieving a target accuracy in the detection of
correct labeling as a whole. Furthermore, we use these features to gener-
ate the labeling of the points in the cloud. We demonstrate the approach
on a real dataset obtained from the measurement of gait motion of per-
sons, for which the ground truth labeling has been carried out manually.
Results are encouraging, achieving high accuracy in both tasks (correct
label detection and label generation) at a reduced computational cost.

1 Introduction

The process of recording the movement of objects (very often human bodies)
so that they are digitized into a computer model is known as motion capture
(MoCap). This technology is widely employed in many scientific and industrial
fields like entertainment, clinical analysis, rehab and sports. A paradigmatical
application is gait analysis [10,11]. Motion capture has diverse technological solu-
tions. Capture systems can be optical (where a set of cameras is used to record
the movement) and non-optical (those that use inertial, magnetic or mechanical
devices [10,11]). Optical systems capture the movement by means of a set of cal-
ibrated and synchronized cameras deployed around the scene, recording images
at a constant frame rate. Frame by frame, a set of 2D points (or markers in the
MoCap slang) are extracted from the camera images and sent to the computer
for further processing. The 3D coordinates of a point cloud are computed by
photogrammetric techniques [1–3] but at this stage their individual ID remains
unknown. The next task is to uniquely identify the candidates points one by
one, frame by frame, what makes further biomechanical calculations possible.
We have to point out here that there is no other information than cartesian
coordinates: no color codes, surrounding image or fiducial schemes. The main
motivation of this paper is focused on solving the labeling process. The labeling
process is a crucial task in the motion capture flow and it is not possible to get
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away without it. While a fully automatic and reliable error free mechanism is
desirable, very often manual intervention has to be carried out to correct wrong
marker identification. Such verification happens to be a time consuming and
tedious task and requires skilled users willing to spend some time figuring out
who’s who. Not to mention that this slows down the attainment of biomechanical
data messing up applications where real time is a requirement. Our main moti-
vation is to provide new tools to ease the marker labeling. In addition we try to
tackle the problem using machine learning inspired techniques that are supposed
to fit better to the nature of the problem. Finally, our proposal differ from the
common solutions found in the existing literature, offering an alternative app-
roach. The main contributions in this paper are the following: (1) Formulation
of the labeling correctness as a classification problem; (2) Proposal of a way of
computing geometrical features over the cloud of points which allow to define
weak classifiers; (3) An Adaboost approach to build the ensemble classifier from
a collection of weak classifiers; (4) Label generator by using the weak classifiers
to guide the process; (5) We demonstrate the validity of approach on a large
dataset obtained from the real industrial practice of the first author.

2 Related Work

The first natural approach [4,5] is to try keeping the labeling through the time
using trajectory estimators, appraising next markers positions from their posi-
tions in the previous frames. In some cases, such prediction is achieved by means
of a Kalman filter tuned to fit the each particular marker behavior. Given an
estimation on the movement, an energy or strength goal function is formulated
between the predicted trajectory and the provided point cloud and some kind
of minimization algorithm is performed to assign the labels [12,13]. The value
to optimize is very often the mean distance between the candidates and the pre-
dicted marker positions [14–16] while the minimization algorithm is a tailored
implementation of the well known Hungarian method [17]. However this strat-
egy turns out to be error prone when it comes to deal with marker occlusions
(points kept out of sight of the cameras) lasting several consecutive frames. In
absence of a reliable trajectory estimation the goal function becomes untrust-
worthy to assess the right labeling. On the other hand, the appraisal of future
marker movement based in its recent trajectory is simply too weak for abrupt
movements. As it has been pointed out, it is like trying to drive your car while
staring at the rear view mirror. So as to strengthen the marker labeling recovery
after a long lasting occlusion, some authors take advantage of the underlying
human skeleton by the identification of the markers belonging to the same body
limb. The markers can be clustered analyzing the pairwise distance along the
time keeping in mind that the skin movement and other artifacts prevents us
from using classical rigid body restrictions. The identification of a reappeared
maker is backed up by those sharing the same limb. This method may fail in case
of massive occlusions where nearly all markers from the same limb have been
hidden for too long. Some authors [14,16] face the most adverse situations going
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beyond the marker clustering, exploiting the fact the markers are placed over a
articulated mechanism. Not only do the markers belong to the same rigid bodies
and therefore the distances among them are supposed to remain the same along
the time [6,7], but also the limbs are linked between them by means of physical
joints. Hence, the overall range of movements is limited. In other words, they
suggest to make use of kinematic (direct or inverse depending on the author) cal-
culation techniques. Thanks to them and in terms of mechanical engineering, the
number of degrees of freedom (DOF) of the underlying mechanism is restricted
and so is the feasible marker labeling. This contributes to identify markers with
a time dragged occlusion. In addition to the academic approaches mentioned
above, there is a number of commercial solutions available for marker tracking
such as Cortex (developed by Motion Analysis), Track Manager (from Qual-
isys) or Clima (by STT Systems). By and large, little has been written about
the details of the internal tracking mechanism they implement due to the propri-
etary nature of these packages. The only information is provided by descriptive
brochures or fliers. For example, it is known that the Qualisys software uses
an tracking algorithm (named AIM which stands for Automatic Identification
of Markers). Basically it is a marker classifier that learns from each manually
verified track. What this means in practice is that after labeling each marker
the underlying model is updated. When a new track is provided to the system,
it applies the model and attempts to automatically label the markers over the
whole trial, automatically filling in gaps of certain sizes. Apparently, huge ben-
efits are obtained when markers flicker or disappear for short periods of the
movement since the AIM model automatically labels them when they reappear.

3 Problem Statement

Motion Capture systems using passive markers require to place a set of n reflec-
tive points over the object whose movement has to be tracked. Each marker
has a predefined and constant position over the body and a unique ID or
name is given. Hence, we have the set of markers that build the model as
{M} = {M1,M2, ...,Mn}, where each element is uniquely labeled with anatom-
ical informative names as ‘right-shoulder ’, ‘left-knee’ or ‘left-humerus-lateral-
epicondyle’. At some stage of the motion capture process, a set of unlabeled 3D
points is provided to the system. These points, known as candidates are gath-
ered in {Ct} = {Ct

1, C
t
2, ..., C

t
m}, where t = {0, 1, 2, ..., T} makes reference to the

frame or time from where they were extracted. When m �= n some real marker
is hidden to the cameras (occlusion) or ghost points make their appearance on
the scene (a ghost is a 3D point built from a wrong 2D matching, so that it does
not correspond to a real marker – a kind of mirage). The challenge we undertake
at this stage is to correctly match the elements from M and C with the only
help of geometric information. A labeling of a given frame cloud of points Ct is
a correspondence, such as shown in Fig. 1, of the cloud into the model that can
be coded as the integer vector Lt = {lt1, l

t
2, ..., l

t
n} where:
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Fig. 1. Example of a humanoid model labeling L.

lti ∈ {N, 0} , 0 ≤ lti ≤ m (1)
(
lti �= 0

) ⇒ (
lti �= ltj ∀j ∈ {1, . . . , n} − {i})

(2)

So that a numeric non-zero value of lti connects the marker Mi with candidate
point Ct

lti
, whereas a zero value means that marker Mi has no match among

the candidate points (i.e. it has been occluded). No two elements of L contain
the same non-zero mapping since a given candidate cannot be simultaneously
assigned to more than one marker.

Correct labeling detection
Given a marker model and a set of candidate points, the challenge is to decide
whether a given labeling L is correct or not as a whole, i.e. if one label is incorrect
the whole labeling is incorrect. We try to build a classifier in two classes, class 1
is the correct labeling

φ (M,Ct, Lt) =
{

Lt correct −→ 1
not correct −→ 0

Labeling generation
The challenge is to generate the correct labeling of the candidate points using the
weak classifiers that have been developed for the detection of correct labelings.
Here the decision is independent for each point, so we can have an incomplete
labeling. We assume that the cloud of points corresponds to the same class of
objects upon which the classifier has been trained, for example gait analysis
sequences as used in this paper for validation.

4 Geometric Features and Weak Classifiers

Given the XYZ coordinates of the points, we define geometric function g yield-
ing scalar values. Examples of geometric functions are listed in the Table 1,
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Table 1. Several geometric operations

Geometric property g # points Points Expression

Angle between consecutive angles g1 3 A, B, C arccos
(

AB·AC
|AB|·|AC|

)

Distance between points g2 2 A, B |AB|
Similarity ratio between segments g3 4 A, B, C, D 2 |AB|−|CD|

|AB|+|CD|
Height difference between two
points

g4 2 A, B Ay −By

Distance ratio between consecutive
segments

g5 3 A, B, C |AB|
|AC|

Angle between two segments g6 4 A, B, C, D arccos
(

AB·CD
|AB|·|CD|

)

Angle between a segment and the
vertical

g7 2 A, B arccos
(

AB·Y
|AB|

)

Triangle area g8 3 A, B, C 1
2
|AB ×AC|

Y component of cross vector g9 3 A, B, C |AB ×AC| · {0, 1, 0}

each corresponding to a geometric property of the polygon defined by the set
of points. Given a cloud of 3D points, we define a feature as a geometric func-
tions of a subset of points. For instance, if we consider {left elbow, left wrist,
right elbow, right wrist} = {M7,M10,M8,M11} from Fig. 1, a feature would
measure the length similarity of forearms segments g3(M7,M10,M8,M11) =
|M7−M10|−|M8−M11|
|M7−M10|+|M8−M11| . The number of features grows combinatorially with the size

of the cloud, it is of the order of
(

n
k

)
, where n is the number of points in

the cloud, and k the number of points considered by the feature. Therefore, the
possible geometrical functions must be limited, and the effective features must
be selected from the pool of all potential features. From the point of view of
classification of the entire labeling of the cloud of points, each feature can be
taken as a weak classifier, following the approach of Adaboost [9]. In our app-
roach, we consider that each feature has a range of natural values [α, β] when
the labeling of the cloud of points is correct. For instance g3(M7,M10,M8,M11)
defined above must have a value near zero, so that [α, β] = [−0.25, 0.25] is a
feasible interval. Therefore, a weak classifier checks if the feature value is within
the specified interval, i.e.

h
(
fS
k (M,Lt, Ct) , α, β

)
=

{
1 if α < fS

k (M,Lt, Ct) < β
0 otherwise , (3)

where fS
k is a feature built with geometric function gk () applied to a subset of

points S ⊂ M selected from the cloud Ct, [α, β] its natural interval, and class 1
denotes correct labeling of the cloud of points. Building a strong classifier has
the following steps:
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1. Generate all the possible features produced by applications of geometric func-
tions to subsets of the cloud of points.

2. Determine the natural interval of values for each feature, thus defining the
weak classifiers, as αS

k = min
C

fS
k (C) and βS

k = max
C

fS
k (C), where all clouds

C are correctly labeled.
3. Select the minimal collection of features that ensures a given accuracy level

of the ensemble of weak classifiers. Since the weak classifiers are trained on
the correct labeling, it is easy to see that any collection of them will provide
very high sensitivity (accuracy on the target class relative to all examples of
the target class) but very likely a large number of false positives, i.e. a very
low specificity. Hence our process is a greedy selection of the weak classifier
providing the biggest increase of accuracy by decreasing the number of false
positives.

5 The Ensemble of Weak Classifiers

Let us denote O = {Oi} the set of learning observations Oi = {Ci, Li, bi} corre-
sponding to a common model M . We can easily generalize to the case of several
models. Each observation has a cloud of points Ci and the labeling Li that maps
it into the model. The vector bi encodes the correctness of the mapping, so that
bij = 0 if the label of the j-th cloud point is incorrect, thus the whole labeling
is incorrect. The training algorithm generates incorrect labeled observations by
permutation of the labels in a selected correct observation. The number of per-
muted elements (from 2 to n, the number of markers) is an index of the severity
of the labeling error. We denote O∗ = {O∗

i } the incorrect samples, retaining
O = {Oi} for the correct ground truth observations. The ensemble of classifiers
consists of a collection of features whose corresponding weak classifier is weighted
by its accuracy gain relative to the remaining weak classifiers. The output of the
ensembles is computed as:

φJ (M,C,L) =

J∑

j=1

wjhj(fS
k (C) , αS

k , βS
k )

J∑

j=1

wj

, (4)

where the index j refers to the order of selection of the feature for inclusion in the
ensemble, i.e. J is the size of the ensemble. Our method borrows from Adaboost
[9] approach the strategy of greedy selection of the weak classifier that maximize
the increase in accuracy, in our case the number of wrong labeling detection.
Initially, all weights are initialized to zero and the set of selected weak clas-
sifiers is empty. In a loop we feed all classifiers with observations of different
error severity obtained by permutations of labels in the correct observations. If
the actual version of φJ (M,C,L) does reject the incorrect sample no further
process is done. If not, the weights of unselected weak classifiers that reject it
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are updated according to the error severity. After a number of incorrect observa-
tions is processed, the ensemble is engrossed with the weak classifier having the
greatest weight. The whole process eventually ends up when a given threshold
on the accuracy of the strong classifier is reached. Finally, the elite of classifiers
is stored together with the weight they got during the learning process as kind
of score.

6 Generating Labels from the Ensemble
of Weak Classifiers

Previous section deals with the decision “is the whole labeling correct?”, while
in this section we aim to generate the labels for the cloud points using the
previously trained weak classifiers and the ensemble classifier. Given an ensemble
of weak classifiers φJ (M,C,L) trained as described above, the number of weak
classifiers giving positive outcome can be interpreted as a measure of how well
the vector of integers L links the model points M and the candidate points C.
Therefore, the labeling of a cloud of points can be stated as looking for the value
of L that maximizes the number of weak positive classifications up to achieve
φJ (M,C,L) = 1. For the sake of simplicity we will assume that the number of
elements n of M and C do match. In other words, no marker is occluded and
no points other than the ones to be labeled are present in the input data. In
this scenario L can be any of the permutations of the integers between 1 and n
and therefore the number of possible configurations for L is n! . Fortunately, we
can exploit the structure of the strong classifier in a branch and bound strategy
using the following properties:

– classifier φ can be evaluated over a partial solution where only a subset of
elements of L as meaningful labels. Weak classifiers using unassigned labels
are simply ignored;

– a single weak classifier rejecting a permutation definitively rules it out, so not
all the elements of φ must be computed, hence the approach is a branch-and-
bound process;

– a single weak classifier can be computed from a handful of points (usually
from 2 to 6) which represents a subset of the vector L.

7 Experimental Results

7.1 Experimental Data and Ground Truth Labelings

The experimental data has been recorded and labeled manually for its use in the
training and validation process. It is made up of 70 sequences of non-pathological
gait analysis movement involving 14 different people from different ages and body
shapes walking at random paces. Each sequence was recorded at 100 Hz. The
average duration of the sequences is three seconds, so that we have more than
20.000 point cloud frames. These labeled clouds are the data of class 1 corre-
sponding to correct labeling. Point clouds with incorrect labeling corresponding
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to class 0 data items are generated by random permutations of the labels of
correct labeling data. The point cloud sequence capture follows the Helen Hayes
lower train protocol [8], widely applied in clinical gait analysis, with the use of a
STT’s proprietary optical motion tracking system, including 6 infrared synchro-
nized cameras of 800 × 800 pixel resolution specially designed for the detection
of reflective markers. The proprietary CLIMA software1 automates the whole
process of motion capture from camera management, camera calibration, 3D
reconstruction, marker tracking and further biomechanical analysis.

7.2 Detection of Correct Labeling Results

A set of features have been built using on geometrical functions g2, g4 and g9
from Table 1 so we have 665 weak classifiers. The training algorithm selects 40
weak classifiers. The ensemble classifier achieves an accuracy over 99% after
the presentation of more than 107 negative samples with diverse error sever-
ity. Table 2 summarizes the best selected weak classifiers that achieve over 93%
accuracy. Apparently the strongest weak classifier is the one that prevents the
triangle right asis - left asis - sacrum from standing far from a horizontal plane.
Indeed, the set of training data involves people walking. No bending over or lying
on the floor movements are being exposed to the learning process so this restric-
tion is full of meaning. After it, the strong classifier relies on distance features
between consecutive marker. This is another way of saying that the length of
humans limbs – or consecutive joints – is more limited than the distance among
arbitrary parts such as the toes and the hands.

Table 2. First selected weak classifiers

Weak classifier Score (%) Cum score (%)

1 TriangleNormal Y(R asis,L asis,sacrum) 18.82 18.82

2 Dist(R malleolus,R heel) 12.91 31.74

3 Dist(L malleolus,L heel) 12.84 44.59

4 Dist(R femoral epicondyle,R tibial band) 11.85 56.45

5 Dist(L femoral wand,L femoral epicondyle) 11.51 67.96

6 Dist(L tibial wand,L meta h) 10.87 78.84

7 CoordDiff Y(R femoral wand,R meta h) 10.43 89.28

8 TriangleNormal Y(sacrum,R meta h,L meta h) 1.90 91.17

9 Dist(R femoral wand,R femoral epicondyle) 1.84 93.02

7.3 Label Generation

To validate the labeling algorithm, we apply a 10-fold cross validation strategy.
In addition, we focus on the number of required node evaluation as an index of
1 http://www.stt-systems.com/products/3d-optical-motion-capture/clima/.

http://www.stt-systems.com/products/3d-optical-motion-capture/clima/


An Ensemble of Weak Classifiers for Pattern Recognition in Motion Capture 209

Fig. 2. Accuracy and efficiency assessment depending on the number of weak classifiers.

the efficiency of the algorithm: the less the numbers of evaluations, the less is
the number of branches to be explored and thus the faster the search. Figure 2
shows how the true positive ratio grows with the number of weak classifiers used
for the test of the labeling. However, as mentioned before all classifiers up to the
40th are useful to rule out nearly all the false positives. Regarding the efficiency,
the number of node evaluations apparently gets stable around the 30th classifier,
requiring a mean of 3500 evaluations before running into the right labeling. This
number is rather small compared with 15! > 1012 (one trillion), the required
number of tests in a brute-force search. Note that the graph that relates the
number of node evaluations with the number of classifiers is using a logarithmic
vertical axis: less than 14 classifiers still require more than 100,000 evaluations.

8 Conclusions and Further Work

We have dealt with the problem of labeling a cloud of points according to a given
model using a simple classification approach that does not use any semantic
prior structural information, such as anatomical locations or graphs of expected
relative positions. We define geometrically based features that are evaluated
over the cloud of candidate points. Corresponding weak classifiers are defined
and trained on the available data. The selection of the minimal collection of
weak classifiers achieving a given accuracy threshold is carried out by a greedy
selection similar to Adaboost. The experimental validation is carried out over a
dataset obtained from the real industrial experience of gait analysis. We achieve
encouraging results in both correct labeling detection and label generation tasks.
Actually, we have found that the labeling of a cloud of points of the size in this
paper can be carried out in times of the order of 10−3 s, which raises expectation
for its use in real time. Future work will be addressed to deal with occlusions, and
to make the approach simultaneously valid for several models, i.e. the ensemble
may be able to detect which model is best fit for the cloud of points.
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Abstract. A malware is deployed ubiquitously to steal safety or
liability-critical information and damage the compromised systems. In
this paper, we present a portable, scalable and transparent system for
dynamic analysis of malware targeting Windows OS. The portability fea-
ture is enabled by introducing a driver capable of collecting the behav-
ioural activities of analysed samples in low kernel level and detection of a
new malware in the latest version of Windows OS is guaranteed without
waiting for its signature update. A large volume and variety of malicious
behaviour is monitored and analysed by the presented virtual, scalable
and automated system deployment. End-to-end design is presented and
functional tests of portability feature are conducted by compiling the
developed kernel driver component in the analysis machine. Evaluation
is performed by using recently captured malware samples that are auto-
matically analysed and detected on a Windows 8 Ultimate 64-bit and
Windows 10 OS.

Keywords: Malware · Dynamic analysis · Portability · Detection

1 Introduction

A malicious software, or malware for short, is a software used or created by an
attacker to perform his bad intentions on a computer system without authori-
sation and knowledge of its user. Stealing safety or liability-critical information
and damaging the compromised system is mainly targeted. The recent develop-
ments in the field of computation systems and the proliferation of systems such
as smart phones, tablet, Internet of Things (IoT), cloud computing have led to an
increased interest in malware development. According to [1], more than 430 mil-
lion new malware samples were released in 2015 with an increase of 36% from the
previous year, and a new zero-day vulnerability was discovered at each week on
average with an doubled release frequency in comparison with the previous year.
Security tools compare suspicious files with their malware definition database,

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
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Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 22
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which are constructed based on known security issues by analysts. Based on
definition database, these tools check whether a given file is malware or not.
For example, anti-viruses running on end-user computers are mainly signature-
based solutions. From an abstract point of view, they read the suspicious file in a
binary format and look for a match with their signature database. According to
[2], anti-virus solutions are fast and effective for known malware but their accu-
racy of analysis and adequacy are easily degraded by slightly changed malware.
Although signature-based solutions are subject to delay on identifying new and
obfuscated version of malware and updating their databases, they are convenient
over previously registered attacks. Subject to an increasing number of sophisti-
cated, advanced, and targeted attacks (a.k.a., advanced persistent threat, APT),
security researchers and practitioners have explored more robust and timely solu-
tions to new and unknown threats. Generally, the security community prefers
sandboxing where malware activities are monitored during their execution in an
isolated and controlled environment. These systems track and inform about file,
registry, network, and process activities. To successfully detect malware and take
appropriate counter measures, dynamic analysis can be considered as an inte-
grated scenario and solution of an environment provided to malware for being
deployed and performing its tasks. CWSandbox leverages API hooking tech-
nique in user mode to track malware’s activities [3]. Once the sample is loaded
into memory, API hooking is performed by in-line code overwriting. The sample
is executed in a suspend mode and then all loaded DLL’s API functions are
overwritten. Hence, CWSandbox collects all called functions and their related
parameters. Then, it generates a high-level report about activities and malware
analyst can quickly follow them. Since it collects data in user mode, low level
operations and undocumented function calls can not be captured. Cuckoo is an
open source analysis system and relies on virtualization technology to run a given
file [4]. It can analyze both executable and non-executable files. These activities
including pre-defined Win API functions and their parameters are monitored
and captured by its user-space API hooking technique. Owing to the fact that
it runs at user level, malware can easily notice presence of the analysis attempt
causing to change its behaviour. Capture-BAT is another dynamic analysis tool
developed by New Zealand chapter of honeynet.org [5]. Capture-BAT monitors
process, registry, and file activities at kernel level, and it captures network traf-
fic using winpcap library. Furthermore, it offers selection of events through its
filtering interface that can be used by the analyst to prevent noisy events to
be captured. Since Capture-BAT is not an automated malware analysis system,
serious concerns exist on whether it can efficiently handle the high penetration of
new and existing malware. To the best of our knowledge, dynamic analysis sys-
tems still use old versions of Windows OS, for instance Cuckoo merely employs
Windows XP and 7, as an underlying analysis environment. However, computer
owners generally prefer to upgrade their OS to the newest version. Therefore,
existing systems may fail at analysing malware targeting new versions of Win-
dows OS. Reliability and availability of malware analysis scheme may be a major
concern subject to the release of new Windows OS version. Consequently, the

https://www.honeynet.org/
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next generation of dynamic malware analysis solutions should be adaptable to
the future versions of OS. This chapter is an extended version of [6]. In this
chapter, kernel callback mechanism is integrated which allows detailed view of
run-time events based on defined conditions on a system basis and new mal-
ware samples with their targeted features are elaborated and evaluation study
is enriched. This chapter is organized as follows: The implementation details of
VirMon components and their functionalities are elaborated in Sect. 2. In Sect. 3,
two real-world malware samples captured in the wild are used to illustrate the
effectiveness and analysis results about monitoring the malware activities. Some
conclusions are given in Sect. 4.

2 Design of VirMon: System Components
and Functionalities

Analysis machine components include mini-filter driver and driver manager.
They are responsible for reporting host-based process, registry, and file system
activities performed by the analysed file, see Fig. 1. Activities of the process (or
processes) initiated by that executable and (if any) child process (i.e., additional

Fig. 1. Overview of the analysis machine components (e.g., filter drivers)
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process created by some of these processes) are monitored by means of the ker-
nel callback functions being embedded in kernel driver. API hooking is one of
the preferred methods for dynamic malware analysis. We use kernel callback
mechanism, which provides detailed view of run-time events based on defined
conditions on a system basis [7]. To be able to use callbacks, a kernel driver
needs to be built. Basically, this driver, also known as mini-filter driver, inter-
cepts all IRP requests made by an application and decides whether allowing or
refusing these operations according to the given rule set. The portability is fol-
lowed by the claim of Microsoft, which states that kernel-callback mechanism is
reliable and compatible with all versions of Windows including their 64 bit ver-
sions. Malware creates new process or changes an existing one in order to run its
actions without being detected. To obtain the information about run-time events
provided by the callback mechanism, related functions need to be called with
their relevant parameters. For process monitoring, the “PsSetCreateProcessNo-
tifyRoutine” function allows the mini-filter driver to monitor changes applied to
the running processes. Many malware uses Windows registry to gain persistent
access to the system. Attackers can use these registry keys to gain authority over
the OS and persistent access to it. When an event is occurred on the registry,
“CmRegisterCallback” function can provide related information to the mini-
filter driver. To track registry events, one needs to identify which actions to
be monitored in the driver via some self-explanatory constant values (e.g., Reg-
NtPostCreateKey, RegNtPreDeleteKey, RegNtEnumerateKey). In VirMon, reg-
istry operations about OpenKey, CreateKey, DeleteKey, SetValueKey, DeleteVal-
ueKey, QueryValueKey and EnumerateKey are monitored. Malware copies itself
or its variants to various locations in the file system and then adds a registry key
to start automatically while booting. “FltRegisterFilter” function along with its
callback actions can be used to monitor file system activities on the system. Like
registry monitoring, the actions to be tracked have to be addressed in the driver
accompanied by some constant values (e.g., IRP MJ WRITE, IRP MJ READ,
IRP MJ QUERY INFORMATION). In VirMon, to avoid redundant and dis-
tracting file operations, we consider only read, write, and delete events performed
by the tracked processes. Network components are responsible for reporting net-
work activities of the analysed file. Malware needs to connect very often to
the C&C servers to send confidential information collected from compromised
machines or to receive C&C servers’ commands. This bi-directional commu-
nication makes analysis of the network activities of malware as an inevitable
requirement to be fulfilled by malware researchers. In VirMon, we use different
network solutions, such as VLAN, VPN, IPDS, and firewall to monitor network
activities of suspicious files. Intrusion Prevention and Detection System (IPDS)
is a network security solution monitoring network traffic and system activities
[8]. In VirMon, an IPDS is introduced to prevent possible networks attacks
caused by suspicious files in the system. This secure scheme fulfils the analysis
requirement of the malware analyzer by giving an opportunity to acquire all
network events including the requested web pages, downloaded files by malware.
Suricata, an open source IPDS solution, can prevent malicious attacks such as
distributed denial of service (DDoS), port scanning and shell codes [9]. It can
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also extract files and HTTP requests from live network traffic. In order to cir-
cumvent network attacks caused by malware sample under dynamic analysis, we
use Suricata as one of the IPDS component. Bro [10] is different from the typical
IPDS since it can not block the attacks and does not rely on network signatures
but it enables monitoring all network traffic. It supports well-known network
protocols, extracts related information from network packets and exposes net-
work activities at high-level [11]. In the hierarchy of VirMon, Bro runs on IPDS
server and reads network interface. To extract files from live network traffic,
a custom script compatible with HTTP, FTP, IRC, SMTP protocol is created.
The developed script logs hostname, URL, filename, file type, and transport layer
information (e.g., IPs and ports) to a file which is parsed periodically for storing
these information in database. Meanwhile, if the files extracted by Bro Engine
have not already been dissected beforehand, they are queued into application
server’s priority queue. The open source Oracle Virtual-Box [12] is chosen as the
virtualization infrastructure to host and to deploy malware analysis machines.
Virtual-Box supports both 32 and 64 bit CPU. Virtual-Box also provides acces-
sibility features such as remote machine management, display of multiple remote
machines via web interface, and offers command-line interface (VBoxManage)
for automated tasks. The application server is responsible for the management
of the malware analysis processes. It assigns an analysis machine to the submit-
ted file. It collects the file activities from analysis system components. Then, it
formats the collected data and stores them in a database. After the analysis oper-
ations are completed, the application server commands the analysis machines to
be restored to a clean state.

3 Evaluation

The procedure followed by VirMon to analyze a submitted file, and the inter-
action between the application server and the analysis machine is plotted in
Fig. 2:

Fig. 2. Information flow and interactions between application server and analysis
machine
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– Analysis application sends a request to the application server to start a new
analysis process.

– The application server chooses a file in its priority queue and sends it to a
analysis machine.

– The analysis application injects codes into explorer.exe process. This process
executes submitted file in the suspended mode and then explorer.exe writes
PID of this recently created process to a shared memory. Subsequently, the
analysis application reads PID info from the shared memory, sends a message
involving this information to the driver and a request about recording the
events initiated by this process.

– The analysis application waits until the analysed process exits or a timeout of
3 min occurs. Then, it sends a message to the driver to stop recording events.

– The driver stops recording and writes collected events to a log file.
– The analysis application sends the log file to the application server for parsing.
– The application server parses the log file and stores it in the database. Finally,

it reverts the analysis machine to the clean state.

We analyze a trojan, named as Hesperbot [13] detected on August, 2014. This
trojan is focused on stealing banking account information to be used towards
unauthorized money transfers. The attackers social engineer victims to execute
attached files by sending e-mail which looks like it is originated from one of the
service providers in Turkey. The analysis of hesperbot is executed automatically
on a Windows 8 Ultimate 64-bit OS. Since the number of events including system
dll file and registry accesses gathered from VirMon for this malware is too high
(10000+), only important events occurred on the system are displayed in Table 1.
The intention of the malware sample can be easily derived from this table. When
the sample is executed, the process created by explorer.exe creates a new process
entitled “fatura 874217.exe” having the same name in its directory. In Turkish,
“fatura” means “the bill”. This technique, named as process hollowing, [14,15],
has been recently used by malware to hide itself. Then, the process created by
explorer.exe terminates itself. The fatura 874217.exe process created by hollow-
ing technique, creates %APPDATA%\Sun and %APPDATA%\yseszpkf direc-
tories and drop randomly named binary files under them. To be hidden, the
fatura 874217.exe process creates new explorer.exe, which in turn is used to
carry out remaining activities, download configuration files from C&C server,
drop new executable and writes it to the auto-start line in the registry, respec-
tively. This analysis shows that the VirMon dynamic malware analysis system
successfully collects the run-time behaviours of the file sample.

3.1 VirMon Compatibility on Windows 10

In order to show that VirMon (e.g., its mini-filter driver) is adaptable to the
newest version of Windows OS, we conducted functional testing of developed
mini-filter driver on Windows 10. This test is based on the analysis results of
the recent malware sample, known as cyrptolocker, a variant of ransomware, that
encrypts sensitive documents on the infected machine and forces to pay a ransom
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to make them usable again. Since other system components of VirMon work
independently, it has been sufficient to install the developed mini-filter driver
into the analysis machine to integrate new OS. Accordingly, we successfully
installed VirMon’s mini-filter driver on Windows 10 without any need to modify
or build driver’s code. Table 2 shows the summarised run-time activities of the
cyrptolocker still observed by VirMon during its analysis. Cyrptolocker malware
sample (see [16]) was active in the wild and a signature has not yet been created
at the time of writing this paper. This malware’s activities show that it uses the
process hollowing technique as in the previously analyzed sample (i.e., hesperbot
sample). Then, it probably searches specific file types under C:\drive to encrypt
and makes them unusable unless one does not have the description key. It sends
some information to its C&C server and asks ransom from its victim user.

4 Conclusions

In this paper, the virtualization-based dynamic malware analysis system and
its components is presented. A mini-filter driver is built to monitor run-time
activities of the file to be analyzed. Since kernel-callback scheme is reliable and
compatible with all versions of Windows OS, analysis machine can support all
Windows OS versions. In addition to its portability feature, the design supports
virtualization and scalability, for instance the average rate of analysis can be
adjusted by the virtualization approach. Two recent malware samples captured
in the wild are analyzed to illustrate the portability feature and analysis suc-
cess of the presented dynamic analysis system. The activities of the analyzed
samples are extracted accurately and details of each activity are given with the
timestamp, event and process description, which enhances readability of the
analysis.
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Abstract. The increasing interest in person identification based on key-
stroke dynamics can be attributed to several factors. First of all, it is a
cheap and widely applicable technique, whereas online services such as
internet banking or online tax declaration require reliable person identifi-
cation methods. Furthermore, there are various attack techniques against
the existing identification methods, thus combining the existing methods
with new person identification methods could improve the reliability of
the identification. Recent research shows that person identification based
on machine learning using keystroke dynamics data works surprisingly
well. This is because the dynamics of typing is characteristic to users and
a user is hardly able to mimic the dynamics of typing of another user. In
this paper, we propose to use a projection-based classification technique
for the task of person identification based on keystroke dynamics.

Keywords: Keystroke dynamics · Machine learning · Person identifica-
tion · PROCESS

1 Introduction

Person identification became an important research topic as it may be used in
various online services ranging from internet banking to online tax declarations.
Conventional person identification methods use, for example, passwords or bio-
metric features such as fingerprints or iris patterns. Despite the fact that solely
password-based identification systems are very vulnerable to various threats,
most online services’ identification procedures rely on passwords. With the
dynamics of typing we mean a time series, in which each of the values corre-
spond to the duration of a keystroke. The dynamics of typing has been shown to
be characteristic to individuals [1,2], and people are hardly able to mimic others’
typing dynamics. Furthermore, person identification based on keystroke dynam-
ics is cheap and it may be implemented with a standard keyboard (i.e., it does not
necessarily require special hardware). Therefore, it is widely applicable and suit-
able for the task of online person identification. Our goal is to develop an accurate

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 23
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keystroke dynamics-based person identification technique. We consider the task
of person identification based on keystroke dynamics as a time-series classifica-
tion problem for which various techniques have been developed recently1, one of
them is a projection-based approach, PROCESS [3], which has only been applied
to the classification of electroencephalograph (EEG) signals previously. Despite
the promising results, PROCESS has not been applied to person identification
based on keystroke dynamics yet. This paper aims to close this gap. In partic-
ular, we propose to use a projection-based classification method for the task of
person identification based on keystroke dynamics. We performed experiments
on publicly available real-world typing dynamics data. Our results show that our
approach outperformed other state-of-the-art classifiers. The remainder of the
paper is organized as follows: Sect. 2 gives a brief overview of the most important
related works. In Sect. 3 we describe the proposed projection-based classification
of keystroke dynamics data. Section 4 presents our experimental results, while
we draw conclusions in Sect. 5.

2 Related Work

Person identification based on keystroke dynamics can be considered as a classi-
fication task, for which various classifier may be applied, such as neural net-
works [4], data evolution methods [5] and classifiers based on Kolmogorov-
Smirnov test [6]. While ensemble techniques [7,8] have been found to be powerful
for various classification tasks, their recent applications include person identifi-
cation based on keystroke dynamics data [9]. In this paper we consider the task
of person identification based on keystroke dynamics as a time-series classifica-
tion problem, for which nearest neighbor classifiers with dynamic time warping
(DTW) distance [10] have been shown to be competitive [11,12] with various,
more complex models such as neural networks [13], Hidden Markov Models [14]
or “super-kernel fusion scheme”. While these empirical results are supported
by studies focusing on the theoretical aspects of classification [15,16], a few
instances, called bad hubs have been shown to be responsible for a surprisingly
large fraction of the classification error of the nearest neighbor classifier [17]
which motivated the development of hubness-aware classifiers [18] and regres-
sors [19] and their application to the person identification task [20]. On the other
hand, in the case of electroencephalograph (EEG) signals, a projection-based
classifier, PROCESS [3] outperformed several hubness-aware classifiers, such
as k-Nearest-Neighbor with Hubness-aware Weighting (HWkNN), Naive Hub-
ness Bayesian k-Nearest Neighbor (NHBNN) or Hubness Information k-Nearest
Neighbor (HIkNN), both in terms of accuracy and computational time. Despite
these promising results, none of the aforementioned works used projection-based
classifiers, such as PROCESS, for the task of person identification based on key-
stroke dynamics previously. In this paper, we aim to close this gap by proposing
to use a projection-based classifier for this task.

1 See Sect. 2 for an overview of related works.
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Fig. 1. Projection-based classification of keystroke dynamics data.

3 Projection-Based Classification of Keystroke
Dynamics Data

As mentioned above, with keystroke dynamics data we mean time series, in
which each of the values corresponds to the duration of a keystroke. Thus in
our case the instances correspond to time series describing typing dynamics. In
particular, each typing session corresponds to a time series. First, we project time
series into a vector space. Subsequently, we train a logistic regression classifier
using the projected instances which can be applied to classify new instances.
This is illustrated in Fig. 1. Next we describe the details of this approach.

Algorithm 1. Projection of an instance
Require : instance x, set of reference instances S
Ensure : Projected instance p

1 for i = 1 . . . d do
2 p[i] ← DTW distance of x and the j-th instance of S
3 end
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Algorithm 2. Projection-based classification – Training
Require : Training data D, integer d
Ensure : Trained classifier

1 S ← select d instances from D for i = 1 . . . |D| do
2 P[i] ← project the i-th instance of D with Alg. 1 using S as reference

instances
3 end
4 L ← logistic regression classifier trained on P

Algorithm 3. Classification of a new instance
Require : Selected instances S, instance x to be classified
Ensure : Predicted class label of instance x

1 p ← project the x with Alg. 1 using S as reference instances L.predict label(p)

First, we select a subset of the training instances. Then for each training
instance, we calculate its distance from the selected instances. Thus we map
the time series into a d-dimensional vector space where d is the number of
selected instances. For the calculation of distances, we use Dynamic Time Warp-
ing (DTW), see e.g. [18] for the detailed description of DTW. Next we train a
logistic regression classifier using the projected training data. Algorithm 1 shows
the pseudocode of projection, while Algorithm 2 summarizes the training proce-
dure. If we want to classify a new time series, we project it into the same vector
space by calculating its distance from the selected instances, and then we use
the previously trained classifier (logistic regression) to predict the class label of
the new instance, see Algorithm 3. We note that the standard logistic regression
is a binary classifier, i.e., it assumes that only two class labels (usually coded
as “0” and “1”) are present. However, it can be applied to multiclass classifica-
tion tasks (such as person identification) if the multiclass task is reduced to a
set of binary classification tasks. There are various techniques for that, such as
one-vs-rest, one-vs-one or error correcting output coding, see e.g. [21] for details.
In state-of-the-art implementations of logistic regression (such as the one in the
scikit-learn machine learning library2) this issue is handled internally, i.e., the
logistic regression classifier implements the interface of a multiclass classifier.

4 Experiments

In this section we describe the experimental evaluation of projection-based per-
son identification. We collected time series describing keystroke dynamics, or
typing patterns for short, from 12 different users over several months, resulting
in a collection of 548 typing patterns in total. In each of the typing sessions, the
users were asked to type the following short text based on the English Wikipedia
page about Neil Armstrong: That’s one small step for a man, one giant leap for
2 http://scikit-learn.org.

http://scikit-learn.org
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Fig. 2. Accuracy of person identification in case of the proposed projection-based app-
roach, PROCESS, and the baselines.

mankind. Armstrong prepared his famous epigram on his own. In a post-flight
press conference, he said that he decided on the words just prior to leaving the
lunar module. In each typing session, we measured the duration of each key-
stroke, i.e., the time between pressing and releasing a key. Thus each typing
pattern is a time series of keystroke duration values corresponding to a typ-
ing session. We used a self-made JavaScript application and a PHP script to
capture the aforementioned time series and to save the data. Note that due to
typing errors, the length of typing patterns may vary from session to session. For
the evaluation of our approach, we considered the task of person identification,
wherein a set of training time series and some “new” (i.e., test) time series are
given, and the task is to decide, which user belongs to the “new” (i.e., test)
time series.3 From the collected data, we used the first 5 typing pattern from
each user as training data, and the rest is used as test data. This corresponds
to the assumption that the system is trained on a small set of typing patterns,
such as the typing data recorded when the user registers to the system. We mea-
sured the quality of the models in terms of accuracy, i.e., the proportion of cor-
rectly classified typing patterns. The data, together with a web-based evaluation
system, is publicly available at http://www.biointelligence.hu/typing-challenge/
task2/. We implemented the projection-based approach in Python. We used all
the training instances as “selected” instances, i.e., we calculated the distance
of each training and test instance from all the training instances and mapped
the data into a 12 × 5 = 60 dimensional vector space. After the projection, we
trained a logistic regression classifier from the sklearn machine learning library
on the projected training instances, and used this classifier to label the test
instances. For the reasons mentioned in Sect. 2, we chose 1NN and k-Nearest-
Neighbor with Error Correction (ECkNN) as baselines, see [20] for the detailed

3 We note that the task of person identification is different from person authentication,
in case of which the user claims an identify and the system has to decide whether
the true identity matches the claimed identity. The task of person identification is
inherently more challenging compared with the person authentication task, therefore,
we decided to evaluate the proposed approach in context of person identification.

http://www.biointelligence.hu/typing-challenge/task2/
http://www.biointelligence.hu/typing-challenge/task2/
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Fig. 3. Confusion matrix of projection-based classification.

description of these models. As can be seen in Fig. 2, our results show that the
proposed projection-based approach, PROCESS, outperformed both baselines
(1NN and ECkNN). Figure 3 shows the confusion matrix of the projection-based
classification. It can be seen that in the majority of the cases the predicted label
equals to the actual label. However, we can notice that there are some users who
have very similar typing patterns, so the predictions for their typing patterns
may be confused – for example: user 3 and user 4.

4.1 Relevance to Real-World Applications

Based on the results of the above classification experiments, we aimed to approx-
imate what additional security can be achieved using person identification based
on keystroke dynamics in real-world applications. As an example, we consider
credit card transactions on the internet. Usually, all the data required to perform
a transaction is available on the bank card. We consider a hypothetical system
which additionally checks the user’s keystroke dynamics. There are two possible
errors in such a system: (i) an illegitimate user is allowed to perform a trans-
action because his/her typing pattern is recognized erroneously as the typing
pattern of the owner of the bank card, or (ii) a legitimate user is not allowed
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to perform a transaction because his/her typing pattern is not recognized prop-
erly. Under the assumption that the classification results are representative for
the application, using per-user confusion matrices, we estimate the probability
of a legitimate user not being allowed to perform a transaction to be approxi-
mately 20%. On the other hand, the system is expected to recognize 98% of the
illegitimate transactions which may be considered as a reasonably high level of
additional security for the case if the bank card gets lost or stolen.4,5

5 Conclusions and Outlook

In this paper we proposed to use a projection-based approach for the task of
person identification based on keystroke dynamics. We evaluated our model on
publicly available real-world typing data, and compared it with state-of-the-
art classifiers. Our results show that our approach outperforms the baselines
on the task of person identification and it may provide additional security in
applications.

Acknowledgment. D. Neubrandt was supported by the “Új Nemzeti Kiválóság Pro-
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Abstract. This paper introduces a novel technique for touchless typing
with head movements allowing to reach any alphabet character in only
three steps. Head movements are frequently used for human-computer
interaction by users with motor impairments unable to operate stan-
dard computer input devices. In such interfaces great difficulty is typing.
Many directional head movements are required to reach subsequent char-
acters using the on-screen keyboard and additional mechanism (like eye
blink or mouth open) supplements the selection process. In this paper, a
reduced interaction keyboard for touchless typing with head movements
is proposed. The solution is based on recognition of head movements in
four main directions.

Keywords: Touchless typing · Typing with head movements · Virtual
keyboard · Gesture interaction · Human-computer interaction

1 Introduction

Researchers are actively engaged in the development of touchless interaction.
Contemporary research on no-contact interfaces employs computer vision and
pattern recognition approaches. Most solutions offer hands-free control of elec-
tronic devices using gestures. However, natural user interfaces are frequently of
no use for disabled users with motor impairments. Those people need special
interfaces to increase their independence in their daily lives. New assistive tech-
nologies can improve their participation in social activities and provide means for
information access. For some people such interfaces enable computer-mediated
communication with others. The control and input devices are of great impor-
tance for physically challenged people. Head operated interface is one of the
option. It offers touchless interaction through movements of the user’s head.
Many approaches focus directly on a face or facial features and use the changes
in their appearance for steering purposes. Most head operated interfaces focus on
conventional mouse replacement and the pointer manipulation in the Graphical
User Interface (GUI). The term camera mouse is frequently used for solutions of

c© Springer International Publishing AG 2018
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these kind (e.g. [1,2]). Text entry is usually performed on the standard on-screen
QWERTY keyboard through pointer manipulation. The process is tedious and
last long. There are also several alternative techniques for touchless interfaces.
Most popular of these include: speech recognition, eye tracking and brain com-
puter interfaces. Some of them can not be applicable for some people due to
their disabilities. The price level of other is far too high for many individuals.
The computer vision approaches may provide an excellent alternative here. The
rest of the paper is structured as follows. In Sect. 2 related works are outlined and
discussed. Section 3 presents concepts applied in keyboards with reduced num-
ber of keys. In Sect. 4 reduced interaction keyboard is proposed and its handling
with head movements for touchless typing is described in Sect. 5. The details
of computer vision methods employed are provided in Sect. 6. Final conclusions
and a summary are provided in Sect. 7.

2 Related Works

The operation principle of head operated interfaces is based on the detection and
tracking of the user’s face or facial features. Former solutions relied on markers
attached to distinctive parts of the head (e.g. middle of the forehead). Their aim
was to simplify the processes of detection and tracking. Modern solutions, how-
ever, are based on computer vision and pattern recognition approaches. Captured
head (or face features) movements are translated into the motion of a pointer
on a display presenting GUI. In [1] facial movements has been divided into two
groups: rigid and non-rigid motions. The first denotes rotation and translation
while the second includes actions like opening, closing, and stretching of the
mouth, eye winks, cheeks twitch, etc. There are different approaches to handle
pointer manipulation in GUI using head movements. In [3] the position of cur-
sor is controlled by changes of the position of user’s nostrils related to the face
region. Similar approach is proposed in [4]. Here, the nose tracking is supported
with eye regions which are processed for recognition of winks. Those are then
interpreted as the mouse clicks. The involuntary blink and steering blink are
distinguished on the basis of the closure duration. Eye blink is also used for
confirmations in [5]. The mouse control is achieved here using the image plane
position of the eyes. Mouse movements controlled by the user’s eye movements
is also proposed in [6]. Clicking events, on the other hand, are implemented
through mouth shape changes (opening/closing). Detection of mouth motions
applied for mouse events is also employed in [1]. The mouse cursor navigation
in [1] is obtained by 3D head pose. 3D pose estimation for camera mouse is
also utilized in [2]. Interestingly, the clicking events are obtained here through
the distance between the camera and user head. Another imaging technique -
a depth imaging - is adapted for control and navigate the cursor in [7]. From a
depth image the nose position and the mouth status are detected and used for
steering. The presented interfaces operated by head and face features focused on
pointing and conventional mouse replacement in non-contact environment. The
text typing in such interfaces is usually offered through the on-screen keyboard
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operated by pointing mechanism. [6] provided for example a “spelling board”
which substitute a standard keyboard. It is operated with eye movements and
mouth shapes. Touchless typing with head movements is also proposed in [8].
Here, the head movements are supported with three face gestures chosen for a
key selection: mouth open, brows up and brows down. No additional gestures
are required in head typing interface proposed in [9]. Only four directional head
movements suffice to write. It is noteworthy that some finished products are
released as open source. One of the most interesting project, recently shared
publicly, is the Assistive Context-Aware Toolkit (ACAT) [10] originally created
for Professor Stephen Hawking. It offers tools for wide applications and beside
typing it enables managing documents or navigating the Internet. It can be
operable with eye blinks, eyebrows movements, cheeks twitch or mouth open. A
typical head operated interfaces available as open source projects are Enable Via-
cam (eViacam) [11] and QVirtboard [12]. Both offers mouse replacement through
face movements. The QVirtboard also offers a dedicated keyboard and supports
other modes of control (eye tracking or hand movements) [12,13]. Analysis of
the existing approaches to text typing by head movements leads to the conclu-
sion that this form of typing is time-consuming and usually requires many steps
to reach the intended letter. Since this form of interface for some people is the
only solution to information access or to computer-mediated communication,
improvements or new ideas are desirable.

3 Keyboards with Reduced Number of Keys

The QWERTY keyboard still used today has been designed in the 19th cen-
tury. More efficient and ergonomic layouts have been introduced, unfortunately
without a great success. The QWERTY key arrangement keyboard still remains
the standard - the standard which many argue is not suited for the current
needs and interfaces. The widespread use of mobile devices forced the research
for new solutions. The current trend is reduction in the number of keys and a
change in the form of interaction with for example swipe gestures (employed also
in the QWERTY keyboard). Figure 1 presents examples of reduced keyboards.
The first example depicts well known and somewhat obsolescent phone numeric
keypad. Each numeric key is associated with several alphabet characters and
the typing proceeds with multitap or T9 technique. In the fist case, the user is
required to press the key repeatedly as many times as the position of the letter is
on the key (one to four keypresses). The second solution is dictionary based and
allows a single keypress. From a pressing sequence possible words are matched
and displayed for the user who selects the intended one.

A completely different approach is offered by the 8pen keyboard designed
for touchscreens (http://www.8pen.com/). The keyboard is divided into four
directional sectors (top, down, left or right) with specifically arranged letters
on the borders. The text entry is stroke-based and starts from the central part
of the keyboard. Movement to the directional sector indicates potential letters
and the further circular movement through remaining sectors determines con-
secutive characters (the number of sectors crossed corresponds to the position

http://www.8pen.com/
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Fig. 1. Examples of the reduced keyboards: phone keypad (upper left), 8pen (upper
right), 5-Tiles (bottom)

of the letter on the border). The process of letter selection ends with the return
to the center. The 5-Tiles (http://fivetiles.com/) is another example of reduced
keyboard. It offers 5 keys (called tiles) and the interaction is through keystrokes
and swipe gestures simultaneously. A single tap on one of the five keys is respon-
sible for the selection of the underlined character. Other letters are obtained with
the swipe gesture which starts on the appropriate key (containing the intended
character) and continues through adjacent tiles. Similarly as in the 8pen solution,
the number of tiles crossed corresponds to the position of the letter on the key.
The keyboards presented above are only examples. More solutions are available.
Their common feature is reduction the number of buttons and shortening the
path distances. New alternatives to QWERTY key arrangement can be a source
of inspiration for head typing interface. However, there are many difficulties in
the adaptation. Interactions like swipe gestures, circular movements or even key
pressing present a challenge.

4 Proposition of the Layout

The most advantageous feature of the QWERTY keyboard is its ubiquity and
known layout. Many approaches to change this standard resulted in a failure.
Users are reluctant to learn new key arrangements. It seems that the only widely
acceptable alternative to the QWERTY layout is the alphabetical order of keys.

http://fivetiles.com/
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The alphabetical order is intuitive and easily operable. It is present in (already
mentioned in the previous section) the 12-keys mobile phone keypad or 5-Tiles
keyboard. It was the standard for 5-keys pagers or now is willingly used in
smart TVs. In our earlier approaches to touchless typing with head movements
a single row alphabetical keyboard has been used [9]. The interface was operated
with only directional head movements. Movements to the left and to the right
were transformed to shifts of the active letter on the on-screen keyboard. Tilt of
the head down (the nod gesture) was interpreted as pressing or affirmation of
dictionary suggested word. The opposite upward gesture was used for backspace
or leaving the dictionary suggestions row. The main advantage of the proposed
interface was the elimination of the need for additional gestures like eye blink or
mouth opening. The main drawback of the single row alphabetical keyboard is
the frequent need to move through many characters (e.g. between ‘a’ to ‘l’ there
are 10 other letters which have to be passed through). To reduce the number of
passes the keyboard may adapt and deactivate letters which at a given stage do
not allow the creation of proper dictionary words. Such approach is widely used
in many applications where text entry is not comfortable enough (for example in
GPS devices when typing the name of desired town). The technique of reducing
the set of potential characters have been employed in single row alphabetical
keyboard operated with head movements giving over 15% increase in typing
speed [14]. Here, new concept to touchless text typing is proposed. First, in
the Fig. 2 the keyboard layout is presented. It has the form of a single row with
alphabeticaly arranged characters. The letters, however, are vertically translated
in relation to each other and form distinctive groups. This is intentional and
guides the appropriate interaction. The most important is that each letter can
be entered with only three steps. The need to move through many characters
has been completely eliminated.

Beside the alphabetic characters the keyboard offers access to other sym-
bols or control keys. The extreme buttons represents backspace and space. Dot,
comma and enter are also available for direct selection. Numbers and other sym-
bols are accessed by switching the keyboard state (accomplished by the second
key). The presented arrangement of keys is only a proposal and may be modified
by the user. It is the 3-steps interaction which is crucial.

Fig. 2. Layout of the reduced interaction keyboard

5 Interaction with 3-Steps Keyboard

Each alphabetic character is assigned to its own key in the reduced interaction
keyboard proposed in Sect. 4. They are arranged in four main groups. The first
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and fourth group are located on the same level. The two middle groups are
shifted - one upward and the other downward. The mutual displacement indicates
which direction has to be selected, in the first step, to reach each group. Thus,
the first group is selected with the left direction movement, the second - with
the up movement, the third - with the down movement, and the fourth - with
the movement to the right. With the choice of individual group the others are
deactivated. In the second step, within the already selected group, a subgroup
(consisting of two letters) is selected using the same procedure. Subgroups of two
letters are translated in the same manner as main groups relative to each other.
This way, with a directional movement a pair of letters is selected (the remaining
pairs are deactivated). The final step consists of the selection of appropriate
letter from the pair with left or right direction movement. The selected letter is
transcribed and the keyboard returns to the initial appearance (all the keys are
activated again). The example is presented in Fig. 3 where the ‘a’ character is
typed with three movements (left, up, left).

The interaction proposal enables access to any letter in only three steps.
There is no need for long passing through many letters to reach the one intended.

Fig. 3. Exemplary interaction: letter ’a’ transcription with the left, up and left combi-
nation of movements

6 The Control Routine

To operate the proposed reduced interaction keyboard the four directional head
movements have to be recognized. It is assumed that the user looks at the screen
and the camera above records his actions. Captured head movements (i.e. motion
parameters) are converted into the interaction with the keyboard. The typing
starts with the head movement in one of the four directions (triggered when the
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motion parameters exceed specified thresholds). The up and down directions are
achieved with the upward or downward nod gesture. Those rotary gestures are
natural and very easy to make by the user. Figure 4 presents a person engaged in
the process of performing up and down nods. Black lines indicate the position of
the reference center. This center is dynamically adapted with new letter typed
and periodically.

Left and right directions are accomplished with head tilt, shift or rotation.
It is the user who chooses the preferred form of interaction. The fastest and
easiest to perform are rotary movements. Users, however, are forced to look at
the screen at an angle which might be uncomfortable to some people. Horizontal
head movements are the hardest to perform and the tilt in this group is best
balanced. A person practicing different ways of performing left and right gestures
is presented in Fig. 5. It is important to notice that during horizontal head
movements with the tilt approach, the change in vertical position of the head
may also occur. As a remedy a locking procedure (described later) is executed.

The recognition of the user actions is based on the detection and tracking
of the face. The procedure is as follows. First, well known Viola and Jones app-
roach [15] is used for the initial face detection. The initial head centre, defined as
the centre of the returned bounding box, is stored as the reference point. After
the detection the face is tracked with the Kanade-Lucas-Tomasi (KLT) feature-
tracking procedure. Corners, calculated for the face region using the minimum
eigenvalue algorithm, are used for tracking. Example collections of points are
depicted in Figs. 4 and 5. For each point the tracker attempts to find the corre-
sponding point in the new frame. Then, the geometric transformation based on
matched pairs is calculated. Outliers are excluded with the MSAC algorithm [16].
Finally, the calculated transform is applied to the bounding box of the previous
face localization. Changes in the localization of head centre serve for steering
purposes - detection of the head directional movements. Coordinates of the ini-
tial head centre are updated with small, natural user movements (adaptation).
Movements exceeding the thresholds are used for steering. The motion detection
in a given direction automatically locks other directions. This procedure prevents
the unexpected behaviour and accidental transitions particularly in the case of
tilt operation used for horizontal directions. Finally, after the movement in any
direction the interface expects the return of the head to the centre. The referred
approach offers stable and reliable head position for the real-time interaction.

Fig. 4. Downward nod, neutral, and upward nod gestures performed by the user



236 A. Nowosielski

Fig. 5. Left and right directions performed with: tilt movement (top), shift movement
(middle), and rotary movement (bottom)

To prevent unexpected errors, avoid the problem of accumulative error during
tracking, and for calibration purposes, after new letter is typed the face detec-
tion and tracking procedure is restarted and new reference centre is calculated.
The process is imperceptible by the user. When user remains in neutral position
the centre is continuously adapting to involuntary head movements.

7 Conclusions

In the paper, the problem of touchless text input with head movements has been
addressed. The solution proposed is innovative in context of letters selection. In
the existing approaches of head operated interfaces user is expected to aim at the
intended letter with an uncomfortable pointing procedure or to traverse through
many letters to reach the one intended. Here, each letter can be entered with
only three steps where the individual step consists of movement of the head in
one of the four directions and the return. The proposed 3-Steps Keyboard consist
of alphabetically arranged characters. All the letters form a single row but are
vertically translated in relation to each other. This is intentional and guides the
appropriate interaction. The main purpose of creating a keyboard was to reduce
the number of steps required for typing with head movements. Such interfaces
are of particular importance for physically challenged people who are unable to
operate the standard computer input devices. These computer users may also
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have difficulties with head movements, therefore reducing the number of required
moves is particularly important. The 3-Steps Keyboard has been well received
by volunteers participating in initial experiments. They pointed out that the
method of letters selection is uncommon but easy. It requires, however, some
familiarity. New users, after a brief acquaintance were able to write at a rate
of 12–14 cpm. More thorough experiments are planed in the future with the
emphasis on learning ability. Other, beside the head, control mechanisms are
also planed to be adapted and assessed with the 3-Steps Keyboard.
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Abstract. In this paper we propose a new algorithm called SPIDER3 for
selective preprocessing of multi-class imbalanced data sets. While it bor-
rows selected ideas (i.e., combination of relabeling and local resampling)
from its predecessor – SPIDER2, it introduces several important exten-
sions. Unlike SPIDER2, it is able to handle directly multi-class problems.
Moreover, it considers the relevance of specific decision classes to control
the order of their processing. Finally, it uses information about relations
between specific classes (modeled with misclassification costs) to better
control the extent of changes introduced locally to preprocessed data. We
performed a computational experiment on artificial 3-class data sets to
evaluate and compare SPIDER3 to SPIDER2 with temporarily aggre-
gated classes and the results confirmed advantages of the new algorithm.

1 Introduction

Class imbalance is associated with classification problems and manifests itself as
uneven distribution of examples across decision classes, where one or more classes
(minority classes) are heavily underrepresented in comparison to the other ones
(majority classes). It is often accompanied by additional data difficulty factors,
such as rare sub-concepts in the minority classes, overlapping regions between
the minority and majority classes, or examples from the minority classes located
inside the majority classes (see a discussion in [6]). A combination of class imbal-
ance and additional difficulty factors poses a significant challenge for well-known
learning methods and can seriously deteriorate classification performance, espe-
cially for the minority classes [6]. For the sake of simplicity, in the subsequent
text we will refer all these combined factors as to class imbalance.

There is a growing research interest in class imbalance driven by its prac-
tical and theoretical importance. While many methods have been already pro-
posed (see [3] for a review), there are still relevant challenges that need to be
addressed [4]. One of them is an ability to deal with multiple decision classes.
Current research focuses mostly on class imbalance in binary classification [4].
This may be attributed to the nature of typically considered problems, where
a single minority class is so important from the domain perspective that all
effort is aimed at improving its correct recognition and the remaining classes
can be collapsed (aggregated) prior to processing. However, there are problems

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 25



An Algorithm for Selective Preprocessing of Multi-class Imbalanced Data 239

with several important minority classes and their aggregation is questionable or
inappropriate as it discards potential relations between these classes. To address
this issue several methods based on the one-versus-one (OVO) or one-versus-all
(OVA) schemes have been applied [2]. These schemes iterate over all possible
pairs of classes or aggregations of classes (e.g., one class versus all remaining
ones) and in each iteration apply methods developed for binary problems. The
OVA scheme, although preserves original classes, still discards relations between
them. OVO does not aggregate classes, however, it is more complex than OVA,
as it needs to process all possible pairs of classes.

In this work we go further and propose an algorithm for direct selective pre-
processing of multi-class imbalanced data. Unlike methods based on OVO or
OVA, it does not introduce additional complexity and it is able to use infor-
mation about local relations between specific classes. For the sake of simplicity
and intuitive presentation in this paper we focus on three decision classes – in
addition to the minority and majority ones we consider an intermediate class
that in terms of its relevance (and usually the number of examples) is located
in-between. However, the algorithm is also applicable to more complex problems
with larger numbers of classes. An introduction of this intermediate class has
been inspired and motivated by our experience with clinical decision problems,
where often patients are classified as very sick, moderately sick and healthy.
Then, it is questionable to collapse very sick and moderately sick patients, as
the latter should not be given therapies that are often aggressive and expensive.
Moreover, moderately sick patients should not be combined with healthy ones
to ensure the former are given treatment they require.

Relations between classes similar to the ones described above are considered
within cost-sensitive learning [1]. However, that approach is aimed at construct-
ing classifiers that are aware of misclassification costs and try to minimize the
total cost, while we focus on the preprocessing phase and use the relations to
control modifications introduced to data, so that no additional requirements are
imposed on learning algorithms applied later.

The algorithm proposed in this paper is based on SPIDER2 [7] – our tech-
nique for selective preprocessing of imbalanced data. SPIDER2 is aimed at prob-
lems with two classes and it combines local undersampling and relabeling of
examples from the majority class with oversampling (amplification) of examples
from the minority class. These modifications are controlled by local characteris-
tics of processed examples. Unlike other techniques, in particular SMOTE and
its variants [5], it does not create any artificial examples and it introduces less
extensive changes to the distribution of classes. Due to these properties, SPI-
DER2 is well suited to practical problems, including clinical ones.

The new SPIDER3 algorithm employs the same techniques of selective pre-
processing (relabeling and local under- and oversampling) as its predecessor. It
uses information about absolute relevance of decision classes captured by their
ordering and about local relations between pairs of classes modeled by misclassi-
fication costs. Since these costs may be not available or difficult to establish for
certain problems [2], they are not strictly required – in such case SPIDER3 uses
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default costs that correspond to a 0–1 loss function. The algorithm processes
classes in the order of their increasing relevance. At each step it controls the
extent of modifications to limit the impact on other (more relevant) classes and
to account for relations between classes. In the paper we also describe a computa-
tional experiment where SPIDER3 has been evaluated on a set of artificial data
sets and compared to a modified variant of SPIDER2 with temporary aggrega-
tion of decision classes. Obtained results show advantages of the new proposal.

Summarizing, contribution of this work is three-fold: (1) it proposes to con-
sider both absolute relevance of decision classes and local relations between pairs
of classes modeled with misclassification costs (this distinguishes our approach
from other preprocessing techniques where costs are derived from imbalance
ratios [2]), (2) it introduces a new algorithm for selective preprocessing of multi-
class imbalanced data, and (3) it provides its experimental evaluation where it
favorably compares to its earlier version.

2 Related Work

Research on multi-class imbalanced classification problems is still in its early
stages in comparison to what has been already proposed for binary problems
[4]. It focuses on three major themes: (1) multi-class decomposition, (2) multi-
class preprocessing and (3) multi-class classifiers (see [4] for a more detailed
discussion).

The first theme is concerned with techniques that decompose original multi-
class problems into a set of binary problems which may be handled using existing
and mature methods. Proposed techniques range from relatively simple OVO
and OVA (discussed in Sect. 1) to more complex hierarchical decompositions.
Research related to the second theme aims at developing new preprocessing
methods employing advanced sampling that combines several resampling meth-
ods. Finally, the third theme covers the research on methods to construct clas-
sifiers directly from imbalanced data. Already proposed solutions use modified
distance measures (e.g., Hellinger distance) or ensembles of diversified (in terms
of competencies) classifiers.

An important challenge that appears in all three themes discussed above is
an identification and analysis of difficulty factors in multi-class data sets (e.g.,
overlapping and noisy examples) and development of taxonomies that capture
the difficulty of processed examples. This line of research is well demonstrated
in [6] where the authors proposed a taxonomy introducing safe, borderline, rare
and outlier examples (we rely on this taxonomy when generating artificial data
sets – see Sect. 4).

Our research fits the second theme, i.e., multi-class processing. According to
[8], there are only a few specialized methods, mostly SMOTE-derivatives, e.g.,
Static-SMOTE. A more typical approach is to apply decomposition first and
then to use binary preprocessing – see an extensive experimental study in [8].
Its results also demonstrate that introducing misclassification costs at this stage
is beneficial for the accuracy attained by constructed classifiers. This provides a
sound justification and motivation for our research and the SPIDER3 algorithm.
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3 SPIDER3 Algorithm

SPIDER3, similarly to its predecessor, modifies a processed data set by relabeling
selected examples, cleaning their neighborhood (local undersampling) or ampli-
fying them (local oversampling). To control these modifications, the algorithm
checks k-nearest neighborhood of a considered example (i.e., a seed) identified
with heterogeneous value difference metric (HVDM) [7]. In addition to the dis-
tribution of classes in this local neighborhood, it also considers relations between
each of these classes and the class of the seed.

As already explained, relations between pairs of classes are modeled as mis-
classification costs organized into a cost matrix. An example of such matrix is
given in Table 1 (we use cmin, cint and cmaj symbols to denote the minority, inter-
mediate and majority class respectively). We assume cost[ci, cj ] indicates the cost
associated with misclassifying an example from class cj to ci, e.g., according to
Table 1 the cost if misclassifying cmin as cmaj is 7, while the cost of an opposite
mistake is 3.

An analysis of the nearest neighborhood of the seed is aimed at identify-
ing minimum-cost classes, i.e., classes leading to the minimum cost after being
(mis)classified as classes appearing in this neighborhood (we assume neigh-
bors “attract” the seed thus leading to a possible misclassification). Formally,
minimum-cost classes are identified as:

min cost classes (x, k, S, cost) = arg min
cj∈C

∑

ci∈C

|knn (x, k, S, ci)|
k

· cost [ci, cj ],

where C is a set of all classes (C = {cmaj , cint, cmin}), x is the seed, k is the
number of nearest neighbors, S is a processed data set and knn(x, kS, ci) returns
these among k-nearest neighbors of x in S that belong to class ci. Given a set
of minimum-cost classes for a given example x we can categorize this examples
as safe if its class is among minimum-cost classes, and unsafe otherwise.

Identification of minimal-cost classes occurs several times in SPIDER3. Its
pseudo-code is given in Fig. 1. The algorithm accepts three parameters: k – the
number of considered nearest neighbors, DS – a processed set and cost – a cost
matrix. In addition to symbols introduced earlier, class (x) indicates the class
of example x, knn (x, k, S) returns a set of k-nearest neighbors of x in set S,
nearest (x, S) returns the nearest example to x in S, and finally X [ci] indicates
these examples from X that belong to class ci (in the pseudo-code X is replaced
either with DS or AS).

Table 1. An example of a cost matrix

cmin cint cmaj

cmin 0 2 3

cint 3 0 2

cmaj 7 5 0
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Fig. 1. Pseudo-code for the SPIDER3 algorithm

In the first phase (lines 4–7 in the spider3 procedure) the algorithm deals
with the majority class. Specifically, it identifies unsafe examples that will be
either relabeled to amplify the other classes or discarded. In the second phase
(lines 8–13) the algorithm processes the remaining classes – cint and cmin. It
iterates over examples from these classes and for each example x it attempts to
strengthen x and its neighborhood. First, the algorithm relabels selected neigh-
bors of x (relabel nn), then it cleans the neighborhood by removing some of the
neighbors (clean nn), and finally it amplifies x (amplify). The algorithm starts
with relabeling, and then proceeds with cleaning to produce such neighborhoods
of examples from cint and cmin that are dense and isolated from cmaj exam-
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ples. Starting with cleaning may have resulted in relabeling seemingly distant
examples and obtaining more sparse and “ragged” neighborhoods.

Relabeling is limited to unsafe examples from cmaj in the nearest neigh-
borhood of the current example x (line 2 in relabel nn). In each iteration a
candidate nearest to x is selected and its class is changed to the class of x (lines
4–8). This is repeated as longs as cmaj is among minimum-cost classes for the
current example x and there are candidates to relabel. Cleaning removes these
unsafe examples from cmaj that are among nearest neighbors of x (line 2 in
clean nn). Again, this process is repeated while cmaj is among minimum-cost
classes for x and there are candidates for removal. Finally, x is amplified by cre-
ating its copies (lines 3–4 in amplify) until it becomes safe, i.e., its class appears
among its minimum-cost classes.

4 Experimental Design

The computational experiment was aimed at comparing the performance of
selected classifiers combined with SPIDER3 to the performance of the same
classifiers combined with SPIDER2, and at examining how the expert knowledge
about relations between classes (captured as misclassification costs) affected the
performance of classifiers combined with SPIDER3. We were primarily interested
in accuracies for specific classes, therefore we used true-positive rate (TPR) for
these classes as primary evaluation measures. We also considered their aggrega-
tion using a geometric mean (GM) [9].

SPIDER2 is limited to handle data with binary classes. Thus, in order to
apply it to 3-class data sets we had to introduce a temporary aggregation of
classes (i.e., selected classes were aggregated prior to preprocessing, and disag-
gregated before building a classifier). Such an approach is conceptually similar
to OVA, however, it does not introduce additional complexity (only a single
aggregation is considered) and a constructed classifier relies on original classes.
We considered two aggregation variants: with cmin and cint combined into a new
temporary minority class and with cint and cmaj combined into a new tempo-
rary majority class. In subsequent tables and text we denote the first variant as
SP2-min+int, and the second one as SP2-int+maj.

We also considered two variants of SPIDER3: with default costs (correspond-
ing to a situation when misclassification costs are not available [2]) and with
costs given in Table 1. These costs represent “similarity” relations between cmin

and cint, and “dissimilarity” ones between these two classes and cmaj . The first
variant of SPIDER3 is further denoted as SP3-default, while the second one
as SP3-costs. In the study we included the following classifiers: k-NN (with
k = 1 and k = 3, denoted as 1-NN and 3-NN), unpruned decision rules induced
with PART (PART-U) and unpruned decision trees generated with C4.5 (C45-
U). All these classifiers were implemented in WEKA1. Selection of classifiers
was driven by experience from our past studies ([6,9]). We also decided not to
include classifiers that require extensive parameter tuning, e.g., support vector
1 http://www.cs.waikato.ac.nz/ml/weka/.

http://www.cs.waikato.ac.nz/ml/weka/
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machines. While this may be seen as a shortcoming, our primary goal was to
compare performance of both versions of SPIDER as opposed to find an optimal
combination of a preprocessing method and a classifier. To provide a baseline,
all classifiers were also applied without any preprocessing (denoted as none).

In the experiment we used 2-dimensional artificial data sets created with our
generator to control data difficulty factors. While focusing on 2 dimensions may
be seen as a limitation, it allowed us for better visual verification of generated
data sets. Specifically, we considered 9 data configurations of varying difficulty.
In all these configurations, cmin and cint classes formed two elliptical regions and
cmaj surrounded them. To control difficulty, we modified overlapping between
cmin and cint classes and the distribution of example types in these classes based
on the taxonomy proposed in [6]. We considered three possibilities of overlap-
ping: none, medium and strong (denoted as 0, 1 and 2) and three distributions
of example types: 70:30:0:0, 40:50:10:0 and 30:40:15:15 (specific numbers corre-
spond to the ratio of safe, borderline, rare and outlier examples respectively).
In Fig. 2 we present the easiest (70:30:0:0, overlap = 0) and the most difficult
configuration (30:40:15:15, overlap = 2) among the considered ones.

(a) 70:30:0:0, overlap=0 (b) 30:40:15:15, overlap=2

Fig. 2. Selected configurations of artificial data sets considered in this study

5 Results of Experiment

Results of the experiment are given in Table 2. Due to space restrictions it is
limited to two classifiers – 1-NN and PART-U (3-NN performed similarly to 1-
NN, and C45-U to PART-U), and we focus on TPRs for specific classes (GM is
discussed in the text). The best value for a given classifier and data configura-
tion are marked with bold font, while the second best – with italics. The most
important observations are the following:

– SPIDER3 worked better on difficult data configurations (distributions 40:50:-
10:0 and 30:40:15:15) when it was combined with 1-NN. Such combination led
the best TPR for cmin and cint which implies it is especially well suited for
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Table 2. TPRs for specific decision classes and considered data configurations

Distribution Overlap Method 1-NN PART-U

cmin cint cmaj cmin cint cmaj

70:30:0:0 0 None 0.772 0.838 0.913 0.804 0.961 0.870

SP2-min+int 0.936 0.838 0.873 0.958 0.982 0.835

SP2-int+maj 0.918 0.838 0.901 0.962 0.956 0.848

SP3-default 0.922 0.964 0.882 0.948 0.971 0.856

SP3-costs 0.972 0.992 0.856 0.958 0.973 0.842

1 None 0.638 0.792 0.929 0.690 0.946 0.900

SP2-min+int 0.772 0.792 0.897 0.786 0.904 0.881

SP2-int+maj 0.860 0.766 0.918 0.946 0.845 0.893

SP3-default 0.758 0.906 0.901 0.926 0.844 0.897

SP3-costs 0.788 0.922 0.880 0.960 0.840 0.893

2 None 0.434 0.680 0.933 0.522 0.769 0.933

SP2-min+int 0.548 0.680 0.911 0.796 0.718 0.909

SP2-int+maj 0.792 0.608 0.927 0.924 0.601 0.919

SP3-default 0.532 0.765 0.913 0.912 0.630 0.913

SP3-costs 0.552 0.778 0.898 0.958 0.629 0.902

40:50:10:0 0 None 0.674 0.769 0.863 0.764 0.879 0.841

SP2-min+int 0.868 0.769 0.815 0.872 0.884 0.793

SP2-int+maj 0.850 0.767 0.844 0.860 0.835 0.829

SP3-default 0.890 0.961 0.760 0.842 0.894 0.788

SP3-costs 0.932 0.969 0.748 0.892 0.909 0.779

1 None 0.568 0.730 0.878 0.510 0.846 0.880

SP2-min+int 0.710 0.730 0.838 0.700 0.790 0.834

SP2-int+maj 0.758 0.704 0.863 0.836 0.695 0.867

SP3-default 0.738 0.898 0.790 0.820 0.756 0.827

SP3-costs 0.764 0.907 0.777 0.880 0.751 0.809

2 None 0.458 0.702 0.895 0.292 0.840 0.914

SP2-min+int 0.596 0.702 0.860 0.314 0.875 0.848

SP2-int+maj 0.688 0.625 0.880 0.846 0.520 0.895

SP3-default 0.656 0.838 0.810 0.856 0.546 0.860

SP3-costs 0.664 0.843 0.802 0.882 0.563 0.838

30:40:15:15 0 None 0.480 0.584 0.803 0.584 0.656 0.843

SP2-min+int 0.664 0.584 0.751 0.678 0.611 0.690

SP2-int+maj 0.684 0.567 0.792 0.688 0.563 0.831

SP3-default 0.758 0.884 0.581 0.584 0.693 0.640

SP3-costs 0.806 0.907 0.523 0.664 0.868 0.273

1 None 0.448 0.598 0.788 0.420 0.623 0.898

SP2-min+int 0.594 0.598 0.742 0.470 0.696 0.667

SP2-int+maj 0.630 0.564 0.777 0.640 0.485 0.848

SP3-default 0.692 0.853 0.556 0.646 0.602 0.604

SP3-costs 0.738 0.871 0.517 0.690 0.745 0.316

2 None 0.418 0.555 0.794 0.174 0.606 0.932

SP2-min+int 0.528 0.555 0.755 0.270 0.752 0.613

SP2-int+maj 0.588 0.517 0.785 0.666 0.369 0.877

SP3-default 0.638 0.806 0.561 0.694 0.464 0.669

SP3-costs 0.668 0.825 0.522 0.680 0.634 0.280
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difficult data sets (such finding is consistent with our earlier studies related
to k-NN classifiers [9]). While the best performance was observed for SP3-
costs, SP3-default was usually the second best. On the one hand, it proves
information about misclassification costs is beneficial for the performance,
but on the other hand, it demonstrates SPIDER3 can work reasonably well
when this information is not available.

– There are no clear patterns in the performance of PART-U. In most cases
SP3-costs led to the best TPR for cmin, but at the same time the best TPR
for cint was associated with SP2-min+int or no preprocessing. This implies
that temporal aggregation of cmin and cint may have resulted in more cleaner
boundary between cint and cmaj which was beneficial for a symbolic classifier.

– All preprocessing methods deteriorated the performance for cmaj and this
change was smaller for SPIDER2 (especially for the 30:40:15:15 distribution
and PART-U). However, the performance of SIDER3 for cmin and cint was
better and more even, therefore GM favored (with the only exception men-
tioned above) our new algorithm for its ability to ensure consistently good
performance across all classes. These observations were confirmed by Fried-
man tests. While a small number of data sets did not allow for sound statis-
tical analysis, average ranks of SPIDER3 were for most classifiers favorable
to those of SPIDER2.

6 Discussion

Multi-class imbalanced classification problems pose a significant challenge that
calls for new processing and learning methods. We have responded to this call by
proposing SPIDER3 – an algorithm for preprocessing of multi-class data sets (in
this paper we focus on 3 classes – minority, intermediate and majority – but the
algorithm handles more classes). SPIDER3 processes classes according to their
global relevance (starting with the least relevant one) and uses optional informa-
tion about local relations between pairs of classes (captured as misclassification
costs) to better control introduced modifications.

SPIDER3 was evaluated in a computational experiment on artificial data and
compared to its predecessor – SPIDER2 – which is limited to binary problems
and requires temporary aggregation of classes. SPIDER3 resulted in a better
performance for the minority class, and when combined k-NN classifiers also for
the intermediate class. Moreover, its performance across all decision classes was
more even and resulted in a better geometric mean of their true positive rates.
Given these findings, we posit SPIDER3 is a valid and interesting technique for
multi-class imbalanced data sets.

We also performed an additional experiment involving real-life clinical data
that has confirmed our initial observations2. Now we plan to work on improv-
ing processing of the majority class to limit the deterioration of performance

2 See the on-line appendix available at http://www.cs.put.poznan.pl/swilk/cores2017/
spider3-appendix.pdf.

http://www.cs.put.poznan.pl/swilk/cores2017/spider3-appendix.pdf
http://www.cs.put.poznan.pl/swilk/cores2017/spider3-appendix.pdf
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observed for difficult data sets and on the techniques for tuning misclassification
costs for specific problems.
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Abstract. The paper proposes a personal identity verification method
based on images of finger knuckles. The knuckle images were recorded
using a digital camera and then proceed to extract the furrows appearing
on them. The verification was performed by comparing the locations and
courses of the furrows on the pattern being verified and on the reference
image of finger knuckles. In order to determine the similarity between the
images, a new similarity measure was proposed. During the analysis of
finger knuckle images, there appears a problem which consists in the fact
that the location and size of the same furrow may be different in subse-
quent images obtained from the same person. This problem results from
the elasticity of the human skin. To minimize the problem in question,
this paper proposes a solution that consists in matching the furrows with
each other before they are compared. For this purpose, a method based
on Thin Plate Spline and Shape Context has been used. The usability of
this method was verified experimentally.

Keywords: Biometrics · Finger-knuckle · Image pre-processing · Person
verification

1 Introduction

Nowadays, one of the applications of biometric systems is to control access to
different kinds of resources [1,2]. This task can be accomplished with biomet-
ric techniques such as fingerprints, iris and handwritten signature [3–5]. These
methods are well known, while their disadvantages and advantages have been
presented in many publications [6]. However, there is a continuous search for new
biometric methods and the current ones are modified in order to improve their
effectiveness. The paper presents a biometric verification method based on the
analysis of a human finger knuckles [7]. It is a relatively new biometric method
in comparison with the analysis of e.g. fingerprints or handwritten signatures,
but in the future it may be used in unimodal and multimodal biometric systems.
An analysis of a finger knuckle image performed with the use of advanced image

c© Springer International Publishing AG 2018
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processing techniques allows extracting furrows located on the surface of the
finger knuckle [8]. Figure 1c shows an example of a finger knuckle image with
visible furrows. As demonstrated in [9], furrows are features unique for each
person and thus they may be considered as a new set of biometric features. An
unquestionable advantage of the proposed method of analysis of finger knuckle
images is that it is enough to use a digital camera or video camera to acquire
such images. It should also be noted that the acquisition of a finger knuckle
image is contactless. So far, biometric systems based on an analysis of a human
finger knuckle have been described in many publications. In [10], Hidden Markov
Models (HMM) and SVM method were used to classify the features extracted
from a finger knuckle. In [11], finger knuckle images were represented by a code
system proposed by the authors, while for their extraction and classification
there were used, inter alia, the following methods: Radon transformation, PCA
analysis, independent component analysis (ICA), and linear discriminant analy-
sis (LDA). In the studies dedicated to the analysis of finger knuckles, there were
used the techniques such as Gabor filter [12], surface curvature analysis [13], as
well as the texture analysis [9] and the SIFT method [14].

2 Proposed Method

The method proposed in this paper consists of two main stages. During the
enrollment stage, a number of finger knuckle images is taken from each user.
The method presented here is based on a comparison of furrows located on
finger knuckles and therefore Hessian filter [15] is applied to the image in order to
improve visibility of furrows. Then, a search for furrows in the image is performed
and each furrow is converted into a chain of points. All the chains of points
determined for a given finger knuckle image form the Finger Knuckle Pattern
(FKP) of a given user. The last stage of the enrollment process is to add to the
database all the finger knuckle images together with the FKPs created on their
basis. During the verification stage of an unknown user, an image of his/her finger
knuckle is taken and, similarly as at the stage of enrollment, it is processed to
extract chains of points. In addition, before the process of chain extraction, the
image being verified and the reference image from the database are superimposed
and matched for best fit. The matching consists in adequate deformation of the
reference image in order to eliminate slight differences in the positions of the
furrows. Chains of points are extracted from the image being verified, after
matching it with the reference image, and compared with the reference chains
of points. A similarity coefficient based on the Czekanowski coefficient [4] was
used for comparing the chains. The next stages of the method are described in
detail further in this paper.

3 Detection of Finger Knuckle Patterns

The first stage of the analysis of finger knuckle images consists in the detection
of furrows located on them. The analysed image (an example is shown in Fig. 1a)
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(a) (b) (c)

(f)(e)(d)

Fig. 1. Stages of furrows extraction in a finger knuckle image: (a) original image,
(b) original image converted to greyscale, (c) original image subjected to FRF, (d) bina-
rized image, (e) image after removal of artifacts, (f) image after skeletonization.

is converted to grayscale (Fig. 1b). The next stage is to use Frangi filter (FRF)
(Fig. 1e). This filter allows making visible dark objects on a light background
and vice versa [16]. In our case, dark objects are the furrows located on the
knuckles. Then, the values obtained after FRF filtration are thresholded in order
to extract the furrows (Fig. 1f). After the operation of thresholding, there may
remain binary artifacts in the image. They may be misinterpreted as elements
of the furrows and consequently hinder the further analysis. Therefore, they are
removed from the image using the erosion and closing operations [17] (Fig. 1g).
The image prepared in this way is subjected to the operation of skeletonization
(Fig. 1h).

3.1 Matching Knuckle Images

In the course of the analysis of knuckle images, we can notice a problem which
consists in the fact that the location and size of the same furrow may be different
in subsequent images obtained from the same person. This problem results from
a high flexibility of human skin and has been described in [18]. In order to
minimize the problem mentioned above, a solution is proposed in this paper
that consists in matching the furrows before they are compared. In the proposed



The Method of Person Verification by Use of Finger Knuckle Images 251

method we treat the knuckle image I1 as a set of n black points P = {p1, ..., pn}.
For each point pi on the image I1, we compute a histogram hi of the relative
coordinates of the remaining n − 1 black points:

hi (k) = card {q �= pi : (q − pi) ∈ bin (k)} , k = 1, ..., n − 1, (1)

where bin(k) is k ’th element of histogram.
This histogram is the Shape Context of point pi (Fig. 2b). We make this

histogram for random chosen K black points in our image. The influence of the
K parameter on verification accuracy has been described in research section. To
make the descriptor more sensitive to positions of nearby sample points than
the farther ones we used bins that are uniform in log-polar space (Fig. 2a). For
each point pi on the first knuckle image I1 we have to find the best matching
point qj on the second knuckle image I2. To compute the cost of the matching
of these two points we used the following formula:

Cij ≡ C (pi, qj) =
1
2

B∑

b=1

[hi (b) − hj (b)]2

hi (b) + hj (b)
, (2)

where hi(b) and hj(b) denotes the b′th bin histogram at pi and qj respectively
and B is the number of bins.

Shape contexts are extremely rich descriptors, they are insensitive to small
perturbations of part of the knuckle images. Given a set of correspondences
between points on two shapes, can lead to estimate a plane transformation Tr :
R2 → R2 which may be used to map arbitrary points from one shape to the other.
We need to choose Tr from suitable family of transformations. One way is to
use Thin Plate Spline (TPS) model which is frequently used to represent flexible
coordinate transformation. TPS is a spline-based technique for data interpolation
and smoothing. Thanks to this method, during the matching of the image I1 and
image I2, one of them is deformed, so as to superimpose to another image. The
degree of deformation can be controlled by changing the parameter J , which
determines the number of iteration to match two images. Increase in J value

Fig. 2. (a) Diagram of log-polar histogram bins used in computing the Shape Contexts,
(b) Example Shape Context.
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Fig. 3. Two overlapped knuckle images (marked by black and red color): (a) without
matching, (b) matching with the use of SC and TPS, one iteration, (J = 1), (c) two
iterations, (J = 2).

leads to better images matching. Examples of matching two knuckle images, for
different values of the parameter J are shown in Fig. 3.
A detailed description of the Shape Context method can be found in [19].

3.2 Extraction of Chains of Points

The next stage consists in the conversion of the furrows visible in the finger
knuckle images into chains of points. Such a representation of furrows is used to
determine the similarity between them. In order to determine the chain of points
in the skeletonised image, the points of ends and bifurcations of the furrows are
located. These points are located by counting the number of black pixels in the
vicinity 3× 3 of the pixel being analysed, where the middle pixel is the analysed
pixel, while 8 pixels on the sides of the matrix are “neighbours”. For each black
pixel, the number of black pixels in its vicinity is calculated according to the
following formula:

J(x, y) =
1∑

a=−1

1∑

b=−1

I(x + a, y + b), x ∈ [2, ...,W − 1], y ∈ [2, ...,H − 1], (3)

where (x, y) are coordinates of analyzed point, W and H are the width and
height of the image I, respectively. Based on the value J(x, y) calculated for
each black pixel, p(x, y) the label pT (end of the furrow) or pB (bifurcation on
the furrow) is assigned to this pixel using the following formula:

p(x, y) =
{
pT (x, y) if J(x, y) = 2
pB(x, y) if J(x, y) > 3 . (4)

The image may contain many points, in which furrow ends or bifurcations are
located. In a further part of this study, in order to simplify the description,
these points will be designated as pTi and pBj , where i and j are numbers of
ends and bifurcations. After labeling the all points of ends and bifurcations,
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the procedure of extracting from the image the chain of points representing
individual fragments of the furrows begins. This task is performed with the use
of Algorithm 1, which is executed separately for each image of finger knuckles.
As a result, each image I is described by a set C = {c1, ...} containing all the
chains found in this image. Each i’th chain ci consists of points forming the i’th
furrow.

Algorithm 1. Procedure of extracting the chains of points from the
knuckle image.
Data: Thinned fingerprint image; List of the image points with labels

W = {pT1 , pT2 , ..., pB1 , pB2 , ...}
Result: List of chains of the points C = {c1, ...}, where each chain ci has

starting and ending points with any type label (pT or pB)
1 i = 1;
2 foreach labeled point p ∈ W of the set W do
3 add coordinates of the point p ∈ W to the chain ci;
4 do
5 move the analyzed point from the point p to the neighbor black pixel p∗

which not belongs to any chain from the list C;
6 add point p∗ to the chain ci;
7 set analyzed point p = p∗;
8 while the analyzed point p /∈ W ;
9 i = i + 1;

10 end

4 Determination of the Similarity Between Images

In the verification phase, an unknown person claims his/her identity and provides
a knuckle image to be verified. This image is compared sequentially with all
the reference images in the database taken from the person being verified. The
similarity between the selected reference image IR and the image being verified
IV is determined by finding for each chain in the reference image a chain in
the image being verified that is most similar to it. After the analysis of all
chains in the reference image, the similarity values obtained are averaged. Since
individual images differ from each other in a number of chains determined in
them, therefore they were compared with the use of a measure based on the
Czekanowski coefficient which allows comparing data sets with a different size.
The final formula determining the similarity between the images IR and IV is
given as follows:

sim(IR, IV ) =
1
m

m∑

i=1

min
(
d(cRi , c

V
1 ), d(cRi , c

V
2 ), ..., d(cRi , c

V
n )

)
, (5)



254 R. Doroz et al.

where:
CR = {cR1 , cR2 , ..., cRm} – the set of chains describing the reference image IR,
CV = {cV1 , cV2 , ..., cVn } – the set of chains describing the verified image IV .
If sim(IR, IV ) = 0 this means that the images being compared are identical.
The similarity decreases along with an increase in the value sim(IR, IV ).
The value of the distance d(cRi , c

V
j ) between the two chains being compared cRi

and cVj is calculated using the following formula:

d(cRi , c
V
j ) =

1
r

r∑

k=1

min
(
euc(pRk , p

V
1 ), euc(pRk , p

V
2 ), ..., euc(pRk , p

V
s )

)
, (6)

where r and s are the numbers of points in the chain cRi and cVj , respectively,
while euc(pRk , p

V
s ) is the Euclidean distance between the point pRk in the reference

chain cRi and the point pVs in the chain being verified cVj . Since the image being
verified is compared with w reference images IRi from the database, where i =
1, ..., w, as a result there are obtained w values of similarities sim(IRi , IV ),
i = 1, ..., w. If sim(IRi , IV ) is less than the assumed threshold T , the image
being verified is considered to be similar to the i’th reference image, and the i’th
result of the verification there assigned the value Di = 1. Otherwise, the image
is considered to be dissimilar, and the value Di = −1:

Di =
{

1 if sim(IRi, IV ) < T
−1 if sim(IRi, IV ) ≥ T .

(7)

The threshold T value was calculated in the research part. The final decision
determining whether the image being verified IV is original or is a forgery is
made on the basis of the majority voting of the results of the comparison of the
image being verified with all the images in the database.

IV =

⎧
⎨

⎩
orginal if

w∑
i=1

Di ≥ 1

false otherwise
(8)

If, as a result of majority voting, the image being verified IV was found to
be similar to a majority of the reference images, the image is belong to the
individual who the verified person claims to be and otherwise is a forgery. In
order to obtain an unambiguous decision, the number of reference images w in
the database should be odd.

5 Experiments

The effectiveness of the proposed method was determined experimentally. For
the needs of the tests, a database containing 150 images obtained from 30 people
(5 images from each person) was used. The database and the test rig for acqui-
sition of finger knuckle images are described in detail in [20]. When performing
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the tests, among all the finger knuckle images belonging to a given person, one
image was selected successively and verified by a comparison with three images
of this person selected randomly from the remaining images. In order to evaluate
the effectiveness of the detection of forgeries, reference images of a given person
were compared with a randomly selected image of another person. The effec-
tiveness of this method was calculated using Receiver Operating Characteristic
(ROC). Examples of graphs determined for different parameters of the method
are shown in Fig. 4. The point of intersection of the FAR/FRR curves determines
the EER error and the value of the decision threshold T , for which the smallest
EER error was obtained (see Eq. 7).

Fig. 4. Receiver Operating Characteristic (ROC)

During the tests, the following analyses were performed:

– impact of the parameter J (number of iterations during the process of match-
ing the images being compared) on the effectiveness of the method,

– impact of the number of points K found on each image during the process of
matching on the effectiveness of the method.

The results of the tests carried out for different values of the parameters men-
tioned above are presented in Table 1. The results of the tests showed that the
smallest error of verification was obtained in the case of 2 iterations. An increase
in the number of iterations to more than 2 caused a too large degree of matching
the original image to the forged one. As a result, the level of similarity between
images from different individuals is high, which increases the value of EER. In
turn, a too little number of iterations (K < 2) causes that it is not possible to
eliminate minor differences between the furrows coming from two images of the
same person. These differences are inherent and result from the factors described
in Sect. 3.1. When analysing the impact of the number of points K found on each
image during the process of matching, it can be seen that the minimum EER
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Table 1. The EER [%] values obtained for different combinations of values of the
parameters.

Number of points K Number of iterations J

1 2 3 4

10 17.85 16.21 18.58 20.34

50 13.93 9.52 10.45 15.68

100 10.43 5.54 6.71 11.05

200 9.76 5.55 6.44 10.96

300 9.56 5.54 6.46 10.83

error stabilizes at a level of 100 points. This suggests that it is enough to deter-
mine only 100 points on the furrows to perform an effective verification. In order
to assess the usability of the preliminary stage of superimposition of images
(described in Sect. 3.1), the results obtained were compared with the results of
a method, in which this stage was omitted. In this a case, the value of the EER
was significantly higher – at a level of 21.48%.

6 Conclusions

The knuckle recognition method described in the paper appeared to be a fully
functional solution. From the experiments carried out follows that finger-knuckle
based technique is a promising method of biometric solutions. In our solu-
tions, knuckles features extraction is based on Hessian filter, SC+TPS and
Czekanowski coefficient. A satisfactory effectiveness of recognition was obtained
using well-known similarity measures which are easy to implement. The results
obtained, despite their preliminary nature, are promising and this method can
be further developed, so it is worth to continue working on it. Future works will
include testing the other databases. It is also planned to introduce more sophis-
ticated classification methods. The study will also cover the work on proposing
other methods of pre-processing the image in order to more accurately visualize
the furrows in the knuckle images.
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Abstract. In this paper new algorithm called Bayes metaclassifier
(BMC) will be introduced as a method for improving weak classifiers
performance. In general, BMC constitutes the probabilistic generaliza-
tion of any base classifier and has the form of the Bayes scheme. To
validate BMC classification two experiments were designed. In the first
one three synthetic datasets were generated from normal distribution to
calculate and check empirically upper bound for improving base classifier
when BMC approach is applied. Furthermore, to validate usefulness of
this algorithm extensive simulations from 22 available benchmarks were
performed comparing BMC model against 8 base classifiers with different
design paradigms.

Keywords: Classification · Improving weak classifiers · Randomized
reference classifier

1 Introduction

Pattern recognition task was successfully applied in many areas from medical,
financial and critical safety applications. Each problem requires its individual
approach and there is no easy solution which classifiers or algorithm should
be applied because each method has its prons and cons. Nowadays, due to the
huge development of the artificial intelligence, many classification methods are
at hand, there are statistical, distance based, neural methods to name only a few
[4,6,14]. Since classification problems are very complex and multidimensional,
simple base classifier usage is not sufficient so advanced method for building mul-
ticlassifier systems (MC) are developed, but still proper base classifier choice is
critical because we need accurate and diverse ones [19]. In the literature one can
find many method for constructing robust MC models, but the most commonly
used are bagging, boosting and random subspace [5,12,13]. In shortly, bagging
applies sampling with replacement to obtain independent training datasets for
each individual classifier. Boosting modifies the input data distribution processed
by each classifier in a sequence from the results of classifiers trained before,
paying more attention on difficult samples. All the aforementioned algorithms
focus on using weak classifiers for building powerful MC systems. In this paper
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we introduce an algorithm called Bayes metaclassifier (BMC) as a method for
improving weak classifier in terms of its classification performance. In general,
BMC constitutes the probabilistic generalization of any base classifier indepen-
dent of its design paradigm and has the form of the Bayes scheme. Since BMC
provides probabilistic interpretation for base classifier correct classification and
misclassification, this method can be used in sequential classification or as a
fusing mechanism in MC systems [10,11]. The main goal of this study is to
investigate how BMC can improve base classifier performance. For this purpose
two experiments were performed, the first one with synthetic data and the second
one on 22 real life benchmark datasets. The paper is divided into four sections
and organized as follows. In Sect. 2 pattern recognition task is introduced and
later the concept of probabilistic Bayes metaclassifier is described. The results
of computer experiments are described in Sect. 3 and Sect. 4 concludes the paper
together with proposition of future plans and improvements.

2 Problem Statement

2.1 Pattern Recognition Task

This paper deals with pattern recognition task in which we assume that the
pattern is in class j ∈ M, where M is an m-element set of possible states
numbered with the successive natural numbers (j ∈ M = {1, 2, . . . ,M}). Label
j is unknown and does not undergo our direct observation. What we can only
observe are the features by which an object manifests itself. We will denote a
d-dimensional measured feature vector by x ∈ X (thus X is the feature vector
space). In order to classify unknown patterns, as usual in practice, we assume
that we have to our disposal so called training set, which in the investigated
decision task consists of N training patterns:

S = {(x1, j1), . . . , (xN , jN )}, (1)

where xk, jk denote d-dimensional pattern and its true classification, respectively.
In general, the decision algorithm with learning should use every time as well
observed data i.e. the feature vector x as the knowledge included in the training
set S. In consequence, the general, classification algorithm with learning is of
the following form:

i = ψ(S, x), i ∈ M. (2)

ψ is a canonical model of a base classifier which means that for a given x ∈ X ,
it produces class label and a vector of class supports [8]. Single dj(x) indicates
the support of ψ to the hypothesis that the object x belongs to the class j.

d(x) = [d1(x), d2(x), . . . , dM (x)],
M∑

i=1

di(x) = 1. (3)
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2.2 BMC Algorithm Construction

In this section BMC algorithm construction over single classifier will be pre-
sented. Firstly, the probabilistic model of classification must be introduced in
which the feature vector x ∈ X and class label j ∈ M are observed values of the
pair of random variables X and J, respectively. The probability distribution of
(X,J) is determined by the a priori class probabilities pj = P (J = j) and class-
conditional density functions f(x|j) = fj(x). The Bayes metaclassifier (BMC)
ψBMC , which originally was introduced in [11], constitutes the probabilistic gen-
eralization of base classifier (2) which has the form of the Bayes scheme built
over the classifier ψ. This means, that ψBMC takes the decision according to the
maximum a posteriori probability rule [10]:

ψBMC(ψ(x) = k|i) ←→ p(i|ψ = k) = max
i∈M

p(i|ψ = k). (4)

A posteriori probabilities p(i|k) ≡ P (J = i|ψ(x) = k), i ∈ M are given by Bayes
rule:

P (J = i|ψ = k) =
pi p(k|i)∑
j pj p(k|j) , (5)

where probability p(k|i) ≡ P (ψ(x) = k|i) denotes class-dependent probability of
error (if k �= i) or correct (if k = i) classification of an object x by the base clas-
sifier ψ. Placing the base classifier ψ in a probabilistic frame defined by the BMC
(ψBMC), we get a common probabilistic interpretation of responses of base clas-
sifiers, regardless of their design paradigms. The key element in the BMC scheme
described by Eqs. (4) and (5), is the calculation of probabilities P (ψ(x) = k|i)
at point x, i.e. class-dependent probabilities of correct and misclassification for
base classifier ψ. Normally, for any base deterministic classifier these probabil-
ities are equal to 0 or 1. In this paper, the proposed method of evaluation of
these probabilities is based on the original concept of a hypothetical classifier
called a Randomized Reference Classifier (RRC) [16,17]. The RRC ψRRC

l (x) is
a stochastic classifier that classifies object x according to the maximum rule
for vector of class support [γ1(x), γ2(x), . . . , γM (x)] which are observed values
of random variables (rvs) [Δ1(x),Δ2(x), . . . ,ΔM (x)]. Probability distribution
of rvs is chosen in such a way that RRC acts, on average, as a modeled base
classifier only when the following constraints are fulfilled:

Δj(x) ∈ 〈0, 1〉,
M∑

j=1

Δj(x) = 1

E[Δj(x)] = dj(x), j ∈ M,

(6)

where E is the expected value operator. Since RRC performs classification in
a stochastic manner, so it is possible to calculate class-dependent probabilities
of correct classification Pc(j|x) and misclassification Pe(j|x) and furthermore
consider them equivalent to the modeled base classifier:

P (ψ(x) = k|i) ≈ P (ψRRC(x) = k|i). (7)
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It should be noted that (7) is a heuristic approach for estimating base classifier
probabilities of correct classification (misclassification). For BMC training phase
it is assumed that a validation set containing pairs of feature vectors and their
corresponding class labels is available [15]. This set can be obtained by random
ratio subsampling from training set or alternatively as a stack generalization [18]:

V = {(x1, j1), (x2, j2), . . . , (xN , jN )}; xk ∈ X , jk ∈ M. (8)

V is used to calculate P (ψ(x) = k|i) ≈ P (ψRRC
l (x) = k|i) which denotes that an

objects x belongs to class i given that ψ(x) = k. These values are only known at
discrete points from V so to enable dynamic calculation of any new object x from
feature space we need a neighborhood function describing how probabilities at
validation points affects new x. In this study, Gaussian potential function was
used:

PRRC
c (j|x) =

∑
xk∈V,jk=j Pc(j|x) · exp(−α · ||x, xk||2)

∑
xk∈V,jk=j exp(−α · ||x, xk||2) ,

PRRC
e (j|x) =

∑
xk∈V,jk �=j Pe(j|x) · exp(−α · ||x, xk||2)

∑
xk∈V,jk �=j exp(−α · ||x, xk||2) ,

(9)

where α value in Eq. (9) is a scaling factor and should be adjusted independently
to classification problem. In this article, instead of manual selection, α is selected
during preparation step of BMC using training and validation set. In this case, for
each object from V we calculate Pe(j|x), Pc(j|x) and further we randomly select
40% of objects from training set with stratification and use this new set to check
for which α BMC obtains the highest classification rate. For all experiments, α
was chosen from set: α = {1, 2, 4, 6, 8}.

3 Experiments

The goal of this study was twofold. Firstly, we wanted to check how BMC works
with synthetically generated data coming from 1D normal distribution described
by (μ, σ). This is very simplified approach, but allows us to calculate an optimal
Bayes decision boundary and Bayes probability of misclassification. In a conse-
quence, we can determine empirical probability of error of BMC in relation to
this probability. In the second experiment BMC model was applied to 22 bench-
mark data sets taken from the UCI Machine Learning Repository [3], Ludmila
Kuncheva Repository [9] and Keel [1] for 8 classifiers with different decision
paradigm. A brief description of the data sets used is given in Table 1.

3.1 Experimental Setup

In the first experiment three synthetic datasets with two classes were generated
from normal distribution N(μ, σ) using different (μ, σ) (see Fig. 1). For generated
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set it was confirmed (for p 
 0.01) that each sample is not statistically signifi-
cantly different from normal distribution using Kolmogorow Smirnow, Lillieforsa
and W Shapiro-Wilka statistical tests. For simulations, 50k and 10k objects were
generated for each class for testing and validation sets, and a’priori class prob-
abilities were equal. Each simulation was repeated 10 times and results were
averaged. Since we deal with scalar values, we use linear classifier (ψl) which
decision boundary location is determined by point x = p so training procedure
is not needed. Furthermore, using μ1,2, σ1,2 for each model an optimal Bayes
decision boundary can be calculated and set as poptimal.

Fig. 1. Pdf functions for three synthetic datasets used in the first experiment. From
the left: (1) μ1 = 4, σ1 = 1.5, μ2 = 8, σ2 = 2.0, (2) μ1 = 4, σ1 = 2.3, μ2 = 9, σ2 = 2.0,
(3) μ1 = 4, σ1 = 2.3, μ2 = 11, σ2 = 1.8

For the second experiment the following base classifiers were used:

– qdc - quadratic classifier based on normal distributions with the same covari-
ance matrix for each class,

– nmc - nearest mean classifier,
– 6-nn - 6 nearest neighbors,
– parzen - Parzen classifier,
– dtc - Decision tree with information gain splitting criterion,
– bpxn-1 - Feed-forward back-propagation neural network with 1 hidden layer

and the number of learning epochs set to 120,
– bpxn-2 - Feed-forward back-propagation neural network with 2 hidden layer

and the number of learning epochs set to 120,
– svm - support vector machine with 3rd order polynomial kernel.

For each data set from the second experiment, feature vectors were normalized to
zero mean and unit standard deviation. Simulations were conducted according to
5 × 2 cross-validation method for extracting training and testing sets from each
data set [2]. For the comparison purposes the following approach was applied.
As a reference, each base classifier was trained using whole training set, while
for BMC preparation, from available training set 30% of objects were selected
randomly to form validation set while the rest objects were used for base classifier
fitting. All experiments were conducted in MATLAB using PRTools 5.0 packet.
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Table 1. Datasets used in experiments

# Database Source # Objects # Features # Classes a’priori probability

1 Weaning LKC 302 17 2 .5, .5

2 Parkinson UCI 195 22 2 .75, .25

3 Transfusion UCI 748 4 2 .76, .24

4 Wisconsin UCI 683 9 2 .65, .35

5 Dermatology UCI 358 34 6 .3, .2, .2, .1, .1, .1

6 Glass UCI 214 9 6 .3, .4, .1, .1, .0, .1

7 Haberman UCI 306 3 2 .7, .3

8 Mamographics Keel 830 5 2 .5, .5

9 Iris UCI 150 4 3 3 × 1
3

10 Laryngeal3 LKC 353 16 3 .2, .6, .2

11 Voice3 LKC 238 16 3 .2, .1, .7

12 Pima UCI 768 5 2 .3, .7

13 Thyroid UCI 215 5 3 .7, .2, .1

14 Vowel UCI 990 10 11 11 × 1
11

15 Segmentation UCI 2310 19 7 7 × 1
7

16 Yeast UCI 1484 8 10 .164, .289, .312, .030,
.034, .110, .024, .020,
.014, .003

17 Sonar UCI 208 60 2 .5, .5

18 OptDigits UCI 3823 64 10 10 × 1
10

19 Spam UCI 4601 57 2 .4, .6

20 Statlog UCI 270 13 2 .45, .55

21 Page blocks UCI 5473 10 5 .90, .06, .01, .01, .02

22 Phoneme Keel 5404 5 2 .3, .7

3.2 Experiment Results

Results for the first simulation scenario are presented in Table 2 where 7 clas-
sification error rates are shown for ψl with decision boundary set to: x =
poptimal − 3, x = poptimal − 2, x = poptimal − 1, x = poptimal, x = poptimal + 1, x =
poptimal + 2, x = poptimal + 3. After analyzing results in Table 2 it can be seen
that the upper bound for BMC improvement is Bayes error calculated for opti-
mal decision boundary. Higher correction can be obtained for classifier ψl when
decision boundary is farther from the optimal. One should keep in mind, that
this experiment is very simple, but it can prove that BMC works according to
Bayes scheme. Table 3 shows results for base classifiers versus BMC overlay for
benchmark datasest. Classification accuracies were averaged over 5 repetitions of
two–fold cross–validation. We have performed pairwise and multiple comparison
statistical tests. For the first one 5 × 2 CV F-test was applied to indicate which
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Table 2. Classification error rates for the first experiment with synthetic data. Num-
bers: 1, 2, 3 denote generated datasets. Notation used in the first column is as follows:
p - dividing (boundary) point, C - an analytic calculation of the Bayes probability of
error for decision boundary at point x = p, ψl - an average classification error rate for
linear classifier with decision boundary at point x = p, BMC - an average classification
error rate for ψl with applied BMC scheme.

p poptimal − 3 poptimal − 2 poptimal − 1 poptimal poptimal + 1 poptimal + 2 poptimal + 3

1

C 0.384 0.270 0.165 0.125 0.161 0.245 0.339

ψl 0.389 0.271 0.165 0.121 0.153 0.238 0.338

BMC 0.122 0.124 0.158 0.121 0.121 0.122 0.122

2

C 0.291 0.210 0.146 0.122 0.148 0.217 0.308

ψl 0.284 0.208 0.141 0.119 0.145 0.211 0.303

BMC 0.119 0.120 0.120 0.119 0.125 0.120 0.120

3

C 0.184 0.111 0.061 0.044 0.064 0.128 0.227

ψl 0.180 0.108 0.062 0.044 0.062 0.128 0.225

BMC 0.044 0.044 0.044 0.044 0.048 0.044 0.044

algorithm is better. In Table 3 +/ = /− means that the BMC system is sta-
tistically significantly better/no statistically significant difference/statistically
significantly worse, respectively. For assessing the ranks of proposed methods
over all examined benchmarks, we have used Friedman ranking test and after
that the Shaffer post-hoc test to check which of the tested methods are dis-
tinctive among nxn comparisons [7]. The level of p < 0.05 was considered as
statistically significant. From the Friedman ranking test, which checks the over-
all performance on all available datatsets BMC proposal was 5 out of 8 cases
statistically significantly better than a base classifier. Major improvement can
be observed for problems: 1, 5, 8, 9, 13, 14, 15, 17, 18. This indicates that BMC
works better with balanced datasets, while for imbalanced problems application
of a’priori probabilities in BMC decision scheme causes to prefer majority class.
For imbalanced problems such as: 12, 21, 22 BMC does not improve classifier
accuracy. This can be explained by the fact that random sampling from training
set is used to create validation set. In this case, V contains mainly examples from
the majority class. Another important conclusion coming from this experiment
is presented in Fig. 2 which shows a box plot for an exemplary laryngeal data-
base for selected base classifier versus BMC algorithm. It indicates that apart
from improving classification performance also BMC variance between subse-
quent cross-validation sets is decreased.
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Table 3. Classification accuracies (in percentage) for the second experiment using
different base classifiers. For each comparison, the first column presents results for base
classifier trained with the whole training set and the second one contains accuracies
for BMC algorithm. +/ = /− means that the BMC system is statistically significantly
better/no statistically significant difference/statistically significantly worse (p = 0.05).
F stands for Friedman ranking test checking overall performance on all databases.

qdc nmc 6-nn parzen dtc bpxnc-1 bpxnc-2 svm

1 89.6 90.2 = 77.9 90.5 + 68.7 73.3 + 76.4 76.7 + 75.4 75.9 = 55.2 74.3 = 53.3 74.5 = 82.6 83.0 =

2 72.1 86.8 + 74.6 86.0 + 84.1 85.1 = 88.2 88.5 + 81.2 84.3 = 74.5 83.3 = 72.5 86.2 = 85.8 86.6 =

3 75.3 76.6 = 75.8 76.6 = 77.3 76.6 = 76.6 76.6 = 75.2 76.6 = 69.3 76.5 = 76.1 76.6 = 76.0 76.4 +

4 96.0 96.5 = 95.7 96.2 = 96.3 96.2 = 96.5 96.9 + 93.8 95.1 = 80.9 95.7 = 88.7 95.2 = 95.3 96.1 =

5 18.9 94.1 + 95.3 95.1 = 94.6 95.5 + 94.3 94.7 + 93.8 95.3 = 17.2 93.9 + 18.9 94.7 + 93.5 93.9 +

6 7.5 57.0 + 52.0 55.6 = 63.4 62.6 = 59.9 60.6 = 63.5 64.3 = 13.6 50.7 + 22.9 53.7 + 60.2 60.6 =

7 74.8 73.5 = 74.8 73.5 = 72.9 73.5 = 73.4 73.5 = 72.0 73.3 = 73.0 74.0 + 71.0 73.5 = 74.1 73.5 =

8 80.9 81.7 + 81.8 82.2 + 79.7 80.4 = 80.5 80.9 + 82.8 83.2 + 68.1 80.6 = 68.8 80.8 = 82.0 81.3 =

9 94.1 94.5 + 95.6 96.0 + 95.5 95.9 + 96.3 96.7 + 93.5 93.9 + 39.3 90.8 + 31.7 93.1 + 95.6 96.0 +

10 62.3 65.4 = 71.2 68.6 = 71.9 72.6 = 72.4 71.7 = 66.3 69.5 = 43.9 67.6 = 51.7 66.6 = 72.3 72.1 =

11 62.9 71.9 = 74.7 70.9 = 77.7 72.9 = 71.2 69.5 − 70.4 73.2 = 55.5 70.3 = 67.6 70.7 = 75.8 72.2 =

12 73.8 74.8 = 74.4 72.9 = 72.2 73.6 = 73.1 73.1 = 71.0 71.4 = 61.3 67.2 = 64.5 66.8 = 75.3 69.3 −

13 96.6 97.0 + 91.2 91.6 + 89.9 90.3 + 93.0 93.4 + 90.6 91.2 = 65.6 77.7 = 43.6 77.5 + 92.0 88.7 =

14 63.6 72.0 + 53.4 69.1 + 65.4 68.6 + 88.7 88.7 = 61.4 68.5 + 7.4 61.7 + 9.7 62.1 + 56.9 77.6 +

15 62.4 82.2 = 81.3 84.7 = 80.4 84.0 = 82.1 82.8 = 81.1 83.6 = 43.7 77.6 + 45.0 77.8 + 88.5 90.2 =

16 21.6 43.1 + 50.6 53.5 = 54.9 52.3 − 55.1 54.8 = 56.2 55.8 = 26.0 37.7 = 33.6 37.5 = 36.6 42.4 =

17 68.4 84.6 + 71.2 85.5 = 69.5 84.2 + 82.9 83.8 = 68.4 71.5 + 74.3 78.5 + 77.3 81.0 + 85.1 83.9 =

18 62.5 96.8 + 91.7 96.5 + 97.3 97.9 + 98.1 98.5 + 85.2 94.6 + 25.0 97.4 + 28.1 97.5 + 98.5 98.9 +

19 80.4 86.9 + 83.9 85.1 = 87.1 87.5 = 85.0 85.0 = 89.8 89.8 = 71.1 70.4 = 75.3 75.2 = 66.2 70.4 =

20 80.6 82.7 = 86.4 85.0 = 85.7 84.8 = 85.1 84.8 = 82.9 83.3 = 85.2 85.3 = 85.3 85.6 = 81.9 84.4 =

21 83.4 91.4 = 74.5 90.5 + 94.9 90.9 − 94.1 91.5 − 96.6 93.2 = 89.8 89.9 = 89.8 89.9 = 94.6 93.5 =

22 75.9 70.7 − 73.5 70.7 − 84.4 84.4 = 85.5 85.5 = 83.5 83.5 = 74.6 71.1 = 77.0 71.5 − 78.6 70.7 −

F + 10 = 6 = 5 + 6 + 5 + 8 + 7 = 3

qdc BMC 6−nn BMC parzen BMC dtc BMC bpxnc−1 BMC bpxnc−2 BMC svm BMC
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Fig. 2. Box plot for laryngeal dataset for selected base classifier versus BMC algorithm.
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4 Conclusions

In this paper a detailed BMC algorithm construction was presented and vali-
dated. The first experiment confirmed that the upper bound of BMC improve-
ment over base classifier is the Bayes error. This is not very suprising since
BMC works according to Bayes scheme maximizing a’posteriori probabilities for
decision of a base classifier. From three synthetic dataset analysis it is straight-
forward that BMC performance directly depends on the classification quality of
a base classifier ψ. Further experiment on benchmark datasets shows that BMC
can significantly correct base classifier classification, especially for cases where
base classifier is not optimal. Overall performance according to Friedman rank-
ing test indicates that BMC proposal was statistically significantly better 5 out
of 8 different classifiers. Additionally, when analyzing results from each cross-
validation phase, it is clearly visible that BMC decreases classification variance
comparing to its base counterpart results. On the other hand, the main drawback
of BMC involves proper validation set generation. BMC works better with bal-
anced datasets, while for imbalanced problems usage of a’priori probabilities in
BMC design, causes that its decision boundary is moved towards majority class.
To sum up, since BMC provides probabilistic interpretation for a base classi-
fier response for correct and incorrect classification this method can be directly
used in a sequential classification problems, or in MC systems, especially during
classifier fusion. As a future work, we would like to apply BMC for ensemble
construction at both crisp and continuous level of classifier response.
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Abstract. Biometric identification may be used in real-life applications
like security, forensic and common smartphones. However to ensure the
robustness of biometric methods, the proper pre-processing method has
to be applied. In this paper we focus only on this part of the whole recog-
nition process. Finding an appropriate method is crucial, especially when
the identification system is dedicated to a mobile scenario. An image
acquired by a smartphone may have lower quality, be more defected by
noises and blurred. In this paper we discuss only palmprint as a feature
that may distinguish people. It is used in identification systems but still
is rarely implemented in mobile.

Keywords: Biometrics · Palmprint recognition · Image pre-processing

1 Introduction

A human identification, as a part of an image processing, has been developed for
more than 40 years [1], and still is one of the most demanding tasks in computer
vision community. Nowadays, face, iris of the eye, fingerprints, finger knuckles and
palm prints are analysed in order to perform the recognition. There are also some
behavioural methods where gait, typing or mouse actions are investigated. The
bio-metric identification is now implemented in various applications such as secu-
rity, forensics or in common smartphones. It is worth emphasizing that thanks to
effective pre-processing methods, features may be extracted and calculated even
if the resolution and quality of the input image is low. In this paper we focus on
image pre-processing methods applied to palmprint biometrics. The paper is orga-
nized as follows: in Sect. 2 the comparison between palm print and other biometric
features is presented. Section 3 contains the description of pre-processing with the
most commonly implemented methods. Conclusions are provided in afterwards.

2 General Characteristics of Palmprint Biometric

A good identification system has to fulfil the following requirements [2,3]:

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 28
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1. universality system is able to identify each person;
2. uniqueness system gives only one identification for one person;
3. permanence the identification cannot change;
4. performance the accuracy and robustness is as high as possible while the

execution time is relatively short;
5. acceptability the identification method is user-friendly and accepted by people

in their daily life;
6. circumvention system is not easy to defraud.

Palmprints can meet all the above-mentioned expectations [4]. First of all, palm
prints are unique. They are formed between 3 and 5 month of pregnancy [5].
It is not possible to find any similarity even in case of twins. Moreover, image
of a palm has a rich texture. It contains different ridges, creases, lines, fingers
ends, points between fingers and others [3,6]. It gives a big chance to detect
many key points and possibly simplifies the identification. The structure of a
palmprint remains static during the whole person life, except for the change in
size [7]. Depending on the specific application a high or a low image resolution
may be used for the identification [8]. For a forensic purpose the resolution has
to be at least 400 ppi, while for a civilian purpose it may be only 100 ppi. Some
previous papers present new dedicated devices that may obtain the palm print
for the recognition. They use a thermal map [9] or a common web camera [6].
However, in a non-forensic application any specific device is needed [10]. It is
even possible to use a mobile phone for acquiring the image [3]. On the other

Fig. 1. Palmprint image examples from the PolyU Database
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side, to obtain an image of the human iris, an advanced scanner is essential [11].
Thus, thanks to using the palmprint for the identification, it is possible to reduce
costs of the whole recognition system. Last but not least aspect to mention is
non-intrusiveness. The system is more user-friendly when the investigated per-
son does not has to touch any device or stand in a certain position in front of
the camera. The palmprint recognition is also more robust to different illumina-
tion conditions, which make e.g. the face recognition extremely challenging [12].
Most scientific papers use well-known databases to ensure that the results are
reliable and comparable. The example of such a common used database is the
PolyU Palmprint Database which is available online [13]. Images coming from
this database are presented in the Fig. 1. The PolyU provides palmprints taken
in different illumination conditions, from 250 volunteers in age range from 20 to
60. It contains images of left and right hand as well.

3 Palmprint Pre-processing Methods

The main steps of the palmprint recognition algorithm is presented in Fig. 2.
Then, in this section, selected pre-processing methods are overviewed.

Fig. 2. The general scheme of the palmprint recognition systems
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3.1 Color Detection

The other approach to distinguish a hand is a color detection [3]. Skin has the
specific color that may be presented as RGB values (Red, Green, Blue). Skin is
detected when values fulfil the conditions expressed in the Eq. 1.

R > 95 AND G > 40 AND B > 20 AND

max(R,G,B) − min(R,G,B) > 15 AND (1)
|R − G| > 15 AND

R > G AND R > B

3.2 Edges Detection

There are many methods that enable edges detection: Roberts operator, Sobel
operator [14], Grad operator, Prewitt operator, Log operator, Laplacian oper-
ator, Canny operator [7] and others. Examples of palmprints after the edges
detection are presented in Fig. 3. Detected edges are used to distinguish the
background, find a ROI and to extract key points.

Fig. 3. An original image form the PolyU database (A), an image with the Canny
operator performed (B), an image with the Sobel operator performed (C), an image
with the Laplacian operator performed (D)
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3.3 Smoothing

The edge detection has to be preceded by smoothing. Among the smoothing
methods a Gaussian smoothing and a median filter may be listed. Blurring is
essential in a noise reduction. Moreover, the more smooth the image is, the less
edges are detected. The Gaussian blur is especially needed to get rid of the
Gaussian noise [15]. It is expressed in the Eq. 2, where x, y are the distance
along both axis and σ is the standard deviation:

G(x, y) =
1

2πσ2
e

−x2+y2

σ2 (2)

The median filter considers the value of each pixel and check whether the value
suits to its closest neighborhood. If it does not, the filter replaces the value with
a median. The median is calculated separately for each block of the image. The
median filter is especially useful in the salt and pepper noise reduction [16].

3.4 Thresholding

Thresholding is the simplest method of an image segmentation. It is used to sep-
arate the region of interests from the background. The main idea of thresholding
is to compare each pixel value with the constant value. Then, depending on this
comparison, it gives the binary value (1 or 0). However, the basic method is not
robust to noise and changing background. Thus, there are also many adopted
methods that perform thresholding like Otsu, Savuola. Savuola binarization used
by Jaafar et al. [7] is the local method. It analyses the contrast in a specific tile
of the image. If the contrast is high, the threshold value is set close to mean.
Otherwise, if the contrast is low, the value is set below mean proportional to the
local standard deviation. Otsu method used by Harb et al. [15] is based on the
histogram calculation. It divides the whole image to two classes: a foreground
and a background. The threshold value is set so that it may separate before
mentioned classes in the best possible way. It is performed by minimalizing the
inner-class variation.

3.5 Size Filter

The size filtering is the approach that may substitute the edges detection. It
requires the thresholding before the filtering. Then the biggest area is chosen
and set as ROI. However, on the real image the segmentation may be inaccurate
due to rings, watches or other unexpected elements. Hence, as a part of a post-
processing, the ring artifact removal algorithm was proposed by Yoruk et al. [17].
This algorithm enables re-building unknown parts of fingers or wrist.

3.6 Gabor Filters

Gabor filter is widely used in the image processing and also for palmprint pre-
processing. It is represented in the Eq. 3.

G(x, y) =
1

2πσ2
exp{−x2 + y2

2σ2
}exp{2πi(ux cos θ + uy sin θ)} (3)
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where i =
√−1 is the orientation of the function, σ is the standard deviation and

u is the frequency of the sinusoidal wave. The Gabor filter and its modifications
(2D Gabor filter, Log-Gabor filter) have been implemented by Jain et al. to
enhance the palmprint image [8], by Bala et al. to reduce an unwanted noise [18]
and by Zhang et al. to extract features [1,19,20]. In spite of being commonly
used, it has some disadvantages like: a heavy computation burden, a need for
a lot of memory to store Gabor features and a lack of robustness to varying
illumination condition [21].

3.7 Anisotropic Filter

Due to existing drawbacks of the Gabor filter, Li et al. used the the Anisotropic
Filter (AF) instead [21]. It is expressed in the Eq. 4.

G(u, v) = (4u2 − 2)exp(−(u2 + vv)) (4)

where parameters u and v are described by the Eq. 5.
[

u
v

]
=

[
1/α 0
0 1/β

] [
cos θ sin θ

− sin θ cos θ

] [
x − xo

y − y0

]
(5)

in which (x0, y0), θ, α and β are a center of the Anisotropic Filter, a rotation
and scaling parameters along the X-axis and Y-axis, respectively. The AF is
robust to drastic illumination changes and preserves important discriminative
information.

3.8 Haar Wavelet

Haar wavelet (Db1) is the simplest and the fastest wavelet. It contains only two
co-efficients: the first to perform the low pass filter and the second to perform the
high pass filter. Hence, using the Haar wavelet may lead to reduce a computation
cost. Basically, it is expressed in the Eq. 6.

ψ(t) =

{ 1 0 ≤ t<1/2
−1 1/2 ≤ t<1
0 otherwise

(6)

Tamrakar et al. used the Haar wavelet to find an AROI instead a ROI [22]. The
AROI is a region four-times smaller than the ROI. In that way, the computation
complexion is reduced. The solution is also invariant to noise thanks to band
pass filtering.

4 Conclusions

In this paper we have presented the short overview of image pre-processing
methods for palmprint biometrics. Efficient pre-processing methods are partic-
ularly necessary in mobile biometrics scenarios (e.g. access by mobile devices).
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In such a case, the input images can be of low quality, and the task of the pre-
processing methods is to enhance them before the feature extraction step. From
our analysis, the trend now is towards using transformation and filtering based
methods, and Gabor filters in particular. Therefore, in our future work, we plan
to implement well-tuned advanced filtering methods as the pre-processing step
for contactless palmprint recognition for mobile scenario.
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Abstract. The objective of this paper is to consider some properties of
decisions produced by classifiers that are in consensus. Consensus allows
strong classifiers to obtain very reliable classification on the objects on
which consensus has been reached. For those ones where consensus is
not reached the reclassification procedure should be applied based on
other classification algorithms. Properties of different consensuses are
described using algebraic approach and performance evaluation routine.

1 Introduction

For any classification algorithm it is very important to satisfy the following three
conditions: high performance, good generalisation ability and low computational
cost. First condition might be satisfied using advanced classifiers like support vec-
tor machines (SVM), decision trees, neural networks, etc. or their combinations
[9,11,18]. Generalisation ability is connected with Statistical Machine Learning
Theory firstly developed by Vapnik and Chervonenkis [13,14]. Generalisation abil-
ity tells us about prediction ability on future examples. In general theory tells
how good learning can be and if it is possible to learn at all. Vapnik’s bounds
are very loose and that is why many improvements have been introduced [16]. To
reduce overfitting effect one might mention bagging of boosted week classifiers [5],
e.g., AdaBoost [4] or splitting classifiers by similarity and error rate they produce
[15]. However the question is how to combine classifiers to obtain the most reliable
labeling in terms of error and low overfitting effects. It is very important to under-
stand that there exists a probability of classification error for every sample. It can
be evaluated both by different schemes of cross-validation [9] or using particu-
lar algorithms for concrete type of generative or discriminative models. For k-NN
classifiers these estimates might be obtained using distribution of distances from
the target pattern to all other patterns [2,12]. For discriminative models it can be
evaluated using notation of potentials which are proportional to the level of mar-
gin for that probe. The concept is similar to the approach used for the Markov
Random Fields (MRF) [8]. This can be done similarly for generative models as
well. The quality of generalisation depends on the number of patterns that are near
separating hyperplane (‘hard’ or ‘ambiguous’ patterns) [1,6]. They have large

c© Springer International Publishing AG 2018
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classification error. The idea proposed in this paper is to postpone classifica-
tion of these patterns to the second stage where they are classified by other
algorithms. Application of random classifiers to heavy overlapping classes may
be a good idea. To detect such ‘ambiguous’ patterns one may use consensus-
based association of classifiers. The proposed algorithm for combining classifiers
addresses the two problems mentioned above. Combination or fusion can be done
at different levels of classification process [17]. However here one is interested in
combining the results of classification (decision level) which are represented as
binary classification problems. First work devoted to usage of combination in a
way of consensus for combining clustering results in satellite imaging was pro-
posed in [10]. The present work determines algebraic operations of co-association
and allows to estimate some classification errors using consensus. One of the key
points of the proposed approach is to divide objects in functional groups with
further reclassification of objects from the group where consensus is not reached
(‘ambiguous’ objects).

2 Algebraic Approach

2.1 Algebra on Classification Results

In this subsection we are going to consider algebraic operations on classification
results produced by different strong classifiers. Some of these results will be
combined to create a consensus of classifiers. The issue concerning the decision
which classification results should be combined will be considered in the following
sections. Because algebraic operations are applied to classification results they
are defined on lattice with three elements: 1 (positive decision), 0 (negative
decision) and Δ (no decision is made). Such abstract algebraic operations were
first considered in [19] where the author introduced an algebraic operation of
addition of binary classification results (⊕ algebraic operation). Consensus of
classifiers corresponds to an abstract multiplication operation of classification
results (⊗ algebraic operation). One demands a set of four algebraic laws both
for addition and multiplication operations to be respected:

– associative law;
– preserving of element law: a ⊕ a = a and a ⊗ a = a;
– preserving of the set law: a ⊕ Δ ∈ {a,Δ} and a ⊗ Δ ∈ {a,Δ};
– commutative law.

Let us give general rules on how to apply consensus operation on the lattice
with three elements a, b and c such that a �= b and c = a ⊗ b. So the result of
operation of taking consensus belongs to a set {a, b, c}:
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⊗(a, a) = a ⊗ a = a;
⊗(a, b) = a ⊗ b = b ⊗ a = c;

⊗(c, c) = c ⊗ c = c;
⊗(a, c) = a ⊗ c = c ⊗ a = {a, c};

⊗(a, a, b) = (a ⊗ a) ⊗ b = c �=
(a ⊗ b) ⊗ a = a ⊗ c = {a, c};

⊗(a, a, b, b) = (a ⊗ a) ⊗ (b ⊗ b) =
(a ⊗ b) ⊗ (a ⊗ b) = (a ⊗ b) = c;

⊗(a, a, a, b) = (a ⊗ a) ⊗ (a ⊗ b) = a ⊗ c = {a, c}. (1)

As seen any consensus with n experts can be divided into consensus of consen-
suses with two experts or consensus of consensus with two experts and one sepa-
rate expert. This is important property which allows to use binary co-association
matrixes for any number of experts in consensus. In (1) one applies all four alge-
braic laws introduced before. However in some cases the order of operations is
important and that is why operations might also not form a group or even a
semi-group. Majority voting is a particular case of generalised consensus:

a ⊗ c = a ⊗ (a ⊗ b) = a. (2)

Applying consensus of experts to the objects where consensus was not reached
gives the possibility to make a decision if consensus will be reached using another
subset of classifiers which are distinct from the previous subset of experts or using
a majority voting rule. Thus corresponding algebraic operations look as follows:

c ⊗ (a ⊗ a) = (a ⊗ b) ⊗ (a ⊗ a) = a. (3)

In case of using multiple experts in consensus in one time to reach a consensus
all of them should be in consensus. In this case algebraic operation on them and
the outcome it produces has the following form:

a ⊗ c = a ⊗ a ⊗ b = c. (4)

In case of classification let us put a = 1 (decision is positive), b = 0 (decision is
negative) and c = Δ (situation when consensus is not achieved). In case of odd
number of classifiers two options are possible: consensus is achieved or majority
voting is applied. In case of even number of classifiers when the number of classi-
fiers is more than two, three options are possible: consensus, majority voting or
no consensus. In the latter case decision might be made by random classification.
In other words if one adds one more classifier to the set of two classifiers where
consensus was not reached we can classify this by majority voting or combine
two classifiers to reach a consensus which consists of two classifiers. This is how
majority voting works in terms of consensus. Another option is to reclassify the
probe by another set of two classifiers that are in consensus. These are practi-
cal issues of using the algebra given above. It is possible to create consensuses
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with different bases. By a base of consensus one denotes the number of experts
used in it. So minimal consensus has a base equal to 2. Consensus of arbitrary
number of experts can be presented as consensus of consensuses with base equal
to 2. This allows using elementary binary co-association matrixes to present a
consensus with arbitrary base. All this allows to build very different consensuses
some of which might produce very reliable decisions. Applying several consecu-
tive consensuses that are also under the operation of consensus might serve for
two different objectives: first one is to reclassify objects where consensus is not
reached and the second one is to make consensus stronger. Besides of the fact
that mathematically consecutive consensuses look similarly to one big consen-
sus where all experts are under consensus they might have completely different
objectives.

2.2 Elementary Binary Co-association Matrices for Classification
Results

Assume that there is a set of strong classifiers F , so that any strong classifier
belongs to this set, e.g. fi ∈ F, i = 1, ...n, where n is a number of strong classifiers
in the set, so that |F | = n. Here one considers classification into N classes. Let I
be the number of objects in the set and P be the number of classification results.
Every classification p (p = 1, ..., P ) associates observation k from the sample
with one and only one class. Elementary co-association matrix Ak contains the
information according to which algorithms u and v have consensus or not with
respect to some class label i for probe k:

ak
u,v =

{
1, for u ≡ v
0, otherwise (5)

where ≡ denotes consensus between classifiers fu and fv. Because u ≡ v ⇒ v ≡ u,
Ak is an n × n symmetric binary matrix. The number of different consensuses
that could be created is equal to P =

(
n
2

)
= n(n−1)

2 . From the entire set of pos-
sible consensuses equal to P one needs to take two of them that are maximally
dissimilar in terms of Hamming distance between binary results of classification
for objects k ∈ I of the training sample of the set χ. Finding maximal Hamming
distance between classifiers spans entire classifier space F . This allows to con-
sider all possible combinations between classifiers and use all possible Hamming
distances between classifiers which is important during optimisation of consen-
sus. Results of classification are represented as binary vector vp that consists of
zeros and ones. The elements of vector p are taken from the set of matrices Ak:

vk = ak
u,v. (6)

The size of vector vp is equal to the number of objects I. Then tensor A has
size n × n × I. Now the only task left to do is to determine the pair of classifiers
that yield the maximal Hamming distance. Determination of appropriate indices
could be done by the following procedure{

i, j
}

= arg minu,v

∑
k

Ak
u,v. (7)



280 V. Tayanov et al.

To estimate the pair of the most dissimilar classifiers one needs to use some
training set. That is why solution (7) is approximate.

3 Consensus Performance Evaluation

Let us assume that there are two independent classifiers with probability of
errors εk1 and εk2 for every particular probe pattern k. If one combines them in a
way of consensus then the probability of error of labeling is equal to

εk = εk1 × εk2 . (8)

The question is when one can apply formula (8). Theory says that experts should
be independent in terms of errors they produce. One assumes that for larger inde-
pendence experts should be as dissimilar as possible with respect to binary clas-
sification results they produce. This can be measured using Hamming distance.
The simplest consensus model requires (in terms of (8)) two strong classifiers
from the set F : F ⊂ A(X → Y ). Using more classifiers can lead to less errors
defined by (8). However in this case classifiers are less independent and assump-
tion of independence is not accurate to use (8). On the other hand using addi-
tional classifiers leads to general augmentation of complexity of co-association
and number of probes where consensus was not reached. It is important to note
that if it is possible to estimate the probability of classification error for every
particular probe then the complex routine of cross-validation might be avoided.
As it was mentioned before some methods presented in [2,7,12] can be applied.
In general for different types of classification algorithms these methods need
some particular development. In general case the lower bound on classification
error for consensus A of two algorithms A = A1 ⊗ A2 is equal to 0 (in case of
full anti-correlation). However in case if errors produced by every algorithm are
independent and identically distributed random variables then the error of con-
sensus can be bounded by their product. Taking expectation using all instances
we obtain

inf
(
ε(A)

)
= E(ε(A1) × ε(A2)) = E(ε(A1)) × E(ε(A2)). (9)

Then inequality for the error of consensus can be written in the following form:

E(ε(A1)) × E(ε(A2)) ≤ ε(A) ≤ min(ε(A1), ε(A2)). (10)

or in case of ant-correlation left bound is equal to 0:

0 ≤ ε(A) ≤ min(ε(A1), ε(A2)). (11)

Total classification error probability for consensus of classifiers is equal to

εt(A) = εc(A) + αεnc(A), (12)

where εc(A) is a probability of erroneous consensus, εnc(A) is a probability
when consensus is not reached and α is a portion of errors after reclassification.
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In the case of random classifier α = 0.5. According to [15] using the most dis-
similar classifiers for classifier combining leads to larger overtraining. Training
of classifiers on difficult probes leads to high diversity in classification results
because this produces diverse classifiers. To solve this problem one proposes to
use the co-association scheme of combining classifiers. In this case the overtrain-
ing effect should be reduced due to the group of objects where consensus is not
reached and which are reclassified with random classifier having constant error
rate. For classification into arbitrary number of classes these consensuses divide
our set onto three functional groups, i.e., a group of objects on which consen-
sus of two algorithms is reached and it is correct (�1), a group of objects on
which consensus is not reached (�2) and the group of objects on which consen-
sus is reached and is incorrect (�3). Obviously �j ⊆ I, j = 1, 2, 3. Probability
estimates for each group will be P̂ (�1), P̂ (�2) and P̂ (�3), respectively. The
number of objects in the third group cannot be reduced. Thus total error is
bounded as follows:

P̂ (�3) ≤ ε̂t ≤ P̂ (�3) + αP̂ (�2). (13)

4 Experiments

We used 5 data sets from UCI repository [3] as indicated in Tables 1 and 2. Three
of them (‘pima’, ‘bupa’ and ‘heart’) belong to medicine and two others (‘german’
and ‘sonar’) are not medical data sets. Pima Indians Diabetes Database is a
database of patients having diabetes or not. So the diagnostic is a binary-valued
variable. There are 8 attributes which represent some blood test results. Total
number of instances is equal to 768. BUPA liver disorders data set is also binary-
valued with binary output indicating whether patients have a diabetes or not.
The number of attribute is equal to 6 and they correspond to blood test analysis
results with additional parameter describing the amount of alcohol consumed by
a person per day. The number of examples for this data set is equal to 345. The
heart disease data set consists of several subsets. The most popular is Cleveland
set which consists of 303 patients each assigned 76 attributes. In practice 14
of them are used. The last is the prediction binary value whether patient has
a heart disease or not. First of non-medical tasks is the German credit data.
This data set has two versions with symbolic and categorical attributes. We use
categorical version of the data set. The number of instances (customers) is equal
to 1000 and the number of attributes is equal to 24 with additional binary label
describing whether customer is “good” or “bad”. The last data set consists of
sonar signals reflected from rocks or mines (metallic cylinders). So the problem is
to distinguish between them having the parameters of the reflected sonar signal.
Total number of examples is equal to 208 and each pattern is characterised by
60 measurement attributes. The problem is binary as we have to distinguish
between rocks and mines. All these five data sets are used in different tests of
machine learning algorithms. Regardless that the first three data set belong to
medical domain, they are described by completely different features and these
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Table 1. Accuracy of classification for different combination algorithms: decision trees

Method /task ‘pima’ ‘bupa’ ‘heart’ ‘german’ ‘sonar’

Bagging 75.4 68.7 78.7 75.6 79.3

AdaBoost 69.8 65.8 78.1 73.3 79.8

Random subspace 73.6 65.8 80.5 73.9 80.3

Rotation forest 75.4 69.5 79.4 77.0 81.8

Random oracle 77.2 69.3 78.1 74.4 78.4

Proposed (NB) 78.6 69.6 83.6 71.2 73.7

Proposed (LR) 78.6 60.3 76.9 68.0 82.2

Proposed (AB) 86.0 84.3 88.2 81.3 92.4

Table 2. Accuracy of classification for different combination algorithms: linear classi-
fiers

Method /task ‘pima’ ‘bupa’ ‘heart’ ‘german’ ‘sonar’

Bagging 76.8 67.8 65.3 77.7 74.5

AdaBoost 77.3 68.6 69.4 76.7 73.6

Random subspace 75.9 59.7 80.1 74.1 78.0

Rotation forest 63.4 67.8 63.6 76.9 73.6

Random oracle 76.0 73.0 67.7 76.4 78.9

Proposed (NB) 78.6 69.6 83.6 71.2 73.7

Proposed (LR) 78.6 60.3 76.9 68.0 82.2

Proposed (AB) 86.0 84.3 88.2 81.3 92.4

sets of features have different discrimination power. This means that they have
different data complexity in terms of [1] which is very suitable to demonstrate
the power of the proposed approach.

To build a consensus one uses a set of k-NN classifiers with different Lp

norms as dissimilarity functions. We changed p in Lp norm from 0.1 to 5 with a
step-size of 0.1. Value of k was changed from 1 to 30 using only odd values of k
nearest neighbours. So the entire pool consists of 800 k-NN classifiers. Classifi-
cation results are compared to those obtained by the most popular ensembles of
classifiers or their modifications e.g. bagging, boosting, random forests, random
subspace and random oracle. In the first scenario (Table 1) decision tree has been
used as a week classifier and in the second scenario (Table 2) we used linear clas-
sifier. The accuracy of these five ensembles of classifiers is compared with three
versions of the developed algorithm for each of two scenarios. The difference
between them is only in reclassification of “difficult” or “ambiguous” patterns.
So first version uses naive Bayes (NB) classifier to reclassify these objects, the sec-
ond one uses logistic regression (LR) and the third one uses AdaBoost (AB) with
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decision stumps as week classifiers. All three versions use 90% of “ambiguous”
objects for training and 10%–for testing. In some situations when the portion
of difficult data is small in comparison with all available data the ratio between
training and testing partitions should be reduced. Comparing naive Bayes and
logistic regression using Tables 1 and 2 one may conclude that naive Bayes out-
performs logistic regression on “difficult” data in most cases. This means that
generative model might better fit “difficult” data than discriminative one which
is oriented to training data and completely learns from the data. Nevertheless
AdaBoost learns very well on entirely “difficult” patterns and actually does not
overfit. This explains that reclassifying “ambiguous” data with boosting algo-
rithms one might obtain very small error rates even on testing examples. Such
a behaviour of AdaBoost can be explained by the fact that one reduced the
hypothesis space by selecting the two most dissimilar classifiers from the pool of
generated classifiers. These classifiers determine the set of “ambiguous” data. If
one selects other two classifiers from the pool they can detect different subsets of
such data. So appropriate selection of classifiers is a very important issue. Thus
learning classifiers on a partition of “difficult” patterns which are grouped near
the separating hyperplane and are characterised by lower variance in comparison
to entire set allows us to reduce the set of all potential classification hypotheses.
This leads to better learning, less error rate on the test data and hence less
overfitting. In Table 3 the decomposition of data into functional groups is given.
So any object can be misclassified, ambiguous or correctly classified by a con-
sensus of algorithms. The difficulty of a data set can be estimated by a number
of misclassified patterns. This is irreducible error. To have lots of “ambiguous”
data might be not very bad since such kind of data can be learned effectively
using for example AdaBoost. Table 4 shows how “good” are some classifiers in
reclassifying “ambiguous” data. As seen the best results of such reclassification
gives Adaboost. It outperforms naive Bayes and logistic regression quite a lot.
On another hand naive Bayes outperforms logistic regression in most of cases. So
based on two tables total error can be computed using (12) and is complement to
accuracy in Tables 1 and 2. As seen from last two tables error of reclassification
of “ambiguous data” using naive Bayes and logistic regression is high enough
which means that selecting the most dissimilar classifiers is reasonable. However
if we need less dissimilar classifiers we can also find them in the entire pool
of generated classifiers. So selecting algorithms to build a consensus should be
done in a way that allows us to optimise a total error which is trade-off between
misclassification and error caused by “ambiguous” data.

Table 3. Distribution of different types of data (%)

Method /task ‘pima’ ‘bupa’ ‘heart’ ‘german’ ‘sonar’

Misclassified 14.0 12.7 10.2 15.0 7.6

Ambiguous 21.6 42.7 32.2 34.0 34.0

Correctly classified 64.4 44.6 57.6 51.0 58.4
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Table 4. Reclassification accuracy of ambiguous data %

Method /task ‘pima’ ‘bupa’ ‘heart’ ‘german’ ‘sonar’

naive Bayes 65.8 58.5 80.8 59.5 45.0

Logistic regression 65.7 36.7 60.0 50.0 70.0

AdaBoost 100 93.0 95.0 89.0 100

5 Conclusions

The proposed scheme of combining pattern classifiers allows to obtain generally
much better classifications in terms of performance and overfitting. Correct con-
sensus probability does not vary much for different consensuses built for different
Hamming distances for classifiers that are in consensus. Among different subsets
of strong classifiers it is better to use ones with the highest entropy. To add
one more classifier to the set of classifiers one might use greedy search which
maximizes entropy at every step. Number of classifiers in the final subset should
be minimised.
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Abstract. In the paper a method of automatic localization of heart
ventricles in CT images is presented. Analysis of their shape can be an
important element of pulmonary embolism diagnosis. For that purpose
active partitions, a generalization of active contour approach, was used
with superpixel representation of image content. Active partitions, simi-
larly to active contours, possess a natural ability to incorporate external
experience into object localization process. It means that not only infor-
mation contained in the image itself but also experience of the radiologist
and the medical knowledge can be used to improve segmentation results.

Keywords: Active contours · Active partitions · Superpixels · Medical
imaging · Heart ventricles · Intelligent segmentation

1 Introduction

There are many different segmentation techniques that directly or indirectly can
be applied for object localization in the images. However, classic methods like
thresholding or region growing, usually have problems with utilization of exter-
nal knowledge. Such knowledge is crucial in those tasks where the image itself
contains insufficient information required for proper semantic interpretation of
its content (medical images and experience of the radiologists are a typical exam-
ple of such situation). Active contour techniques [2,3,5,7,10] constitute a group
of methods that allow to overcome that problem. They assume that the space of
contours, unambiguously identifying objects in the image, can be defined. Next
the optimal contour is sought within this space by proper selection of objec-
tive function (energy) and optimization algorithm (evolution). The name of the
method is a result of fact that optimization is usually an iterative procedure
and consequently contour changes in every iteration. The external knowledge in
active contours can be introduced in several ways:

– Proper selection of contour model can eliminate semantically incorrect
solutions.

– Proper constraints in optimization process can make it impossible to obtain
unacceptable solutions.

c© Springer International Publishing AG 2018
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– Proper components of the energy function can penalize solutions that do not
reflect user expectations.

Active partitions can be considered as a generalization of active contours. Con-
tours, localizing object in the images, divide the whole set of image pixels into
subsets representing objects and background. Such a partition can be defined,
however, for any set of elements (e.g. superpixels, semantic patches, segments,
ellipses, etc.) describing image content. The change of image description can
significantly reduce the space of analysed primitives without losing the signif-
icant semantic information (it can be encoded in attributes assigned to those
primitives or in relations between them). The paper is organized as follows: the
second section describes a problem of heart ventricle segmentation, in the third
section the active partition approach with superpixel representation is discussed
whereas in the fourth section the obtained results are presented, finally the last
section contains a short discussion and summary of the those results.

2 Data

Pulmonary embolism is a disease in which a blockage of an artery in the lungs
occurs. To perform an indirect, non-invasive assessment of those changes analysis
of computed tomography CT heart examinations can be used. To gather images
used in this work ECG-gated 64-row CT scanner was used in a standard chest
protocol. Next, the reconstruction with a dedicated workstation software was
performed to obtain 4D sequences - 3D video sequences where the heart cycle
is reconstructed in 10 phases with 8 slices containing two chamber short axis
view (80 images for every patient). All the examinations were performed after
intravenous injection of contrast media which results in a better (bright areas)
visibility of blood in vessels and heart ventricles (Fig. 1). For the ventricle and
septum assessment purposes endocardial and epicardial contours must be found.
In this work all those contours were drawn by an expert (Fig. 1). After closer
analysis of those contours it appeared that the interior of the ventricles contains
not only the blood with injected contrast but also fragments of heart muscle that
grows into the chambers. It causes that to correctly interpret image content the
additional knowledge must be used since the image information in those areas
is insufficient.

3 Method

The application of active partition approach requires several elements to be
defined: image representation, partition model, energy function and evolution
scheme. In this work the content of the images was described using superpixel
representation which reduces (approximately 80 times) the space of classified
elements. The external knowledge required for proper segmentation is encoded
both in energy function (border smoothness) and evolution procedure (solution
generator). All the elements are described below.
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(a) (b)

(c) (d)

Fig. 1. Sample images and masks indicating localization of heart ventricles: (a), (b) -
images, (c), (d) - masks generated basing on contours manually drawn by radiologist.

3.1 Representation

To represent image content with superpixels a simple linear iterative clustering
SLIC technique was used [1]. This method adapts classic k-means clustering to
find group of pixels that lie close to each other and have similar colour. This
procedure is followed by additional postprocessing forcing all the superpixels
to represent connected regions. The user can control a trade-off between the
influence of pixel position and color and in consequence can obtain either more
compact or more homogeneous superpixels. In this work the number of pixels
(approximately 1000) as well as the characteristic (homogeneous but still com-
pact) of the superpixels were chosen arbitrarily after visual inspection of sample
results (Fig. 2). Superpixels describe only how the image area is divided into
smaller regions. In order to use them in active partitions the actual knowledge
about image content must be tied with this representation. By analogy to pixel
representation that knowledge can be encoded either as the attributes of the indi-
vidual elements (colour components in the case of pixels) or in the attributed
relations between those elements (spatial relations in the case of pixels). In this
work every superpixel is described by its: area, average image intensity, bound-
ing box and the number of pixels representing blood within that superpixel. The
last property was possible to calculate thanks to the earlier detection of pixels
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(a) (b)

(c) (d)

Fig. 2. Representation of image content: (a), (b) - superpixels with average intensity
assigned to them, (c), (d) - neighbourhood relation of the above superpixels.

representing blood within ventricles [11]. Some of those attributes are later used
for heart ventricle localization while the other enable acceleration of computa-
tions. As a relation between superpixels the neighbourhood relation was defined.
Superpixels are considered to be neighbours if they are adjacent.

3.2 Model

In active contour techniques contour model determines what kind of partitions
of pixel set are acceptable. Taking into account the number of pixels in the
images considering all the possible partitions would lead to the enormous search
space. That is why contour models usually reduce it allowing only partitions that
describe connected regions or regions of reasonable shape. In the presented work
the number of the partitioned elements is significantly smaller and consequently
any partition is allowed (all the subsets are allowed). Additional constraints
(external knowledge) will be imposed by optimization procedure (hard) and
energy function (soft). Of course this is not the only possible partition model in
the case of considered image representation. For example the approach in Brown-
ian strings [5] could be adapted also for superpixels with spatial neighbourhood
defined.
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3.3 Energy

Energy function evaluates partitions and is an objective function in the evolution
process. It should be defined in a way reflecting knowledge about object that
is sought. For the perfect solution it should have a minimum value. As it was
mentioned above with every superpixel the information about number of pixels
representing blood is stored (Fig. 3). Of course all those pixels should lie within a
the sought ventricle. This expectation can be expressed by the Eo energy compo-
nent which measures the number of superpixels with blood that are outside of the
current solution (subset of superpixels). Finding of all such superpixels, however,
is not sufficient since heart muscle growing into heart ventricles should also be
identified as its interior. This is an additional, medical knowledge without which
the proper interpretation of image content is not possible. The simplest solution
of that problem can be adapted from classic active contour techniques where
in the case of insufficient image information contour smoothness is forced. One
of the approaches used in this case assumes minimization of contour length [9].

(a) (b)

(c) (d)

Fig. 3. Available knowledge: (a), (b) - the number of pixels representing blood inside
a ventricle within a given superpixel (the brighter colour the more such pixels were
found), (c), (d) - superpixels that according to expert should be identified as a ventricle
(the superpixel was selected if there was at least one common pixel with the mask
prepared by radiologist).
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It is a reasonable approach since contour of minimal length will not penetrate
cavities of the sought object. The same procedure can be used in this research if
contour length will be replaced by the number of superpixels lying on the bor-
der of current solution Eb. Consequently, the final energy function considered
further have the following form:

E = Eb + wEo

A border is a set of superpixels that has neighbours which do not belong to the
solution (Fig. 4). It can be defined since the neighbourhood relation is defined.
Parameter w controls a trade-off between those two components. It is required
since partition with smallest border (one superpixel) will not contain all super-
pixels with blood and similarly partition containing all such superpixels will not
have the smallest border.

Table 1. Average F1 scores (training set) for different values of parameter w and
different solution generators G: (a) - right ventricle, (b) - left ventricle.

3.4 Evolution

The considered problem of finding the optimal partition is a combinatorial
optimization task (the subsets of superpixels representing heart ventricles are
sought). Many techniques can be applied for that kind of problem. In this work
a simulated annealing is used because of its simplicity and theoretical conver-
gence to global solution [8]. In that approach in every iteration a new solution is

(a) (b)

Fig. 4. Border of the regions identified by an expert as a ventricle.



292 A. Tomczyk and P.S. Szczepaniak

(a) (b)

Fig. 5. Sample F1 scores for different number of iterations w = 2 and generator Gs

(experiments were repeated 20 times): (a) - right ventricle, (b) - left ventricle.

proposed using a solution generator G. Solution generator should generate a ran-
dom solution which is close to the current one and it should allow to explore the
whole search space during optimization process (there should be always a pos-
sibility to generate a solution sequence transforming one solution to the other).

Table 2. Average F1 score for 400 images in a test set: (a) - right ventricle, (b) - left
ventricle.

4 Results

In this section the conducted experiments are described together with discussion
of obtained results. All the available data were split into training (10 patients)
and test (5 patients) set. Training set (or its representative subset) was used to
select parameters. Testing set was used to evaluate the quality of the methods.
In all the experiments, to generate an initial solution, the superpixel in the
centre of the image was sought. This superpixel and all the its neighbours in
the range of 3 were considered as the partition in the first iteration of evolution
process. To compare the results with some classic approach, which does not take
into account additional knowledge, a simple thresholding procedure T was used
where only the superpixels containing blood inside ventricles were considered
as superixels representing this ventricle. Within the simulated annealing two
solution generators were considered:
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(a) (b)

(c) (d)

(e) (f)

Fig. 6. Sample results: (a), (b) - thresholding, (c), (d) - active partitions with simple
solution generator Gs, (e), (f) - active partitions with connected solution generator Gc.

– Gs - simple generator which either removes one element on the border of the
current set or adds one element which is adjacent to the border of the current
set

– Gc - connected generator which behaves in the same way as the simple gen-
erator but prevents situations where a new solution has either holes or is
composed of two disconnected parts
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Table 3. Distribution of F1 score differences (Gs and Gc was compared with T ) for
400 images in a test set: (a) - right ventricle, (b) - left ventricle.

Here again border and topological properties of solutions can be considered
because the neighbourhood relation is defined in the set of superpixels.

4.1 Evaluation

Partition can be treated as a binary classifier (object and background labels)
of primitives representing image content. Consequently, to assess segmentation
results, methods used for classifier evaluation can be applied. That is why fur-
ther F1 score, which is a combination of precision and recall, will be employed.
Precision measures how many primitives that do not represent ventricle were
recognized as its part. Recall measures how many primitives within ventricle
were not classified correctly. The optimal solution should give a F1 score close
to 1. All those scores can be calculated for:

– pixels - label of superpixel is assigned to all the pixels composing it and masks
given by expert are available (Fig. 1)

– superpixels - labels of superpixels can be determined using the pixel masks
prepared by expert (Fig. 3)

Further only the values for superpixels are considered.

4.2 Repeatability

Because of random character of simulated annealing algorithm, before the actual
experiments can be conducted, the proper number of iterations must be selected
to ensure that the obtained results are repeatable. In theory it is possible if the
optimization process is sufficiently long. For that purpose for selected images
the evolution process was repeated 20 times with different number of iterations.
Sample F1 values obtained for two different images are presented in Fig. 5. As it
can observed in fact the deviation of the results, for a given number of iterations,
decreases when the number of iterations increases. The stability of the deviation
can be observed when the number of iterations is grater than 70000 and this
value was used in further experiments. Closer analysis of presented charts leads
to another interesting observation. The F1 values are not the same even if many
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iterations are considered. The reason of that situation is the specificity of the
energy function and image representation. Changing the label of one superpixel
may not change the value of the energy function but of course will influence the
F1 score. Moreover, taking into account the number of superpixels representing
ventricles such a small modification can result in noticeable change of this score.
This observation should also be taken into account while interpreting further
results.

4.3 Parameters

The only parameter that needs to be selected to conduct experiments is a weight
w controlling a trade-off between the energy components. An intuitive analysis
of energy function suggests that optimal value should be greater or equal to 1
since otherwise almost all modifications of the partition with proposed solution
generators G will produce better solutions and consequently will be accepted.
However, since the superpixel neighbourhood is not so typical as in the case
of pixels, the intuition may fail. That is why to prove the above suppositions
a supplementary experiment was performed where to find an optimal value a
training set was used. Using different values of parameter w the segmentation
was performed for the images from this set and average F1 score was calculated.
The results are presented in Table 1. They show that in fact values of 1 or 2
should be considered.

4.4 Discussion

Sample results of all considered approaches (thresholding and active partition
with two different generators) for left and right ventricle are presented in Fig. 6.
For those two cases the superiority of active partition approach with generator
Gc is especially evident for left ventricle where heart muscle grows into cham-
ber interior. This observation was confirmed by statistical analysis of results
for 400 images in a test set. In Table 2 average F1 score is shown. For right
ventricle segmentation the thresholding was sufficient since blood was appar-
ently filling almost the whole its interior and the size of superpixels allowed to
notice that presence. In case of left ventricle, however, the image information was
not always sufficient and the external knowledge, encoded in border size energy
component, allowed to improve the results. Table 3 shows that for left ventricle,
simple solution generator and w = 2 active partition was better then threshold-
ing in 75% of cases. Authors are aware of the fact that the segmentation could be
improved either by taking into account more complex energy function or by bet-
ter granularity of image representation (smaller superpixels). A good idea could
be considering the achieved coarse segmentation results as input to other, more
precise, technique e.g. traditional active contour like snake or potential active
contour. Nevertheless, the main goal of this work was to show, illustrating it
with a simple example, that it possible to successfully transfer active contour
approach to other than pixel based representations of image content. In opinion
of the authors this goal was fully accomplished.
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5 Conclusions

In the paper a method of applying concepts, well known from active contour
techniques, to other than pixel based image representations was proposed. Here
the image was represented as a set of superpixels with neighbourhood relation
defined among them. This representation reduces significantly the search space
in segmentation task without losing crucial, semantic image information (it can
be encoded in superixel attributes). The proposed approach was called active
partition. The crucial advantage of active contours, which distinguishes them
among other segmentation techniques, is their ability to use external knowledge
there were there is insufficient information in the image. In this work a transfer of
this ability to active partitions was also proposed (contour length minimization
and expected region characteristic). The approach was illustrated in a problem
of heart ventricles localization in CT images. The experiments revealed that the
external requirement forcing the minimal length of the partition border improves
segmentation results if heart muscle grows into chamber interior (the improve-
ment was observed mainly for left ventricle where such problems occured). Since
the considered energy function was very simple, further work should focus on
looking for more complex energy functions (in particular those with parameters
that can be automatically selected using an available training set). The other
work direction is a search for better image representations (in particular 3D
representations). All those aspects are under further investigation.
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Abstract. Radiographs, which visualise human dentition as a single
panorama photograph, are commonly used in prognosis and diagnosis
in dental care and biometric individual identification. The automatics
analysis of these images can provide useful information about patients.
So, this paper proposes a method of an introductory phase of teeth seg-
mentation: selection of a region of interest which contains every tooth
in the pantomograph. The proposed method finds an area containing all
the teeth and the line dividing the upper and lower jaws, called teeth
line, using adaptive power-law transformation, Hölder exponent, energy
and entropy of the pantomograph. The teeth area is found correctly in
81.9%, while teeth line in 34.0%. The method is the introductory step in
a single teeth segmentation, dentition evaluation according to presence
of strong dental interventions and automatics generation of dental score
for a patient.

1 Introduction

Dental X-rays, also known as radiographs, are commonly used in prognosis and
diagnosis in dental care [4,6,16] and also biometric individual identification [2,7,
9,11,12,15,18]. There are several types of radiographs: bite-wing (intraoral), peri-
apical (intraoral), occlusal (intraoral), cephalometric (extraoral) and panoramic
(extraoral) [8]. Panoramic radiographs (pantomographs) are one of the most com-
plex, since they show the whole dentition of an individual, as well as parts of
the skull and the cervical part of the spine [8]. Pantomographs are taken by the
rotation of a film and an X-ray lamp around the head of a patient. The film and
lamp are located opposite each other. This way, a single image as a panorama
photograph is created. This gives dentists an opportunity to examine both the
maxillary and mandibular teeth. The continuous digitalization process applied
to medicine during last decades and benefits of automatic analysis of biomedical

c© Springer International Publishing AG 2018
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data have also reached dental radiology [13,14,17]. Radiological images are used
mainly in caries diagnosis, determining bone loss in periodontal diseases, diagno-
sis of periapical cysts, planning of operations in the maxillofacial region, planning
of orthodontic treatment and also in individual identification, comparing post-
mortem and archived ante-mortem radiographs. In both areas, a crucial step is
the segmentation of teeth and each tooth separately. Several authors have already
described numerous methods for teeth segmentation in various radiograms: bite–
wing [5,11,18], periapical [4–6], occlusal [16], cephalometric [16] and panoramic
[5,10,15]. Our study concerns pantomograph analysis, an issue, for which the lit-
erature is severely limited. However, the potential for the aid of diagnosis is large.
Unfortunately, due to the complexity of pantomographs, it is very hard to extract
single teeth from the whole image. What is more, caries diagnosis is also a com-
plex issue: it would involve finding subtle differences in the shading of the teeth.
Another problem to overcome is the existence of artefacts within the pantomo-
graph. Patients with extensive history in dental procedures can possess multiple
objects, usually very bright, which could cover the whole tooth, therefore increas-
ing the difficulty of segmentation. In [15], the first steps of teeth segmentation
(selecting the area with teeth) are omitted or prepared using statistic results from
their own database [10]. Although this may work well for many cases, every varia-
tion in the data (due to the machine’s, dentist’s or patient’s individual character-
istics) may disturb the analysis. The aim of this study is the introductory phase of
teeth segmentation: selection of a region of interest (ROI), which includes every
tooth in the pantomographs (select an area of the teeth and reject an area of other
hard tissue). This step is not easy because of inclusion of additional bone struc-
tures in pantomographs. The next step of the investigation will be separate teeth
selection and analysis to fill a report about the condition of dentition of a patient,
for the dentist to examine.

2 Materials

The algorithm is only expected to work on panoramic dental radiographs. This
introduces several limitations and increases the complexity of the problem. In
Fig. 1, a schematic (a) and exemplary (b) pantomograph are presented. As seen
in Fig. 1, pantomographs include much more than teeth structures. All of those,
marked (1–28) in Fig. 1a, are additions, which are superfluous to the diagnosis
of dental caries. Not only do the pantomographs suffer the inclusion of unneces-
sary information, they are also subject of typical errors in images: mainly noise,
reflection and incorrect position of patient’s head during acquisition. Teeth are
light gray objects, with inhomogeneous brightness. Sometimes they have a white
rim or fillings, located partly on textured background in the region of the bone
and partly on dark grey background in the mouth. The most prominent object
in a pantomograph is palatal bone visible as white, almost horizontal line in the
1
3 to 1

2 of pantomograph height. The structures over this line are redundant and
should be reduced as they are similar in texture and brightness to the teeth. All
this makes any segmentation a nontrivial problem [16]. A database of 100 pan-
tomographs has been created, courtesy of NZOZ Centrum Leczenia Wad Zgryzu
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(a) (b)

Fig. 1. (a) Scheme of anatomical structures [8]: 1. orbital margin; 2. suborbital foramen;
3. nasal cavity; 4. nasal septum; 5. nasal concha; 6. incisive foramen, nasopalatine canal,
nasal spine; 7. maxillary sinus; 8. nasal base; 9. soft palate; 10. maxillary tuberosity;
11 pterygoid processes; 12. pterygopalatine fossa; 13. zygomatic bone; 14. zygomati-
cofrontal suture; 15. zygomatic arch; 16. coronoid process; 17. condyloid process; 18.
outer ear; 19. cervical part of the vertebral column; 20. mandibular crest; 21. oblique
line of the mandible; 22. mandibular canal; 23. mental foramen; 24. dorsum of the
tongue; 25. compact bone of the mandibular body; 26. hyoid bone; 27. contralateral
structures of the viscerocranium; 28. styloid process. (b) Exemplary pantomograph.

in Warsaw. They were taken using Kodak 9000 pantomograph. Out of 100, 6
were rejected because of their quality (presence of the reflections (3), movement
(2) or errors in pantomograph merging (1)). The rest are:

– 9 adults with noticeable gaps in teeth (mainly molar teeth)
– 33 adults with noticeable artefacts caused by the process of pantomograph

acquisition or big changes in dentition (filled cavities and tooth canal treat-
ment, presence of braces and the artificial bone inclusion of the jaw like
implants and bone brackets)

– 48 adults (with all teeth and minor artefacts)
– 4 children (typical with deciduous teeth and permanent teeth buds)

One pantomograph of each type is presented in figures in this paper (Fig. 4). All
the procedures are written in MATLAB code.

3 Methods

To perform single tooth segmentation in pantomographs, the region of interest
should be defined as an area containing all of the teeth. Selection of the ROI and
determination of the position of the gap between the upper and lower jaw is the
goal of the study presented in this paper. This requires finding distinguishing
features, which clearly divide the image into several segments, including the one
containing only dentition and the inside of this region to determine the gap. All of
the steps of the image processing are presented in following figures in this paper
(Figs. 2 and 3). The final result is designation of the selected area containing
all the teeth and the line dividing the upper and lower jaw, so called teeth line.
The proposed algorithm is the first part of a method, called Individual Arch
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Teeth Segmentation (IATS). The first phase of the proposed method is finding
the line of the palatal bone, usually one of the brightest horizontal lines in the
image, if the image acquisition is done correctly. To do that, the original image is
processed to increase the contrast between bones and empty space in radiograph.
It is done in 8 following steps (steps 5–8 were introduced by the authors):

1. At the beginning, top hat transform of the original image is added to the orig-
inal, while the bottom hat of the original is subtracted. This step is required
for contrast enhancement in the border between objects [18]. Images before
and after this operation are not presented in this paper, as the differences
between them are so delicate, that they will not be visible in the printed
version of the paper.

2. Next, following the scheme presented in [6], adaptive power-law transforma-
tion (APLT) is performed on the image to further enhance it. APLT is a
transformation, based on a local intensity of the pixels around the chosen
pixel. It strongly enhances the contrast in the image, making the borders
between the teeth more distinct and smoothing the texture within the teeth
[6]. In this paper, the local window used in APLT is 3× 3 pixels. To decrease
the computation time, this and all other local operations are computed in par-
allel. For clarity, every operation will be explicitly marked as ‘parallel’ during
its introduction, like this: adaptive power-law transformation (parallel).

3. Further step is also based on a procedure proposed in [6]. It involves texture
analysis using Hölder exponent as the singularity measure. Singularity is a
concept for representing complex signals [1]. Signals or structures can be
presented as a superposition of singularities. Point-wise singularity may be
observed by calculating Hölder exponent for every pixel, characterized as:

αi(x, y) =
ln μ(x, y)

ln i
(1)

where μ(x, y) is the amount of measure within the observed box with size ε =
i centred at the pixel (x,y). Following [6], a mean (avg) measure is used, with
local window: 3× 3 pixels. Since the use of natural logarithm and division
may result in imaginary, infinite or NaN (Not-a-Number) values, a cleanup
procedure is required. All of those values are switched to 0, then the image
is normalized to [0–1] range.

4. Bilateral filtering [3] is then used on the matrix of measures to preserve the
edges and remove fine textures [6]. The resulting image is very bright, so is
not presented in the paper. But the image being the result of subtraction
(difference with absolute value) of the filtered image from the original is
presented in Fig. 2a. The result of these 4 steps is an inverted brightness
image, so the bones are darker than empty space, teeth fillings and palatal
bone are almost black. The process selectively increases the contrast between
strongly visible bones and background and decreases it between less visible
bones and background.

5. An introductory ellipse mask is created to remove some parts of the image
from consideration, which allows focusing on the palatal bone. An ellipse is
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a proper approximation of the dental shape, which could include all of the
teeth in pantomograph, while its location and size should be adjusted to the
morphology of patient’s dentition. The introductory ellipse is positioned in
the centre of the image, its minor axis has the length of 550 pixels, major –
825 pixels. Minor axis is vertical, major one is horizontal. Its size and position
have been chosen according to the knowledge that the teeth and the palatal
bone should be located more or less in the middle of the image. The image
after employing introductory mask is presented in Fig. 2b.

6. The next step is an adaptive thresholding (parallel) algorithm. In com-
parison to simple thresholding, adaptive thresholding is a local operation,
which marks the parts of the image as either object (1/white) or background
(0/black), depending on the chosen parameter. In this algorithm, the mean
of the brightness in the window of 75× 75 is used. Then, to clean up single
white pixels and focus only on the largest objects within the ellipse, close
(window 3× 3) and erode (window 5× 5) operations are used. The result of
this step is presented in Fig. 2c.

7. Since the peripheral parts of the image are deemed unnecessary, the resulting
border around the edges of the image is easy reduced. The remaining objects
are sorted by their area (in pixels) and their orientation, in regards to the
horizontal line (0◦). In a typical pantomograph, the palatal bone is a long,
very bright and approximately horizontal line, so the criteria for choosing
an object are: size larger than 10000 pixels (to remove small groups) and
orientation within [–8 ; 8] degrees. The result is a single object within the
introductory ellipse: the palatal bone, presented in Fig. 2d.

8. The most important for next steps is finding a single horizontal coordinate
of palatal bone, which is done using a median of all horizontal coordinates of
the found object. This removes the errors introduced by other objects, like
single teeth, merging with the palatal bone.

(a) (b) (c) (d)

Fig. 2. (a) (Original - bfilter); (b) 1st ellipse masking; (c) Adaptive thresholding of (b);
(d) Palatal bone object selection

Using the knowledge about palatal bone location and knowledge that teeth
should be located in most cases directly beneath it, the ROI is constructed as
final mask in the shape of a trimmed ellipse, adjusted to the morphology of a
patient’s dentition. For the final masking, a rectangular mask is considered. Its
width would be limited by following borders: 200 pixels into the image from both
sides, 200 up from the bottom. The top limit is the median of the Y coordinate
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of palatal bone. Using this rectangle’s centroid, a final ellipse is located at the
centre of the rectangle, its minor axis is 2.4 (2× 1.2) of the distance between
the centre and the position of palatal bone and its major axis is equal to the
rectangle horizontal size. The value of 1.2 ensures that all the teeth are left uncut
(the curves would have otherwise removed parts of tooth’s roots). The ellipse is
then cut from the top, using the found palatal position. During the next steps,
only those masked parts of the original image are processed.

The next goal is to find the line of the teeth. A novel method of finding this
curve based on information about entropy and energy of the image is proposed.
The following steps enhance the area chosen by the ROI towards increasing
darkness of the empty space between the upper and lower jaws, which allows
finding of the line of the teeth. It is done using mathematical operations of
entropy and energy estimation in the image. Both energy and entropy may be
used to increase the differences in the image, with different impact. The energy
is defined as:

E(x, y) = I(x, y)2 (2)

While entropy:
Ent = −

∑
I(x, y) ∗ ln I(x, y) (3)

where x, y – row and column index of the image, I – greyscale value of the image
at point (x, y). From this local entropy value is derived:

Entloc = I(x, y) ∗ ln I(x, y) (4)

The algorithm takes advantage of the fact that entropy changes between the
image and its resized version. The resize method used in the proposed algorithm
is bicubic. It produces result in 8 following steps:

1. First, an image with size reduced twice in every dimension is created and its
local entropy is calculated pixel by pixel.

2. Then, energy of the original image is calculated.
3. Energy is resized (reduced) 16 times in every dimension and its local entropy

is calculated pixel by pixel.
4. Energies of images created in steps 1 and 3 are added to the energy of the

original image. In the resulting image, there bone structure and texture are
clearly distinguished from empty space (very dark) between upper and lower
teeth, presented in Fig. 3a.

5. The image is thresholded, using regular threshold operation with threshold
level equal to 5 (Fig. 3b).

6. For cleanup, the binary image is eroded (window 7× 7) and the holes within
are filled. Then, all of the remaining objects are checked on their area and
position of their centre. If their area in pixels in larger than 10000, they
are considered as a candidate for the space between the teeth. The decisive
factor is the distance between the centres of the second ellipse and the object.
The one with the smallest distance is considered the space between the teeth
(Fig. 3c).
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(a) (b) (c)

(d) (e)

Fig. 3. (a) Mathematical contrast increase; (b) Thresholded entropy; (c) Gap between
teeth object; (d) Complex teeth line; (e) Smooth teeth line

7. Using median filter (window 15× 15) and erosion (window 3× 3) the shape
of the space between upper and lower teeth is smoothed and additional parts
of the object, like the spaces between the teeth are removed.

8. The line between the teeth is found, as X position of mean value of cal-
culated for each column in found space (local centres). This creates a very
complex line, which sometimes diverges onto the teeth in the middle of the
image, which is presented in Fig. 3d. This is caused by the middle teeth being
relatively dark.

9. Therefore, a polynomial fitting is used to smooth the line. In the method,
a polynomial of 5th degree is used. As a result, a line traversing the whole
space between the teeth is created, which is presented in Fig. 3e.

4 Results and Discussion

The algorithm was tested on all 94 images. Since it is only an introductory
step, the results were assessed visually by the authors. Expert assessment will
be required after accomplishing teeth segmentation. In the analysis, the results
are divided into 4 categories: Palatal bone found (P), Teeth line found with
incorrect palatal bone finding (T), Both (palatal bone and teeth line) found
(B = P ∩ T), Incorrect results (I). Due to the fact that if palatal bone is not
found, it is still possible to find the line of the teeth, the T group was introduced.
Another note is the fact, that sometimes the teeth line can correctly traverse the
actual teeth line, but is too short to go through the whole dentition. Figure 4c
presents such an example. This kind of result is also marked as correct, if the
position of the short line is correct. The extension of the line will require addi-
tional steps and fine tuning. Table 1. presents general statistics of the results.
Clearly, the most effective step is the finding of the palatal bone. From among
12 images with incorrect results, 9 included very blurred the palatal bone which
darkened it so significantly, that it hardly stood out from the background. If
the pantomograph is acquired with wrong patient’s head position, palatal bone
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(a) (b) (c) (d)

Fig. 4. (a) Image with artefacts; (b) Typical image; (c) Image lacking teeth; (d) Image
of paediatric patient

Table 1. Algorithm effectiveness.

Palatal bone found Teeth line found Both found Incorrect

General (94) 81.9% (77) 34.0% (32) 28.7% (27) 12.8% (12)

line is blurred or doubled with lower intensity. Another reason is image blurring,
caused by patient’s involuntary movement during acquisition. So, the first step
for the improvement of the algorithm is finding a way to selectively enhance
palatal bone region. Secondly, the teeth finding algorithm has not yet achieved
satisfactory effectiveness. There are crucial areas for improvement, which will be
implemented in the near future. The first one is making sure the line does not
traverse the teeth, which disqualified 23 images form P category from putting
them into B. Comparing to actual number of results in the B group, it could
easily double the effectiveness. The second challenge is adapting the algorithm
to varying brightness within the space between upper and lower teeth. The vary-
ing brightness (mostly because of presence of a mouthpiece between the teeth)
is usually the reason for the shortening of a properly positioned line. In the
paediatric group, the second part of the algorithm was 100% unsuccessful.

Another important factor is the computation time. Usually, end users are
impatient to receive the results, therefore algorithms that perform quickly are in
demand. Recording computational time of every run lead to statistical analysis
of the performance of the algorithm. Out of 94 images, only 83 were processed
fully. Sometimes, the analysis stopped after the palatal bone finding, therefore
those times were omitted - they lowered the average. The mean of the accepted
times was 152.38 ± 15.84 s. Rounded to minutes, it is 2:32:38 ± 0:15:84.

In comparison to other studies, the algorithm fares well. Using the pub-
lished statistics, additional comparison tests were omitted. In [15], there were
218 images used. However, there were no statistical measures for comparison.
The authors claim that the whole process took 213 s (1 s + 212 s) and that there
were some problems with finding the teeth line and separate teeth, but overall
their algorithm was said to be very effective. In [10], the statistical analysis is
available. Out of 700 images, 95.7% had correct ROI and 92.6% ended with cor-
rect jaw partition (teeth line finding). However, the ROI definition step is based
on statistical approach and actual distance measurements. That kind of approach
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can be subject to batch effect and not work, when presented with different set
or an image from outside the statistical analysis. Although the data used in this
study also comes from a single machine, the approach should be more flexible
and uses the distances calculated for a particular image, rather than a global
constant. No data was found about the speed of computations of the first two
steps in this algorithm, but the process does not seem to be time-consuming.

5 Conclusions

In this study a novel approach to panoramic dental radiographs analysis was
presented. It is the first step to completely automatic teeth segmentation from
pantomographs, which can be applied to dental diagnosis and individual identifi-
cation. The method results in a trimmed ellipse-shaped ROI, which encompasses
all of the teeth in the pantomograph, and a line representing the middle of the
space between the edges of lower jaw and upper jaw teeth. It was tested on a
dataset of 94 different pantomographs. The effectiveness of separate ROI defi-
nition reached 81.9%, while teeth line finding – 34%. There was only 5.3% of
images (5), where the successful line finding was coupled with incorrect ROI
definition. The completely incorrect results were investigated regards the reason
for errors and direction of the further study. In the next stage of this investiga-
tion, segmenting and numbering of the individual teeth, followed by filing out
the dental report/treatment plan will be considered.
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Abstract. The paper is focused on the issue of visual quality assess-
ment of 3D printed surfaces which can be helpful in detection of quality
decrease during the printing process as well as the quality inspection of
previously printed objects. The basic assumption of the proposed app-
roach is the fact that each distortion of the regular patterns, visible on
the side surfaces of objects printed using Fused Deposition Modeling
(FDM) technology, causes the increase of the local image entropy. How-
ever, due to different colors of the filaments used in our experiments,
a reliable prediction of the absolute entropy values can be troublesome.
The proposed solution utilizes the combined quality indicator based on
the entropy and its variance calculated for the hue component, as well as
for the RGB channels, depending on the color of the filament, allowing
proper detection of low quality surfaces regardless of the filament’s color.

Keywords: 3D prints · Entropy · Image quality assessment · Image
analysis

1 Introduction

During several recent years various directions of progress in image quality assess-
ment (IQA) methods can be observed. Nevertheless, some challenges in this
area of science remain still up-to-date [3]. One of the most relevant problems
is the assessment of natural images, another one is related to the presence of
multiple distortions in images. Important issues correspond to run-time per-
formance and memory requirements of algorithms and assessment of enhanced
images as well. Such list can also be supplemented with the assessment of the
HDR and 3D images as well as some other research challenges. Recently, a rapid
progress has been made in the assessment of 3D images and several databases
containing 3D images with subjective quality scores have been developed which
are useful for verification of new proposed quality metrics. Some of such data-
bases are: IVP Anaglyph Image Database, IRCCyN/IVC 3D Image Quality

c© Springer International Publishing AG 2018
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Database [2], LIVE 3D Image Quality Database [5,6] or MMSP 3D Video Qual-
ity Assessment Database [10]. Many new ideas, often presented together with the
development of 3D IQA databases, are devoted to stereopairs [11,12,21], also for
synthesized views [1]. Some other applications are based on Depth-Image-Based-
Rendering (DIBR) techniques used for free-viewpoint television purposes [17].
One of the currently unexplored fields of research related to IQA is the visual qual-
ity assessment of 3D prints. Such methods can be useful during monitoring of the
3D printing process in order to save the filament using the emergency stop in case
of decreased quality. Another possibility is the visual inspection of already printed
objects which can be made analyzing the consistency of the printed surfaces.

Considering the quality of 3D prints, the accuracy of object’s 3D shape can be
assessed by comparison of the detected edges with the edges extracted from the
3D model. Such an approach is quite similar to model based 3D visual servoing
used for navigation of mobile robots [13]. Nevertheless, it requires the knowledge
of the 3D model and in many cases distortions of the printed surfaces, which do
not influence the external shape of the object can be omitted.

Due to the growing availability and popularity of relatively cheap 3D printers
for home use, several factors influencing the final quality may play important role,
causing noticeable surface distortions. According to our best knowledge, currently
there are no comprehensive solutions for visual quality assessment of 3D prints
and therefore a reliable method for classification of low and high quality prints is
necessary.

2 Idea of the Entropy Based Surface Quality Assessment

The idea of use of computer vision and image analysis methods for monitoring the
3D printers has been presented in several earlier papers. Fang [8] has proposed
on-line defect detection for fused deposition of ceramics whereas monitoring the
top surface of the print based on fuzzy model has been described by Cheng [7].
The latter approach is based on the comparison of adjacent layers for identifica-
tion of over- and under-filling during the printing process. Some other approaches
are based on neural networks [20] or detection of known faults such as part
jams and feeder jams implemented in LabVIEW [19]. Some other applications
of machine vision inspection for fault detection and classification are presented
in Chauhan’s paper [4] and an interesting initial approach to automatic correc-
tion of detected errors during printing is presented by Straub [18]. This system
is based on Raspberry Pi modules and five cameras, allowing proper detection
of “dry printing” caused by the lack of filament. Nevertheless, its most rele-
vant disadvantages are many required interruptions during the printing process,
necessity of precise calibration, and sensitivity to changing lighting conditions
as well as camera motions.

In some of our earlier papers related to the quality assessment of 3D prints we
have focused on the analysis of the Gray Level Co-occurrence Matrix (GLCM)
and chosen Haralick features [9,14] as well as some of the most promising IQA
methods such as Feature Similarity [15] and Structural Similarity based met-
rics [16]. Obtained results are promising but results are dependent on the color



310 K. Okarma and J. Fastowicz

to grayscale conversion method since all the above mentioned methods are typi-
cally applied for grayscale images. Since the ideal surface of the 3D print obtained
using Fused Deposition Modeling (FDM) technology, observed by the side view
camera, should contain regular linear patterns representing consecutive layers
of the filament, the entropy of the image representing such a view should be
relatively low. Each distortion of the structure visible on the image causes the
increase of image entropy which is expressed as:

E = −
N∑

i=1

pi · log2(pi) (1)

where the vector p contains the histogram counts calculated assuming N = 256
bins for grayscale images. Entropy can be therefore considered as the statistical
measure of randomness and interpreted as the measure of information amount.
For corrupted patterns the amount of visual information is higher due to complica-
tions of the structures visible on the images. Therefore, relatively high correlation
with perceived surface quality may be expected.

In order to minimize the impact of changing lighting conditions and verify the
correctness of the proposed approach all test images have been obtained using
a flatbed scanner assuming the scanning direction perpendicular to the visible
pattern lines representing filament layers. The scanned 3D prints are flat plates
printed using bio-degradable polylactic acid (PLA) filaments and two available
3D printers, namely Prusa i3 and RepRap Pro Ormerod 2. Some of such obtained
images are presented in Fig. 1. Low quality samples (upper row) have been printed
by forced changes of filament’s delivery speed and temperature.

As the image entropy can be computed locally for the fragments of images, its
potential application for on-line quality monitoring of the printed surfaces seems
to be obvious. Nevertheless, one of the disadvantages of such approach is its sen-
sitivity to filament’s color as well as color to grayscale conversion method. Some
exemplary results obtained using image entropy for different images (scans of 3D
printed plates) are presented in Fig. 2.

Image entropy has been calculated for the hue component in HSV color space.
All the high quality scans are marked with “x” and low quality ones with “o”.
First 4 samples have been obtained for white filament, samples 5–8 for the red one
whereas 9 and 10 are for orange, 11–14 for silver, and 15–18 for a green filament.
The same marks and order of samples have also been used in all plots in the paper.

Analyzing the results illustrated in Fig. 2, a strong influence of color on the
absolute entropy value can be easily noticed. Although the entropy calculated for
low quality samples is always higher in comparison to high quality prints obtained
for the same filament, the prediction of the expected entropy can be trouble-
some. A practical implementation of such approach would require a calibration
of entropy values for different colors since e.g. entropy equal to 1.5 may indicate
low quality white or red sample but high quality green or silver print.
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Fig. 1. Exemplary scans of the low and high quality 3D prints used in experiments
(from left to right: silver, red, and green samples converted to grayscale)

Fig. 2. Exemplary entropy results obtained in experiments for hue component

3 Color Independent Surface Quality Assessment

In order to overcome the problem related to color dependency of the image
entropy values, an approach based on the combination of the local entropy and its
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variance is proposed. The motivation for such approach is based on the assump-
tion, that from one side low entropy values are usually related to high quality
prints, and on the other hand, regardless of these values, high variance of the
local entropy is characteristic for degraded samples.

Since the image entropy can be calculated locally for the fragments of images,
each sample has been divided into 16 parts of the same size. For each of such
obtained blocks the local entropy values have been computed in order to deter-
mine the variance of entropy. Such obtained variance has been multiplied by
the mean image entropy in order to achieve the new combined surface quality
indicator.

Aiming to obtain the results independent on the color of the filament, sev-
eral popular color spaces have been tested as well as several color to grayscale
conversion methods. The most promising results have been obtained for the hue
component obtained after conversion from RGB to HSV color model.

The results obtained for the proposed quality indicator EV are presented in
Fig. 3. It can be easily observed that the values of such entropy and variance
based metric EV higher than 0.04 occurs only for low quality prints. The only
exception is the red filament and the expected reason for such a phenomenon
may be the circular nature of the hue component where the purely red color is
denoted as 0 and similar colors may be represented as small numbers close to
0 or large numbers close to 360 (or another maximum value depending on the
data type used for storing the hue angular values).

On the other hand, much better results for the red filament (samples 5–8)
can be obtained using the independent calculation of the proposed EV indicator
for RGB channels forwarded by averaging of such obtained three values. Such
obtained results for the same samples are illustrated in Fig. 4. In this case the
improper detection can be observed for achromatic samples (white and silver)
but the classification of red, green and orange 3D prints is correct. The dynamic

Fig. 3. Results of the combined EV indicator obtained experimentally for hue compo-
nent
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Fig. 4. Results of the combined EV indicator obtained experimentally for RGB chan-
nels after averaging

range of obtained results is different and therefore the threshold value for the
classification of 3D prints according to surface quality should be set to 0.15.

The last step of the experiments has been the development of the indicator
combining the advantages of two attempts described above based on hue and
the average EV values for RGB channels. The proper classification with results
illustrated in Fig. 5 of the high and low quality surfaced of 3D prints can be
made using the natural logarithm of the product of two EV indicators:

EVcombined = ln(EVRGB · EVhue) (2)

As can be observed in Fig. 5, the discrimination of high and low quality 3D
printed surfaces can be easily made by setting the threshold value of the cal-

Fig. 5. Results obtained using the proposed combined EV indicator
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culated metric to −7. Such computed indicator allows proper classification of
the images representing scanned surfaces of 3D prints regardless of the fila-
ment’s color.

4 Concluding Remarks

Proposed method of quality assessment of 3D printed surfaces independently on
the filament’s color can be useful for various purposes related to monitoring of the
3D printing as well as quality inspection of already printed elements. Presented
approach has some limitations related to the assumptions made at the beginning
of conducted experiments e.g. the use of scanned images. Nevertheless, in our
opinion, it may be a good starting point for the development of more advanced
methods useful also for some other types of 3D printers and materials. However,
experimental verification of such approach requires the use of different types of
printers e.g. based on stereolithography being one of the directions of our further
research.

In the nearest future it is planned to adopt the presented approach to the
assessment of the 3D printed surfaces using the natural images captured directly
by cameras in different lighting conditions instead of scans.
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Abstract. Search engines have become one of indispensable elements of
modern information processing systems. One of challenges to face in this
area is to build an interface between pictorial and text data, that would
allow for image search using text queries. In the paper, a concept is pro-
posed, that combines inference, ontology and natural language processing
to formulate queries to the pictorial data of raster map images. The pro-
posed system analyses a user’s query formulated in the natural language
and finds place on map which meet this criteria. The proposed approach
improves remarkably the easy of access to the raster map content.

1 Introduction

This paper describes some results of research oriented towards an application of
queries formulated in the natural language to search for the meaningful infor-
mation within the digital raster image presenting a digital map. Nowadays, in
the era of information, search engines became one of crucial elements of data-
processing systems. Vast majority of them is however oriented towards querying
the textual data: pure text, hypertext, databases etc. Due to the complexity
of digital images the methods of search in this domain is much less developed.
The main problem is understanding of images, which is much more complicated
issue than figuring out the meaning of a text. The search for particular infor-
mation in raster images is usually performed by means of text-based queries of
the accompanying metadata. Such metadata does not however contain the com-
plete information available on the raster image. If available, it consists usually
of the most important facts concerning the data themselves (e.g. file name, res-
olution, geotag etc.). The information on the content of the raster image is not
available. In order to look for such an information, the image analysis tools are
necessary. In the contemporary world, the digital maps became one of widely
used data sources. The classic way of storing the geographic information are
vector images similar to those used in computer graphics. However there exist
some areas where available maps are stored in the raster format. For example,
in popular web-based mapping services like e.g. Google maps, the visual out-
put in the web-browser is a raster image (bitmap) that was generated on the
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server side based on the original vector maps. Consequently the data available
to the end-user is stored in a raster format. In this paper we focus on map
image processing in conjunction with ontology-enhanced reasoning and natural
language processing (NLP). The aim of our research was to develop an interface
that allow for automatic investigation digital raster maps using natural language
queries. Such interface has been implemented in a system able to find answers
to users’ map questions asked in the natural language. The result is returned
in the form of a selected area on the map that meets the search criteria. Sys-
tem which operates in this way has to deal with many various problems. They
starts with understanding the meaning of the user intention, goes through dis-
covering specific objects on image and relationships between them and ends with
formulating the system’s answer which meets the original user query. Natural
language understanding provides the basis for the discovery search criteria. This
leads to information about which data needs to be acquired by a system. The
data in conjunction with ontology is then converted to metadata which is used
in inference operations. The paper consists of 5 sections. The current section
contain introduction. Section 2 presents a related works’ review of the literature.
Section 3 contains description of the proposed methods used in whole query
processing. The system proposal and example results are presented in Sect. 4.
Finally, conclusions drawn from the experiments are presented in Sect. 5.

2 Related Works

Information becomes more valuable when combines various data types. Owing to
this fact, it is important to find a way to integrate various information sources.
One of the possible solutions is based on ontologies. They represent the structure
of information included in the text data. On the other hand, a lot of information
that relates to the content of a digital image, may be formulated using some
ontological structure that describes both form and position of various elements
of the visual scene. Ontology is an explicit formal specifications of the terms
in the domain and relations among them. It is very useful especially during
the construction of human-computer interfaces, because the origin of ontologies
has something common with human experience. It allows also to explore digital
images starting from the text query. Such approach leads to semantic annota-
tion methods [5,7] where a search tool based on photos combined by semantic
relationships were proposed. The solution that is investigated in this paper is
based on image analysis combined with exploring external source of knowledge
and inference. In order to provide with the easy-to-use human-computer inter-
face, the above approach must be supported with NLP methods. As [3] shows,
combining NLP with visual processing brings benefits in quality of search system
performance. PROLOG as a powerful logic programming language is solution to
deal with this problem [1,4]. Simple features extracting from maps combined
with PROLOG reasoning rules based on ontology, brings much more valuable
results than trivial approach where system tries to find answer from data vis-
ible directly in the map. As creating PROLOG queries is difficult for users,
we propose a way of formulating image search queries in the natural language.
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Such a question need to be converted to useful PROLOG predicates. To improve
quality of system response, ontology is applied. In this way system has better
ability to understand user questions formulated in Natural Language.

3 Methodology

3.1 Raster Maps

Map is a reflection of the real world. It includes simplified two-dimensional image
of land cover consisting of objects that are in spatial relationship one with
another. Modern digital maps are stored in a vector-format where particular
regions on the ground are represented by polygons or other computer-graphics
primitives. The vector-format has multiple advantages over thee raster-format,
among which the most important is the ease of scaling of the vector data. There
exist however some area where the digital maps, originally stored in the vector-
format has been rasterized. One of them is displaying the map. Some of state-
of-the-art map services are displaying the map as a raster image that has been
downloaded from the server of a mapping service. Google Maps is one of such
services. There exists thus some areas where the raster map format is the only
one that is available. In the proposed approach we start from maps that are
kept as a raster data where entire area of the map is subdivided into a grid of
tiny cells. Raster data can be thought of as a matrix of values which are stored
in each of these cells (label) to represent the nature of whatever is present at
the corresponding location on the ground. In the rasterized maps, the labels
describing the land-cover classes are related to image pixel values. Examples of
such labeled objects can belong to any spatial class like forest, water, mountains.
Apart from the extraction of such objects from the map, the system should also
be able to discover shape of objects, their positions or distances between them.
Having only valuable objects on image, system performs the analysis of posi-
tions of all objects within the scene [2]. This process may produce some image
descriptors which can be used to find an answer to the user query.

3.2 Ontology and Reasoning

Combining knowledge from different sources always brings benefits. In case of
map processing it may, for example, enrich the understanding of complex names
of searched places. For example, the user can include in his/her search query the
word “coast” what means that the system needs to find – using the appropriate
ontologies – a region of the map, where water and land touch each other. Another
example would be the way of recognizing the sense of a word describing mutual
relations between objects in query sentence. In such a case, the knowledge is
required, how to interpret words like “near”, “on the left” etc. in the particu-
lar case of rasterized map. System based on the ontology combines information
referring directly to the image under study with external data sources. There
are many types of ontologies and many ways to use it. In the current approach,
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ontologies are formulated as inference rules. Thanks to this fact, the possible
relations between elements of a map – land-cover classes and objects – can be
represented by a set of rules. In our approach rules was formulated in the form
of PROLOG predicates. These predicates represent both properties of objects
and relations between them [2]. They can be divided into two groups: low-level
and hi-level facts. The low-level facts are discovered by means of image analysis
tools. They derive directly from the image content. In the ontology rules they
always belong to premises. The hi-level facts are, in turn, validated using rules
based on both lo- and other high-level fact. They are always conclusions of rules,
but they may also belong to premises. The low-level facts are evaluated by the
computer-vision algorithm that finds objects within the image, extracts their
features and evaluates also spatial relationships between them. Output of the
image processing algorithm are PROLOG low-level facts about objects recog-
nised in image – information describing each object separately. In the proposed
approach, two types of low-level facts are introduced: attribute and position
predicates. At first, every object is represented as a separate attribute predicate
(attr) which contains basic information about each object extracted from the
image. Such a information may be any useful discovered features of this object:

attr(idOfObject, typeOfObject, areaInPixelsInMap, ...otherFeatures).
For example, the following attribute predicates:

attr(1,‘forest’,49738).
attr(2,‘water’,54432).

describe two objects, the first is represented by a label ‘1’ on a rasterized map,
refers to the forest regions on a ground, and has the area of 49738 pixels. The
second object is represented by the label ‘2’, refers to waters and has the area
of 54432 pixels. Apart from attribute predicates the position predicate (pos)
are introduced. They contain an information on the mutual relations between
objects already described using the attribute predicates. PROLOG predicates of
position of each object also contains necessary data about any two objects on
image:

pos(baseObject, relatedObject, relationType, distanceInPixels).
An example position predicate:

pos(1, 2, right, 200).

describes the relation between image region of label ‘1’ (that is, according to
the attribute predicate, a forest) and region of label ‘2’ (water). This relation is
the ‘location on the right-hand side’ i.e. the water is on the right from forest at
distance of 200 pixels. Based on the low-level facts, by using PROLOG rules is
is a possible to formulate ontologies as rules. For example, the word “between” –
may be formulated as the predicates:

between(1,X,2):-pos(1,X,right, ),pos(2,X,left, ).
between(1,X,2):-pos(1,X,up, ),pos(2,X,down, ).



320 A. Cacko and M. Iwanowski

Using this mechanism, we can create PROLOG predicates for every word describ-
ing spatial relation. In a similar way other spatial relations may be defined.
An application of PROLOG to formulate ontologies for spatial object rela-
tions is universal and can be applied with various image processing systems.
Image processing methods that allow for evaluating the low-level facts has been
described in [2]. All the external data which lead to discover not obvious (that
cannot be derived directly from the image content) knowledge about map con-
tent is valuable and enrich user query processing in whole system.

3.3 NLP and Query Analysis

The reasoning and ontologies combined with image analysis allow to formulate
queries related to the image content. However such an approach requires the user
to know basic rules of creating PROLOG queries. In order to further facilitate
human-computer interaction, PROLOG queries are automatically created using
natural language processing (NLP), so that even a user who is not familiar with
PROLOG may interact with the system using natural language. This is espe-
cially important when there is a need to find information that is not structured
and there is not possible to create strict language of creating queries to data-
bases. In case of map processing user describes what he/she wants to find. Often
user doesn’t know exactly the name of the given object but can give some cri-
teria which the object should meet. Example of search question would be “Find
hospital in Warsaw close to highway and is less than 500 m from river”. Current
map systems do not allow to ask these types of questions, although in many
situations it might be very helpful. In order to translate the user query formu-
lated in the natural language into the PROLOG predicate, the natural language
processing tools are applied. It starts when the user formulates a question to
the map. NLP processing finds words in sentence which can be candidates to
map objects, separates criteria that each object should meet as well as relations
between them. In addition, selected word/words should allow to localize the
search area, it plays a role of a focal point. This mechanism leads to information
on objects that should be localized and conditions that they must meet to find
final answer to the user query. In order to interpret the text query formulated
in the natural language, at the beginning it is tokenized (treebank tokenization)
– the sentence is split into separated words. Next step is the process of mark-
ing up a word in a text as corresponding to a particular part of speech called
word-category disambiguation (POS tagging) [6]. Tagged words are useful source
of information for determining objects to find and relationships between them.
To increase the quality of processing the lemmatization is performed to reduce
different forms of a word to its primitive. It simplifies the mechanism of finding
objects and relations between them in analysed sentence. Finding objects names
is done by locating nouns in a query. Criteria are specified through the analysis
of the other words that are between word objects.
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3.4 Creating Map Query

Goal of the Map Service is to provide image of map containing only interesting
objects which are needed in solution finding process. Google Maps allows for
showing of chosen map labels. These labels are selected based on finding and
recognising nouns in query. Some of sentence nouns equal names of Google Map
API labels (forest, water, road), some need to be mapped into proper one (“lake”
should be transformed to “water”) and other must to be presented by multiple
labels (“coast” should be represented as a combination of “water” and “terrain”).
All this labels need to be presented (showed) in analysed map because search
algorithm must operate on this data. Other type of available objects may be
hidden because are not necessary to find the answer to the user question. Each
map must be positioned in a particular place in the world – the focal point. In
our system it is achieved by finding proper nouns in a sentence. These nouns
are candidates to find name of a place where the user want to start the search
of objects/spatial classes. To center map on this point, system needs to use
geocoding service to translate i.e. name of city to latitude and longitude. Using
this information it is possible to center map on this place and try to visualise
labels which will lead us to find answer. On the basis of analysing user queries,
finding objects appearing in the sentence and their counterparts in the map data,
finding relations between them, the system can produce data query formulated
in PROLOG which finds the answer (as a map with selected area/place).

3.5 System Proposal

Input data for whole framework is string query formulated in natural language.
System analyse and process query, use external ontologies and map systems
to produce result as map with selected object/area which meets user search
criteria. Diagram showing the data flow is presented in Fig. 1. Starting from a
given question, system separate and analyse meaning of the words. Nouns in
sentence are considered as potentially meaningful objects on the map. ‘Proper
nouns’ are candidates to define the focal point of the map analysis. Separated
objects from the sentence – with use of ontology – are transformed to request to
map provider. Ontology is used to explain meaning of the word in the context

Fig. 1. Simplified algorithm graph
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of map data. For query sentence: “Find forest near to the airport and between
main road and airport in Bydgoszcz” objects are “forest”, “airport” and “main
road”. “Bydgoszcz” is the focal point – a center of area of interests. Geographical
coordinates of such area (eg. city) are found using geocoding system. Request to
the map provider should return the map that contains only the required objects,
centered on the focal point (Fig. 2). Thanks to label selecting, map contains
only valuable types of objects. Each label can be separated by simple image
segmentation of the label bitmap received from the map provider. All objects
are converted to PROLOG predicates with additional descriptions and mutual
positions between objects (according to algorithm presented in [2]). Thanks to
the NLP and ontology processing – search criteria are extracted from the user
query. They are next are transformed to the PROLOG search query further used
in the inference process. Final result of the map processing is single complex
PROLOG query. It allows to find the object that meets all user assumptions
included in the question. If such a result exists – it is presented in standard map
with highlighted object (Fig. 2b).

Fig. 2. Query: “Find forest near to the airport and between main road and airport in
Bydgoszcz”: (a) Returned objects: grey – airport, red – main roads, green – forests,
(b) Final result (pink color)

4 Examples and Tests

Final result of system question processing is an image of map with selected
object. For a search query i.e. “Find greenery less than 100 m from coast in
Puck” all steps are described below. NLP tools annotate every word in sentence
extracting such information like part of speech (Table 1). Words: “greenery”,
“coast” – are nouns which are candidates to map objects which should be used in
the search process. “Puck” is a ‘Proper Noun’ considered as a name of city/place
where system should start searching – the focal point. Using geocoding utilities
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Table 1. Tagged question sentence

Find greenery less than 100 m from
Verb Noun Adjective Preposition Number Noun Preposition

coast in Puck
Noun Preposition Proper Noun

(i.e. Google Geocoding API) it is possible to find the exact geographic coor-
dinates of this place/area. Words: “less than”, “from” give information about
relative position between objects found in sentence. “100 m” is an argument of
this mutual position. Since system doesn’t know what is “greenery” and “coast”
– ontology needs to be applied. Ontology gives information that “greenery” may
be forest or park. “Coast” is a place close to water. Thanks to this information
system formulate query to Map Provider to show objects in the specific area
which are only in a domain of “forest, park, water”. Results are in a form of
image where different colors represent other type of terrain. Such image can
be labeled thanks to color segmentation (Fig. 3a). Having separated regions in
the image – the algorithm starts to analyse the form of particular objects that
results in attribute predicates. Next, mutual positions between all objects on
the image in order to evaluate the position predicates. Every separated object
on a map is thus represented as a one predicate with some features which were
extracted from image (attr). Mutual positions between every pair of object is
also generated as a PROLOG predicate (pos). The final result of this step is a set
of PROLOG attributes and position predicates – low-level facts – presented in
Sect. 3.2. All of this is complemented by the meaning of words from the ontology
defined also as PROLOG predicates. Process of finding the final answer is based
on data produced using the following computation steps:

– Tokenize words in sentense
– Find geographical coordinates of search area
– Select from sentence various classes of map objects (also using ontology)
– Extract from sentence mutual dependencies between objects
– Analyse map to produce PROLOG attr and pos about all objects found in

map image

Final result – answer to the user question – is achieved by using the PROLOG
query about predicates which was produced in last step. Since all information is
available about objects and mutual positions between them in form of predicates,
knowledge about which word in sentence represents the object on the map, and
finally transformed search criteria from sentence into PROLOG rules – there is
possibility to create one query to find what user asks. This query gives a result
which object on map meets criteria formulated in a sentence. If such object
exists – there is produced map with found object selected (Fig. 3b). Another
example is presented in Fig. 4.



324 A. Cacko and M. Iwanowski

Fig. 3. “Find greenery less than 100 m from coast in Puck”: (a) Image with selected
objects (water, area, forest), (b) Final result (pink color)

Fig. 4. Example of query: “Find park in east of a hospital in Ustka”: (a) Analyzed
objects, (b) Answer (pink color)

5 Conclusions

Human-machine interface is a very important part of every computer system
that interact with humans. Often underestimated, but necessary when end-user
in not familiar with complex system processing domain. That’s why NLP and
ontology is valuable supplement of the image processing. In the paper, a concept
was proposed, that combines inference, ontology and natural language processing
to formulate queries to the pictorial data of raster map images. The proposed
system analyses a user’s query formulated in the natural language, use NLP tools
and ontology to find objects in sentence and relation between them. Afterwards
using external services offered by digital map providers, system acquires raster
map with only such elements which are meaningful in context of search process.
Image analysis in conjunction with reasoning finds place on map which meet user
criteria. The results of experiments that were obtained are promising and shows



Raster Maps Search Using Text Queries and Reasoning 325

the high potential of the proposed approach. The latter improves remarkably
the easy of access to the raster map content. It may also be extended to other
kinds of digital images.

References

1. Batchelor, B.G.: Intelligent Image Processing in Prolog. Springer, London (1991)
2. Cacko, A., Iwanowski, M.: Evaluating the mutual position of objects on the visual

scene using morphological processing and reasoning. In: Choraś, R.S. (ed.) Image
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Institute of Control and Computation Engineering, University of Zielona Góra,
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Abstract. The paper presents Iterated Conditional Modes based
method for nuclei recognition in cytological images. It approximates
nuclei by circles and ellipses. The first step is to find coordinates and
sizes of circles. To find good configuration of circles, Iterated Condi-
tional Modes (ICM) approach is employed to maximize the probability
of configuration given image data. However, nucleus shape appears to be
more elliptical than circular. Unfortunately, the process of finding nuclei
using ellipses is computationally expensive, because at one point ellipses
have three parameters (minor axis, major axis and angle), while circle
have only one parameter (radius). To tackle this problem, we proposed
heuristic procedure to estimate ellipses based on previously determined
circles. To test the effectiveness of the method, it was applied to recog-
nize disks in synthetically generated images and nuclei in microscopic
images of breast cancer tissue.

Keywords: Stochastic geometry · Nuclei recognition · Maximum-
likelihood estimation · Iterated conditional modes · Marked point process

1 Introduction

Recent advances in digital microscopic imaging techniques gave a rise to quan-
titative cytopathology. More and more pathologists examine virtual slides on a
computer screen instead of reviewing glass slides under a microscope. So, their
work can be supported by image processing and machine learning algorithms
[8,15]. In order to distinguish cancer cases, pathologists evaluate morphometric
parameters of nuclei or cells. However, the amount of image data they need to
review is huge because virtual slides can have size up to 200000 × 200000 pixels.
To help them in this task, we need accurate algorithm of nuclei and cell segmen-
tation. However, if we look at cytological specimen under a microscope, we will
see a lot of clumps, which create complex, random and heterogeneous structures
similar to nests. Their segmentation is rather a challenging task for existing seg-
mentation methods. Especially, cytological images can be very challenging due
to many overlapping nuclei. A number of scientific centers (e.g.: Department of

c© Springer International Publishing AG 2018
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Biosystems Science and Engineering in ETH Zurich; College of Communication
Engineering of Chongqing University; Institute of Pathology, Charité University
Hospital Berlin) conduct an intensive research to develop accurate algorithms
for cell and nuclei segmentation. The most common approaches are primarily
based on intensity thresholding, feature detection, data clustering, region grow-
ing, deformable models and morphological mathematics [5–7,11,13]. Unfortu-
nately, the most prospective methods are usually sensitive to nuclei seed ini-
tialization. The issue of nuclei seed generation is still open and exist a need for
improved solutions in this area. Stochastic geometry is a branch of probability
theory that deals with the analysis of random spatial patterns [3,4]. They are
successfully applied wherever there are heterogeneous structures whose spatial
distribution is random [12]. We can also observe such distribution for biological
materials in microscopic images. Therefore, we can expect that stochastic models
based on marked point processes can accurately determine the location and size
of nuclei. Based on this information, seeded segmentation methods will be able
to accurately segment nuclei. In this work, we limit our researches and discussion
to the issue of nuclei detection in cytological images. We propose a two-stage
procedure to determine the location and size of nuclei. Firstly, we build intensity
model of nuclei and background based on training data from images [14]. Next,
circular object recognition procedure was formulated as a maximum likelihood
estimation task [1,9,10]. We applied ICM method in the form of Steepest Ascent
and Coordinatwise Optimization algorithms to find the configuration of circles
which maximizes likelihood [1,2,9,10]. However, circular approximation of nuclei
is not always accurate because nuclei have usually elliptical shape. The undesired
effect of such recognition is that several similar circles can approximate single
nucleus. To tackle with this problem, the second stage of nuclei recognition is
applied to extract elliptic objects based on the result of circular approximation.
Simple clustering algorithm is applied to reveal circles lying close to each other.
Then, for each cluster, line is fitted to circle centers. It represents major axis of
ellipse. The length of this axis is calculated from two most distant intersections
between line and circles. Similar procedure is applied to determine minor axis
length. Finally, we get configuration of ellipses which represent nuclei. In order
to verify the proposed method, it was applied to detect disks in artificially gen-
erated images and then to cytological images of breast cancer. The remainder
of this paper is organized as follows. In Sect. 2, material used to experiments is
presented. Section 3 gives the description of methods applied to recognize nuclei.
Results of experiments are presented in Sect. 4 Concluding remarks are given in
Sect. 5.

2 Materials

Two types of intensity images were used to carry out experiments to verify
the effectiveness of the proposed method: synthetic images of disks and real
microscopic images of nuclei. In the preliminary studies, we used artificially gen-
erated images. Each synthetic image includes a number of disks of the same or
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different size. Both, foreground pixel intensities (disks) and background pixel
intensities were computed using a random number generator. Intensity values
were scaled to interval [0, 1]. Background intensity follows a normal distribu-
tion N (0.8099, 0.0529) and foreground intensity follows a normal distribution
N (0.5940, 0.0585). The size of computer generated image was 50 × 50 pixels.
Cytological images of breast cancer were collected by pathologists from Regional
Clinical Hospital in Zielona Góra, Poland. Biological material was acquired from
affected breast tissue using fine needle biopsy under the control of an ultrasono-
graph. Some cases were malignant and some were benign (Fig. 1). Next, the mate-
rial was fixed with Cellfix (Shadon) fixative spray and dyed with hematoxylin
and eosin (h+e). Cytological preparations were then digitalized into virtual slides
using the Olympus VS120 Virtual Microscopy System. For experimental studies,
we used only small, selected fragments of these images. In order to distinguish
nuclei from background, we build statistical models of intensity for both areas.
It was assumed that intensity of nuclei and background follow normal distrib-
utions: N (μN , σ2

N ) and N (μB , σ2
B) respectively. To estimate their parameters,

we used training data taken form manually segmented cytological images. Esti-
mated parameters are listed in the Table 1. Finally, we defined the interval for
feasible radii of typical nucleus based on data from manually segmented nuclei.
Maximal radius rmax, minimal radius rmin, average radius rmean of nuclei and
standard deviation of radius σr are listed in Table 2.

Table 1. Parameters of intensity models of nuclei and background

Lesion Nuclei Background

μN σN μB σB

Benign 0.594 0.059 0.810 0.053

Malignant 0.540 0.077 0.820 0.051

Table 2. Typical nuclei size [pix]

Lesion rmax rmin rmean σr

Benign 26.88 22.00 24.89 01.27

Malignant 37.00 25.30 29.72 03.12

3 Methods

The main task of the proposed ICM based approach is to detect elliptical objects
in the image. However, the method first estimates the location of such objects
using circles. Finally, elliptical objects are extracted from detected circles.
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Fig. 1. Cytological images used in experiments: malignant case (left), benign case
(right).

3.1 Circular Object Recognition

The input of the proposed procedure is intensity image y and yi denotes the pixel
value at position i on a finite pixel lattice S. Pixel values represent intensities
V = {0, . . . , 1}. Unknown configuration of circles is given by x = {x1, x2, ..., xn}.
Each circle xi ∈ U is described by 3 parameters which are the coordinates of
the center of the circle and its radius. Space U of all possible parameters of
circles is finite due to discrete finite image area S and discrete set of feasible
radii r ∈ {rmin, . . . , rmax} of circles. The objective is to determine the unknown
circle configuration x given observation y. To do this, we assumed that the circle
configuration x depends on the observed image y through a known probability
distribution. So the crucial step of this method is to construct suitable con-
ditional probability mass function p(x|y). Given conditional distribution and
observation y, we must find such configuration x̂ that maximizes its probability.
In Bayesian approach the process of finding unknown configuration x̂ may be
viewed as maximum a posteriori estimation:

x̂ = arg maxxl(y|x)p(x). (1)

To simplify the problem, it was assumed that a prior term p(x) has uniform dis-
tribution. In this case, procedure boils down to maximum likelihood estimation:

x̂ = arg maxxl(y|x). (2)

Unfortunately, the solution space is huge because there is no limit put on the
number of circles in the configuration. To find local maximum in the solu-
tion space, we applied ICM strategy [1,2,9,10]. It updates single state of U



330 M. Skobel et al.

by maximizing the conditional probability given the information about the state
of all other points of U and given data y. During sequential searching, like-
lihood never decreases at any stage and eventual convergence is guaranteed.
However, algorithm will stuck in nearest local maxima. There are different vari-
ants of ICM method [1,9,10]. Here, we used Steepest Ascent and Coordinatewise
Optimization algorithms [1,9,10]. The pseudocodes of these algorithms are pre-
sented below.

Algorithm 1. ICM using Coordinatewise Optimization

1 Initialization: x(0) = ∅, u = {u1, u2, . . . , un} ;
2 for i = 0, 1, 2, . . ., N do
3 for j = 1, . . . , n do
4 k = j + in;

5 if uj /∈ x(k−1) and
l(y|x(k−1)∪uj)

l(y|x(k−1))
> C then

6 x(k) = x(k−1) ∪ uj ;

7 else if uj ∈ x(k−1) and
l(y|x(k−1)\uj)

l(y|x(k−1))
> C then

8 x(k) = x(k−1) \ uj ;
9 else

10 x(k) = x(k−1);
11 end
12 end
13 end

Coordinatewise optimization procedure starts with the empty configuration
x(0). Then current configuration is modified by addition or deletion succes-
sive circles taken from set u. Threshold value C is chosen arbitrary but its
value does not significantly affect results. The procedure is repeated N times.

Algorithm 2. ICM using Steepest Ascent

1 Initialization: x(0) = ∅ ;
2 for i = 0, 1, ...; do
3 for All u do
4 if u /∈ x(k−1) then

5 w(u) = l(y|x(k−1)∪u)
l(y|x(k−1))

;

6 else if u ∈ x(k−1) then

7 w(u) = l(y|x(k−1)\u)
l(y|x(k−1))

;
8 end
9 find object uk which maximizes w(u);

10 if uk /∈ x(k−1) then
11 x(k) = x(k−1) ∪ uk;
12 else if uk ∈ x(k−1) then
13 x(k) = x(k−1) \ uk;
14 end
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Likelihood function l(y|x) evaluates how likely is to obtain the image y from
given configuration x. Assuming that pixels yt are conditionally independent, it
takes the following form:

l(y|x) =
∏

yt∈S(x)

g(yt|θN )
∏

yt∈S\S(x)

g(yt|θB), (3)

where g(yt|θN ) and g(yt|θB) are probability mass functions which define the
statistical models of nuclei and background intensities, θN and θB represent
parameters of these models, S(x) is a silhouette of configuration x:

S(x) =
n⋃

i=1

S(xi), (4)

and S(xi) is the part of the image S occupied by the disk generated by the
circle xi. Likelihood very often takes very small values, what causes numerical
problems. Therefore, it is more convenient to use log-likelihood ratios instead of
likelihood ratios while running Steepest Ascent or Coordinatewise Optimization:

ln
(

l(x(k−1) ∪ uj |y)
l(x(k−1)|y)

)

=
∑

yt∈S(x∪uj)

ln
(
g(yt|θF )

)
+

∑

yt∈S\S(x∪uj)

ln
(
g(yt|θB)

)

−
∑

yt∈S(x)

ln
(
g(yt|θF )

) −
∑

yt∈S\S(x)

ln
(
g(yt|θB)

)
. (5)

It was assumed that both intensity models g(yt|θN ) and g(yt|θB) follow normal
distribution and their parameters are estimated from training data.

3.2 Ellipse Recognition

The maximum likelihood estimation has tendency to produce configurations of
clustered and overlapping circles. This behavior can be explained by the fact that
every circle configuration which covers properly nuclei gets high log-likelihood
value. When given no constraints on disk placement, we usually obtain many
redundant and overlapping circles. To deal with such problem, we propose to
replace every cluster of closely spaced circles on single ellipse. It can be observed
that circles covering single nucleus are approximately centered inside nucleus.
Moreover, due to the fact that typical nucleus has elliptical shape, centers of
such circles are approximately distributed along major axis of potential ellipse.
A group of circles is considered to be a cluster if mutual distances between their
centers are below a predetermined threshold. Threshold value is chosen based on
the information about typical size of the nuclei (Table 2). With grouped circles,
we can estimate major axis of ellipse for each cluster. The procedure is repeated
for each cluster which includes at least two circles. First, the direction of major
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axis is determined by fitting line to circle centers. Line intersects with many
circles belonging to the current cluster. The length of major axis is calculated
on the basis of two most distant intersections between line and circles. A perpen-
dicular line which represents minor axis, passes through the midpoint of major
axis. The length of the minor axis is determined in the same way as major axis.
Finally, the minor axis is shifted to get its midpoint exactly in the midpoint of
major axis. Sample result of this procedure is shown in Fig. 2.

Fig. 2. Ellipse recognition procedure

4 Experimental Results

In order to verify the effectiveness of the proposed procedure, we applied it to
detect circular objects and nuclei in test images. Below, we present some cho-
sen results. Preliminary experiments were conducted using artificially generated
test images. The first image contains 2 disks, both with radius r = 11 [pix].
Both variants of ICM, Coordinatwise Optimization and Steepest Ascent recog-
nized the circular objects correctly (Fig. 3). The second test image contains 2
disks of different sizes. Smaller disk has radius r = 10 [pix] and greater disk has
radius r = 12 [pix]. Coordinatwise Optimization returned a lot of redundant cir-
cles for greater disk and smaller disk was recognized correctly. Steepest Ascent
recognized both disk correctly (Fig. 4). We observed, that generally the Steepest
Ascent algorithm perform better than Coordinative Optimization. Especially in
the case of circular objects which vary in the size. Satisfactory results of exper-
iments carried out on synthetic images allowed us to proceed to the second
stage of experiment. This time, the task boils down to detect nuclei in cyto-
logical images. However, problem is not as trivial as for artificially generated
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disks because nuclei have irregular shapes and are more like an ellipses than
a circles. Due to high computational cost of ICM procedure, we was not able
to process large images. Therefore, we selected for experiments only small frag-
ments of cytological images. Below, we present 2 selected results obtained for
benign (Fig. 5) and malignant (Fig. 6) case. Steepest Ascent version of ICM pro-
cedure was applied to recognize circles and then heuristic procedure presented
in subsect. 3.2 was used to recognize ellipses. In Fig. 5, we can see the results of
ellipse recognition for benign case. In the first step, Steepest Ascent procedure
generated many overlapping circles. However, during the second step method
detected ellipses which accurately estimates nuclei. One more experiment was
carried out for malignant case. Results are presented in Fig. 6. As with the previ-
ous experiment, Steepest Ascent generated many overlapping circles but finally,
method was able to recognize nuclei.

Fig. 3. Results for artificially generated image: Coordinatewise Optimization (left),
Steepest Ascent (right).

Fig. 4. Results for artificially generated image: Coordinatewise Optimization (left),
Steepest Ascent (right).
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Fig. 5. Nuclei recognition - benign case: input image (left), circle recognition results
(middle), ellipse recognition results (right)

Fig. 6. Nuclei recognition - malignant case: input image (left), circle recognition results
(middle), ellipse recognition results (right)

5 Conclusions

Content of cytological images is highly complex and its analysis is difficult in an
automated way. The crucial step of this analysis is nuclei segmentation. Gener-
ally such methods of image processing as image thresholding, edge detection or
active contours are not able to extract nuclei with satisfactory accuracy. This
paper presents an alternative way of nuclei recognition which is based on ICM
approach. Preliminary results are promising because method is able to detect
nuclei even for noisy and low contrast scenes. The method requires the training
data to build statistical models of objects to be detected. To avoid the tedious
process of obtaining the training data, we propose that pathologist begins the
process of image analysis by marking single nucleus and background area. Next,
system is learning to build a preliminary model of nuclei and background. Based
on these models, preliminary results of nuclei recognition are presented to pathol-
ogist. He can accept properly detected nuclei or rejects erroneous detections. The
process is repeated until the correct result is presented to pathologist. In future
work, we plan to adapt the algorithm to process large images and design a priori
term p(x), which allows us to penalize solutions with highly overlapping circles.
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Abstract. Feature selection is used in many application areas relevant
to expert and intelligent systems, such as machine learning, data mining,
cheminformatics and natural language processing. In this study we pro-
pose methods for feature selection and features analysis based on Support
Vector Machines (SVM) with linear kernels. We explore how these tech-
niques can be used to obtain some interesting information for further
exploration of text data. The results provide satisfactory observations
which may lead to progress in feature selection field.

Keywords: Feature selection · Text classification · Dimension reduc-
tion · Support Vector Machines

1 Introduction

High dimensional data is a significant problem in both supervised and unsuper-
vised learning [7]. It is becoming even more prominent with the recent explosion
of the size of the available datasets both in terms of the number of features
in each sample and the number of data samples [17]. The main motivation for
reducing the dimensionality of the data and keeping the number of features as
low as possible is to decrease the training time and enhance the classification
accuracy of the algorithms [3,11].

Take for instance, cheminformatics. Chemical compounds are usually rep-
resented by fingerprints, i.e. high dimensional binary strings where a given bit
indicates the absence or presence of particular feature of compound [8]. Since a
lot of features can be taken into account and it increases the computational costs,
another models are considered as well. Chemical databases often store data in
form of SMILES. A SMILE (Simplified Molecular Input Line Entry System) is
a string of ASCII characters associated with atoms and bonds which build the
molecule (see Fig. 1). It is usually visually presented as a graph. Feature selec-
tion has received considerable attention in the machine learning and data mining
communities. It is typically performed by sorting linguistic features according
to some weighting measure [13,16] and then setting up a some kind of threshold
on the weights or specifying a percentage or number of highly scored features to
be retained. Features with lower weights are omitted as having less significance

c© Springer International Publishing AG 2018
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(a) A molecule in 3D space. (b) A graph-like representation
of the molecule.

Fig. 1. The SMILES for this molecule is CC(N)Cc1c2CCOc2c(Br)c2CCOc12.

for the classification decision. Furthermore, [14] proposes the method that uses
frequent graphs. In addition, much of the past research in cheminformatics has
focused on substructure based approaches [10,15]. The main contribution of this
paper is selecting the most valuable fragments of molecules. However, we also test
our approaches on text documents with text stories. In this study we propose
techniques for feature selection and analysis based on Support Vector Machines
(SVM) [4] with linear kernels. Our experimental results on real world chemical
datasets and a collection of Reuters documents [9] show that the demonstrated
approaches are promising tools. As it shows, the methods will also be useful for
further investigations in the fields connected with representation construction. In
the following sections we first describe the basic concepts used in further study.
Then, we give a brief explanation of our feature selection methods. Section 3
introduces the experiments and presents the results. We conclude with a brief
summary and the outline of future research.

2 Methodology

Our hypothesis in feature selection is that the spatial distribution of text fea-
tures carries important information regarding the importance of the feature. In
presented approaches we consider text data, i.e. SMILES and stories. Figure 2
gives an overview on our approach. In step 1, the text is preprocessed. The type
of preprocessing depends on data.

– As previously mentioned, according to SMILES notation, the molecule is
represented as a graph. Thus, for each data-molecule random SMILES walks
of given length l are performed. In consequence, we obtain many fragments
of the graph. Additionally, each fragment has the same label as the graph it
belongs to (see Subsect. 3.1). Figure 3 shows two fragments extracted from the
original chemical compound. What is more, the preprocessing stage includes
a simple tokenization. We assume that SMILES are considered as 2 character
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Fig. 2. The procedure workflow.

Fig. 3. Visualization of two paths of length 6.

strings. Nevertheless, the chemical properties enforce some exceptions. For
instance, [Br-] is treated as a single token.

– As far as texts are considered, they sometimes consist of useful data which
has to be removed. These are stopwords or special characters (#, %).

In order to perform some machine learning operations on texts, the conver-
sion of text data into numerical data is required (see the vectorization phase in
Fig. 2). Next the LibSVM package [2] is used to train a Support Vector Machine
(SVM) [4] for classification. We use the Support Vector Machine with linear
kernels. After the vectorization [5], training examples are described by vectors
xi = (x1

i , . . . , x
d
i ), where d represents the dimensionality of the feature space. The
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subsequent step 2 is 1 out of 3 different approaches: Clustered SVM (ClSVM),
Counting Features Occurrences (CFO) and Key Features-to-Model (KFM).

Clustered SVM (ClSVM). The classification step provides a set of points,
namely support vectors. The randomly selected support vectors are initial cluster
centers for k-mean clustering [12]. The goal of such an approach is to gather some
features into clusters. It enables to verify the kind of features (in sense of their
chemical properties) included together. The whole workflow of ClSVM with the
previous steps for chemical data is summarized schematically in Fig. 4.

Fig. 4. The procedure workflow with ClSVM.

Key Features-to-Model (KFM). We assume the support vectors provide the
most valuable features. Thus, these features are used to create a new represen-
tation. To be more precise, for each class we select n most common points from
the set of support vectors and concatenate them (see Fig. 5).
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Fig. 5. The procedure workflow with KFM.

Counting Features Occurrences (CFO). Given a linear hyperplane H which
divides a dataset X into two regions X−1 and X+1 we perform a classification of
a new point - xnew (a new word or a molecule fragment) based on the following
system:

– The number of occurrences of the new element within each separate class is
calculated: num−1, num+1.

– Finally, the point xnew is assigned to the class where it occurs more often.

Figure 6 illustrates this approach.
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Fig. 6. The procedure workflow with CFO.

3 Experimental Study

In this section we introduce the datasets used in the experiments. Then the
presentation of the results is given.

Table 1. Overview of considered data sets. Table contains the names and the number
of active and inactive compounds included in initial dataset.

Receptor name Actives Inactives

M1 759 938

H1 635 545

5HT7 704 339

5HT2A 1835 851

5HT6 1490 341

3.1 Data Sets

For experiments we used 2 different types of datasets, i.e. SMILES representation
of chemical compounds and text data. As molecules are considered, five biological
receptor ligands were used [6], each represents a one receptor ligands, Table 1.
Note that there exists an inhibition constant Ki as a kind of activity threshold.
For a given molecule, if this factor is less or equal 100nM, the compound is
treated as active. However, if Ki is higher than 1000nM, the molecule is seen
as inactive. Since the majority of molecules in the real world are inactive, an
imbalance dataset problem appears. To tackle it, in our experiments we randomly
select inactive molecules as many as actives.

The second collection, namely the Reuters-2000 collection [9] includes a total
of 806,791 documents, with news stories covering the period from 20 Aug 1996
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(a) a substructure found in cluster

(b) a molecule

(c) a substructure found in cluster
(d) a molecule

(e) a substructure found in cluster

(f) a molecule

(g) a substructure found in cluster

(h) a molecule

Fig. 7. The examples of substructures found in clusters.
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through 19 Aug 1997. We selected documents from these corpus and divided
this data into a training and test sets. The finally obtained corpora includes 2
groups of documents on different subjects, i.e. Earn and Acquisition. We mod-
eled a textual document as a kind of a graph of words which corresponds to
a graph. Each vertices are associated with unique terms of the document and
edges show cooccurrences between the terms within a fixed-size sliding window.
The background of this concept is presented in [1].

3.2 Experimental Results

For the tests where chemical data are studied, the obtained graph fragments
are the effects of walks of length l= 6. The task of conversion of text data into
numerical form, namely vectorization, is carried out using CountVectorizer [5].
Moreover, C and other parameters of SVM were tuned using cross validation.

Clustered SVM (ClSVM). The first experiment investigates the results of
ClSVM procedure. Indeed, our observations show the obtained clusters include
fragments which enable to partially recreate the original molecule. Figure 7
demonstrates only the examples of such fragments found in groups. In is quite
interesting since the empirical studies suggest that the fragments included in
one cluster enable to reproduce the real compound up to 60% of its real form.
Although it is difficult to try to recreate the stories since some data was removed
at preprocessing stage, in fact the single clusters contain a set of words associated
with the given documents.

Counting Features Occurrences (CFO). Table 2 demonstrates the compar-
ison of CFO classifier with SVM on test data set. The classification quality is
calculated with F-measure. As one can see, our approach has performed slightly
better in 2 out of 5 cases. It suggests that similar methods are worth to be fur-
ther explored. For Reuters data we have achieved F-measure of 0.62 which is
less than the F-measure of SVM (0.85). This may be caused by type of data.

Key Features-to-Model (KFM). Finally, for KFM we tested the final repre-
sentation of length 1000. Table 3 shows text classification accuracy for chemical

Table 2. Classification results measured with F-score for CFO and SVM.

Receptor name CFO SVM

M1 0.67 0.65

H1 0.68 0.72

5HT7 0.65 0.69

5HT2A 0.73 0.8

5HT6 0.73 0.72
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Table 3. Molecules classification accuracy using SVM. The compound are represented
with KFM model and typically, as SMILES.

Receptor name KFM SVM

M1 0.5 0.6

H1 0.6 0.7

5HT7 0.55 0.69

5HT2A 0.7 0.8

5HT6 0.68 0.72

data using SVM with and without applying the new representation. In fact our
model has not achieved better results. However, it still provides a valuable insight
into features properties. It should be noticed, the outcomes are not random, so
the technique is worth to extend. The experiments outcomes raise an interest-
ing question why it may work. The first reason seems to be connected with the
fragments properties - the more fragments, the information is more valuable.
What is more, document vectors are sparse and SVM-based approaches are well
suited for such problems. Despite the fact our preliminary experiments show
encouraging results, this research leaves open a few issues.

– On the exemplary data the methods perform quite satisfactory. However, the
more reliable comparison with other similar approaches is absolutely neces-
sary. At this stage, we have not found any analogous techniques.

– Most of the results which are not described in this work are somewhat empir-
ical, i.e. they are based on visual inspection or analysis. Thus, the further
exploration should be done.

4 Conclusion

In this paper we have presented three techniques for feature selection and fea-
tures analysis. The proposed methods seemingly have an influence on text data
exploration. In the future, we plan to extend the idea of support vectors-based
clusters and analyze another points as potential centroids.
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1 Department of Computer Biomedical Systems, Institute of Computer Science,
University of Silesia, ul. B ↪edzińska 39, 41-200 Sosnowiec, Poland
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Abstract. Modern diagnostic methods allow to get multiple informa-
tion regarding research material. Patients diagnosis is performed using
highly specialized tools, effectively supporting any medical diagnostic
processes. This paper focuses on the analysis of lung cancer cell cul-
tures growth and migration in vitro. Most of the publications on the
growth rate of cells is based on the analysis of changes in surface area,
less wide cracks. This study determined there are additional parameters
like cells angle, number of cells and distance between cells, with sepa-
rate cells up and down the scratch in all parameters, that affect how the
migration of cells which have not been considered previously. Analysis
on the arrangement of the cells and the distances between them, allow
for determination of the level of cell migration. Experience has shown
that on the first day a high proliferation of cells, and then clear their
migration, increasing the distance. It was also noted changing the angle
of the cells that begin migration. The performed analysis confirmed that
those additional parameters differentiate correctly evaluated a group of
images. Developed algorithm of image processing and analysis, oper-
ates on data from a collection of microscopic images of lung cancer cells
in vitro propagation, acquiring data on the growth and migration of
cancer cells. As a result the data contain a description of parameters
studied images in the form of growth profiles over time and the type of
growth.

Keywords: Image processing · Algorithms · Lung cancer · Cell culture ·
Cell migration · Wound healing
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1 Introduction

Modern diagnostic systems computer-based tools are becoming more widely used
in medicine. The process of medical analysis in multiple stages is closely linked
with the use of specialized computer algorithms. The whole group studies such
as medical ultrasonography, X-ray, computed tomography scan [11], magnetic
resonance imaging, echocardiography, provides information about the patient in
the form of medical images. Cell migration has a essential role in development
and in physiological repair processes, and is also a component in many patho-
logical disorders, including cancer invasion and metastasis, angiogenesis, and
inflammatory reactions [5]. The use of support as an image analysis, effectively
improves the accuracy and speed measurements. This eliminates the typical mea-
surement errors resulting from fatigue or inattention. A lung cancer develops in
most cases without any visible symptoms. This is the main problem with the
early detection and diagnosis of lung cancer. Therefore, it is important to under-
stand how the growth of lung cancer cells, as well as to propose appropriate drug
therapy [12]. The lung cancer is one of the most important medical problems
of today’s world [10]. Worldwide, diagnosed with lung cancer is approximately
13% of all cancers diagnosed [4]. This represents approximately 1.6 million cases
[4]. They are the most commonly diagnosed cancer among men and the fourth
to the number of women. Any types of lung cancer kill more than 1.4 million
(18%) men in the world [4]. In Europe in 2012 were just over 3.4 million new
cases of cancer, lung cancer was a 410000 [7]. In men, incidence was highest in
Central and Eastern European countries. In contrast, women observed increased
incidence in Northern European countries and low rates in Eastern Europe. In
2010 in Poland, the number of cases of lung cancer is approximately 21000, of
which about 15000 are men and 6000 women [4]. According to the World Health
Organization, globally the world, lung cancer is the leading cause of cancer death
in men and the second leading cause of cancer death in women, with an esti-
mated 951000 deaths in men and 427400 deaths in women in 2008 [2]. Most of
the articles relating to cell migration focuses on data analysis of scratch changes
over time, placed in the middle of the culture plate. Parameters obtained by
using a combination of analysis and image processing methods usually includes
a surface area or width of the scratches [16,17]. The analysis of these parameters
can determine whether there were changes in the culture of individual measur-
ing points or allowed to specify the rate of change, growth acceleration. The
rate of changes was also based on the changes of surface area scratches or cell
area. Some studies also determine the number of cells in the different measuring
points [15]. The research mainly relate to the entire surface of the image, without
distinguishing between the areas on either side of previously created scratches.

2 Materials in Experiment

The study of this work is based on microscopic analysis of medical images A549
lung cancer cells ATCC CCL-185TM. Lung cancer cell line originated from the
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group ATCC, grown in accordance with the manufacturer’s instructions. Cell cul-
tures were routinely propagated in a humidified incubator Hera-Cell (Heraeus),
at 37◦ C, in 5% CO2 atmosphere. Cells were grown in RPMI-1640 medium sup-
plemented with 10% FBS and gentamicin (20[µg/ml]). Cells were seeded in
12-well plates to reach confluency. Then, in each well scratch line was made
by applying a sterile pipette tip across the center of the well to produce a 1 mm-
wide wound area. Unattached cells were removed by washing with PBS. Cells
were allowed to growth and migrate for 24, 48 and 72 h. Kinetics of migration
within the scratch lines were visualized under inverted microscope (OLYMPUS
BX-60 microscope with DP50 digital camera) at indicated time points; magnifi-
cation 100x. The acquisition of microscopic images was performed in the Depart-
ment of Biotechnology and Genetic Engineering Medical University of Silesia in
Katowice. Were registered 48 different samples containing digital images in 4
measurement time points. All obtained images is provided in each of the same
area of the cell culture. The images in digital form are saved as a bitmap with a
resolution of 2080 × 1540 pixels - 150 dpi. Pixel of acquired images was dimen-
sion of approximately 10 nm in real. Images of all groups were analyzed using
a proprietary algorithm, written in Matlab version R2013b software with Image
Processing Toolbox version 8.3. The software was running on a computer with an
Intel Core i5 third generation (Ivy Bridge) processor clocked at 2.6 GHz, along
with 8 GB of DDR3 RAM, serial ATA hard disk drive and operating system
Microsoft Windows 10 Pro (version 1511, compilation 10586.63).

3 Methods

In the initial step of the designed algorithm was applied pre-processing method
for all input images. Due to the presence of artifacts which affect for further
analysis and calculation, the initial phase of the algorithm is responsible for its
elimination [1,3]. An example of input images can be found in Fig. 1. Prepared
in this way images of lung cancer cells treated with the different steps of the
algorithm, which all steps are shown in Fig. 2. For each of the images were used
the median filter with local window size 19 × 19 pixels [9]. The median filter
mask size has been selected based to remove unnecessary elements (artifacts)
from an image in the initial phase of the algorithm. Because the image parame-
ters refer to both scratches as well as individual cells, the process was carried
out independently for finding scratches and cells. In the case of scratches was
used median filter with a respectively large window. The size of the windows
was good in a way corresponding to the largest width of the scratch. Then it
was appointed the lower threshold binarization based on the histogram [1]. On
the other hand, to determining the cells was used adaptive binarization with
local window. Window size was selected based on analysis of changes in the
brightness of the image pixel groups. The use of such an operation eliminates
uneven lighting image and the correct determination of individual cells. The
sample images after performing binarization was shown in Fig. 3. The next step
of the algorithm was to use the morphological operations: erosion and dilation,
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Fig. 1. Example source images of lung cancer.

as well as of their respective assemblies. Submission of these operations were
operations morphological opening and closure to allow for the elimination of
undesirable elements in the image. As in the case of determining the size of
the median filter mask, the structuring element size was chosen to remove from
the image elements considered artifacts, leaving only the essential elements of
the image. Before the measurements started, has been made the process of edge
detection, separately for scratch and cancer cells. Figure 4 shows the contours of
the scratch and Fig. 5 shows cancer cells contours. In addition, has been marked
curve which is the middle of scratch. This curve is the boundary between the
cells occurring above and below scratch, especially important for images in the
last stages of cells growth. The standard has been set image parameters such
as surface area of the cells and width of scratches [13]. Additionally they have
been appointed the new parameters which define how migration cells growth in
subsequent phases, where scratch was not visible in full width of image. The first
additional parameter was to determine the number of cells present above and
below the scratch. The next parameter was to measure distance between the cells
according to the position above and below the scratch, appointed based on the
distance matrix of the center of gravity cells. On the images, where scratches
was not fully visible, they were taken into account only those cells that were
over or under fixed in advance on the curve (the middle scratches). Another
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Fig. 2. Schematic of the proposed algorithm for image processing and analysis rate of
changes in lung cancer cells.

important parameter affecting the growth of cancer cells was the alignment of
the tumor cells in the immediate vicinity of the crack. The measurement on the
arrangement of objects under study was carried out by analyzing the position of
a diagonal set of cells in the horizontal axis of the image. Let them be microscopic
image data objects C1, C2, . . . , Cn, directly adjacent to the designated contour
features. Next let respectively d1, d2, . . . , dn are the longest diagonal (chords)
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of objects C1, C2, . . . , Cn. Then it was measured the average angle formed by
the diagonals d1, d2, . . . , dn horizontal axis of the image. The idea of measuring
presents a Fig. 6a. Analysis of the average angle includes cells located under and
above to the scratch, similar to the previous calculations. Figure 6b shows the
marked diagonal cells that are in close the neighborhood scratch in a sample
part of image. Finally, each of the 42 cases containing images in 4 measuring
points (0 h, 24 h, 48 h, 72 h), has been evaluated by an expert. In this phase of
the experiment they were separated the two groups, which are characterized by
the evaluation cell growth rate. The first group was characterized by moderate
growth and low chaotic, and the second group by fast growth and high chaotic.

Fig. 3. Example images after binarization.

4 Results

Obtained in this study the results of analyzes concerning the planned measure-
ments included 42 cases of measurements. Results of a part of the cases of mea-
surement are shown in Table 1. Analysis of the results has shown that selecting
additional parameters allows correct differentiation of specific groups of cases.
Calculated changes in the number of cells divided into the areas above and below
the scratch, allowed for determine the exact rate of growth. In addition, taking
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Fig. 4. Contours of the scratchs with marked curve.

Fig. 5. The results of the subsequent steps of the algorithm: (a) extracted cells,
(b) extracted cells contours.

into account another parameter, which is the average distance between cells,
can be show what is the appearance of cell migration and growth. And finally
analyzing the degree of stacking of cells relative to the horizontal axis of image,
can be determined areas, where the cells will migrate faster, and in which more
slowly. The results obtained show how these parameters differentiate each of
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Fig. 6. Idea of set average angle of object diagonal and horizontal axis of the image:
(a) description of the calculation, (b) apply the calculate to sample microscopic image.

Table 1. Part of the results of measurements: cells surface area, scratch average width,
average angle of cells (horizontal rule of image), av. distance cells, number of cells.

cases. Differentiating between groups was shown in Fig. 7, including the ratio
number of cells above and below the scratch (Labove

Lbelow
), ratio the mean distance

between the cells and the average angle formed by the cell edge with a horizontal
axis of the image.

5 Discussion

The results define the way the migration and growth of tumor cells. For cases
assessed by experts designated parameters have been correctly differentiating
each group growth. Average number of cells broken down into sub-positions
relative to a scratch, show strong variation according to the expert’s assessment.
Changing the number of cells does not proceed in a linear fashion, but on the
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Fig. 7. Diversity groups: (a) in relation to the quotient of the number of cells, (b) in
relation to the quotient terms of the average distance between cells, (c) in relative to
the average angle of the neighboring cells to the scratch, (d) in terms the quotient of
the average angle of the neighboring cell to the scratch to the angle of all cells.

first day (24 h) there is a strong increase in their number. At the same time,
it was observed that in the next period of time (from first 24 h to about 48 h)
followed by a clear change in the distance between cells. These two arguments
to show that the cancer cells in the early stages highly proliferates and in the
next phase, change his size and move in the direction of the crack. In addition,
it was noted that a strong change in the number of cells, and the change in the
distance between the cells, induced a phenomenon of changes in the angle of the
cells, beginning near the scratch, then the remaining. Changes of the ratio of
angle cells near scratch, to the angle of all cells is shown in Fig. 7d. Where the
diagonal angle of the cell was higher, there would be expected fast and strong
cell growth and migration in the direction of scratch.

6 Conclusions

Modern research for testing the growth of tumor cells largely based on software
that calculates how changing the area of cell cultures. The most commonly used
is a specialized software [6,8,14]. The results of changes of the surface area using
the designed algorithm were compared to the results of the TScratch software.
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The direction of changes in both cases coincided, but it not include important
changes of cells migration and growth. The use of available and well-known
analysis allows to determine the growth rate, cell migration globally throughout
the image. They are determined parameters such as speed overgrowing scratches.
However, all operate only on the changes of surface area. The study shows that it
can be additionally determine the parameters that define the ways in which the
migration of cancer cells. Designation of areas where clusters of cells change the
angle of permits to conclude that in these places will be faster migration to the
scratches. In addition, to determine if the cells themselves increase during the
migration process, determining their number and the distance between them.
Given the above results we can assume what will be the direction of migration
in the next stages of experience. This allows you to determine the predictors,
indicating a high probability of projected direction of the changes. The next
stage of research will be to propose a system of automatic classification groups
of images, using the parameters listed in this article. The proposed solution can
be used not only in the study of the behavior of cancer cells, but also to examine
the nature of changes in the wound healing processes. This of course will require
the implementation of further research.
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Poznań University of Technology, ul. Piotrowo 3A, 60-965 Poznań, Poland
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Abstract. Trajectory estimation is of pivotal importance for mobile
robots. Visual Odometry (VO) allows localizing a robot from passive
vision data in frame-to-frame fashion. The VO problem can be solved
in different ways, hence an evaluation of these algorithms in the context
of real benchmark data is interesting. We focus on feature-based n-point
methods based on RGB images. These methods used in monocular vision
allow for camera rotation estimation, but only a few of them provide
translation estimates up to the unknown scale. In the context of the use
of commodity RGB-D cameras, we also compare these methods with the
Kabsch algorithm, which uses full depth information.

Keywords: Sparse visual odometry · Trajectory estimation ·
Monocular vision · Comparison · Benchmark

1 Introduction

The trajectory estimation problem is in the spotlight for many years, yielding
many different solutions. The best approaches belong to the dense solution group
and use all the information seen by the camera. Because this is computationally
expensive and requires GPU acceleration, it is almost impossible to use such an
approach in mobile robotics in a larger scale. For these reasons, we are concerned
with the existing feature-based (sparse) approaches. While working with a single
passive (RGB) camera it is impossible to obtain full depth information about
the scene and in turn to accurately determine the scale of translation between
two frames. However, it is still possible to compute rotational components of the
trajectory and to use them for constraining the orientation of the robot/camera.
This is of high importance, as small errors here can result in large translational
errors. It was shown in [2] that a SLAM system can benefit from being augmented
with the visual estimation of the frame-to-frame orientation change. In the last
few years, the focus in visual trajectory estimation was put on Visual SLAM and
Visual Odometry. The former type of approach builds a map, and then estimates
the robot position with respect to it. The first working real-time Visual SLAM
was demonstrated by Davison and Murray [11]. The latter type of approach

c© Springer International Publishing AG 2018
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tries to achieve the same goal without building a map, however with a larger
number of frame-to-frame measurements. A comprehensive overview of the VO
methods is presented in [12,13], and in [14], where VO and SLAM algorithms
are nicely and briefly described. The rest of this paper is structured as follows:
Sect. 2 presents the used libraries and related work, Sect. 3 briefly describes the
n-point relative pose computation algorithms, Sect. 4 details the methodology
used to obtain both the quantitative and qualitative results, Sect. 5 describes
and comments the obtained results, and Sect. 6 concludes the paper.

2 State of the Art

Currently, there are several libraries that help in obtaining rotation from RGB
images, like OpenCV [8], OpenMVG and OpenGV. All of the mentioned libraries
but OpenCV contain the 5-point Nister [3,4], Stewenius [5], and 7-point and 8-
point methods, which are in OpenCV, for finding the essential matrices from
2D-2D correspondences. OpenCV has two last methods to return fundamental
matrix only. OpenMVG contains a 5-point method that uses Nister and Stewe-
nius constraint expansions that find the essential matrix. The richest library of
that kind of algorithms is OpenGV allowing for [9]: calculation pose of the cam-
era from 2D-3D correspondences between points in the world frame and bearing
vectors in the camera frame (this states as central absolute pose problem), and
in multiple camera frames (non-central absolute pose case), finding the pose of
one camera with respect to another camera given a number of 2D-2D corre-
spondences between the bearing vectors in the camera frames (central relative
pose), and in multiple camera frames (non-central relative pose problems). Some
algorithms may return only rotation, only translation, several different probable
rotations, rotation and translation, several probable rotations and translations,
essential matrix, several probable essential matrices, or several probable com-
plex essential matrices. In the past Murphy et. al. presented [14] an evaluation
of three VO techniques: patch-based, Structure from Motion, and the VO app-
roach of [15], but in a monocular version. Recently, there is a work in semi-dense
approaches [1] that labels itself as VO method claiming frame-to-frame trajec-
tory estimation based on semi-dense inverse depth map based. Nonetheless, to
create those semi-dense depth maps their approach uses the history of RGB
frames to find a possibly oldest frame, in which the pixel from the current frame
was seen. That leads to building a form of map, and to the indirect use of it.
Consequently, this type of solution does not fit well to the VO definition, being
partially a SLAM system, yet without trajectory optimization. Worth mention-
ing are the experiments trying to combine both worlds of visual SLAM and VO.
Earlier, Schmidt et al. [2] proposed to augment SLAM method by replacing orien-
tation change every few steps of EKF prediction function with the one provided
by separately running VO system. A comparison of SLAM and VO approaches
for RGB-D data was presented in [6]. As for now, there is very little work done
concerning evaluation of methods that estimate the frame-to-frame orientation
change. Recently, Hartman et. al. [7] used 5-point Stewenius algorithm with a
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modified RANSAC approach. Ground truth data was collected with the use of
IMU and GPS devices while the one used in experiments presented here were
collected by a high-resolution multi-camera system [21], or the Vicon motion
capture system [19].

3 Used Algorithms

In this section, we briefly describe used algorithms for solving geometric vision
problem. We used SURF, ORB and AKAZE feature detector-descriptor pairs
for preliminary image processing. 8-point [16,17] algorithm is here the oldest
algorithm for computing essential or fundamental matrix, depending if the cali-
bration has been performed, based on 8 or more matched points. The essential
matrix can be defined as:

u’Fu = 0 (a) or u’Eu = 0 (b) (1)

where u’ and u are matched homogeneous image points, because of that the
last element equals to 1, and E and F stand for the Essential and Fundamental
matrix (without calibration data). The entry points are normalized to ensure
that all entries of respective matrices will be treated approximately equally.
After representing matrix Eq. 1 as a vector, set of linear equations is obtained:

Af = 0 (a) or Ae = 0 (b) (2)

where A is the equation matrix, e and f are 9-vector containing the entries
of the matrix E or F. The equation is solved under the singularity constraint
‖f‖or ‖e‖= 1, where ‖e‖and ‖f‖are the norms, by checking if it is of rank 2 and
if it is singular and by enforcing if it is not the case. Finally, the result matrix is
replaced by closes singular matrix under Frobenius norm. Nister’s [3,4] algorithm
computes Essential matrix given 5 correspondences, which gives a rise to essential
matrix constraint of the following form:

EETE − 1
2
trace(EET )E = 0 (3)

After representing matrix Eq. 3 as vector, set of the linear equation a 5×9 matrix
is obtained. Next, four vectors X̃, Ỹ, Z̃, W̃ that spans the right nullspace of that
matrix are calculated.

E = xX + yY + zZ + wW (4)

They correspond directly to four matrices constraining the form of essential
matrix 4 which is in turn inserted into nine cubic constraints 3. Calculations
are performed by using Gröwner basis. Scalars x, y, z, w are defined up to a
common scale factor and it is assumed that w = 1. As the output algorithm
can return up to 10 essential matrices, but some of them are internally rejected.
Kneip [18] proposed a direct method for finding exact rotation between two
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images independently of the translation. This results from the fact that rotational
optical flow is fundamentally different from translational one. The constraints
on the rotation are then as follows:

|(f1 × Rf ′
1)(f2 × Rf ′

2)(f3 × Rf ′
3)| = 0 (5)

Because rotation encodes 3◦ of freedom at least 3 epipolar plane normal copla-
narity constraints are required to fully constrain rotation. Two additional fea-
tures allow for building the necessary system of equation:

|(f1 × Rf ′
1)(f2 × Rf ′

2)(f3 × Rf ′
3)| = 0

|(f1 × Rf ′
1)(f2 × Rf ′

2)(f4 × Rf ′
4)| = 0

|(f1 × Rf ′
1)(f2 × Rf ′

2)(f5 × Rf ′
5)| = 0 (6)

To solve this Eq. 6 Gröne basis is used. As the output algorithm can return up
to 20 different rotation matrices, resulting from 10 essential matrices, but some
of them are internally rejected. Eigensolver method tries to find the eigenvalue
that minimizes the fallowing function 7:

R = argminRλM,min (7)

where R is the rotation transforming the i-th bearin vector fi to the cor-
responding one seen from the second frame f ′

i . M has rank at most 2 and
is a real symmetric and positive- defined matrix of fallowing form: M =∑n

i=1(fi×Rf ′
i)(fi×Rf ′

i)
T . At best a non-linear optimization over three parame-

ters is needed because rotation has 3◦ of freedom. To solve the problem Kneip
et.al. [18] are enforcing the first-order partial derivates of λM,min to be zero
and then are using Levenberg-Marquardt scheme. Also, this algorithm com-
putes translation direction (but does not explicitly return it) as automatically
given by the eigenvector that corresponds to the smallest eigenvalue. We have
implemented the Kabsch algorithm [22,23] with the help of information found
in [24]. As this algorithm computes transformation of two aligned points sets,
the camera movement is the opposite.

4 Experimental Methodology

The whole program is constructed similarly to the work presented in [10]: firstly
detector/descriptor algorithm is used to extract silent features. Then RANSAC
technique, with varying ejection threshold (and for Eigensolver method also
varying confidence) is performed twice to obtain best results. At this stage,
two different error measures are used: reprojection error and a simple Euclid-
ean distance between bearing vectors. The second method omits the translation,
assuming it is sufficiently small. Finally, a trajectory is computed with all the
matches remaining. Kneip algorithm is an exception- it only accepts from 5
to 8 bearing vectors pairs. It is also the only algorithm that does not com-
pute translation, thereby to be able to compute reprojection error we employ
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a two-point algorithm, that is also contained in the OpenGV library. Because
some algorithms, namely Kneip, Nister and Eightpoint return several results, the
best one is chosen based on appropriate error measure. In a case of an empty
result set, resulted from in-algorithm suppression, 8 points are randomly cho-
sen from the inliers set to compute rotation and translation as long as it does
not exceed maximal RANSAC iterations. If the number of remaining inliers
is insufficient for trajectory estimation the whole pipeline breaks as unable to
correctly recover trajectory. For experiments we used 2 different trajectories:
putkk Dataset 1 Kin 1 data set described in [20], is further referred as dataset1,
and fr3 long office household which will be referred as dataset2 from the TUM
RGB-D Benchmark [19]. Dataset1 was collected by the Kinect sensor mounted
on the moving in the laboratory wheeled robot. Ground truth was obtained from
multicamera vision system PUT Ground Truth (PUT GT) [21]. The acquisition
time of robot and GT cameras have been synchronized so no interpolation was
performed. Dataset2 was collected by the hand-held Kinect camera. Ground
truth was also acquired by a multicamera system but a time of acquisition was
not enforced what resulted in the need for data interpolation. Timestamps are
not perfectly aligned in the ground truth and data collected by the camera. To
measure the quality of retrieved trajectory we use well known Absolute Trajec-
tory Error (ATE) and Relative RPE metrics as described in [19]. The first error
is the Euclidean distance between corresponding points of the ground truth tra-
jectory and estimated one. RPE is a relative translational or rotational error
of successive frames. As for evaluation Root Mean Squared Error (RMSE) of
mentioned metrics are used.

5 Results

In this section, in order to fit the data into the tables, we abbreviated some
names. The translation recovery approaches that are based on the use of Cen-
troid are abbreviated to C. and the Scale-based methods (depth is used only in
the first two frames to determine the scale) are denoted as S. Consequently, the
Reprojection error is denoted as R. and the Euclidean error as E. In the first
experiment, it occurred that the scene was too demanding, or the found points
were insufficient for Eigensolver and Nister algorithms to retrieve full trajectory
in 3 out of 4 cases. It is possible, that those algorithms could restore trajectory
if a different set of points was provided but regardless of this fact it shows that
those algorithms are not as robust as rest of the investigated methods. With
respect to rotational RPE RMSE errors, it is questionable if Kneip algorithm
managed to retrieve the trajectory. The best of n-point relative pose algorithms
was the 8-point, achieving best results with a constant scale, mainly if it was
ignoring the translational part in RANSAC scheme. While this depends on the
initialization stage and the detected points, the differences are not large. Still, it
is outperformed by Kabsch algorithm, which is using full depth information, what
is demonstrated in Fig. 1. This method combined with SURF detector/descriptor
works twice better in ATE error terms than with other detector/descriptor pair.
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Table 1. Comparison of absolute trajectory errors (ATE RMSE) and relative pose
errors (RPE RMSE) for the putkk Dataset 1 Kin 1

Algorithm AKAZE ORB SURF

ATE RPE RPE ATE RPE RPE ATE RPE RPE

[m] [m] [deg] [m] [m] [deg] [m] [m] [deg]

C.E.Eigensolver 7.267 0.021 0.372 7.292 0.021 0.372 7.261 0.021 0.372

C.E.Kneip 3.866 3.863 114.451 — — — 3.583 3.885 114.153

C.E.nister — — — — — — — — —

C.E.eight-point 4.044 0.047 4.683 4.067 0.042 0.928 4.064 0.042 0.926

C.R.Eigensolver — — — — — — — — —

C.R.Kneip 4.316 3.835 115.062 3.833 3.772 114.803 3.725 3.869 116.144

C.R.nister 4.090 0.283 9.031 3.759 0.230 6.189 4.123 0.355 10.094

C.R.eight-point 3.843 0.063 4.691 4.033 0.042 0.973 3.968 0.042 0.966

S.E.Eigensolver 2.043 0.014 0.372 2.044 0.014 0.372 2.032 0.014 0.372

S.E.Kneip 11.806 0.932 115.418 1.858 0.212 115.817 3.699 0.434 115.101

S.E.nister — — — 2.044 0.014 3.900 1.974 0.014 4.375

S.E.eight-point 1.745 0.018 0.922 1.735 0.0176 0.9236 1.715 0.018 4.685

S.R.Eigensolver — — — — — — — — —

S.R.Kneip 2.651 0.424 113.133 4.553 0.5737 113.945 2.869 0.277 114.681

S.R.nister 2.143 0.021 11.260 4.463 0.063 9.325 1.932 0.017 8.919

S.R.eight-point 1.861 0.025 0.956 1.768 0.023 0.963 1.699 0.021 0.955

Kabsch 0.724 0.019 0.413 0.714 0.020 0.430 0.470 0.020 0.417

The full comparison is further given in Table 1. In the second experiment, all
but Nister coupled with AKAZE detector/descriptor were able to reconstruct
trajectory. The best results were achieved by the Kabsch algorithm with the use
of depth data. The best algorithm for finding a rotation from solely RGB data
is 8-point algorithm if ATE error is considered but if the RPE metrics is eval-
uated, the Eigensolver seems to be a bit better. It seems as 8-point algorithm
works slightly better with proposed in-RANSAC Euclidean error measurement
than with reprojection error. This is not the case for Eigensolver algorithm,
as it benefits if combined with SURF algorithm, and suffers if combined with
AKAZE in the context of constant scale. Also, Eigensolver sometimes returns
no solution and thus is not as reliable as the 8-point algorithm. Kneip algo-
rithm has the biggest RPE error from all of the investigated algorithms. This is
probably due to its inability to perform computations on more than 8 points.
It can be assumed that it “reconstructed” trajectory, as Fig. 1 shows, when was
working without depth data, having only a scale and reprojection error but this
is not the case if it is used with depth information in centroid fashion or Euclid-
ean error. Still, RPE errors are high. The reason for this are residual outliers,
gaining a lot of importance in the final computation of the estimate. Other algo-
rithms perform some form of least-squares optimization, and thus the residual
outliers are strongly suppressed. The results for all investigated algorithms for
fr3 long office household sequence are collected in Table 2 and enhanced with
Fig. 2.
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Fig. 1. Trajectories estimated for the putkk Dataset 1 Kin 1 (a) ORB ATE C.E.
Eigensolver, (b) SURF ATE S.E. Nister, (c) SURF ATE Kabsch, (d) ORB RPE C.E.
Eigensolver, (e) SURF RPE S.E. Nister, (f) SURF RPE Kabsch

Table 2. Comparison of absolute trajectory errors (ATE RMSE) and relative pose
errors (RPE RMSE) for the fr3 long office household sequence

Algorithm AKAZE ORB SURF

ATE RPE RPE ATE RPE RPE] ATE RPE RPE

[m] [m] [deg] [m] [m] [deg] [m] [m] [deg]

C.E.Eigensolver 1.683 0.376 19.313 1.822 0.320 11.743 1.790 0.302 11.743

C.E.Kneip 2.571 2.628 131.423 3.211 2.925 131.514 3.334 2.918 130.940

C.E.nister — — — 2.066 1.224 43.236 1.636 1.128 35.555

C.E.eight-point 2.745 0.808 22.853 1.957 0.503 29.023 1.615 0.489 22.757

C.R.Eigensolver 1.467 0.371 18.975 2.290 1.275 48.219 3.211 0.924 46.888

C.R.Kneip 2.933 2.653 132.805 3.996 3.016 131.065 3.579 2.949 131.599

C.R.nister 2.028 1.131 45.637 2.459 1.842 73.429 2.316 1.138 42.402

C.R.eight-point 2.865 0.815 22.956 2.177 0.515 37.691 2.152 0.490 29.017

S.E.Eigensolver 1.972 0.260 105.122 1.984 0.269 11.743 1.913 0.286 11.743

S.E.Kneip 1.957 0.367 131.377 1.737 0.465 132.218 1.920 0.508 131.092

S.E.nister — — — 1.857 0.349 42.416 1.600 0.400 33.549

S.E.eight-point 1.181 0.368 22.819 1.467 0.352 22.895 1.202 0.358 22.777

S.R.Eigensolver 1.803 0.244 21.157 1.998 0.253 49.985 1.935 0.269 49.098

S.R.Kneip 7.865 3.266 131.034 2.076 0.623 131.848 2.105 1.173 132.467

S.R.nister 1.916 0.345 46.895 2.140 0.543 71.752 1.869 0.513 39.916

S.R.eight-point 1.246 0.354 22.887 1.786 0.394 29.294 1.925 0.391 29.788

Kabsch 0.560 0.042 1.267 0.576 0.046 1.372 0.619 0.044 1.434
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Fig. 2. Trajectories estimated for the fr3 long office household, (a) AKAZE ATE S.E.
8-point, (b) AKAZE ATE S.R. Kneip, (c) AKAZE ATE C.R. Kneip, (d) AKAZE RPE
S.E. 8-point, (e) AKAZE RPE S.R. Kneip, (f) AKAZE RPE C.R. Kneip, (g) SURF
ATE S.E. Eigensolver, (h) ORB ATE S.E. Nister, (i) AKAZE ATE Kabsch, (j) SURF
RPE S.E. Eigensolver, (k) ORB RPE S.E. Nister, (l) AKAZE RPE Kabsch, (m) SURF
RPE C.E. 8-point, (n) ORB RPE S.R. Kneip, (o) SURF RPE Kabsch

6 Conclusions

Taking into account the presented experimental results we can conclude, that
the best algorithm for solving the frame-to-frame motion estimation problem is
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the Kabsch algorithm, which however requires depth data, e.g. from an RGB-
D sensor. In passive monocular systems, the 8-point algorithm won the com-
petition, as the Eigensolver, although quite accurate, not always was able to
deliver a solution. Whenever no depth data is available, the 8-point algorithm
can restore a reasonable trajectory in comparison with other methods. The
remaining algorithms usually performed by far worse than the two previously
mentioned methods. The superiority of the 8-point algorithm may result from a
better least-square optimization. Also, when working with real, imperfect data,
the assumptions underlying the 8-point algorithm are more realistic than the
stricter assumptions of the 5-point algorithm. It seems that the choice of the
detector/descriptor has little influence compared to the error metrics used in
RANSAC. There is no significant difference in performance resulting from using
different detector/descriptor algorithms. The Kabsch algorithm in one scene
works better with SURF, but in another scene, AKAZE and ORB perform
slightly better. This shows that for different scenes, a different approach to select
the salient point features is needed and that there is no perfect feature detector
yet. It seems that the 8-point algorithm works better with AKAZE or SURF
features than with ORB. The ORB is known from its fast computation and thus
is considered for the computational efficiency, but its performance in our exper-
iments was rather disappointing. Taking into account that AKAZE is an open-
source software, we also advise considering this detector/descriptor pair instead
of SURF. In our future work, we plan to consider also some detector/descriptor
combinations, such as ORB-AKAZE, which seem to be interesting.
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Abstract. Recommendation systems have been widely used by com-
mercial service providers for giving suggestions to users. Collaborative
filtering (CF) systems, one of the most popular recommendation sys-
tems, utilize the history of behaviors of the aggregate user-base to pro-
vide individual recommendations and are effective when almost all users
faithfully express their opinions. However, they are vulnerable to mali-
cious users biasing their inputs in order to change the overall ratings of
a specific group of items. CF systems largely fall into two categories -
neighborhood-based and (matrix) factorization-based - and the presence
of adversarial input can influence recommendations in both categories,
leading to instabilities in estimation and prediction. Although the robust-
ness of different collaborative filtering algorithms has been extensively
studied, designing an efficient system that is immune to manipulation
remains a challenge. We propose a novel hybrid recommendation system
with an adaptive graph user/item similarity-regularization - Chiron.
Chiron ties the performance benefits of dimensionality reduction (via fac-
torization) with the advantage of neighborhood clustering (through reg-
ularization). We demonstrate, using extensive comparative experiments,
that Chiron is resistant to manipulation by large and lethal attacks.

1 Introduction

Users of commercial service providers such as Netflix, Spotify, and Amazon are
provided with a large selection of recommended choices while using these online
services. Recommendation systems aid users in the challenging task of finding
the best video, music, book, or product out of all the possible options that they
can have while using these systems. In this regard, collaborative filtering-based
recommendation systems play an increasing role in helping people locate their
favorite items in an immense dataset. In addition to providing helpful recommen-
dations to users, these systems are also beneficial for the companies in raising
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M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
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their sales. However, since a good recommendation usually results in increased
sales, some might find it profitable to shill recommendation systems by pro-
viding false information. “Collaborative filtering” algorithms predict how much
a user prefers a set of items, and produce a ranked list of items that would
benefit or match her interests the most. In recommendation systems based on
collaborative filtering, users rate specific items and receive recommendations for
unrated ones. All the different systems are vulnerable to malicious attackers
intending to manipulate the recommendations to suit their needs. Such attack-
ers are known as “shills” and those attacks have been referred to as “shilling” or
“Sybil” attacks [16]. We introduce Chiron1, a robust recommendation system.
We conduct extensive experimental studies to compare the robustness of our
algorithm with current state-of-the-art methods. Our experimental results indi-
cate that Chiron is the most robust recommendation system, and the presence
of an attack does not affect its performance. While many collaborative filtering
methods are prone to overfitting, we prevent over-fitting by introducing a smart
regularization technique which takes users’ and items’ similarities into account
in the context of local graph estimation of the marginal probability of users and
items.

1.1 Related Work

Many psychological studies have shown that people tend to agree with opinions
of others regardless of their factual correctness. Cosley et al. [7] showed that
prediction manipulation in a recommendation system can affect people in that
system and, in some cases, mislead people into accepting a negative and unfitting
recommendation. Therefore, people’s perceived value of items are influenced by
the ratings of a recommendation system. Lam et al. [8] and O’Mahony et al.
[15] showed that many of the well-known recommendation systems are vulnera-
ble to attacks and proposed different methods to distinguish honest raters from
attackers. However, using detection algorithms as a preprocessing step can be
computationally expensive. Therefore, others have proposed building robust rec-
ommendation systems [13,14]. While recommendation systems have been widely
investigated, less attention has been devoted to studying their vulnerability to
manipulations. Mehta et al. [12] discussed a robust recommendation system’s
characteristics. We propose a new generative model for recommendation sys-
tems that not only considers the users’ evaluations of items, but also takes into
account the items’ evaluations of users. In some cases, items could be informa-
tive, and have their own evaluations of users. This extra information could be
used to add priors to the system in order to promote users who give honest rat-
ings. We incorporate these evaluations as regularization terms inspired by the
local similarities underlying the graph structure.

1 Chiron was the most important Centaur in Greek mythology, and centaurs are hybrid
creatures. Since our model is a hybrid-recommendation system that factorizes the
user/item matrix and uses the neighborhood information, we picked this name.
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2 Contribution

We propose a new model subject to certain constraints which considers the qual-
ity of a rater (e.g. customers providing feedback), as well as the quality of an
item (e.g. a restaurant or a product). Then we apply the neighborhood infor-
mation using a graph regularizer to approximate a geometrical structure of the
distribution of users and items in the latent space. Fitting an arbitrary model
to the observed data is usually prone to over-fitting by increasing the variance
of the error term. In order to prevent a model from over-fitting, researchers
deploy several techniques, including cross validation and regularization. Regu-
larization deals with a trade-off between bias and variance of an estimator. It has
to ensure a model is complex enough to encompass the observed data smoothly,
simultaneously, keeping the model as simple as possible in order to generalize
the unobserved data. We have two regularization terms in our model (4). One
controlling the user similarity in the intrinsic space of their underlying rated
items. The other tunes the item’s rating measured by the geometry of the users’
distribution. The intuition behind this model is simple yet efficient. Whether
someone likes an item or not depends on the affinity between her latent pref-
erences and the item’s latent attributes (shown by θ in our model), and the
influence of her friends on her choices and her decision regarding similar items
in the past. We add extra information regarding a person and an item local
neighborhood to this model by adding regularization to the log likelihood of our
model. Our research is inspired by the work of Belkin et al. [3], and Cai et al. [6].
We construct our model by first computing a graph from the observed ratings
and creating an affinity matrix by measuring the similarities between ratings of
different users. Then we incorporate a regularization term into the model which
is sufficiently smooth with respect to the intrinsic structure collectively revealed
by both observed and missing data. Our model has two basic assumptions:

1. Local assumption: nearby users are likely to have the same rating.
2. Global assumption: users on the same structure (considered as an underlying

manifold) are more likely to have the same rating.

The relationship between users can be thought of as an undirected weighted
graph, in which the weights reflect the affinity between the ratings of those users.
Our regularization propagates the rating’s value through the edges attached to
it. The value transferred to each user is proportional to its weight (similar to
the graph construction in [18]). We demonstrate how this approach is robust to
attacks by malicious users. Additionally, we examine our model’s performance on
three real-world datasets, and compare the success rate of attacks on our system
as well as the state-of-the-art collaborative filtering recommendation systems. We
also compare the running time of different methods on a different dataset and
conclude that Chiron is not only robust to attacks, but is also the second fastest
algorithm among the varied collection of current recommendation systems.
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3 Model

Suppose we have m raters who rate n items with a score in the range of 1 to
K. Let Pi = (pi1, .., piK) be the vector of probabilities of different ratings for
item i, and Qj = (qj1, .., qjK) be the vector of probabilities of different ratings
by rater j. From now on we use index j to refer to a user, and index i to refer
to an item in our model. Let rij = k if user j gives rating of k to item i and
let zijk denote the corresponding indicator variable, i.e. zijk = 1 if rij = k, and
zijk = 0 otherwise. Now in Chiron, the probability that an item i receives rating
k by user j is calculated as follows:

Pr(rij = k) ≈ θijk =
pikqjk

∑K
l=1 pilqjl

(1)

Different combinations of Pi, Qj , and corresponding Pr(rij = k) for three
cases are illustrated in Fig. 1. For example in the first case, we have a user j who
gives a high rating to most items (e.g. rates items only when she loves them).
For an item i which receives a poor rating by most users and other ratings with
the same probability, Chiron predicts that user j gives either the lowest or the
highest rating to that item with a high probability. In the second case, user j
rates items as 1 to 5 with an ascending probability, and item i is rated with a
descending probability. In this case, Chiron predicts that this user would rate
this item as 1,2,4, or 5 with the same probability and rates it as 3 with a lower
probability. In the last case, user j tends to rate items as either very good or very
bad. On the other hand, we have an item i which is mostly rated as average (3).
Chiron predicts that user j gives any rating to item j with the same probability.
θ captures users’ rating habits. The log likelihood function of 1 is:

L(P,Q;Z) =
∑

ijk

zijk log
pikqjk∑
l pilqjl

(2)

=
∑

ijk

zijk log pikqjk −
∑

ij

log
∑

l

pilqjl (3)
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Fig. 1. Examples of different combinations of probabilities of ratings given by user j
(as Qj) and her ratings for an item i (as Pi), and the corresponding probability that
item i is rated as k by user j as Pr(rij = k).
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4 Estimation

The model defined in 3 is our fitting constraint, which means an appropriate
estimating function should not change too much from the initial observed val-
ues. Now we add the smoothness constraints, which imply that a reasonable
estimating function should not change too much between nearby users and cor-
responding ratings. The trade-off between these two competing constraints is
captured by a positive parameter λ1, and its counterpart 1 − λ1 to make a con-
vex combination of two regularization terms. This way, one can increase the
influence of users so that the effect of items will decrease. We set the value of
hyper-parameters λ1 using cross-validation.

L′(P,Q;Z) =
n∑

i=1

m∑

j=1

K∑

k=1

(

zijk log
pikqjk∑
l pilqjl

+ λ1qjk(d
Q
jjqjk −

m∑

t=1

qtkw
Q
tj) +(1 − λ1)pik(dPiipik −

n∑

t=1

ptkw
P
ti)

)

(4)

In formula 4 wQ and wP represent the graph underlying the data for users
and items respectively. We represent those graphs with GQ = (V Q, EQ), and
GP = (V P , EP ). In GQ and GP users or items with similar ratings are connected
to each other. To construct the weight matrix wQ (we use similar method for
computing wP ), we find 10 nearest users for each user in Q using Pearson corre-
lation (to construct EQ). Then we apply the following kernel for each connected
pair (j1, j2):

wQ
j1j2

=
n∑

i=1

K∑

k=1

zij1kzij2k

wQ
j1j2

measures how many times both users j1 and j2 give the same rating to the
same item. We use a regularization term that keeps the model flexible enough to
assign different probabilities to qj1k, and qj2k for distant users j1, and j2 in order
to keep them away from each other. This difference is proportional to the small
weight in terms of rating similarity that connects them weakly. The regulariza-
tion term wQ

j1j2
(qj1k − qj2k)

2 best captures this property, which means it pushes
the (qj1k−qj2k) toward zero for strong similarity between (j1, j2) pair with similar
rating. Using local assumption of nearby users have similar ratings, the discrete
k = 10-nn graph estimates the global manifold for the underlying users. The
observed ratings can propagate through this estimated graph to impute the miss-
ing values. Consequently, in order to spread the information among users, Lapla-
cian of the constructed graph plays the central role in predicting the missing data
from the observed values. Laplacian denoted by LQ = DQ − WQ, is considered
in this study where DQ is a diagonal matrix whose entries are dQjj =

∑
t wQ

jt.
LQ is a symmetric and positive semi-definite matrix. This representation allows
the information of ratings propagates smoothly between users with probability
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that is proportional to the weight between them. For the sake of calculating the
stochastic element-wise gradient, we expand the wQ

j1j2

∑K
k=1(qj1k − qj2k)

2 term
within the likelihood cost function as the sum element-wise notation expressed
in Eq. 4. The model defined in 3 minimizes the variance term for the true esti-
mator θ. The class of unconstrained models are usually prone to overfitting. At
the same time simple models suffer from underfitting due to increase in bias.
We suggest an adaptive regularization technique based on locality preservation
to compromise both issues. Hence, we consider a specific assumption regarding
the connection between the marginal and the conditional distributions of P and
Q. Let us assume that if two items p1, p2 ∈ P share close ratings in the form
of intrinsic geometry of Pr(P ), then this implies the conditional distributions
of users Pr(Q|p1) and Pr(Q|p2) on the constructed manifold with respect to
items are correspondingly alike. In other words, the conditional probability dis-
tribution Pr(Q|pi) varies smoothly along the geodesics in the true geometrical
shape of Pr(P ). Therefore, we have two regularization terms, one controls user
similarities in the intrinsic space of their underlying rated items. The other tunes
rating of items using the geometry of users distribution. In order to compute the
maximum likelihood of our model, we take the partial derivative of Eq. 4 with
respect to P and Q :

∂L(P,Q;Z)
∂qj∗k∗

=
∑

i

zij∗k∗
pik∗

qj∗k∗
−

∑

ij

pik∗
∑

l pilqjl
+ λ1(d

Q
j∗j∗qj∗k∗ −

m∑

t=1

qtk∗wQ
tj∗)

∂L(P,Q;Z)
∂pi∗k∗

=
∑

j

zi∗jk∗
qjk∗

pi∗k∗
−

∑

ij

qjk∗
∑

l pilqjl

+ (1 − λ1)(dPi∗i∗pi∗k∗ −
n∑

t=1

ptk∗wP
ti∗)

And then we set them to zero which leads to the following equations:

qj∗k∗ =
∑

i zij∗k∗pik∗
∑

i
pik∗∑
l pilqj∗l

zij∗k∗ − λ1(d
Q
j∗j∗qj∗k∗ − ∑m

t=1 qtk∗wQ
tj∗)

(5)

pi∗k∗ =

∑
j zi∗jk∗qjk∗

∑
j

qjk∗
∑

l pi∗lqjl
zi∗jk∗ − (1 − λ1)(dPi∗i∗pi∗k∗ − ∑n

t=1 ptk∗wP
ti∗)

(6)

Since we would like to optimize both pik and qjk, our model is bi-convex that
is prone to get trapped in one of the local optimums. One possible solution is
to fix one of the unknown parameters, and solve the optimization problem for
the other. We use the average alternating projections method [2] with different
initial values to provide a set of estimators. For this purpose we first fix pik and
solve the optimization problem for qjk, and then fix qjk and solve the problem
for pik, and continue until convergence. We assume the model converges when
the following holds for Q (and a similar term for P):

1
m

∑

1≤j≤m

∑

k

(qjk − qj∗k∗)2 < ε (7)
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In 7 ε is a small number (10−3 in our case). In the two real-world data sets that
we examined, Chiron converges in at most 5 steps.

5 Experimental Setting

5.1 Datasets

We use the MoveLens100K, and Netflix3m1k databases for our experiments. The
first data set is gathered by GroupLens Research Project [1] at the University
of Minnesota. The last one is provided by Netflix in the Netflix prize [4]. Prea
software [10] gathered all these data sets in its toolkit. In each dataset each user
rated at least 20 movies from 1 (defined as did not like) to 5 (liked very much).
We perform a cross-validation by splitting each of dataset into a training set
(80%), a validation set (10%), and a test set (10%), and compare the predicted
ratings with actual ratings of the test set. We repeat our experiments 10 times
and use the averaged results.

5.2 Attack Design

We are only concerned with shilling attacks in which attackers try to manipu-
late a recommendation system by introducing fake users, and subsequently fake
ratings. We only focus on push attacks since they are usually more successful
than nuke attacks [8]. The effect of an attack is measured by the deviation in
predicted ratings before and after adding the attack profiles. The most common
metric for evaluating recommendation systems is Mean Absolute Error(MAE)
which is used to measure accuracy in predicting ratings. Two important metrics
that are used for evaluation of different shilling attacks are the attack size and
the filler size [12]. The attack size is the ratio of added shilling profiles to the
original data set. For example, a 10% attack size indicates that the number of
shilling profiles added to the system is equal to 10% of the users in the original
data set. Another metric that is used for evaluation of different shilling attacks
is the filler size. The filler size is the set of items which are voted for in the
attacker profile. We target a set of 20 items for the push attack. We repeat
each experiment 10 times, and consider the mean value across these 10 times
for each item in order to make sure our results are statistically significant. The
most effective attack models are derived by reverse engineering the recommen-
dation algorithms to maximize their impact. According to Burke et al. [5] the
most common recommendation systems attack methods are random, average,
and bandwagon. In a random attack, the assigned ratings made by attackers are
around the overall mean rating with standard deviation 1.1. In average attacks,
the assigned ratings made by attackers are around the mean rating of every
item and standard deviation 1.1. Bandwagon attack is similar to the random
attack, and some popular items are rated with the maximum rate. Random and
Bandwagon attacks do not require much knowledge about the set of items they
are attacking. On the other hand, average attacks require more information and
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are shown to be near optimal in impact [11]. They are also very challenging to
detect [17], and are stronger than random or bandwagon attacks [12]. Therefore,
we are only concerned with the average attacks.

5.3 Experiments

We use Prea [9] to compare our proposed model with different recommendation
systems. The different algorithms we select to compare with Chiron fall into these
two categories: memory-based neighborhood methods (User-based Collabora-
tive Filtering, User-based Collaborative Filtering (Default Voting), Item-based
Collaborative Filtering, Item-based Collaborative Filtering (Inverse User Fre-
quency), and Slope One), and matrix factorization methods (Regularized SVD,
Non-negative Matrix Factorization (NMF), Probabilistic Matrix Factorization
(PMF), and Bayesian Probabilistic Matrix Factorization (BPMF)).

6 Results and Discussion

The results of running different recommendation systems on the Netflix3M1K,
and MovieLens100K, are shown in Table 1. We compared the prediction accuracy
growth among different collaborative system methods after an attack size 100%
on the first two data sets. A 100% attack is a shill, in which the number of fake
users is equal to the number of genuine users. The mission of attackers is to
promote a certain list of items (20 items in our experiment) and give an average
rating to another set of random items to remain undetected. As expected, Chiron

Table 1. Changes in prediction accuracy after an attack size of 100% in the data sets.
The statistically significant result is shown in bold in each column.

Method Data set

Netflix3M1K MovieLens100k

MAE

Before After Growth Before After Growth

User-based CF 0.772 0.985 27% 0.734 0.924 25%

User-based DF 0.765 0.979 27% 0.735 0.922 25%

Item-based CF 0.756 0.970 28% 0.722 0.923 27%

Item-based DF 0.760 0.979 28% 0.718 0.923 28%

Slope One 0.775 1.045 34% 0.744 0.985 32%

Regular SVD 0.819 1.528 86% 0.729 0.982 34%

Non negative MF 0.868 1.745 101% 0.780 1.043 33%

Probabilistic MF 0.786 1.280 62% 0.775 0.984 26%

Bayesian PMF 0.793 1.319 66% 0.745 0.977 31%

Chiron 0.775 0.943 21% 0.737 0.908 23%
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Fig. 2. Changes in prediction accuracy in two different data sets.

is the most robust recommendation system and has the least amount of change
in accuracy. In another similar experiment, we attacked both the Netflix3M1K
and MovieLens100K data sets with a 10% attack and gradually increased the
attack size until it reached 100%. We increase the size till 100% to demonstrate
how different models react to the increase in attack size. We pick 100% because
most models could be distinguished from each other at that point. The changes
in prediction accuracy are illustrated in Fig. 2a and b. In both of them the
performance of Chiron almost remains unchanged with increases in the attack
size while the prediction accuracy of other methods drops.

7 Conclusion

Various methods exist for protecting recommendation systems against attacks
by malicious users. More research has been done in the detection of attackers
rather than proposing a robust recommendation system. Besides, the level of
spam in real world data is often high, and simple spam detection methods are
often reverse engineered. We proposed a new model which is empirically robust
to attacks, explored its characteristics, and provided compelling evidence of its
robustness. Chiron can not easily be manipulated since it relies on modeling and
other users ratings. Furthermore, we have illustrated its improved robustness
in comparison with other state-of-the-art methods, and concluded that Chiron
does not lose accuracy in the presence of shill attacks.
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Abstract. White matter hyperintensities (WHM) are characteristics of
various brain diseases, so automated detection tools have a broad clinical
spectrum. Deep learning architectures have been recently very successful
for the segmentation of brain lesions, such as ictus or tumour lesions.
We propose a Convolutional Neural Network composed of four parallel
data paths whose input is a mixture of 2D/3D windows extracted from
multimodal magnetic resonance imaging of the brain. The architecture
is lighter than others proposed in the literature for lesion detection so its
training is faster. We carry out computational experiments on a dataset
of multimodal imaging from 18 subjects, achieving competitive results
with state of the art approaches.

1 Introduction

White matter hyperintensities (WMH) can be caused by a variety of factors
including ischemia, micro-hemorrhages, gliosis, damage to small blood vessel
walls. Many patients showing WMH are idiopathic, however WMH have a strong
relationship with age, arterial hypertension, demographic parameters such as
gender, and some disease, such as diabetes, and biomarkers such as choles-
terol [15]. It has been found associated with progressive cognitive impairment [5].
WMH are small size lesions compared with tumours and stroke lesions, lacking
their structure of necrotic and inflamed tissues. They are mostly periventricular
lesions, which primarily appear at the top of the horns of the lateral ventricles
progressing around the ventricles. They may also appear as subcortical lesions
[9,25]. Several magnetic resonance image (MRI) modalities may be used used for
WMH detection and segmentation. They appear as hypointense in T1-weighted
and as hyperintense in T2-weighted images [23]. The best modality is the
fluid attenuated inversion recovery (FLAIR) imaging, where the lesions appear
as hyperintense and with greater contrast, allowing to differentiate between

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 39
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periventricular and subcortical lesions. Recent studies [17,21] also consider dif-
fusion tensor imaging (DTI), specifically the scalar coefficients such as fractional
anisotropy (FA), radial diffusivity (RD), and mean diffusivity (MD), which give
the information about privileged directions of water diffusion, so they are sen-
sitive to microstructural changes in white matter. In the last years, the interest
in brain lesion image segmentation has increased, for example, public challenges
have been carried out BRATS http://braintumorsegmentation.org/ and ISLES
http://www.isles-challenge.org/ to advance the field. Most research on small
lesion detection has been carried out for multiple sclerosis (MS) patients. Early
approaches consisted in semiautomatic labellings in structural images [16] and
FLAIR [11]. Early multimodal approaches applied voxelwise fuzzy expert sys-
tems [1] and Markov random fields (MRF) [20]. Machine learning supervised
approaches have been also applied, such as Random Forest [8] and MRF regu-
larized versions [22]. Unsupervised approaches have made advantage of the brain
symmetry for big lesion detection [6]. Recently, Deep Learning approaches report
great success in the segmentation of brain tumours, specifically Convolutional
Neural Networks (CNN) [18,26] which is the approach that we are following in
our own proposal. Processing 3D medical images by the CNNs can be done in 3
ways: (a) Considering each 2D slice of the 3D volume in some direction (sagittal,
coronal or axial) as an independent input image that is feed to the CNN [18,26].
(b) Considering 3D windows of the volumetric image as input. (c) Considering
hybrid 2D/3D inputs, i.e. feeding 2D slices and 3D windows of the volumetric
image. This decision carries some implications in the CNN design, because a 3D
input forces that hidden layers resulting of the filters have 3D structure [3,24].
This additional structural complexity has been found cumbersome to deal with
large datasets, because the number of operations scalate cubically instead of
quadratically. So the intended advantage of preserving 3D spatial relation infor-
mation, is countered by convergence issues and computational time, so that the
3D windows are small, loosing information of long distance spatial relations.
Finally, the use of hybrid 2D and 3D input information [2,7] allows a good
balance between the preservation of 3D spatial relations and the long distance
relations that can be analysed in 2D data. In our architecture, we have used an
hybrid 2D/3D NN where we use a small 3D cube and three different 2D windows,
one for each of the 3 dimensional axis. The paper contents is as follows: first we
present the dataset used for the experiments. Secondly, we discuss our archi-
tecture and the others used for comparison. Then we present our experimental
results and, finally, some conclusions and future work.

2 Materials

The experimental evaluation of the proposed CNN architecture has been carried
out in a set of 18 subjects MRI images corresponding to a previous study [19]
where WHM was performed manually, thus providing the ground truth segmen-
tation for the present work as 3D lesion masks. Each subject image includes a
3D T1-weighted, FLAIR image, and diffusion weighted images from which DTI

http://braintumorsegmentation.org/
http://www.isles-challenge.org/
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images, and subsequent FA coefficients, were computed using FSL software. T1-
weighted volumes have been registered to 1 mm MNI template. The FLAIR and
FA images have been corregistered to the MNI space by affine registration to
normalized T1-weighted images. The lesion masks are also corregistered to MNI
space. All the image intensities are normalized to the [0,1] interval.

3 Tested CNN Architectures

Throughout the last years, Convolutional Neural Networks (CNNs) [13] have
achieved excellent performance in many computer vision tasks. Several advances
have solved convergence issues, and the advent of easy to exploit powerful Graph-
ics Processing Units (GPUs) has speed up the training times by several orders
of magnitude [4]. A CNN is a shared-weight neural network: all the neurons in
a hidden layer share the same weights and bias. In fact, each layer implements
a linear convolution filter whose kernel is learnt by gradient descent. There-
fore, the output of the successive layers is a series of filtered/subsampled images
which are interpreted as progressively higher level abstract features. Most CNN
are applied to 2D signals, i.e. images, however in the medical image domain
they are increasingly applied to 3D signals, i.e. volumetric imaging informa-
tion. Specifically, two recent instances of CNNs have been successfully applied
to brain lesion segmentation [10,12] achieving remarkable success in the BraTs
competition. Another recent segmentation example using a 2D/3D input data
is [7], where authors trained two separate CNNs for each input dimensionality,
performing a combination of their outputs by averaging.

3.1 Our Proposal: MPCNN

Our proposal is a Mixed Parallel CNN (MPCNN), which takes four inputs: three
orthogonal big 2D windows on 3D image slices (one per spatial dimension) cen-
tered at the same voxel of the brain, and a 3D window, a cube whose sides are
smaller than that of the 2D windows. Therefore, 2D data carry farther away spa-
tial relations, while the 3D window carries 3D spatial relations. The MPCNN
architecture consists of four parallel CNN, three dedicated to process the 2D
window, and the fourth processing the 3D window. Furthermore, we use multi-
modal MRI data, specifically T1, FLAIR and FA volumes, so that each voxel
is in fact a three dimensional vector, much like an RGB image. In this sense,
independent CNN filters at each layer are learnt for each image modality. The
output is a couple of binary units that provide an estimation of the probabil-
ity that the central pixel of the 2D and 3D windows is a WMH lesion voxel.
Figure 1 shows a diagram of the MPCNN architecture. Each parallel subnetwork
is a CNN, composed of a sequence of convolutional layers and max-pooling lay-
ers which reduce the reduce the dimensionality of the feature space after each
convolution. In the version of the network tested in this paper the dimension
of each of the input 2D windows is 35× 35, whereas the dimension of the input
3D cube is 11× 11× 11. The activation function used to compute the output
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of each neuron of the CNN is the Rectified Linear Unit (ReLU) [13,14] due to
both its efficient computation and the fact that it solves the vanishing gradi-
ent problem. The architectures of the three 2D CNNs are identical, they are
composed of three convolutions with kernels of size 3× 3. The number of convo-
lutions increases along the layers, increasing the number of features accordingly.
Moreover, a dimensionality reduction max-pooling layer with pool size of 2× 2
is applied to the output of the second and third layers. The dimensions of the
output of each layer are shown in Fig. 1. Thus, each 2D subnetwork’s output
layer has 6× 6× 55 = 1980 neurons. The 3D CNN is composed only of two 3D
convolutions (with kernel size of 3× 3× 3), and one 3D max-pooling (with pool
size of 2× 2× 2) after the second convolution. Finally, all the subnetworks are
merged (this results in 1980× 3 + 1485 = 7425 nodes) and fully connected to
the next layer, composed of 128 neurons. Finally, these 128 outputs are used to
compute the final output of the network via the Softmax function. Hence, the
two outputs will always be bounded between 0 and 1, and they will sum 1. This
facilitates a probabilistic interpretation of the network output as a probability
of lesion at the central voxel.

Fig. 1. The structure of the proposed for WMH lesion detection

3.2 ICCNN

For comparison, we have implemented a version of the Input Cascade CNN
(ICCNN) architecture [10]. This network has two inputs: one for global context,
and a smaller one for specific context. A convolution to the global context input
is concatenated with the small input. Then, this data is divided into two parallel
networks, each one analysing local and global features, by applying smaller and
bigger kernels respectively. These networks are merged applying a final convo-
lution, which ends up in a softmax layer. In our implementation of the network



A 2D/3D Convolutional Neural Network for Brain White Matter Lesion 381

we have reduced the dimension of the last layer to two neurons, which indicate
whether the input represents a damaged voxel or not, and we have changed the
training process, which has been done in one step with unbalanced data (10
negative cases per each positive damaged voxel). Moreover, we have changed the
activation function to the ReLU, removed dropouts and used binary crossen-
tropy loss function for training. The main difference relative to MPCNN is that
ICCNN only uses 2D slices as input.

3.3 DeepMedic

The other architecture tested for comparison is the DeepMedic [12], whose archi-
tecture has two main components; a 3D CNN and a fully connected 3D Con-
ditional Random Field (CRF), which performs a postprocessing of the CNN
output removing false positives. The CNN consists of four layers with 5× 5× 5
kernels for feature extraction, and the classification layer is implemented as a
convolutional layer with kernel of size 1× 1× 1, allowing efficient dense-inference.
The 3D CNN network has two pathways; one processes local information and
the other processes larger contextual information, hence carrying out multi-scale
processing of the data. Moreover, BN (Batch Normalization) is also applied to
all the hidden layers, so that all Feature Maps obtained after each layer are nor-
malized, preserving the signal, and avoiding sourious weight convergence. After
that, there are two hidden layers for combining the multi-scale parallel path-
ways. The full network is trained patch-by-patch and the size of the batches is
selected automatically according to the neighborhood of the voxel in the input.
The batches are built by extracting segments from the training images with
50% probability of being centered on a foreground or background voxel, which
corrects the class-imbalance. The DeepMedic network training implementation
downloaded from github was originally prepared for the ISLES and BraTS chal-
lenges, reporting state-of-the-art results on both performance on brain tumor
and stroke lesion. However, since in our problem we only have 2 outputs not 5 as
in the segmentation problems, in order to work with this network the last layer
output has been reduced from 5 to 2 outputs.

Table 1. Results of the networks using holdout: TPR (True Positive Rate) and FPR
(False Positive Rate)

#id MPCNN ICCNN DeepMedic

TPR FPR TPR FPR TPR FPR

#7 0.572 0.037 0.106 0.018 0.599 0.019

#15 0.503 0.024 0.259 0.063 0.650 0.013

#18 0.622 0.012 0.490 0.065 0.613 0.017

#21 0.245 0.011 0.280 0.034 0.463 0.012
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4 Results

The MPCNN and ICCNN architectures have been implemented in Python
using Keras with Tensorflow as backend. The DeepMedic implementation has
been downloaded from github (https://github.com/Kamnitsask/deepmedic).
The training and validation scripts have been executed in a desktop computer
with RAM of 16 GB, and GPU NVIDIA GTX 1070 which has been used to
speed up training. For validation, we apply holdout over the 18 available subject
datasets: 14 have been used for training, and 4 for testing. To carry out the train-
ing in a limited reasonable time, we have subsampled the brain images as shown
in Fig. 2 to obtain the training dataset. The brain image is decomposed in regu-
lar non-overlapping windows and a random voxel is picked from this window as

Fig. 2. Brain image subsampling to obtain the training dataset

Fig. 3. Data and results of subject #18. A - Sample sagittal slides of T1, FA and
FLAIR volumes. B - WMH ground truth lesion manually labeled overlaid on FLAIR
slices C,D,E - prediction (green) and ground truth lesion (red), C for MPCNN, D for
ICCNN, and E for DeepMedic

https://github.com/Kamnitsask/deepmedic
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the center for the 2D/3D windows that conform the inputs. This process ensures
a rather regular sampling interval and that the whole brain volume is sampled.
Testing is carried out evaluating all the brain voxels in the test datasets. The
problem is naturally imbalanced, i.e. there are many more healthy than lesion
voxels, therefore we need to respect this imbalance in the training dataset. After
some experimentation with a small CNN carrying crossvalidation on a reduced
dataset, we set the imbalance ratio to 10 in the training dataset. In other words,
we ensure that there is a ratio 10:1 of healthy to lesion voxels. We report True
Positive Ratio (TPR) and False Positive Ratio (FPR) values, measuring how well
the lesion is detected and the false alarms raised. Accuracy results for each test
images are presented in Table 1. Overall, DeepMedic neural network has the best
and most stable results, while ICCNN performs poorly. Our proposed MPCNN
is faster to train than DeepMedic (a ratio 7:1) and has comparable results in two
subjects (#7, #18), and slightly worse in another (#15). If we consider the max-
imum TPR achieved (0.65), seems that the architectures need to be improved,
and that the success in tumour segmentation does not ensure success in WMH
lesion detection. Figure 3 presents visual results of the experiment. From left to
right, the first column shows images of the three modalities as an illustration
of the dataset. The second column shows the lesion detected manually in three
slices of brain #18 overlaid on the FLAIR image. Next columns illustrate the
detection by MPCNN, ICCNN, and DeepMedic. It can be appreciated that all of
them leave some lesion clusters undetected, and overestimate others. DeepMedic
seems to create spurious lesion detection clusters, while our proposal MPCNN
false alarms are more of the kind of cluster extensions, or conections between
clusters. So, some qualitative differences of the response of the architectures can
be appreciated which deserver further analysis and experimentation.

5 Conclusions and Future Work

We have proposed and tested a new 2D/3D CNN architecture for the detection
of WMH lesions, which are smaller than other brain lesions (tumours and stroke
lesions), lacking the necrotic and inflammation structures. We compare results
with two other architectures published in the literature achieving competitive
results. Qualitative assessment of the results, shows some advantage of our app-
roach, which is closer to the manual segmentation in the sense that follows more
closely the delineated voxel clusters, and creates less spurious detection clusters.
The combination of 2D and 3D input windows allows to process the long dis-
tance spatial relations, while reducing the computational burden. Ongoing work
improves the validation process computing a more complete cross-validation pro-
cedure, and more datasets will be included in the experiment. Our proposal
may be also subject to changes in kernel parameters and other features of the
CNN. Notice that no postprocessing to remove false alarms is done, contrary to
DeepMedic, so additional work in postprocessing MPCNN results may provide
enhanced results. In order to go ahead in this research area, we made the code
available in github so that everyone can contribute to it.
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Abstract. Children obesity is a growing concern in the healthcare sys-
tem, because a life of dependence and cronic health problems results in
the adult phase of life. Non-alcoholic liver fat and visceral adiposity are
two biomarkers of the health status of the child. Some studies try to mea-
sure the impact of exercise and improved habits in the reduction of these
biomarkers. The studies use a fat enhancing magnetic resonance imaging
sequence, but visceral fat is difficult to segment manually. In this paper
we describe the automated process that we have devised, providing some
visual results. The process has three main phases: (a) image inhomogene-
ity correction, (b) removal of spurious features such as arms and navel,
(c) identification of the peripheral and visceral volumes, (d) localization
of the intervertebral disks, which need to be removed. As there is no
manual tracing to use as gold standard, we can not provide quantitative
performance measures.

1 Introduction

Overweight and childhood obesity in developed countries has become epidemic
and constitute a huge problem in the public health system [8]. Children with
obesity are 5 times more likely to develop insulin resistance and type 2 diabetes
mellitus than non-obese ones. Moreover, the majority of children with overweight
has at least one cardiovascular (CV) risk factor [6]. Although most CV prob-
lems commonly associated with obesity are manifested in adulthood, its origins
appear in early stages of life [5]. Thus, CV risk factors measured in childhood
predict the development of coronary lesions in adulthood, suggesting that some
of these lesions causing CV risk factors may already be occurring in childhood [4].
The accumulation of liver fat is closely linked to visceral adipose tissue (VAT)
and insulin resistance. Since exercise improves insulin sensitivity and is able to

c© Springer International Publishing AG 2018
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reduce VAT in overweight children, a clinical trial [1,7] has been proposed aim-
ing to measure the effects of controlled exercise sessions in several biomarkers,
among then the volume of VAT. The study protocol has been approved by the
Ethic Committee of Clinical Investigation of Euskadi (PI2014045). The study
hypothesis is that exercise of moderate to high intensity (between ventilatory
thresholds) will reduce liver fat, VAT and improve body composition and car-
diovascular health in overweight children. To test this hypothesis a comparison
between the quantity of adipose tissue before and after the exercise periods is
needed. Since manual segmentation is hard and time consuming task, and given
the high volume of data that will be generated by the project, an automatic
segmentation method is required. This method should provide a quantification
of the total VAT and Subcutaneous Adipose Tissue (SAT) volume in order to
compare both sequences. The main objective of this work was to develop an auto-
mated method to distinguish different type of adipose tissue in a large number
of subjects, before and after they are in treatment, so that we can improve our
understanding of the relation between the treatments and the presence of adipose
tissue. Image based volume quantification will allow to test the study hypothesis.
For the method to be successful the result of the newly developed segmentation
system have to be accurate, reproducible and, above all, comparable to manual
segmentation, which we will demonstrate with visual data presented in the fol-
lowing sections. Section 2 describes the methods we have developed of automatic
segmentation. Section 3 provides some visual results on different datasets, high-
lighting the issues that are solved robustly by the proposed algorithm. Section 4
gives some conclusions and future work to be done.

2 Materials and Methods

2.1 The Fat Signal Image

The MRI acquisition for this study has been conducted in a Magnetom Avanto
equipment, Siemens Healthcare, 1.5 Tesla, of 33mt m maximum gradient ampli-
tude, minimum rise time of 264µs, high sink rate of 125 T/m/s, version syngo
MR B17, Numaris/4 software. The equipment is located at the magnetic reso-
nance unit of Osatek in Hospital Santiago in Vitoria (Álava University Hospital).
The sequences were performed in supine position, in apnea without intravenous
contrast injection, using phased array matrix body antennas and spine matrix.
The fat signal (proton density fat fraction) is acquired by a recently developed
MRI sequence [9] that has been made available by Siemens in a beta version. The
method uses multi-echo 3D gradient echo acquisition. A Dixon decomposition
provides initial guesses of the separation between fat and water using two echos.
The estimation is refined in a multistep adaptive fitting process. Figure 1 shows
a sample volume, where the navel and the arms can be appreciated. The SAT is
a solid region, however the image contains strong inhomogeneities, and the VAT
is connected in many points to the SAT. The intervertebral discs, which are fat
rich can be appreciated in the leftmost cut.



388 M. Graña et al.

Fig. 1. A sample volume of fat signal of a child.

2.2 VAT Segmentation Algorithm

The VAT segmentation algorithm has the following main steps:

1. Image intensity normalization by inhomogeneity correction.
2. Removal of anatomical irregularities: the navel and the arms.
3. Identification of the peripheral and visceral regions.
4. Extraction of the VAT applying the mask.
5. Detection of the vertebrae and the intervertebral disks.
6. Computation of the VAT removing intervertebral disks.

2.2.1 Image Intensity Normalization
There are several approaches to MRI inhomogeneity correction, based on the
homomorphic filtering approach. They need the estimation of the changing illu-
mination field in the volume. Some approaches use parametric models [2,3]
where the illumination filed is some linear combination of a family of parametric
functions. Here we use a simplistic approach consisting in computing a strong
smoothing of the volume with a large Gaussian kernel. The result is a volume
where each voxel contains roughly the average value of a large neighborhood,
thus it is proportional to the value of the illumination field. We divide the origi-
nal fat image by this smooth image obtaining intensity values around 1, so that
we can safely use a threshold of a value near 1 to produce a mask that selects
significant regions of fat. Values near 0.8 of the threshold provide good results.

2.2.2 Removal of Anatomical Irregularities
The peripheral subcutaneous fat is rather smooth and free of irregularities, but
for two: the navel and the arms, which can be problematic. The navel can effec-
tively produce a connection of the visceral region with the outside air region due
to the partial volume effects that effectively make the boundary very light in
some cases. We remove the navel from the fat mask computed above by consid-
ering the external boundary. The navel introduces big gradients in the external
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body boundary, which is quite smooth all around the skin, hence we proceed as
follows:

– We compute the 3D boundary of the body of one voxel of width by substract-
ing from the fat mask an erosion with an structural element that is a square
of 3× 3 filled with ones.

– We compute the derivatives of the boundary considered as a line in each slice.
– When we find two large derivatives coming from the two sides of the frontal

boundary, we have found the navel boundaries,
– We link these points with a line in the external boundary. Filling the corrected

external boundary, we can fill the navel.

To remove the arms, we start from the middle of the body where the arms are
clearly separated from the body moving upwards. We consider at each slide the
external boundary of the central fat region in the image, the separated external
boundaries correspond to the arms, and can be removed. When we reach the
axiles, there is a fusion of the outer arm region with the body, we proceed by
assuming that the external boundary of the body remains the same, because
the gradients between the arm and the body are not significative enough to be
followed in the separation of body and arm.

2.2.3 Identification of the VAT and SAT Masks
After navel removal, we can safely compute again the fat mask boundary by
subtraction of the erosion with the square unit structural element as before.

Now we are sure that external and internal boundaries are separated, so
that we can use the internal boundary to delineate the boundary of the visceral
region. In order to break some links between peripheral fat and the visceral fat,
we carry out a strong opening of the image. This operation does not shift the
internal boundary, but breaks the links effectively. Filling the internal boundary
we have the internal mask, and the difference between the whole filled and the
internal mask is the mask of the subcutaneous fat.

2.2.4 Extraction of the VAT Image
This process is a simple multiplication of the fat signal image by the visceral
mask. We retain the fat signal, because its intensity is proportional to the fat
in the voxel. Therefore the volumetry of the VAT must be carried out on this
segmented fat signal.

2.2.5 Detection of the Vertebrae
It can be appreciated in Fig. 1 that the vertebral column has a regular structure,
with a regular succession of local maxima and minima. We detect the location
of the vertebrae by computing the correlation in the saggital and coronal planes,
where this structure is more salient, of a sliding window with a pattern that
has a strip of minimum values in the center and maxima in the sides. The
dimensions of the pattern are different for the saggital and the coronal planes, to
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fit the vertebrae dimensions in these planes. The intervertebral disk are detected
by the same procedure, but with a pattern that is roughly the inverse of the
pattern used for the vertebrae, but not exactly. We profit from the knowledge
that the vertebrae signal is zero or very close to that, and that the intervertebral
disks have a definite range of values in the fat signal, allowing to remove many
confounders that provided false positive correlations. For the final volumetric
measurement, the intervertebral disks may be removed.

3 Results

In this section we showing visual results of the segmentation algorithm. Figure 2
shows the segmentation masks achieved for the fat signal volume of Fig. 1.
The SAT mask is red, and the VAT blue. It can be appreciated that the navel
is correctly segmented, and that the arms are separated from the SAT mask.

Fig. 2. Segmentation masks of the peripherical subcutaneous fat SAT (red) and the
visceral fat VAT (blue)

Fig. 3. Extracted VAT volume
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Fig. 4. Vertebral discs localized in the VAT volume

Fig. 5. The vertebral and intervertebral disks located

The inner boundary follows closely the visceral space. Figure 3 shows the
extracted visceral region, so that the VAT volume can be easily computed.
Figure 4 the localization of the vertebral disks. The radiologist may be inter-
esting in specifying the region delimitated by two vertebrae, in order to have
some kind of anatomical normalization of the measures, this image facilitates
this selection. Finally, Fig. 5 provides the localization of the intervertebral disks
as well, which can be removed from the automated fat volume measurement.

4 Conclusions

We have developed a robust VAT and SAT automatic segmentation algorithm,
that is currently applied to the date produced by a study on the effect of exercise
in the VAT volume of obese children, among other biomarkers of obesity which
are processed concurrently. The software is operational, but from the point of
view of academic validation we need a ground truth for each volume. Obtaining
that is rather difficult because it requires an excessive amount of time. Our
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strategy is to ask the radiologist to point errors in the produced segmentation,
thus giving us the actual error without going into the process of entire manual
segmentation. These error measures would be used as validation proof in further
academic publications.
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Abstract. Independent Component Analysis (ICA) is often used in
EEG signal processing but only when the matrix of channels is big
enough. If the matrix is small, the artifacts usually cannot be extracted as
single components and the decision which components should be removed
from the components’ set is impeded. Therefore, in our opinion, in order
to apply ICA successfully for a low-dimensional EEG, the strategy for
dealing with the components’ set should be reversed.

In the paper we propose a strategy of searching for components cor-
relating with the desired brain activity, instead of looking for artifact-
components. Obviously, since the brain activity depends on the task at
hand, different tasks would require adaptation of the proposed approach
but the overall scheme is independent from the task. In the paper we
describe the strategy and illustrate it via the experiment with a simple
2-states Motor Imagery Brain Computer Interface. Our results show that
even if we added only one spare channel to the core set of two channels
(C3 and C4) essential for hand movement recognition, we obtained 18%
increase in the recognition accuracy after applying ICA and our strategy.

Keywords: BCI · EEG · Preprocessing · ICA · Independent Compo-
nent Analysis

1 Introduction

A Brain Computer Interface (BCI) is a system that is used for controlling
the computer applications or output devices directly by the signals recorded
from a human brain. The brain activity can be recorded with many different
devices, but because of a high availability, noninvasive recording technique, and
low costs, EEG (Electroencephalograph) is usually used to deal with this task.
The brain activity, recorded via a matrix of electrodes connected to EEG device
has to undergo a series of transformations before it can be used in the control
process. First, it has to be denoised with some preprocessing techniques like spa-
tial filters, frequency filters, Independent Component Analysis etc. [1–4]. Next,
the preprocessed EEG signals have to be described by a set of features [5,6].

c© Springer International Publishing AG 2018
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Finally, the features have to be passed to the classifier that decides which com-
mand should be executed as a result of the recorded brain activity [7,8].

Although, all of the mentioned steps have to be carefully designed in order to
built a successful BCI system, the preprocessing stage seems to play the major
role. Even if we use the most sophisticated classifiers or methods for feature
selection or extraction, if the signal quality is not satisfactory, the whole system
will have a very low ITR (Information Transfer Rate – the quality measure
used for evaluating BCI performance). Hence, a very important part of a BCI
designing process is to ensure a high SNR (Signal-to-Noise Ratio) of the EEG
signal recorded from the scalp electrodes.

ICA (Independent Component Analysis) is a method often used in EEG sig-
nal analysis to enhance signal-to-noise ratio. It is a method that transforms one
set of signals into another set of signals. The optimization criterion used in the
transformation process is the maximization of independence of the signals from
the output set. In other words, ICA algorithms start with a set of mixed sig-
nals (observed signals) and try to decompose them into independent components
(source signals). When ICA is used in EEG signal analysis, the set of EEG sig-
nals recorded from a matrix of electrodes located over different parts of a subject
brain constitutes ICA input set and the set of independent components returned
by ICA is considered as the set of unknown sources of recorded EEG signals.

A set of independent components returned by ICA reflects all components that
contribute in the signals recorded from scalp electrodes. That means that these
components can have their origin not only in cortical sources but can be as well
artifacts mixing with the true brain activity. Actually, the artifacts usually domi-
nate over the cortical sources in most EEG channels and so there is a high proba-
bility that if only there is enough channels, the artifacts will be retrieved as indi-
vidual independent components. That is why most research applying ICA for EEG
signal analysis focuses on detecting specific artifacts in originally recorded signals
(ocular [9,10], muscle, electrocardiographic, and power lines artifacts [11–13]).

When the artifacts are discovered among the components returned by ICA,
they can be removed from the set of components and the EEG channels can be
reconstructed by using only non-artifacts components to enhance the signal-to-
noise ratio (SNR). This strategy provides a considerable increase of the signal
quality in the case of multichannel ICA. This fact has been confirmed in many
research for different numbers of channels, from 16 [7], through 19–20 [10,11] up to
71 [14] and even many more.

The problem is that this strategy works only if there are enough EEG chan-
nels to extract artifacts as individual components. If there are only a few channels,
the independent components obtained at ICA output do not present individual
sources but are still their mixtures. The components should be of course more
independent than the raw signals recorded from the scalp, as ICA optimization
criterion is to enhance the statistical independency, but they usually will not rep-
resent individual sources (nor cortical or external). Hence, much better solution
in a low-channel EEG seems to be picking out the components that enhance the
brain activity correlated with the task at hand than to remove the components
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that might be artifacts. The problem is, however, how to choose the right compo-
nents in an automatic way.

In the paper we would like to introduce a possible solution to the mentioned
problem – a method that allows for deciding which components from the set of
independent components returned by ICA should be used in the process of classi-
fication of the user mental states to one of the predefined motor imagery classes.
To demonstrate the possible benefits of the method, the comparison of the clas-
sification accuracy obtained with a matrix of EEG signals before and after ICA
transformation is presented in the paper. The EEG data was acquired during an
on-line session with a simple 2-states Motor Imagery BCI (MI-BCI).

2 Methods

2.1 Experiment Setup

The experiment was carried out with a male subject, age 32. The subject was
right-handed, had normal vision and did not report any mental disorders. The
subject had previous experience with BCI, but only with a BCI designed accord-
ing to SSVEP (Steady State Visually Evoked Potentials) paradigm. It was the first
time when he attended the session with MI-BCI. The experiment was conducted
according to the Helsinki declaration on proper treatments of human subjects.
Written consent was obtained from the subject before the experiment.

The detailed scheme of the experiment was as follows. The subject was placed
in a comfortable chair and EEG electrodes were applied on his head. In order to
limit the number of artifacts, the participant was instructed to stay relaxed and
not move. The start of the experiment was announced by a short sound signal.
The main part of the experiment was divided into 200 trials. During each trial an
arrow pointing to the left or right was presented to the subject. The subject task
was to imagine the wrist rotation of the hand indicated by the arrow (arrow to
the left – left hand; arrow to the right – right hand). The arrow directions for the
succeeding trials were chosen randomly. There were no breaks between trials. The
experiment was divided into 4 session, 50 trials each. The trial length was fixed
and was equal to 10 s. There were 3 min breaks between sessions. Hence, the whole
experiment was about 45 min long.

EEG data was recorded from six monopolar channels at a sampling frequency
of 256 Hz. Eight passive electrodes were used in the experiments. Six of them were
attached to the subject’s scalp at O1, O2, Pz, C3, Cz, and C4 positions accord-
ing to the International 10–20 system [15]. The reference and ground electrodes
were located at Fpz and the right mastoid, respectively. The impedance of the
electrodes was kept below 5 kΩ. The EEG signal was acquired with Discovery 20
amplifier (BrainMaster) and recorded with OpenVibe Software [16].

2.2 Data Preprocessing

At the preprocessing step, the EEG data from all 6 channels was filtered with a
Butterworth band-pass filter of the 4th order in the band 4–35 Hz. Next, 16 signal
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sets, containing different combinations of channels were prepared. Two channels,
the critical for a hand motor imagery recognition – C3 and C4, were the core of the
analysis and so, were present in each set. The core set was called S2 (“2” stands
for two inputs, “S” stands for “signal”). The four remaining channels were added
to the core set in all possible combinations to create remaining 15 sets. Hence,
we created: 4 three-input sets (S3 Cz S3 Pz; S3 O1; S3 O2); 6 four-input sets
(S4 Cz Pz; S4 Cz O1; S4 Cz O2; S4 Pz O1; S4 Pz O2; S4 O1 O2); 4 five-
input sets (S5 Cz Pz O1; S5 Cz Pz O2; S5 Cz O1 O2; S5 Pz O1 O2); and
1 six-input set (S6).

Each data set used in the analysis was 3-dimensional. The size of the first
dimension was variable and depended on the number of channels used in the chan-
nel combination (from 2 to 6). The size of the two other dimensions were the same
for each set – 200 was the size of the trials dimension, and 2560 was the size of
time window dimension.

When the sets were ready, all of them (apart from the core set that was left
unchanged as the reference set), were submitted one by one to FastICA algorithm.
The algorithm was used separately on each trial. As a result 15 signal sets were
transformed to 15 sets of independent components returned by FastICA. The size
of each component set was the same as the size of the corresponding signal set.
The new sets were named according to the same scheme as signal sets, with the
prefix “IC” (“IC” stands for “Independent Component”).

The combinations of channels were prepared in order to present that the pair-
ing process described in a next subsection works properly regardless of channels
added to the core set. Therefore, in further analysis 16 data sets would be used: the
core raw signal sets and 15 components sets (i.e. sets transformed with FastICA).

2.3 Components Pairing

The next step was the crucial point of our research. Since we knew that the clas-
sification should be performed on the basis of channels located over the hand area
of the motor cortex (C3, and C4), we had to choose these components from the set
of components returned by ICA that revealed the same brain activity as the raw
EEG signals recorded from both channels. We tried two approaches to deal with
this task in our previous research but none of them provided the satisfactory out-
put. First, we tried to assign the components to channels according to their sim-
ilarity, measured by the correlation coefficients. Then, we analyzed the demixing
matrix, returned by ICA, and matched the components to channels searching for
the channels of the highest contribution to each component. We started from the
maximal coefficient found in the matrix, paired the independent component from
the row where the coefficient was found to the channel from the corresponding
column, then we moved to the second maximum coefficient, did the same pairing,
and so on until all components were paired to the channels. That second solution
seemed to be quite justified because this is just the way how the head maps of ICs
are created, however, it did not increase the classification accuracy. We started to
analyze this approach deeper and we finally found the proper solution.
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The components returned by ICA are the most independent components con-
tributed to the mixed signals. In EEG data, the strongest contribution usually
comes from the artifacts. Hence, when we started the pairing process from the
ICs that had the highest demixing coefficients, we looked for the channels where
the unknown sources (probably artifacts) were the most visible. In this way we
first paired the probably-artifact-components with the channels where they con-
tributed the most, and after that we tried to do the pairing between the remaining
components and channels. As a result the whole process started to be random.

Therefore, we reversed the pairing process. Instead of trying to match compo-
nents to channels, we matched the channels to the components. It was a simple
computational change but it made a big difference. Moreover, we also did not try
to match all channels to all components. We knew that we needed only the compo-
nents that contributed the most to C3 and C4 channels. The remaining channels
should not carry useful information for hand movement recognition, and hence we
assumed that also the components that were not paired to C3 and C4 channels
could be removed from further analysis. We started the procedure from channel
C3. We looked for the highest demixing coefficient in a column corresponding to
this channel and paired the channel with the independent component from the
corresponding row. Next, we did the same pairing for channel C4. As a result we
obtained a pair of components, one corresponded to C3, and one corresponded
to C4. We did not removed the component matched to C3 channel from the set
of components before searching for the component corresponded to C4 channel.
Hence, theoretically it was possible that the same component would be returned
for both channels. If such situation really occurred, it could lower the classification
precision but only for the given trial (it did not occur in the reported survey).

An example of the procedure described above is presented in Fig. 1 via one
randomly chosen trial from the six-input channel set. The subfigures presents:
Fig. 1a - the set of raw signals from the succeeding channels, Fig. 1b – the set of
independent components returned by FastICA, Fig. 1c – the demixing matrix (the
columns corresponding to channels C3 and C4 and the rows corresponding to the
chosen components are marked), and Fig. 1d – the chosen components.

2.4 Feature Extraction, Feature Selection, and Classification

The classification of the motor imagery EEG data was performed with power band
features. Twelve frequency bands were used to extract the features: alpha band
(8–13 Hz), beta band (13–30 Hz), five sub-bands of alpha band (8–9 Hz; 9–10 Hz;
10–11 Hz; 11–12 Hz; 12–13 Hz), five sub-bands of beta band (13–17 Hz; 17–20 Hz;
20–23 Hz; 23–26 Hz; 26–30 Hz). The features were calculated separately per each
second of the recording, hence there were 120 features per each channel, and 240
features per 2-channel/2-component set.

When the paring process ended all sets were reduced to the same size: 2 chan-
nels (C3 and C4, or components corresponding to C3 and C4); 200 trials, and 2560
samples. Each of the final data set was individually subjected to feature extrac-
tion, feature selection, and classification. Because of the high number of features,
the feature selection process was performed. Taking into account the Raudys and
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Fig. 1. An example of the approach for pairing channels to components; a – EEG signals
from the succeeding channels; b – independent components returned by FastICA; c –
the chosen components; d – the demixing matrix.

Jain recommendation that at least 10 times more training examples per class than
the features should be gathered to train the classifier correctly [17], we limited the
number of features to 8. For feature selection we applied LASSO algorithm, pro-
posed by Tibshirani [18]. The LASSO optimization problem assumes linear depen-
dency between input features and output values and is given as minimization of:
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1
2N

N∑

n=1

(yi − β0 − xT
i β)2 + λ

P∑

j=1

|βj | (1)

with respect to β0 and β, where: N is the number of observations, yi is the response
for observation i, xi is the p-dimensional input vector for observation i, xi is a
non-negative regularization parameter, β0 and β are regression parameters (β0 is
a scalar, β is a p-dimensional vector). In the research the matlab implementation
for LASSO was used with the following parameters: λ - 1, k-fold cross validation
- 10, maximum number of non-zero coefficients in the model - 8.

The classification was performed together with the feature selection in a dou-
ble 10-fold cross validation loop. Linear SVM classifiers were used in the classifi-
cation process. The classifiers built for different IC-sets and the reference set were
compared according to the validation error, calculated as the mean over 10 vali-
dation errors of the classifiers from the outer cross validation loop. To obtain even
more unbias results, the whole procedure, starting from independent components
calculation and ending with evaluating classifiers accuracy, was repeated 5 times
per each of 15 IC-sets. Also the core set was submitted five times to the feature
selection, feature extraction and classification processes.

3 Results and Discussion

Figure 2 presents the mean classification accuracy obtained per each of the chan-
nel combinations in all five rounds. The average classification accuracy evalu-
ated on the core set (composed of channels C3 and C4) is marked at Fig. 2 as
a straight dashed line. As it can be noticed, regardless of the channel combina-
tion, the average accuracy calculated over the set of raw signals, equal to 64%
was always smaller than the classification accuracy obtained after applying ICA
and our channels-to-components pairing method. The highest mean accuracy,
equal to 79% was obtained for the 8th combination (IC4 O1 Cz) and the smallest
for the 11th combination (IC5 O1 O2 Pz – 70%). The grand average classifica-
tion accuracy calculated over all combinations of channels was equal to 75%, and
hence was 17% higher than the accuracy calculated over the set composed of the
unprocessed EEG data. Table 1 presents the classification accuracy obtained in
each of 5 testing rounds. As it can be noticed the results obtained for succeed-
ing rounds differed slightly, but still each one was higher than in the case of the
unprocessed data. The highest gain in the classification accuracy (more than 20%)
was observed when the channel set contained Cz channel. On the contrary, the
smallest improvement was characteristic for sets that contained O1 and O2 chan-
nels, but not Cz channel.

Figure 2 and Table 1 shows that in each single case the application of ICA
improved the classification precision. However, the increase was not the same for
different combinations of channels. At the beginning of our research we believed
that the more channels would be added to the electrode matrix, the higher accu-
racy increase would be obtained (because of the higher SNR of the output C3 and
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Fig. 2. The comparison of the mean classification accuracy of all IC-sets. The accuracy
of the reference set is marked as a straight dashed line

Table 1. The classification accuracy obtained for the core set (first row) and all 15 sets
of components (remaining rows) in succeeding test rounds; two last columns presents
the accuracy averaged over 5 test rounds and the accuracy increase after applying ICA

Combination

number

Channels/

components set

Classification accuracy [%] Accuracy

increase [%]

Test 1 Test 2 Test 3 Test 4 Test 5 Mean

- S2 (core set) 65 63 64 65 63 64 -

1 IC3 Cz 77 81 76 77 75 77 21

2 IC3 Pz 73 73 75 72 73 73 14

3 IC3 O2 77 75 75 77 77 76 19

4 IC3 O1 72 76 74 79 79 76 18

5 IC4 Cz Pz 78 77 75 80 77 78 21

6 IC4 Cz O2 78 75 75 76 79 77 20

7 IC4 Pz O2 71 74 72 74 71 72 13

8 IC4 Cz O1 78 80 81 74 82 79 23

9 IC4 Pz O1 70 72 73 69 74 72 12

10 IC4 O1 O2 71 75 76 74 73 74 15

11 IC5 Pz O1 O2 72 69 67 67 74 70 9

12 IC5 Cz O1 O2 79 79 70 77 74 76 18

13 IC5 Cz Pz O1 75 68 75 73 74 73 14

14 IC5 Cz Pz O2 72 76 77 77 75 75 18

15 IC6 Cz Pz O1 O2 80 78 75 77 81 78 22

Mean 75 75 75 75 76 75 17
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C4 signals). Meanwhile, it occurred that the number of channels is not relevant for
the accuracy increase. As it can be noticed in Table 2, presenting the classification
accuracy averaged over the combination of channels containing the same number
of channels, the highest increase was in fact observed for a six IC-set (22%), but
the smallest - for five IC-sets (15%).

Table 2. The classification accuracy averaged across the number of channels used in
the channels combinations.

Number of components Mean accuracy [%] Accuracy increase [%]

6 78 22

3 76 18

4 75 17

5 74 15

4 Conclusion

The channels-to-components pairing method proposed in the paper provided the
better classification accuracy than the direct classification performed on the chan-
nels from the core set. This result was stable, regardless of the number of channels
and their localization. This allows to believe that first, the right components were
paired to C3 and C4 channels, and second by adding additional channels to the
core set, composed of channels most suitable for recognizing the imagery hand
movement, improved the signal quality. Hence, we conclude that in our survey
the components returned by ICA reflected the same brain activity as raw C3 and
C4 channels but had higher SNR. Moreover, analyzing the results from succeeding
channels combinations, we found that the highest improvement in the classifica-
tion accuracy was observed when Cz channel was added to the core set. Because
of the localization of Cz channel (very close to the channels from the core set) this
observation might mean that Cz channel, contaminated with the same artifacts as
C3, and C4 channels, seized the artifacts and as a result more clean components
corresponding to C3 and C4 channels were obtained.

References

1. Wang, Y., Shangkai, G., Xiaorong, G.: Common spatial pattern method for channel
selection in motor imagery based brain-computer interface. In: Proceedings of the
2005 IEEE Engineering in Medicine and Biology 27th Annual Conference (2005)

2. Oja, E., Yuan, Z.: The FastICA algorithm revisited: convergence analysis. IEEE
Trans. Neural Netw. 17(6), 1370–1381 (2006)

3. Augustyniak, P.: Adaptive wavelet discrimination of muscular noise in the ECG. In:
Proceedings of Computers in Cardiology (IEEE-EMB), vol. 33, pp. 481–484 (2006)



402 I. Rejer and P. Górski
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Abstract. The article presents the results of the research joining sig-
nal analysis and medical aspects. It focuses on the analysis of the voice
signals of the singers using GNE parameter. The GNE (Glottal-to-Noise
Excitation Ratio) parameter has been used for the analysis of singing
voice quality. The GNE values were calculated basing on the recorded
samples. The results show that GNE may be useful in assessing the over-
all singing quality of the choir singers. The results may be useful for the
development of the tools for computer analysis of singer’s or speaker’s
voices.

Keywords: Voice · Singing voice · Singing quality · GNE

1 Introduction

The research presented in the article was driven by need to support the process
of voice production training in the choral ensembles. Choirs are continuously
working on developing their sound and artistic quality. The quality of the choir
sound depends on the characteristics and quality of individual singers voices. The
measures of voice quality can be useful in supervision of voice production. The
properly selected evaluation criteria allow for corrections of particular voice char-
acteristics in the right way. Not only singing quality but also health of the singers
may benefit from such corrections. One of the various parameters (attributes)
characterizing singing voice is a phenomenon connected to a noise component. It
gives the impression of humming, hissing or rustling voice hereinafter named as
the noisy voice as all of the above listed characteristics are connected with noise
component. It may influence resonance parameter of the human voice [1]. From
the medical point of view this problem is connected with disorder of vibration
of the vocal folds [2]. This can result from some vocal apparatus disease or this
could be just an individual voice characteristic of a singer. Sometimes a loss of
high frequency components in the signal is associated with this problem. The
presence of intense noise component in a singing voice can be a warning signal,
inducing the singer to perform a phoniatric diagnostic. In [3] an example study
on the noise in choir singers voices has been presented.

c© Springer International Publishing AG 2018
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2 Literature Review

The degree of noise in voice signal belongs to the important group of features
applied for the assessment of voice quality. The methods are primarily limited to
the assessment of the accuracy of the harmonic structure hence are often referred
to as HNR (Harmonic-to-Noise Ratio) methods. In the literature various indi-
cators can be found. An important indicator is HNRY umoto which is estimated
in the time domain. First the average glottal period is calculated and then the
length of each period is normalized. Next each segment is compared with the
average (segment). The variance of deviations obtained in this way is the measure
of noise [4]. In the modified version, HNRQi, the dynamic time warping is used
to normalize segments in the time domain [5]. NNE (Normalized Noise Energy)
is another measure which presents the ratio of non-harmonic signal energy to the
total energy of signal. The location of the minima between the harmonics in the
range 1–5 kHz, carrying the information about the level of noise, is used for its
estimation [6]. The parameters presented in [7] are based on the spectral comb
filtering, separating the harmonic and non-harmonic energy of the signal. These
are the HNR, SPI and TNI measures. Each measure is the ratio of energy value
in specific frequency ranges. Cepstral HNR (CHNR) [8] adapts the cepstrum to
determine the baseline of spectrum. The ratio of total energy to the base energy
of spectrum is then determined. Further modifications consist in better fitting
the baseline to the spectrum [9]. To this end the algorithm presented in [9] is
often used to calculate the measure. The discrimination between harmonic and
noise energy in the magnitude spectrum by means of a comb filtering operation
in the cepstrum domain is used in this method. According to the authors the
method is a valid technique for determining the amount of spectral noise and
may be a useful parameter in the analysis of voice quality. The HNR measure is
calculated in this case in the following way: a variable window length equal to 5
pitch periods is determined, then the pitch component of the cepstrum is filtered
and the energy of the harmonics is compared with the noise floor. Some sub-
measures such as HNR5 which measures the HNR between 0–500 Hz, HNR15
which measures the HNR between 0–1500 Hz and HNR25 which measures the
parameter in the range 0–2500 Hz can be found in literature. The effectiveness
of the F0 detection algorithm is the main factor affecting reliability of all above
mentioned measures. HNRQi and HNRY umoto measures are particularly sen-
sitive to this due to the need of precise detection of glottal segments in the
time domain. The fact that they do not allow to estimate a HNR parameter
for the required frequency is another disadvantage of these measures. The other
measures require correct estimation of the mean F0 in the test signal frame.
NNE determination involves significant problem with detection of harmonics
and determination of their range. The calculation of CHNR instead entails the
problem with precise estimation of the baseline of the spectrum which is used
to separate non-harmonic and harmonic energies. As a parameter competitive
to ratio of noise a GNE (Glottal-to-Noise Excitation Ratio) has been proposed
[10]. The authors show the advantage of their method over CHNH and NNE,
as the algorithm does not require the information estimated on F0 trajectory,
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what should result in increased reliability of the measure. The disadvantage of
the method is its high complexity. In this study GNE parameter is used to
measure the singing voice quality of choral singers in the context of noise in the
analysed signal. While comparing GNE to a competitive CHNR parameter one
should keep in mind that CHNR is reported to be F0 dependent, therefore the
results can be compared when calculated for the same pitches. The GNE used
in the study represents an approach quantifying the amount of voice excitation
by vocal-fold oscillations versus excitation by turbulent noise. In this sense it
is closely related to breathiness. The latter term however is a multidimensional
perceptual phenomenon which we do not intend to model directly. The earlier
methods defined parameters for breathiness or additive noise either in frequency
domain or in time domain [11] and depended on the regularity of several glot-
tal oscillations. The advantage of GNE is that it is applicable even for highly
irregular glottal oscillations.

3 Material for the Study

In this study a database consisting of representative samples reflecting the abil-
ities of choir singers was used. The database has been created in the frame of a
research project of West Pomeranian University of Technology: “Computerized
methods of supporting the process of training choir voices” [12]. The decision
about using own sound material resulted from the necessity of having a database
which would represent the abilities of choir voices as a specific class of voices. It
was assumed that there are certain singing parameters which may be measured
irrespectively of what is being sung and that these parameters are influenced by
what is being sung. Therefore, the creation of such a database was of significant
importance. The database consists of recorded samples of five vocal exercises
used as material for assessing the quality of singing voice. The exercises were
selected from a set usually used during vocal trainings of the choir. The most
important features for the exercises are: the text, sound scheme in reference to
the key of C-major and the approximate tempo of the performance of the exer-
cise. The selection of these exercises took into account the possibility of detecting
different problems: intonation, timbre, vibrato, noise and others. The develop-
ment of the database is still ongoing. Most of the recorded singers sing in the
choir of the same university. The recently developed part of the database con-
sists of the set of recordings of amateurs (non-singers). The study was carried
out in twenty singers of the choir. Each recorded person was in good health.
The singers represented different levels of advancement (Table 1) according to
the assignments made by experts (beginner, intermediate and advanced). In the
male group three singers denoted in the database as s05m, s14m and s16m were
assigned to the beginners group and another three singers: s02m, s04m and s05m
to the intermediate group. The last two male singers (s07m and s10m) belong
to the group of advanced singers. In the female group three singers denoted as
s01f, s15f and s20f were assigned to the group of beginners. The intermediate
group consisted of seven singers. One female singer (s13f) was assigned to the
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Table 1. Description of the audio database content

Symbol of singer (DB v2.0) Gender Voice Advancement Years in the choir

s01f Female Soprano Beginner 5

s02m Male Bass Intermediate 16

s03f Female Soprano Intermediate 15

s04m Male Bass Intermediate 3

s05m Male Bass Beginner 1

s06f Female Soprano Intermediate 5

s07m Male Bass Advanced 18

s08f Female Alto Intermediate 7

s09f Female Alto Intermediate 3

s10m Male Bass Advanced 6

s11f Female Soprano Intermediate 3

s12m Male Bass Intermediate 3

s13f Female Soprano Advanced 15

s14m Male Bass Beginner 2

s15f Female Alto Beginner 2

s16m Male Bass Beginner 2

s17f Female Soprano Intermediate 4

s18m Male Tenor Intermediate 6

s19f Female Alto Intermediate 2

s20f Female Soprano Beginner 1

advanced singers group. The investigated singers were singing the sequence of
vowels ‘a-e-i-o-u’. The exercise used for the study closely reproduces the real
singing conditions.

4 Research Background

The basic assumption in using GNE coefficient is that during the closing of the
vocal folds frequencies in different bands are synchronously aroused. Irregular air
flow is manifested as uncorrelated frequencies in different bands. In this study
the GNE parameter is estimated for the band 3000 Hz in the following way [10]:

1. down-sampling of the signal to 10 kHz and the inverse linear-predictive filter-
ing of the signal,

2. band-pass filtering with Hanning window (3000 Hz wide) with differences in
median frequencies of at least 1500 Hz,

3. calculation of the Hilbert envelopes (the absolute value of the complex ana-
lytic signal) for different frequency bands with fixed bandwidth and different
centre frequencies,
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4. translation to the time domain,
5. estimation of the correlation parameter: every pair of envelopes for which the

difference of their centre frequencies is equal or greater than half the band-
width is considered and the cross correlation function between such envelopes
is calculated,

6. the maximum of each correlation function is saved in a maxima vector, the
maximum from the maxima vector obtained in the previous stage is the result-
ing value.

The whole process is illustrated in Fig. 1. Due to the correlation nature the
maximum of GNE equals 1. This is the case when two different envelopes (for
different bands) are exactly the same. GNE decreases when contribution of noise
in voice increases and, at the same time, the frequency coefficients are reduced.
This factor may be associated with the so-called humming voice in an extreme
case.

Fig. 1. Estimation of GNE in the singing signal

5 The Analysis and the Results

After the singing samples were acquired the GNE spectrum has been estimated
for each recorded sample. The analysis of the data should give the answer to
the posed questions. The study was focused on measuring the GNE parameter
in the choral singers. The example values obtained for the female singer s01f
are presented in Fig. 2. It should be noted that singers were singing starting
from the highest pitches to the lowest possible to achieve. While interpreting the
Fig. 2 it can be observed that the values for the higher pitches are rather lower
than for the sung sounds from the middle of the voice scale. Also at the end of
the scale situation is similar although more stable. GNE values decrease while
increasing the contribution of noise in the voice at the same time. It means that
the singer produces audible noise in the emitted sound at the beginning and at
the end of her scale. Three voice production experts independently agreed with
that conclusion. The final advice for the singer is to train singing sounds in the
higher vocal range. Another solution is to change the voice the singer sings in to
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Fig. 2. GNE values for the singer s01f

Fig. 3. GNE values for the singer s03f

the lower one. The mean value of GNE for that singer is 0,77 but, as it can be
seen, without wider view the conclusion can be too general.

The singer s03f (Fig. 3) is another soprano singer, much more experienced
(15 years of singing, see Table 1) but the problems are the same, or even big-
ger. The observed overall vocal range is a little bit wider than in previous case.
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Fig. 4. GNE values for the singer s06f

Fig. 5. GNE values for the singer s20f

Mean GNE ratio is lower than in the previously analysed case and the noise
problems at the beginnings and endings of the vocal range are deeper. Proper
vocal range lasts from gis1 to e2 (so is more narrow than in the previous exam-
ple). The next singer, s06f, is also soprano with 5 years of singing experience
(Fig. 4). Singer s06f generally sounds good (less noisy) when singing pitches
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Table 2. Mean GNE in the context of the singing experience of the female singers

Symbol of singer (DB v2.0) GNE Advancement Years in the choir

s01f 0,77 beginner 5

s03f 0,76 intermediate 15

s06f 0,76 intermediate 5

s08f 0,75 intermediate 7

s09f 0,68 intermediate 3

s11f 0,63 intermediate 3

s13f 0,69 advanced 15

s15f 0,81 beginner 2

s17f 0,67 intermediate 4

s19f 0,81 intermediate 2

s20f 0,48 beginner 1

below g2 but, in the contrary to the previous singers, her effective vocal range
is narrow (approximately g1 to g2). Very interesting are the results obtained
for the very beginner singer s20f (Fig. 5) – another soprano. The singer shows
very weak GNE plot. It seems that the singer doesn’t know the abilities of her
vocal instrument. Probably she does not know how to sing properly and has no
appropriate experience, no knowledge in this respect. Mean GNE ratio for that
singer is 0,48. She needs intensive voice production training. Finally the table
summarizing mean GNE ratios, advancement level (given by experts) of the
singer and the years of singing experience is presented in the Table 2 but there
is no visible direct correlation between the experience and the level of noise in
the singing voice. The article omitted the results for the male voices, because
the results and their interpretation are very similar.

6 Conclusion

The article was focused on the analysis of the voice signals of the singers with
the use GNE parameter. The parameter may be useful to indicate the presence
of noise in the singing voice. Thus the more precise question was whether the
GNE parameter can be useful to assess quality of voice from the perspective
of noise component. The noise characteristic is well recognizable by human per-
ception and it can be used as an evaluation criterion of quality of singing voice.
Referring to the literature GNE values decrease in case of increasing contribu-
tion of noise in the voice. The analysis has shown that noise characteristics are
consistent with the assessments of experts asked to compare the results to their
impressions and knowledge. The GNE parameter can be used to estimate the
quality of the singing voice (in the context of the noise). It seems to be possi-
ble to assess properly the vocal range of the singer estimating GNE parameter
although the examples show that it is not always possible – in particular when
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a singer is the very beginner. The method of signal analysis using GNE is sta-
ble. The results are repeatable and gives possibility of valuable interpretation.
The final conclusion is that the use of the GNE analysis can be used in the
systems for automatic assessment of singing quality and assessment of the level
of advancement.
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Abstract. In this paper, the problem of multilabel classification using
the classifier chain scheme is addressed. We deal with the problem of
building a diverse ensemble of the classifier-chain-based ensemble. For
this purpose, we propose a permutation-based criterion of chain diver-
sity. The final ensemble is build using a multi-objective genetic algorithm,
which is used to optimise classification quality and chain diversity simul-
taneously. The proposed methods were evaluated using 29 benchmark
datasets. The comparison was performed using four different multi-label
evaluation measures. The experimental study reveals that the proposed
approach provides a better classification quality than response-based
diversity criteria.

Keywords: Multi-label classification · Classifier-chain · Diversity

1 Introduction

In many real-world recognition task, there appears a situation when an object is
simultaneously assigned to multiple categories. This is an example of so called
multi-label data [8]. Unfortunately, traditional single-label classification meth-
ods cannot directly be employed to solve this problem. A solution to this issue
is a generalization of classical classification task called multi-label classification
which assumes that object is described by a set of tags. Nowadays, multi-label
learning becomes a useful tool for solving many data-mining tasks, since the
amount of multi-labelled data increases rapidly [8]. As a consequence, multi-label
learning was employed in a wide range of practical applications including text
classification [13], multimedia classification [23] and bioinformatics [12,28,30,31].
In this paper, we address an issue of building a diverse committee of multi-label
classifiers. Our focus is put on building a diverse ensemble of multi-label classifier
chains (CC) algorithms [22]. To deal with this problem, we propose a model-
based criterion of chain diversity. More precisely, the criterion assesses chain
similarity using permutation distance [4]. To form a final ensemble, we employed
a multi-objective genetic algorithm that simultaneously optimises classification

c© Springer International Publishing AG 2018
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quality and ensemble diversity [15]. This paper is organized as follows. The next
section (Sect. 2) shows the work related to the issue which is considered through-
out this paper. The subsequent section (Sect. 3) provide a formal notation used
throughout this article, and introduces the proposed algorithm. Section 4 con-
tains a description of experimental setup. In Sect. 5 the experimental results are
presented and discussed. Finally, Sect. 6 concludes the paper.

2 Related Work

One of the most widespread methods of dealing with multi-label tasks are decom-
position methods. Methods from the this group transform an original multi-label
problem into a set of simpler, single-label classification sub-problems, and then
apply a combination procedure to build a single multi-label prediction from mul-
tiple single-label outcomes [8,26]. A great advantage of this approach is that it
allows to use any state-of-the-art single-label classifier to solve a multi-label task.
The most intuitive approach in this group is the binary relevance (BR) approach
that decomposes a multi-label classification task into a set of one-vs-rest binary
classification problems [26]. It means that one classifier is built to recognize
one label. This approach assumes that labels are conditionally independent [26].
However the assumption does not hold in most of real-life recognition prob-
lems, the BR framework is one of the most widespread multi-label classification
methods [8]. To preserve scalability of the BR classifiers and incorporate into
it a model of inter-label relations, Read et al. [22] proposed the classifier chain
model (CC) which establish a linked chain of modified BR classifiers. The mod-
ification builds a label sequence, for which the feature space of each classifier
along the chain is extended with binary variables corresponding to the labels
that precede the given one. The described approach passes along the chain,
information allowing CC to take into account inter-label relations at the cost of
allowing the label-prediction-errors to propagate along the chain [22]. Another
major drawback of the CC system is that the performance of a chain classifier
strongly depends on chain configuration. To overcome these effects, the authors
suggested to generate an ensemble of chain classifiers (ECC). The ensemble con-
sists of classifiers trained using randomly chosen label sequences. An alternative
solution to building a classifier chain ensemble is to find chain structures that
allows the ensemble to improve the classification quality [19].

To achieve this goal Read et al. extends the original mechanism of generat-
ing chain sequences. They proposed a strategy which uses Monte Carlo sampling
to explore the label sequence space [19]. Chain sequence can be also found in a
heuristic way. That is, Goncalves et al. developed a strategy that utilises a genetic
algorithm (GA) to find an ensemble of classifier chains [9]. The other way is to
build an explicit model of inter-label dependencies. In [17] authors proposed
to compute label-dependence using information gain. Then they applied Page
Rank Algorithm to build dependency graph. A Bayesian Network (BN) model
can also be employed to model inter-label dependencies [24]. Since the compu-
tational complexity of BN inference is high, Read et al. proposed a simplified
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method based on pre-defined structures (trellis) which describe inter-label depen-
dencies [20]. The studies on multi-label ensembles show that building ensemble
classifiers focused mainly on optimisation of classification quality is often insuffi-
cient. In order to build an efficient and robust classifier ensemble, we should take
into account the diversity of classifiers that constitutes the ensemble [1,3]. How-
ever, the body of literature describing this idea in the context of ML classification
is not so wide as for the traditional classification [3]. For example Chekina et
al. provided a ensemble generating strategy based on generating label partitions
and combine their outputs [3]. Approaches which presents model-based diversity
measures dedicated to CC classifier are also described [1].

3 Proposed Method

3.1 Preliminaries

Under the multi-label (ML) formalism a d-dimensional object x =
[x1, x2, . . . , xd] ∈ X is assigned to a set of labels indicated by a binary vec-
tor of length L: y = [y1, y2, . . . , yL] ∈ Y = {0, 1}L, where L denotes the number
of labels. Each element of the vector is related to a single label and yi = 1
denotes that i-th label is relevant to the object x. In this study we suppose that
multi-label classifier H, which maps feature space X to the set Y, is built in
a supervised learning procedure using the training set T containing N pairs of
feature vectors x and corresponding class labels y:

T =
{

(x(1),y(1)), (x(2),y(2)), . . . , (x(N),y(N))
}

. (1)

When classifier validation is needed, we also use a validation set V: V ∩ T = ∅.
The classifier produces a soft response vector:

r(x) = [d1(x), . . . , dL(x)] ∈ [0, 1]L (2)

where di(x) ∈ [0, 1] is label-specific support. The soft response vector is con-
verted into multilabel output using thresholding procedure:

h(x) = [[[d1(x) > 0.5]], . . . , [[dL(x) > 0.5]]] ∈ Y, (3)

where [[.]] is the Iverson bracket. In this paper, we consider ML classifiers build
according to the chain rule. That is, the classifier H is an ensemble of L single-
label classifiers ψi that constitutes a linked chain which is build according to a
permutation of label sequence Π. During the learning stage the input space of
a base classifier ψi is build according to the following rule:

Ai(x(n)) =
{
x(n), y

(n)
Π(1), . . . , y

(n)
Π(i−1)

}
. (4)

During the inference phase, due to lack of the ground-truth labels, we use pre-
dictions of previously queried single-label classifiers:

Bi(x) =
{
x, hΠ(1)(x), . . . , hΠ(i−1)(x)

}
. (5)
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Now, let us define a ML K-element classifier ensemble: eH = {H1, . . . , HK}
whose soft prediction vector is a simple average of response vectors corresponding
to base classifiers: d̃(x)i = K−1

∑K
k=1 dk

i (x). Building of a binary response vector
is performed using (3).

3.2 Diversity Measures

In this section, we propose a model based diversity criterion for classifiers built
according CC approach. Namely, we employ similarity measures of permutations
which described classifier chains that constitute the ensemble. The diversity
approach is defined using pairwise comparison of ensemble members:

DivM(eH) =
2

K ∗ (K − 1)

K−1∑
i=1

K∑
j=i+1

p(Πi,Πj), (6)

where p(Πi,Πj) ∈ [0, 1] is a normalised measure of permutation similarity [4].
During the experimental studies, we consider following permutation similarity
measures (a detailed description of the measures is provided in [4]): Cayley
similarity, Precedence similarity, Swap similarity, Ulam similarity Additionally,
as reference methods, we provide a macro-averaged version of pairwise diversity
measures which are previously proposed in [14]:

DivR(eH,V) =
2

LK(K − 1)

L∑
l=1

K−1∑
i=1

K∑
j=i+1

q(ψi
l , ψ

j
l ,V), (7)

where q(ψi
l , ψ

j
l ,V) is one of pairwise diversity measures proposed by

Kuncheva [14]: Correlation based, Disagreement based, Q measure based.

3.3 Ensemble Selection

In order to find the best classifier ensemble, we conducted the following proce-
dure. First, an initial ensemble eH, containing K multi-label classifiers, is gener-
ated. The chain orders for those ensembles are generated in a random way. Then
we use NSGA-II algorithm [15] to prune the initial ensemble. As a fitness func-
tions for the multi-objective GA optimisation we use well-known macro-averaged
F1 measure and one of the diversity measures defined above. Chromosomes for
the GA algorithm are defined as binary vectors c ∈ {0, 1}K which selects base
classifiers that are used to build a pruned ensemble.

4 Experimental Setup

All base single-label classifiers were implemented using the J48 algorithm which is
theC4.5 [18] algorithm implemented inWEKA framework [11]. The classifier para-
meters were set to its defaults. All multi-label algorithms were implemented using
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MULAN [27] framework. We employed NSGA-II algorithm implemented in the
MOEA framework [10]. The number of iterations and the size of population was set
to 1000 and 300 respectively The sourcecode of the described approach is available
online at1. The experiments were conducted using 29 multi-label benchmark sets.
The main characteristics of the datasets are summarized in Table 1. The extraction
of initial-training datasets was performed using ten-fold crossvalidation. Some of
the employed sets needed preprocessing. That is, multi label regression sets (No.: 7,
8, 12, 13, 24, 28) were binarised using thresholding procedure. To be more accurate,
when the value of output variable, for given object, is greater than zero, the corre-
sponding label is set to be relevant to the object. We also used multi-label multi-
instance [32] sets (No.: 1, 3, 6, 15, 16, 23) which were transformed to single-instance
multi-label datasets according to the suggestion made by Zhou et al. [33]. To
reduce the computational burden we use only subsets for each of IMDB, Tmc2007,
Mediamill and Cbmi sets. The algorithms were compared in terms of 4 differ-
ent quality criteria coming from three groups: instance-based, micro-averaged and

best

worst

Hamming

Macro F1

Micro F1

zero-one

Algorithms:

Corr
Disag
Q

(a) Preliminary results for response-
based criteria.

best

worst

Hamming

Macro F1

Micro F1

zero-one

Algorithms:

Cayl
Prec
Swap
Ulam

(b) Preliminary results for
permutation-based criteria.

Fig. 1. Results of preliminary experiments. Each radar plot visualises average ranks
obtained by algorithms (smaller is better). Black bars shows the critical distances for
the Nemenyi post-hoc procedure.

Table 2. Wilcoxon test – p-values for paired comparisons of investigated algorithms
Algorithms are numbered according to Sect. 4. The last row of the table presents aver-
age ranks achieved over the test sets.

Hamming Zero-one Macro F1 Micro F1

1 2 3 1 2 3 1 2 3 1 2 3

1 0.595 0.798 0.698 0.759 0.417 0.040 0.155 0.269

2 0.595 0.698 0.094 0.155

Rnk 1.879 2.259 1.862 1.983 2.155 1.862 2.155 2.259 1.586 1.914 2.431 1.655

1 https://github.com/ptrajdos/mlWorkHorse.

https://github.com/ptrajdos/mlWorkHorse
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best

worst

Hamming

Macro F1

Micro F1

zero-one

Algorithms:

1
2
3

Fig. 2. Results of the main experiment.

Table 3. Outcome of the Friedman test

Criterion p-Value

Hamming .448

Macro F1 .063

Micro F1 .040

Zero-one .511

macro-averaged [16]. We applied three instance-based criterion, namely zero-one
loss and Hamming loss [16]. In addition we harness micro/macro-averaged F1-
measure [16]. Statistical evaluationof the resultswasperformedusing theWilcoxon
signed-rank test [6] and the family-wise error rates were controlled using the
Bergmann-Hommel’s procedure [7]. Additionally, we employed the Friedman test
followed by the Nemenyi [6] post-hoc procedure. For all statistical tests, the sig-
nificance level was set to α = 0.1. The experiments were conducted using a two-
step procedure. A preliminary experiment which is conducted to choose the best
model based and response based diversity criteria. However, due to space limita-
tion, we do not present full results of preliminary experiments. The second stage
compares diversity ensembles build using Q-measure based, and Precedence based
criteria (See Sect. 5). The main experiment compares ensembles build using pre-
viously selected diversity measures and quality criterion with an ensemble build
using only quality criterion. In the following section the algorithms are numbered
as follows:

1. An ensemble build using only macro-averaged F1 quality measure.
2. An ensemble build using the quality criterion and Q-measure based diversity

criterion.
3. An ensemble build using the quality criterion and permutation based prece-

dence diversity distance.
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The maximal and minimal size of the initial committee, that is pruned using
genetic algorithm, is set to 40 and 2 respectively.

Table 4. Wilcoxon test – p-values for paired comparisons of investigated algorithms
Algorithms are numbered according to Sect. 4.

Hamming Zero-one Macro F1 Micro F1

1 .113 .112 .112 .563 .556 .546 .887 .866 .877 .848 .828 .834

2 .049 .048 .050 .501 .496 .498 .613 .605 .610 .562 .556 .571

3 .097 .096 .097 .412 .411 .411 .686 .685 .686 .630 .632 .631

4 .139 .140 .139 1.00 1.00 1.00 .810 .810 .809 .660 .662 .659

5 .033 .033 .033 .911 .913 .912 .764 .764 .763 .484 .485 .485

6 .111 .112 .112 .440 .441 .442 .762 .768 .761 .727 .733 .729

7 .044 .045 .044 .190 .192 .190 .523 .523 .523 .536 .538 .535

8 .043 .045 .045 .194 .200 .197 .519 .527 .526 .527 .532 .526

9 .215 .210 .211 .732 .735 .725 .386 .376 .382 .363 .355 .357

10 .049 .049 .048 .846 .843 .850 .678 .681 .678 .431 .432 .428

11 .272 .277 .275 .752 .793 .773 .357 .362 .359 .280 .287 .283

12 .082 .083 .081 .193 .196 .189 .770 .783 .770 .950 .967 .950

13 .070 .070 .071 .190 .190 .193 .726 .727 .726 .808 .812 .811

14 .001 .001 .001 .030 .029 .029 .046 .043 .043 .013 .012 .012

15 .120 .122 .120 .578 .594 .570 .810 .824 .805 .799 .806 .783

16 .116 .118 .116 .625 .628 .625 .796 .802 .798 .691 .707 .699

17 .085 .085 .086 .854 .852 .850 .894 .891 .893 .742 .743 .742

18 .077 .078 .077 .951 .951 .952 .913 .914 .913 .845 .853 .848

19 .077 .076 .077 .941 .944 .944 .918 .915 .916 .842 .834 .839

20 .018 .018 .018 .774 .773 .773 .582 .581 .581 .795 .793 .795

21 .031 .031 .031 .904 .900 .906 .748 .750 .748 .462 .463 .461

22 .010 .010 .010 .319 .315 .318 .243 .244 .243 .185 .186 .182

23 .195 .201 .196 .617 .618 .615 .455 .463 .454 .455 .463 .454

24 .047 .047 .047 .133 .134 .133 .783 .784 .780 .958 .961 .953

25 .109 .107 .108 .428 .418 .423 .326 .320 .324 .328 .322 .326

26 .129 .130 .130 .731 .734 .733 .445 .446 .445 .440 .440 .440

27 .073 .072 .073 .789 .781 .794 .557 .557 .556 .393 .388 .393

28 .291 .294 .291 .985 .989 .988 .526 .539 .525 .448 .455 .447

29 .196 .198 .197 .813 .815 .812 .604 .604 .605 .354 .355 .355
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5 Results and Discussion

Due to space limitation, the results of the preliminary experiment are presented
only in graphical form in Figs. 1a and b. The visualised Nemenyi post-hoc critical
distances clearly shows that there are no significant differences between tested
methods. However, for response based diversity criteria the algorithm based on
Q-measure, the average ranks obtained by the method are the lowest. So this
diversity measure is chosen to be investigated in the second phase of the exper-
iment. The situation is not so clear in the case of permutation-based diversity
measures. That is, no single algorithm achieves the lowest average rank. How-
ever, we decided to choose diversity measure based on precedence criterion. The
reasons for this choice are twofold. First, precedence based criterion wins for
two quality measures and it is second two times. The second competing criterion
(Cayley-measure) also win in two cases but for Hamming loss, it achieves the
third score. The second reason of this choice lies in the nature of the criterion.
That is, the measure counts the number of times which some labels precede given
label in both permutations. This scheme is the closest to the formula of building
classifier chains. The full results for the main experiments are shown in Table 4.
The outcome of the statistical assessment is shown in Tables 2 and 3. Addition-
ally, the results are presented in the graphical form in Fig. 2. The results clearly
show that the proposed method achieves the highest classification equality under
the macro-averaged F1 criterion. Statistical significance of this result is confirmed
by all statistical tests. What is more, the proposed method obtained the low-
est average rank under all considered quality criteria. Interestingly, utilising the
response based diversity criterion tends to worsen the classification quality for
all considered quality criteria, although the difference is significant only for the
macro-averaged F1 measure. This result shows that for highly imbalanced BR-
based transformation, the diversity criterion based on the chain structure brings
more useful information that allows to improve classification quality.

6 Conclusion

In this paper, we investigated the possibility of utilisation of structure-based
diversity criterion tailored for classifier-chain based ensembles of multi-label clas-
sifiers. During the experimental evaluation, we obtained very promising results.
That is, the proposed diversity criterion allows the CC-based ensemble to signif-
icantly improve the classification quality. What is more, the proposed criterion,
contrary to the reference methods, does not need a validation set to calculate the
diversity of the ensemble. We are willing to continue our study on model-based
diversity measures of CC-based ensembles. The next step should be considering
a more complicated graph model of dependencies.
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Abstract. Recognition of a posed or fake smile is a vital and challeng-
ing research topic and a growing interest has been observed from the
computer vision and machine learning community. The state-of-the-art
algorithms related to this field focus on the facial expressions dynam-
ics, while several psychologists suggest that the main difference between
posed and spontaneous smile should be observed in different muscles
contractions in the upper part of the face. Therefore, in this work we
evaluate the accuracy of recognition based only on the face appearance
using the High-Dimensional Local Binary Patterns. The smile authen-
ticity is analyzed on the set of images extracted at the smile apex phase
from the UvA-NEMO database. The obtained results indicate that the
analyzed algorithms can spot a fake smile much better than a human,
but worse than systems that incorporate the facial dynamics.

Keywords: Smile recognition · Smile genuineness · Face analysis ·
Facial expressions

1 Introduction

Emotions expressed on the human face are indispensable elements of non-verbal
communication [24]. The emotional state of the observed person is analyzed by
observation of the facial expressions and based on these visual cues other people
may understand our currently feeling emotions. However, our true emotions may
be masked by others. For example a husband can respond with a loving smile
to his wife, when she asks for his opinion on her new clothes, even if he is not
actually interested or confident.

Apparently, the vast majority of people are poor at spotting a fake smile.
The possible reason for this phenomenon is the fact that it is easier for people
to be unconscious what others are really feeling. Although fake smiles often look
very similar to spontaneous smiles, they are slightly different, because distinct
muscles are involved and they are controlled by different parts of the brain [9].

Fake smiles can be produced consciously and intentionally, because the brain
signals that create them come from the conscious part of the brain and prompt
the zygomaticus major muscles in the cheeks to contract. These are the muscles
that pull the corners of the mouth outwards [7].
c© Springer International Publishing AG 2018
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In 1862, Duchenne, a French physician, conducted the first experimental
study that examined prototypical expressions of emotion, using electrical stimu-
lation of facial muscles. He noticed that when people feel happy, the zygomaticus
major muscles are contracted and pull the mouth corners upwards into a smile.
When these muscles were electrically stimulated, he found that the observed
facial expression of a smile (in the absence of true happiness) did not involve
the contraction of the orbicularis oculi surrounding the eye. Duchenne concluded
that simultaneous contractions of these two muscles are necessary to produce a
genuine expression of happiness [21]. Thus, in the literature, the spontaneous
smile is also called the “Duchenne smile” [6].

The Duchenne smiles, on the other hand, are elicited by the unconscious parts
of brain and when people are happy, the mouth muscles move and the orbicularis
oculi and the pars orbitalis muscles raise the cheeks, producing wrinkles around
the eyes and raising the eyebrows. Lines around the eyes sometimes appear also
during an intense fake smiles and it can look so that the eyes are contracting and
the smile is genuine. Therefore, the assumption made in [16] that the smile is
spontaneous if two Facial Action Units Codes (FACS) [8] - AU6 (the cheek raiser
and lid compressor) and AU12 (the lip corner puller) - are performed together
may be not always true. However, according to the authors of [26], we are able to
find a few indicators that distinguish these smiles from real ones. For example,
when a smile is genuine, the eye cover fold - the fleshy part of the eye between
the eyebrow and the eyelid - moves downwards and the end of the eyebrows dips
slightly.

Due to the fact that the described features that can characterize the fake
smile are not clear, we investigated how accurate a machine can be in a fake
smile recognition. In this work, we evaluate the accuracy of Support Vector
Machine (SVM) that is utililzing the Local Binary Patters (LBP) [19] and the
proposed modification - High-Dimensional Local Binary Patterns (HDLBP) pre-
sented in [2]. We also investigated the influence of different approaches for face
normalisation, while the authors in [12] estimate that the human ability for a
fake smile recognition is equal to 53%. Our experiment was conducted on manu-
ally chosen images with smile in the apex phase from UVA NEMO database [5]
that contains 1240 videos with posed and spontaneous smiles. The exemplary
fake and genuine smiles are presented in Fig. 1.

Fig. 1. Exemplary fake and genuine smiles extracted from UVA-NEMO database [5].
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In the next Section, we discuss the state-of-the-art works focused on smile
genuineness recognition. In Sect. 3, we describe the proposed framework and its
variants for smile veracity recognition and present the obtained experimental
results in Sect. 4. Finally, the conclusions are given in Sect. 5.

2 Related Work

Facial expressions recognition has been widely studied over the last 30 years and
a plethora of literature has been published [1,17]. The first work in this field was
published in 1978 by Suwa et al. in [23], but a significant interest in this field has
been observed since the last decade of XX century and a lot of advancements
emerged so far [17].

Nowadays, the research connected with the facial expressions analysis is
focused on several problems: basic types of facial expressions recognition, facial
action units identification and the psychology-based analysis of facial dynam-
ics, among many others [17]. Recently, the research has expanded to include the
recognition of facial expressions authenticity, due to the fact that the same facial
features, which differentiate genuine and fake facial movements can be used as
an indicator of deception.

Most of the state-of-the-art algorithms that were designed for recognition of
spontaneous and deliberate facial expressions are focused on the analysis of the
temporal changes of facial display [25]. In [3], the authors conclude that genuine
smile has smaller amplitude and the ratio of duration to amplitude is bigger.
Another approach is presented in [27], in which the discriminative Completed
Local Binary Patterns (CLBP) are applied around five facial landmarks from
three orthogonal planes and separately in three smile phases (rise, sustain and
decay), which are detected using the smile detector from OpenCV library. In
another study [22], the authors show that the maximum speed of the smile onset
and offset phases are higher in posed samples. In [4], the authors utilized the
facial tracking of the eyelid, cheek, and lip corner landmarks and extracted 25
features, such as duration of the smile phases, the amplitude or the mean speed
that incorporates the dynamics of the facial landmarks movements. In the recent
work [13], the authors explore the smile intensity detectors using the uniform-
pattern LBP and SVM classifiers trained for different part of a face and calculate
the temporal features to analyze the smile dynamics.

Previously discussed works suggest that studying dynamic properties of a
smile, we are able to discriminate between falsified and sincere one. However,
the research conducted by the psychologists indicate that the deliberate smile
did not involve the contraction of the muscles surrounding the eyes. This finding
is also confirmed in [7], what may suggest that spatial information around the
eyes is also a discriminative feature. Therefore, we would like to focus on analysis
of the static images to evaluate if we are able to distinguish the fake from genuine
smile using only the textural information considering the temporal features.
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3 Proposed Method

In general, the automated analysis of facial expressions can be divided into sev-
eral phases. The first step is facial region detection and afterwards the facial
landmarks are localized. Then, the facial display is normalized and the features
are extracted and finally the facial expression is classified.

In the first step, we localize the face using the HeadHunter technique [18].
Then, the facial landmarks are localized using an ensemble of regression trees
algorithm [14] that detects 68 fiducial points in the well-established configuration
of Multi-PIE [10].

In the next step, the detected faces were normalized. In this work, we con-
sidered two possible normalisation approaches: affine transformation using the
landmarks of the inner face (eyes, eyebrows, nose and mouth), excluding the
face contour and face frontalization algorithm presented in [11], in which a sin-
gle, unmodified 3D face model is used to produce a frontal view of the analyzed
2D face image. The exemplary face normalisation results obtained and the face
cropped from the input images are shown in Fig. 2.

Fig. 2. Exemplary images exhibiting the difference between different face normalisation
step. The first row depicts input images, in the second row the affine transformation has
been applied and in the last row the face frontalization using 3D model is presented.

The facial features are extracted using the basic version of the LBP classifi-
cation scheme in which the face image is divided into rectangular blocks and in
each block the histogram of LBP features is calculated. In the second approach,
the LBP histograms were calculated for each region within the patch centered
around detected facial landmarks in multi-scale representation. The proposed
HDLBP algorithm is a simplification of the method proposed for face recogni-
tion in [2], because in the original version the patch around each landmark was
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divided into 16 blocks and 16 histograms were calculated for each landmark. In
our proposition only one histogram is calculated around each landmark, how-
ever we analyzed different sizes of patches p. Therefore, the dimensionality of our
approach is much smaller and is equal to n× s× b, where n denotes the number
of chosen landmarks, s is the number of sampling resolutions and b denotes the
number of bins in histograms. The comparison of the basic LBP and HDLBP
scheme is presented in Fig. 3.

Fig. 3. Comparison of the basic LBP and HDLBP scheme. HDLBP is applied around
each landmark.

In this work, we build an image pyramid in resolution of 400 × 400, 283 ×
283, 200 × 200 and 141 × 141 and in both approaches we used the uniform-
pattern LBP [20] with 59 bins. We also test our algorithm using different patch
sizes p = 11, 21, 31 and we analyze different landmarks configurations (all mouth
and landmarks, eyes and mouth corners and the landmarks around the nose, the
eyebrows and all landmarks excluding face contours). If all landmarks excluding
the face contour are analyzed, we have 51 landmarks. This gives us the maximal
length of feature vector equal to 51 × 4 × 59 = 12016.

Finally, in both versions of the algorithm, all LBP histograms were con-
catenated to form a high-dimensional feature vector. In order to reduce the
dimensionality of the feature vector, the Random Frog feature selection algo-
rithm presented in [15] was applied. In this algorithm, the selection probability
of each variable is calculated and therefore, it can be used as an index for variable
selection. Finally, the facial expressions are recognized using SVM classifier with
the radial basis function K(a, b) = exp(−γ||a− b||), where a and b are the input
vectors, and γ denotes the kernel width. We also adopted, a soft margin strategy
during training to allow some vectors to be positioned on the wrong side of the
decision hyperplane and this tolerance is controlled with the C parameter.

4 Experiments

In this Section, we investigate the influence of chosen landmarks configuration
and feature vector dimensionality on classification accuracy. The analyzed land-
marks configuration are presented in Fig. 4.



428 K. Radlak et al.

Fig. 4. Examined landmarks configurations in HDLBP algorithm.

Fig. 5. Results obtained for different face normalisation using the basic LBP approach.

Our experiments were conducted using the static images extracted from the
UvA-NEMO database. Our dataset contained 1240 images of posed and genuine
smiles extracted in the apex phase of a smile (643 and 597 images, respec-
tively). The presented results were obtained with 10-fold cross-validation using
the experimental protocol presented in [5]. The values of SVM parameters (γ
and C) were optimized using a grid search separately for each number of the
chosen features. To increase the speed of computations, we analyzed only these
features for which using two-sample t-test the p value < 0.2 and all possible
features in the current landmarks configuration.

In the first experiment, we evaluated the influence of the face normalisation
on the fake smile recognition using the basic LBP algorithm. The obtained results
are depicted in Fig. 5. As can be observed, the face frontalization using 3D model
gives much better results than the affine transformation and the accuracy is equal
to 65.89%. Another interesting observation is that the Random Frog feature
selection algorithm allows to obtain much better results than when considering
all features.

The goal of the next experiment was to investigate the performance of the
HDLBP approach, optimal landmarks configuration, face normalisation and
choice of the optimal size of patch around a landmark. The experimental results
are shown in Figs. 6 and 7. As can be seen, accuracies of all classifiers strongly
depend on the number of chosen landmarks. The HDLBP gives slightly bet-
ter results for face normalisation using affine transform. The best accuracy was
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Fig. 6. Results for spontaneous vs. posed smile classification using HDLBP for different
landmarks configurations, in which the faces were normalised using affine transformation.

obtained when considering all landmarks and is equal to 65.49%. The optimal
size of the patch is p = 31, what may suggest that even bigger patches can
produce better results. Finally, the best results were obtained for a basic LBP
division scheme with 3D face frontalization and the outcomes are only slightly
better than those achieved using the HDLBP. However, the accuracy results
achieved on static images are much worse than those obtained for the UVA-
NEMO benchmark that incorporates the face dynamics.
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Fig. 7. Results for spontaneous vs. posed smile classification using HDLBP for different
landmarks configurations, in which faces were normalised using 3D face frontalization.

5 Conclusions

In this work, we evaluated accuracy of the proposed algorithms for fake smile
recognition in static images. In our approach we applied the state-of-the-art
algorithms for face detection and face localization, the High-Dimensional LBP
as the feature vector with the Random Frog variable selection and SVM classifier.
The proposed method, which was evaluated on the static images chosen from the
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UVA-NEMO database gives promising results and it significantly outperforms
the ability of a typical human observer.
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Abstract. The detector of jumps or changes in the function value and
its derivative designed with the use of the concept of competing approxi-
mators is revisited. The previously defined condition for the existence of
a jump in the function value is extended by introducing a statistical test
of significance. This extension makes it possible to eliminate some false
positive detections which appeared in the previously obtained results.
The features of the extended detector are demonstrated on some artifi-
cial and real-life data.

Keywords: Competitive detector · Function change · Statistical test

1 Introduction

The detector of changes in a one-dimensional signal which is our object of interest
originated from the concept of a filter in two-dimensional images denoted as the
competitive filter in [10,11]. The change detection ability of this filter was later
noticed in [3]. The detector did not work well in two-dimensional images [4] but
for one-dimensional signals it appeared useful and made it possible to detect the
change in the function value as well as in its first derivative [5]. In the present
paper we shall put aside the filtering effect and pay attention to the detection of
the change of the function value only. One of the problems noticed in [5] was that
the detector made some false positive errors. In this paper we shall complement
the basic detector with a statistical test which in our opinion will reduce the
number of false positives. The question of detecting changes in signals is one
of the domains of intensive research. Within the domain of image processing
it was surveyed in [1,2,9] and in motion detection in [7,12]. However, it seems
that the concept of competitiveness understood as in the paper [3] was absent
in the research reported. Because the detector of our interest has its origin in
the domain of image processing, the change will be sometimes called a jump or
an edge, the change in the value of the function will be called a step and the

c© Springer International Publishing AG 2018
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change in the derivative of the function can be also called a roof. The concept of
the method does not need any assumption on the nature of the data analyzed.
The only operation on the data is the approximation with polynomial functions,
one at each side of the considered point, without the condition of continuity at
this point. In the present paper we use the simple approximation with a linear
function, which can be treated as the first approximation of a potentially more
developed approach. The assumptions are introduced in the statistical test of
the significance of the detected edge. At present, we make an assumption of the
Gaussian distribution of noise, but this is also only the first, simplest example,
which can easily be replaced with more advanced approaches.

This paper is organized as follows. In the next Sect. 2.1 the main concept of
the detector, already described in [5], is reminded in its basic form. As a com-
plement of the heuristic criterion of edge existence, described in Sect. 2.2, the
statistical criterion proposed in this paper is introduced in Sect. 2.3. In Sect. 2.4
the functioning of the detector with both criteria is explained on simple data.
Finally, the ability to reject false positives in noisy data is shown in Sect. 3.1
and the detection of changes in some real-life data is presented in Sect. 3.2. The
results are discussed in Sect. 4 and the paper is closed in Sect. 5.

2 The Method

2.1 General Concept

A sequence of measurements z(x) = y(x)+n(x), where the independent variable
x is discrete and n(x) is noise, will be considered. The filtering and detection
is performed in the point x0 called the central point. If x is time, the past
measurements are considered to be known up to the point x0, and also the
further measurements, up to x0 + D, are considered as known. The competitive
structure of the detector can be seen in that two approximators, referred to as
the Left and the Right one, are used to find y(x0). The first one operates on
the past data at the left side of x0, using z(x), x ∈ [x0 − s − Δ,x0 − Δ] to
find ŷL(x0). The second one operates on the future data, at the right side of
x0, using z(x), x ∈ [x0 + Δ,x0 + s + Δ] to find ŷR(x0). The parameter s is the
scale of the filter. The parameter Δ is the gap between the central point x0 and
the estimators. Each approximator makes its error. Errors eL(x0) and eR(x0),
respectively, can be approximated from the differences between the data and the
approximated values. The filtered value at the central point, ŷ(x0), is taken as
the output of that filter which has a smaller error. In this the competitiveness
of the filter can be seen. As the value of the output, the value at x0 − Δ from
the left approximator, or for x0 + Δ for the right one, is used, to avoid using
the extrapolated values. This gives stabler results than in the case of values
extrapolated to x0. As in [3], linear least square approximators are used and
their mean square errors are used as the approximation errors.
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2.2 Heuristic Criterion of Jump

When the results from the two approximators are known, they can be used to
find the jump in the function value, that is, the step edge intensity value E0,
and jump in the first derivatives, that is, the roof edge intensity value E1, as
the difference of outputs from the two approximators ŷL(x0), ŷR(x0), and their
derivatives

E0(x0) = ŷR(x0 + Δ) − ŷL(x0 − Δ),
E1(x0) = ŷ′

R(x0 + Δ) − ŷ′
L(x0 − Δ), (1)

where ŷ′
·(·) can be found from the approximators due to that they are linear.

The question remains, where is the jump. The conditions for the existence of the
jump is that the graphs of the approximation errors cross in such a way that for
increasing x the error from the past increases and for decreasing x the error for
the future increases. In the present paper it is assumed that at least one of the
errors increases in this case. These conditions can be expressed as

eR(x0 − δ) > eL(x0 − δ) ∧ eR(x0 + δ) < eL(x0 + δ),
eR(x0 − δ) > eR(x0 + δ) ∨ eL(x0 − δ) < eL(x0 + δ). (2)

Because the future error should be known for x0 + δ then the measurements for
x0 + D = x0 + Δ + s + 2δ should be known. The parameter δ can be called the
neighborhood parameter. For simplicity, it is assumed Δ = δ = 1, so D = s + 3.
The crossing of the graphs of errors around a jump is illustrated in Fig. 11. Let us
imagine the process of filtering and edge detection in such a way that the central
point, with the two approximators at its left and right side, move along the data
from left to right. When a step is encountered, first the right approximator moves
over it. The step enters the right approximator’s support. Therefore, the error
of the right approximator goes up, as in Fig. 1a. As the analyzed point moves
forward, the step leaves the support of the right approximator, so its error goes
down, and enters that of the left one, as in Fig. 1b. Hence, the error of the left
approximator increases. When both approximators leave the region of the step,
both errors go down. It can be noticed that there are no separate conditions for
the two edge types detected. In the case of detection, if one of the edge types
is missing, then its intensity is zero (examples will be shown further in Fig. 2,
where the roof edge is zero for x = 10, 11 or the step edge is zero for x = 20).

2.3 Statistical Criterion of Significance of a Jump

The process of crossing the graphs of errors described in the previous Section
goes on precisely in the described way provided that the edges are isolated,
with respect to the scale s. However, it is not always so; therefore, sometimes
the false positive detections (as well as false negative ones) can occur. This
is why we have introduced a simple mechanism of additionally testing the edge
1 The graphs used in this paper as well as the software were developed in Matlab R©.
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Fig. 1. Intermediate results for the two approximators for x0 = 9, before the jump, and
x0 = 13, after the jump. Graphs of errors (thin magenta and cyan lines) cross between
points 10 and 11 Pale green ( ): function; dark cyan ( ): left error, dark magenta ( ):
right error; red ( ) star: jump of the function. Current central point x0 marked with
a red circle on the axis and on the graph. The left and right approximators around
the central point shown with thicker cyan and magenta lines. The approximator with
zero error has full triangular marks, the other one has marks filled with white. Other
symbols will be explained further.

significance in a statistical way, to exclude false positive detections. In the present
Subsection some notations will contain a superscript s as statistical to underline
the differences between these notations and those from the previous text. Finally
the mutual relations of the relevant notations will be explained. Let us assume
that the sequence of measurements form a piecewise linear signal, not necessarily
continuous, with additive Gaussian noise. For an isolated point x0 it is observed
y(x) = aL + bLx + εx for x < x0 and y(x) = aR + bRx + εx for x ≥ x0, where
the noise εx has a zero mean normal distribution. There is a jump at x0 if
θ = aR − aL �= 0. Let us verify a hypothesis H0 : θ = 0 – the jump is absent,
against the alternative hypothesis H1 : θ �= 0 – the jump is present. To verify this,
the test statistics |ŷs

R(x0) − ŷs
L(x0)| is used, where ŷs

L(x0) is a linear regression
function of s points on the left of x0, without this point, that is, from the set
XL = x ∈ [x0 − s, x0 − 1], and ŷs

R(x0) is a linear regression function of s points
on the right of x0, with this point, that is, from the set XR = x ∈ [x0, x0+s−1].
An isolated jump is detected if

P (|ŷs
R(x0) − ŷs

L(x0)| > tα) = α , (3)

where α – significance level (value α = 0.05 will be assumed throughout).
Provided the hypothesis H0 holds, the distribution of ŷs

R(x0) − ŷs
L(x0) is zero-

mean normal with variance σ2
L + σ2

R, where σ2
L = Var(ŷs

L) and σ2
R = Var(ŷs

R).
Therefore,

tα = σΦ−1(1 − α/2) , (4)
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where σ =
√

σ2
L + σ2

R. In practice, as σ·, the standard residual error of the
respective estimator ŷs

· is taken. The step of the derivative has not been consid-
ered at present. The test used can be considered as a greatly simplified, basic
version of tests described in [6,8]. It should be noticed that the normality of the
noise distribution is assumed and this assumption will not be verified. More-
over, for some of the measurements studied with the method considered, such
an assumption is merely a convenient model, but not an actual process in which
the signal appears. Nevertheless, we shall use this model as a way to interpret
the data in which unknown processes give rise to complex patterns and in which
we seek an explanation in terms of simplified events.

2.4 Results for both Criteria

In the heuristic detector, as the jump in x0 the relation between measurements
concerning points x0 − 1, x0 + 1 are considered, while in the statistical detector
this concerns x0−1, x0. To use the condition (3) in the common setting together
with the conditions (2) the following should be noted. Due to the structure of
sets XL,XR around x0, the following relations between the approximations from
the heuristic notation and the regressions from the statistical notation hold

ŷs
L(x0) = ŷL(x0) ,

ŷs
R(x0) = ŷL(x0 − 1) , (5)

and similarly the error measures from the heuristic notation can be related to
the standard residual errors from the statistical notation. To come to a common
meaning of a jump in x0 it can be considered, in the statistical formulation, that
a jump exists if there is a jump between x0 − 1, x0 or between x0, x0 + 1. If only
one jump exists, its value θ is taken as the step of the function y(x). If both are
present, the one having a larger modulus is taken. If there is an edge according
to (2) and (3), then a statistically significant edge exists. If (2) holds and (3)
does not, than the edge is statistically insignificant and it is dismissed. If (2)
is false, then there is no need to check (3), although in the present paper both
conditions are calculated independently to show the results in a detailed way.
In Fig. 2 the result is shown for data in which all the changes detectable by the
heuristic algorithm are present: a step edge, a roof edge and a combined step
and roof edge. The data are synthetic and clean. What is apparent is that the
roof edge is detected in a single point, like this at x = 20, while the step edge,
like this at x = 10, 11 is found at two points. This is correct due to that the
jump of a discrete function appears between two points. It can be noted that the
statistical criterion tends to detect very small changes of the value if the error
measures are small, due to that in (4) the threshold depends on the variance.
This gave rise to a continuous edge between x = 20 and 26. This edge was not
accepted by the heuristic condition, though.



438 L.J. Chmielewski et al.

Fig. 2. Results for synthetic data with all the detectable changes represented: jump
of the value at x = 10, 11, jump of the derivative at x = 20 and combined jump
of value and derivative at x = 30, 31. The meaning of types and colors of lines and
marks partly explained in the legend. Err L: left error, Err R: right error; Edg 0: jump
of the function, marked with a red star; Edg 1: jump of its first derivative, marked
with a blue star. Sgf 0: Statistically significant edge ((3) true) marked with an empty
black star (slightly larger than other stars so that they do not obscure each other).
Nsg 0: Statistically nonsignificant edges ((2) true and (3) false), marked with full black
stars (there are no such points in this image). Angles shown in tens of degrees.

3 Examples

3.1 Rejection of False Positives in Noise

The ability to reject the less significant step changes was tested with data with
noise which was actually Gaussian, zero-mean, with σ = 10. The results are
shown in Fig. 3. It can be seen that indeed, some, but not all, false positive
detections were successfully rejected, while the most significant, strong jump at
x = 30, 31 was constantly maintained.

3.2 Real-Life Example

As an example let us consider the graph of processor load of some web server in
100 intervals of one minute each, measured on 04 July 2016 (Fig. 4). The load
was averaged in each minute. The graph indicates an uneven load so there are
important changes of the values. It is interesting to see that the competitive
detector tends to find the steps but is not sensitive to the changes consisting
in a steady increase or decrease of the value. The statistical detector, however,
detects a steady increase, like in Fig. 4b at x = 60, 65. In this way, the criteria
cooperate in forming the right decision and complement each other.
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Fig. 3. A test step without noise (a) and with additive zero-mean noise with σ = 10
((b) and (c), two realizations). It can be seen that some false positives were successfully
rejected.
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Fig. 4. Analysis of CPU load of a web server averaged for 1min intervals in 100min.
Scale: (a) s = 5 measurements; (b) s = 10 measurements. At both scales it can be
seen that some of the less significant jumps were dismissed by the statistical criterion.
At the larger scale the minute details are neglected. Angles shown in tens of degrees.
Results scaled and moved up by 10 units to make the error graphs visible.

4 Discussion

The use of the statistical test reduced the number of false positive detections.
The number of false negatives sacrificed seems to be small, but this needs fur-
ther analysis. The considered algorithm is characterized by a set of advantages
and drawbacks. As the advantages, the following features can be named. Two
approximators are used so the jump can be directly modelled. The complexity
of the algorithm with respect to the size of the data is linear due to that only
a local neighborhood of a data point of a fixed size is considered. Coming to the
drawbacks, it should be said that some data concerning the future with respect
to the considered data point should be known to perform the analysis, and that
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the method has some free parameters which should be selected, while the criteria
for such selection are not self-explanatory.

5 Summary and Prospects

The concept of the competitive filter was extended by adding the statistical
test used to check the significance of the jump of the function value. In the
test, the results available from the calculations already performed are used, so
the computing load is small and the complexity of the algorithm remains linear
with respect to the data size. The introduction of the statistical test made the
number of false positive detections smaller. The test can be used as a post-
processor of the detection results. The design of the test can be extended to the
derivatives of the function and its form can be improved. Also the assumptions
on the distribution of noise in the data can be changed and the criterion can be
reformulated accordingly. This stage of research can be treated as the proof of
concept only, but the idea of combining the statistical testing with the heuristics
seems to be one of the promising directions of the development of the concept
of competitive filtering and detection.
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Abstract. Training of compound ensemble classifier systems might be
computationally complex and hence time consuming task. Not only ele-
mentary classifiers are to be trained, but also model of the ensemble has
to be updated. Therefore, an efficiency of the training shall be considered
as a compound quality which consists of not only a classification accuracy
but also a running time. This gains a special importance while dealing
with data streams where data arrive at high pace and the system update
shall be done promptly. In this paper we present an application of Sim-
ulated Annealing based algorithm for training of data stream processing
ensemble. The evaluation of our method is performed in series of experi-
ments which show that our ensemble perform very effectively in term of
accuracy and processing time.

1 Introduction

Ensemble classifier systems gained highly appreciated positions among wide
range of machine learning methods [2]. This is due to their ability of elevat-
ing classification accuracy by fusion of a knowledge collected in a diversified
pool of elementary predictors [1]. On the other hand, a training procedure of
such a complex models is usually more time consuming. This is due to the fact,
that an ensemble training affects not only one elementary classifier but set of
them and, in many cases, fusion model has to be updated too. This aspects
gains special importance when the ensemble is used for processing data streams
especially such which features concept drift, i.e. changes in data characteristics
[11]. Appearance of the each subsequent concept (also named context) must be
followed by prompt classifier update. Any delay might lead to deterioration of
classification accuracy or even the system obsolescence.

There are many methods of following the drift in data stream. Some algo-
rithms use drift detectors which triggers update procedure when essential
changes can be observed in incoming data [6]. Alternatively the classifier might
me updated continuously. This approach is more commonly exploited in the
ensemble systems [8]. In this case, classifier committee consists of predictors

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 46
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trained in subsequent moments of time, usually on sequentially received data
chunks. Therefore, each predictor in the committee represents knowledge most
valid for the moment when it was trained. There are many ways how the com-
mittee can be updated.

Most popular approaches relay on assumption that committee size is fixed
and usually consists of several members only [10]. The recently created classi-
fier replaces the “oldest” one in the committee or such that shows the worst
classification accuracy measured on recent data chunk. Both methods are rela-
tively simple and intuitive, nonetheless they do not guarantee forming the best
ensemble. What more, fixed and small committee size means that some knowl-
edge about data stream concept is lost when respective classifiers are removed
from the committee. Nevertheless, in most cases this algorithm works very well
as it allow to maintain ensemble validity [12]. But, when the concept appears
in the stream periodicity (this phenomenon is called recurring context [3]) then
permanent forgetting might be costly, because recurrence of the concept requires
creating new classifier from scratches.

Therefore in our previous work [7] we proposed Evolutionary Adapted
Ensemble (EAE) algorithm which maintained small voting committee and large
pool of all created classifiers. A new ensemble members was developed when the
concept drift had been detected. Removed from the committee classifiers was
not deleted but was put into the pool for further use. Ensemble training was
based on selecting committee member from the pool. This procedure allowed to
recall all past concepts.

EAE training was implemented as an optimisation procedure utilising genetic
algorithms (GA) [5]. There are two main features which makes GA highly effec-
tive. First is their stochastic nature which allows to browse solution space avoid-
ing falling into local minimums. The second is using population of individuals
which represent possible solutions of the problem, what allow to maintain high
diversity of population. Nonetheless, the last feature makes GA computationally
complex. Therefore we searched for alternative which application would be less
time consuming.

In this paper we propose a new of Simulated Annealing based Ensemble SAE
which uses simulated annealing (SA) in its training procedure. SAE is designed
to follow concept drift and preserve classifier in a pool as it was modelled in
EAE. But, two important modification of EAE were implemented in SAE in
order to optimize its training time. Firstly, now the size of classifier pool is also
fixed, although its size is essentially larger then the size of voting committee.
Because the pool is expected to preserve all concepts which can appear again in
the future, the pool size shall be set large enough. Setting the size of the pool is
an arbitrary decision of the system user and shall be based on they knowledge of
the problem for which system is designed. Secondly, simulated annealing (SA)
algorithm is used for training [9]. SA is an optimisation algorithm which search
for solution in stochastic meaner, but does not processed any population what
was a main reason of its selection. The goal of research presented in this work
is to evaluate classification effectiveness of EAE (SA).
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The rest of the paper is organized as follow. Model of ensemble classification
algorithms is presented in Sect. 2. Next, some details of SA based training pro-
cedure is provided in Sect. 3. Evaluation of the EAE is presented in Sect. 4. The
last section concludes the results.

2 SAE - Ensemble Classifier Model

We start with introducing some basic terms and symbols.
Let us assume that we deal with classification problem, i.e. assigning given

object being analysed to one of possible classes. Set of classes M are predefined
and has fixed size M . Decision is made by classification algorithm Ψ based on
observation of selected attributes x.

Ψ → M, (1)

SAE is an ensemble system ΨSAE which collect elementary classifiers Ψk pre-
served in a pool Π.

ΠSAE = {Ψ1, Ψ2, ..., ΨK}. (2)

Not all the classifiers from ΠSAE contribute in decision making. Let ΞSAE state
for set of indexes of classifiers taken from the pool which join the committee.

ΞSAE = {c1, c2, ..., cE} (3)

A weighed fusion of committee members’ discriminating functions is imple-
mented in SAE for decision making. Weights of classifier voices are gathered
in a set of weights.

WSAE = {w1, w2, ..., wE} (4)

Finally, the formula of ensemble decision is defined in (5)

ΨSAE(x) =
M

arg max
i=1

E∑

e=1

wedce(x, i), (5)

where dce(x, j) states for discriminating function which represents support given
by a e-th member of the committee classifier for class j. Note, that e-th member
of the committee is a classifier with index ce, i.e. Ψce .

Training process aims at reducing misclassification rate and is performed
based on learning set LS, i.e. set of pairs of features x and respective class
labels j.

LS = {(x1, j1), (x2, j2), . . . , (xN , jN )} (6)

The objective function, which estimate misclassification probability on LS is
defined as follow

QSAE(LS) =
1
N

N∑

n=1

L(ΨSAE(xn), jn) =
1
N

N∑

n=1

L(
M

arg max
i=1

E∑

e=1

wedce(xn, i), jn),

(7)
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where L is the zero-one loss function. There are two elements which are affected
by training process:

1. ΞSAE - indexes of classifiers which form the committee, and
2. W - values of classifiers’ weights.

3 SAE - Training Algorithm

Simulated annealing is an optimisation algorithms which is inspired by an respec-
tive physical process. Algorithm has a stochastic nature, i.e. it search for the
optimal solution in an iterative and somehow random meaner. The solution is
encoded in an form of a point VSAE consisting set of all variable being updated
during optimisation. In a case of SAE V SAE consists of two elements described
in the last paragraph of Sect. 2.

VSAE = [ΞSAE ,WSAE ] = [c1, c2, ...ce, w1, w2, ..., we] (8)

The structure of the point is of a high importance as its both constituents have
a different meaner and type. While the [ΞSAE is the vector of integers, the
WSAE is the vector of real numbers. That fact affects the simulated annealing
procedures. Pseudo-code of the algorithm is presented below (Algorithm 1).

Algorithm 1. Overview of SAE training algorithm
Require : LS

ΠSAE - Pool of elementary classifiers
VSAE
t−1 - The last solution vector

Qt−1 - The last error rate
SAParams - SAE parameter set

1 if not is empty ΠSAE then
2 Drift:=DetectDrift(LS)
3 end

4 if Drift or is empty ΠSAE then
5 Ψ :=CreateClassifier(LS) Add Ψ to ΠSAE

6 end
7 for t = 1 to SAParams.MaxIteration do
8 Vtemp :=Annealing(VSAE

t−1 ) Qtemp := Evaluate(Vtemp,LS)
Vt :=Update(Vtemp, Qtemp) Qt := Evaluate(Vtemp,LS)

9 end

10 Return VSAE ,ΠSAE ,Qt,

3.1 Sequential Stream Processing

SAE processes data stream, therefore data samples are extracted from the stream
sequentially and are collected in chunks. The size of the chunk are arbitrarily
chosen parameter. SAE training is lunched each time when the chunk is filled
with requested number of samples. There are three SAE input parameters:



A Novel Simulated Annealing Based Training Algorithm 447

1. LS - a current data chunk extracted from the stream
2. ΠSAE - a classifier pool. At the very beginning of the stream processing the

pool is empty. Its constituents are added in a course of stream processing.
3. VSAE

t−1 - the solution vector obtained at the last run of the algorithm.
4. Qt−1 - the most recent error rate.
5. SAParams - set of parameters which control SA algorithm such as number

of iterations.

3.2 Initialisation

If the pool ΠSAE is not empty, it means that SAE has been run at least one
time processing previous data chunk or chunks. That allow to check whether
the drift appears in the stream (line 1-3). In SAE error base detector is used.
It evaluates error Qt of the last committee VSAE

t−1 (i.e. such that was created in
the last run) over the most recent data chunk LS. Next, Qt is compared with
Qt−1. Significant increase in the error indicates drift. This is the first reason for
creating a new classifier, the second one is running the SAE for the very first
data chunk, i.e. when the pool is empty.

3.3 Annealing

Annealing is a process of generating some trial point Vtemp at the distance from
current point V. The distance is straight proportional to a temperature (line 9).
It has to be mentioned here, that this procedure must performed separately for
two parts of the point. [ΞSAE has to consists of integers in a range between
1 and K, i.e. number of classifier in the pool. WSAE is a real number vector,
therefore, it can be manipulated using standard random number generator.

The temperature controls the annealing and is decreased gradually in each
iteration. Next, the trial is evaluated with a target function (7) and compared
with previous one (lines 10-11). If the trial point is better than the old one, it
becomes a new Vt. Otherwise the trail point can still become a new Vt with
some small probability which is proportional to the current temperature. The
annealing process is repeated until the maximum number of iteration is reached.
As the result SAE returns three objects (line 14): (1.) the Vt - the most current
solution, (2.) classifier pool, and (3.) the current error rate.

4 SAE - Evaluation

A performance of SAE was checked in three series of tests which aimed at evalua-
tion how selected parameters of the classification system and drift characteristics
affected the performance. We examined the following parameters:

1. size of data chunks,
2. size of committee pool,
3. strength of drift.
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Table 1. Details on benchmark datasets

Dataset Auto MPG Pima Indians Diabetes Glass

# instances 398 768 214

# classes 2 2 9

# attributes 6 8 4

# experiment (section) 4.2 4.3 4.4

4.1 Experimental Set up

All the experiments were carried on in MATLAB 2014 framework using OPTIM-
TOOL toolbox, and PRTools toolbox [4]. Three benchmark datasets downloaded
from UCI repository were used in tests (Table. 1).

Data streams were created using random generator with distributions esti-
mated on datasets. A concept drift was also injected into the streams. Subsequent
contexts were simulated by rotation of the feature space with chosen angle, which
was a parameter of the drift generator and was used to control the strength of the
drift, i.e. the higher the angle, the stronger the drift. For comparative analysis,
four classifiers were implemented and tested, namely:

1. SAE - presented in this paper algorithm;
2. EN - Rep.Old - Ensemble updated by replacing the oldest classifier in the

majority voting committee.
3. EN - Rep.Worst - Ensemble updated by replacing the classifier with the high-

est individual misclassification rate. Majority voting strategy was used for
decision making.

4. Last - The elementary classifier which was most recently added to the pool.

Evaluation of the performance were performed using Test-Then-Train procedure.
Samples from the stream were added to data chunks. Then the chunk was used
for testing the classifier and the misclassification rate was saved. Next, SAE
training procedure was launched with the chunk.

All tests were repeated 10 times, therefore presented results shows average
misclassification rates.

4.2 Experiment 1. Misclassification Rate vs Size of Data Chunk

In the first experiment we checked how the size of data chunk affects the misclas-
sification rate. The stream used in the test was generated base on Auto MPG
dataset using the following parameters: number of concepts - 4, number of sam-
ples in each concept - 800, drift strength - 45 degree, the committee size - 5, the
pool size - 10.

Results for four chunk sizes (i.e. 100, 200, 300, and 400) are presented in
Table 2 and in Fig. 1.

1. Regardless the size of data chunk SAE algorithm always outperformed both
competing ensemble classifiers.
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Table 2. Misclassification rate vs size of data chunks

Size of data chunk SAE En Rep. Old En Rep. Worst Last

100 0.138 0.336 0.179 0.144

200 0.146 0.234 0.174 0.146

300 0.147 0.189 0.179 0.147

400 0.144 0.143 0.146 0.145

Fig. 1. Misclassification rate vs size of data chunks

2. In two cases SAE got the same result that Last classifier (for 200 and 300
samples in the chunk). In other two cases SAE was slightly better.

3. Increasing number of samples does not affect SAE quality. Other ensemble
classifiers improved their quality.

The first observation shows that strategies of ensemble updating by replacing
the oldest or the worst classifier does not produce the best committee. It does
not take into consideration the knowledge of the entire ensemble. SAE selects
the committee based on evaluation of the ensemble results, what proved to be
better strategy.

The last observation proved that SAE is much more effective in extracting
knowledge from samples comparing to other ensemble classifiers. The small mis-
classification rate of SAE was achieved after processing 100 samples in data
chunk, while the other ensembles need much more samples to reduce their error
rate.

4.3 Experiment 2. Misclassification Rate vs Committee Size

In the second experiment we evaluated how the ensemble performance depends
on the committee size. The stream used in the test was generated base on Pima
Indians Diabetes dataset using the following parameters: number of concepts -
2, number of samples in each concept - 700, drift strength - 45 degree, size of
data chunks - 100, the pool size - 7.
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Table 3. Misclassification rate vs committee size

Committee size SAE En Rep. Old En Rep. Worst

3 0.225 0.277 0.254

5 0.221 0.255 0.240

7 0.212 0.234 0.232

Fig. 2. Misclassification rate vs committee size

Results for three values of committee size (i.e. 3, 5, and 7) are presented in
Table 3, and Fig. 2. The Last classifier was excluded from the test because it is
simple classifier which uses no committee for decision making.

1. In all cases SAE got better result that other ensemble classifiers.
2. increasing committee size allowed to reduce error in En Rep.Old and En

Rep.Worst ensemble but does not affected SAE performance.

The observations shows that strategy of preserving larger pool of available ele-
mentary classifier and selecting even small subset for decision making maintains
higher flexibility of the ensemble. Removing classifier permanently from the com-
mittee limit chances for exploiting knowledge gathered in the past. Therefore
SAE competitors require much larger committees to reduce the error. Worthy to
note is a fact, that even when committee is extended to 7 (the size that is equal
to the SAE pool size) competing ensembles did not get the same result as SAE.

4.4 Experiment 3. Misclassification Rate vs Strength of Drift

In the third experiment we evaluated how the strength of the drift affected error
rate. The stream used in the test was generated base on Glass dataset using the
following parameters: number of concepts - 2, number of samples in each concept
- 300, size of data chunks - 100, the pool size - 10, the committee size - 3.

Results for four different drift strength (i.e. 1, 5, 10, 45 degree) are presented
in Table 4, and Fig. 3.
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Table 4. Misclassification rate vs strength of drift

Drift streanth SAE En Rep. Old En Rep. Worst Last

1 0.243 0.260 0.269 0.272

5 0.245 0.262 0.264 0.270

10 0.269 0.301 0.291 0.279

45 0.269 0.306 0.295 0.281

Fig. 3. Misclassification rate vs strength of drift

1. In all tests SAE got the best results among tested classifiers.
2. Increasing the drift strength cased elevating of classification error of all clas-

sifies. This is visible by comparison results for strength 5 and 10, where the
error changes are the most profound.

3. The weakest relation between the strength and error can be observed in the
Last classifier. This is due to fact, that its training means updating/replacing
only one classifier not set of them, therefore such a simple system can adapted
to changes much easier that the ensembles.

4. SAE are affected by a drift strength more then the last classifier but in general
it got better result.

Concluding. SAE is strongly affected by the strength of drift as all other clas-
sifiers. Nonetheless, the those relation is much weaker that in case in other
ensembles what shall be assessed as a positive feature.

5 Conclusion

In the paper we presented a Novel Simulated Annealing Based Training Algo-
rithm for Data Stream Processing. This is an algorithm which adapt ensemble
model for changes in the stream characteristic. In the implementation simulated
annealing was used for training and presented tests showed, that this optimisa-
tion methods is efficient create the classifier which can outperform some other
ensemble methods. This work was supported by the Polish National Science
Centre under the grant no. DEC-2013/09/B/ST6/02264.
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Abstract. In this paper we present and validate the MC (Multiclassi-
fier) system for Tweet classification related to flu and its symptoms. Pro-
posed method consists of a preprocessing phase applying NLTK processor
with converter from text corpora into feature space and as a last step
ensemble of heterogenous classifiers fused at support level for Tweet clas-
sification. We have checked two methods for translating text into feature
space. The first one uses standard Term Frequency times Inverse Docu-
ment frequency, while the second one is enriched with hashtag analysis
and word reduction after n-grams generation. Our preliminary results
prove that Twitter can be an excellent platform for sensing real events.
The most important task in proper event detection is a feature extraction
technique taking into account not only text corpora, but also sentiment
analysis and message intention.

Keywords: Short message processing · Tweet classification · Event
detection

1 Introduction

From the past few years we are observing huge development of social media plat-
forms. Online chats, short information and hot topic presentation are the main
sources of social communication and even a way for transferring very important
and critical messages [2,11]. Constant analysis of social media currently plays
a crucial part because it can give an instant reflection on real-world events and
dynamics. In some cases, increased user’s activity on online platforms can be
a signal for future event. Proper data analysis and filtering can help to prepare
and correctly react on events almost in real-time. Recently, in the literature
there is a term, stating that social media streams become accurate sensors of
real-world events. On one hand, this gives us opportunity to react on upcom-
ing event, but on the other, proper and effective short text message analysis is
a great challenge. We should use different methods and algorithms well known
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from standard document corpora processing because short social media message
are noisy and can contain abbreviated words and even a slang. For some online
platforms, presented posts can have specific stop words or message identification
such as hashtags or related users names. Apart from aforementioned difficulties,
social platform monitoring gives us really helpful view at what is happening
around the world, and most importantly what people are thinking. The use of
such social media content as Twitter, Facebook and Snapchat is broad, rang-
ing from recommendations systems, event detection to stock market analysis, to
name only a few. What is more important, it may also give us a useful insight
into understanding of public health and initiate government’s faster and appro-
priate reaction to some event [13]. In public health, prediction models may help
to target preventive interventions to subjects at relatively high risk of having or
developing a disease. From all available social media platforms, Twitter has been
one of the most important data sources for data analysis. Apart from it’s API
being open source and developer friendly, it has mostly real content. In general,
Twitter is a social network that allows the user to freely publish short messages,
called Tweets via the Internet, instant messaging or SMS. The person connected
to Twitter, can “follow” the Tweets displayed according to his own subscribers
(people chosen to follow) or to publish opinions or what they are doing and think-
ing. According to recent statistical data, Twitter reported that it is now seeing
over 317 million monthly active users and 500 million Tweets are generated per
day, marking quite a bit of growth over the past year. Last year, the company
claimed that 300 billion Tweets have been sent since March 21, 2006 and there
are about 1 million sites with embedded Tweets. One thing is certain: Twitter
is one of the main social networks for its rich and voluminous content, but also
for its ease of access. In this paper, we deal with short message classification and
event detection. There are many methods, but roughly they can be divided into
two groups: supervised and unsupervised [4,10,14]. The first approach is used
when we want to detect known events such as health problems, politics events
or dangerous situation. In this case, language corpora in defined beforehand and
we train classifier or a pool of classifiers on pre-processed features [9,12]. Lately,
these standard classification methods have been applied in many fields for text
analysis such as: sensing positive or negative emotions, politics elections and
health problems or vaccination [5,7,8]. The second technique for event sensing
is more general and can be used for social media monitoring. Mostly, it applies
different clustering algorithms as a main tool for dividing messages into similar
categories with further advanced upcoming data processing required for creat-
ing new topics or message merging to existing ones. In this study, we present
a framework for Tweet filtering and identification which is based on a supervised
classification. As a first step, we would like to check how proposed processing
pipeline is able to detect Tweets related to flu and its symptoms. For this pur-
pose we use Tweet database collected from September 2015 to January 2016
containing approximately 10 GB short messages. The organization of this paper
is as follows. In Sect. 2 we characterize Tweet messages and method for database
collection together with common preprocessing steps related to conversion from
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text into feature space. Proposed method for Tweet classification is described in
Sect. 3 along with results from two experiments scenarios. Whole paper is con-
cluded in Sect. 4 with proposal for further improvement and application usage.

2 Tweet Data

2.1 Short Message - Tweet

Tweet is a short message text restricted to 140 characters. Due to this limitation
messages are concise, but with many oral languages and emoticons, including
spelling errors, abbreviations and slang. Optionally Tweets are followed with
a link to more detailed source of information. In general, collected Tweet can be
described by the following properties:

– tweet language,
– time zone,
– geolocation information,
– favourited, retweeted number,
– user identification.
– hashtags - main words describing message topic and destination.

2.2 Data Collection

Searching the Tweets requires constant connection with the social network Twit-
ter using popular REST API architecture. This method is universal and allows
getting the content of Tweets by using any language with previous OAuth
authentication. Rest APIs are widely used nowadays and are known for its reli-
ability. It provides programmatic access to read and write Twitter data, create
new Tweet, read user profile and follower data, and more. For constant mes-
sage retrieval, our system used the Twitter Streaming API v1.1 and cached the
received Tweets in a PostgreSQL database. For speeding up treatment and facil-
itating data linkage, the raw Tweets were then parsed into an indexed relational
database schema. Filtering was done by a separate Python module and ran inde-
pendently from the other steps. Final results for this study were saved as csv
files for further treatment and evaluation.

2.3 Environment Setup

For this study we have provided an experimentation system written in Python.
For data processing we have used well known scikit-learn package which is a pow-
erful tool for document clustering, classification and text decomposition into
features [1]. For further text processing NLTK processor was used [6].
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2.4 Data Processing

Standard procedure for text analysis involves noise removal and normalization.
We have seen that our collected database is quite noisy containing many com-
mercials, article headlines and retweets. In our study, each Tweet message is
subjected to the following four preprocessing steps. Each phase can be shortly
described as:

– Tokenization: In general, Tweet posts is a combination of abbreviations,
typos, or conventional word variations and any sort of punctuation and
hyphenation. During preprocessing phase, we apply Tokenizer tool to extract
bags of cleaner terms from the original messages by removing stop words,
punctuation, compressing redundant character repetitions, and removing
user’s and proper’s names. Apart from punctuation, we have created a stop-
word list common for Twitter users to express various feelings.

– Stemming: This process aims at reducing inflected words to their root, so
that related words map to the same stem. This is very important step since it
reduces the number of words associated with each Tweet and as a result the
final feature space is significantly decreased. In this study SnowBall stemming
algorithm was used.

– Text normalization: After proper text filtering each Tweet is also nor-
malized. It means that text is converted to small letters and all hashtags and
user names are removed. Additionally, retweets messages are connected to one
to avoid confusion in model training. Messages that are incomplete, contain
errors or outliers are thrown out from the training set.

– Language filtering: We removed non English posts, firstly by filtering on the
declared language of the Twitter account and secondly by using the ‘langid’
language detection package. This way we remove noisy messages that are
declared with tag as “en”, but contain Tweets in other languages.

3 Experiments

3.1 Algorithm Construction

In this section details of algorithm for Tweet identification will be presented.
Our goal is to classify upcoming Tweets as related to flu or not. To successfully
accomplish this task we propose an ensemble of classifiers (MC) system, which
in our simulations, was constructed from the following base classifiers:

– Linear support vector machine with stochastic gradient descent (SGD) learn-
ing,

– Logistic Regression classifier,
– A decision tree classifier with Gini impurity as a function to measure the

quality of a split,
– Gaussian Naive Bayes,
– 10-NN (Nearest Neighbor classifier),
– Nearest centroid classifier.
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In general, MC system is a set of individual classifiers which decisions or supports
are fused to produce a final decision. The greatest challenge for constructing MC
system is a choice of a set of accurate and diverse base classifiers. This diversity
can be obtained by applying classifiers with different design paradigm (heteroge-
nous) or training the same base classifiers with other subset of the training set
(homogenous). Another important aspect is connected with MC’s final label
assignment. We have used fusion at a support level. This means that weighted
averaging algorithm was implemented in which instead of taking the crisp label
from each classifier for majority voting we average supports and finally, the
class label with the highest support is taken. For text classification, one of the
important thing is a conversion from text into features easy to understand by
classifiers. In this work we have implemented two methods roughly visualized
in Fig. 1. In the first one, training Tweets were processed using text language
technique for converting text message into scalar features. In the second method,
we have added one additional feature connected with hashtags. If a Tweet con-
tains hashtags and some of tokenized words are related to flu then we assign 1,
otherwise 0. What is more, we have enriched preprocessing step, by removing
words that did not appear more than a certain frequency. To accomplish this
we have converted text corpora into n-grams dictionary to calculate frequencies.
Later we can find words in the whole corpora which are very rare and does not
transfer any valuable message, so should be removed from Tweet message. At
this stage we have two parameters to be selected: n-gram size (ng) and thresh-
old frequency for word removing (f). Each base classifier from MC system used
different settings and to obtain them we have applied grid-search technique with
randomly selected 500 Tweets from database. Each run checked for which ng
and f classifier obtained the highest recall ratio. In this simulation ng ranged
from {1, 2, 3, 4, 5} while f was chosen from {1, 2, 4, 6, 8, 9, 10}.

At the end, few words should be written about text processing techniques
from Fig. 1:

– NLTKProcessor - this it the main text corpora processor aiming at text
normalization and noise removal. It applies the following operation: removing
of urls and hashtags, word to lower conversion along with filtering punctuation
and English stop words. At the end, each Tweet is tokenized with part of speed
tagging using WordNetLemmatizer.

– TfidfVectorizer - normalized text can be transformed into feature vector.
The easiest way is to count words and take the occurrence score. The main
drawback with this method is connected with fact that longer message will
obtain higher average score values than shorter one even if it contains the
same topic. More valuable features can be extracted using Term Frequency
times Inverse Document frequency approach. It controls weights assigned to
words by dividing the number of occurrences of each word in a document
by the total number of words in the document. Furthermore, global corpora
text parameters are used to modify weights for words that occur in many
documents in the corpus and are therefore less informative than those that
occur only in a smaller portion of the corpus.
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Fig. 1. Processing diagram for two proposed methods. Method 1 on the left, Method
2 on the right.

3.2 Tweet Classification Results

We have divided experiments into two stages. In the first one, to validate pro-
posed processing pipeline we have extracted 50k Tweets from our collected data-
base. Each Tweet from this set was labeled independently by two person as
related (REL) or irrelevant (IR) to flu and its symptoms. For further classifi-
cation we have taken data with an agreement between assessors. For extracting
training and testing sets, we have used 5× 2 cross-validation method [3]. Table 1
contains averaged values after 10 runs. Apart from accuracy ratio, it presents

Table 1. Tweet classification results averaged after 10 runs. Notation used in table is as
follows: A - accuracy ratio, P - precision ratio, R - recall ratio, SingleBest - single best
classifier from ensemble, Method 1 - classification performed only with preprocessed
text, Method 2 - classification performed with both preprocessed text and hashtags
analysis. Small indices in A columns indicate algorithms to which compared one is
statistically significantly better.

Method 1 Method 2

SingleBest1 Ensemble2 Ensemble3

A P R A P R A P R

0.828− 0.829 0.824 0.8471 0.847 0.847 0.8781,2 0.876 0.872
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Table 2. Settings for the second experiment where batch classification is tested. Nota-
tion used in table is as follows: IRd, RELd stand for the number of Tweets irrelevant
and related to flu topic and labeled by experts; Rd, Rc are ratio score calculated for
true labels and classified by MC system Tweets, respectively. = − in the last row
indicate if obtained classification is the same or statistically significantly different than
true labels given by experts. For this purpose we have used statistical test comparing
two proportions RELd

RELd+IRd
, REL

REL+IR
.

Batch 1 2 3 4 5 6 7 8 9 10 11

IRd 400 350 400 320 390 400 300 150 100 320 390

RELd 100 150 100 180 110 100 200 350 400 180 110

Rd 0.20 0.30 0.20 0.36 0.22 0.20 0.40 0.70 0.80 0.36 0.22

Rc 0.17= 0.26= 0.18= 0.31= 0.19= 0.18= 0.36= 0.64− 0.74− 0.34= 0.18=

also precision and recall values for each algorithm and two preproposing meth-
ods related to converting text corpora into feature set. Furthermore, for pairwise
algorithm comparison we have used 5× 2 F-Test to check if one algorithm is sig-
nificantly better/worse or equivalent to the other compared. The level of p < 0.05
was considered as statistically significant. After analyzing results in Table 1, it is
clear that Ensemble system with Method 2 gives the best classification results.
Preliminary results are promising, but we should explain why proposed algo-
rithm does not obtain the highest possible classification score. We have seen
that Tweets classified by MC system as related to flu contained some specific
keywords that can be associated with flu, but their assigned label is IR because
they are commercials or only article headlines. In the future, for better topic
detection, we should also take into account message intention and information
if it is strictly related to the author or describes only a general knowledge or
basic fact. In the second experiment we have extracted 11 batches and each
set contained 500 Tweets. The number of REL and IR in each set is deter-
mined beforehand and presented in Table 2. For this experiment we have used
Ensemble3 with Method 2 for converting text into feature space. For training
phase, 1000 Tweets were randomly selected from database after removing Tweets
from testing batches. In the future, proposed system can be used for detecting
events in Twitter online platform when classification for predefined topic is ris-
ing. There are few methods for detecting events in the upcoming data. For this
purpose we can calculate ratio (1) and react when it is above a predefined thresh-
old. This approach can be illustrated in Fig. 2, where Rc > 0.5 can be treated
as signaling threshold. What is more, this figure indicates also that even if our
proposed model is not optimal it allows to follow general trends in messages and
detect events related to flu. As an alternative to constant alarm threshold, we
can apply the heuristic approach in which the ratio of Tweets classified from the
previous batch is compared with the ratio from the current batch. In this case,
statistical tests comparing two proportions can be used to check whether there is
a sufficient evidence at the α = 0.05 level, to conclude that the two populations
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Fig. 2. R ratio for provided 11 batches. Red color stands for true Rd calculated accord-
ing to labels assigned by experts while blue one is Rc score obtained from classification.

(batches from previous and current processing) differ significantly with respect
to their classification as Tweet related to flu.

R =
IR

IR + REL
(1)

4 Conclusions

In this paper, a framework for Tweet filtering was proposed which uses ensemble
of classifiers for detecting event related to flu and its symptoms. For evaluation
purposes 50 k messages were extracted from our database and labeled indepen-
dently as related to flu or not by two experts. This approach allowed us to check
classification accuracy of constructed ensemble and indicate which parameters
are crucial in Tweet processing phase. For event detection and monitoring one
should use knowledge from both Twitter text message and commonly used hash-
tags. On the other hand, another important aspect should be taken into account.
We have noticed that for such topics as health (especially flu related) commercial
Tweets are a major problem deteriorating the final classification. To combat this
problem, deeper and thorough sentiment analysis should be performed. In the
future we would like to improve our framework with adding a rejection mecha-
nism for detecting if Tweet is only related to flu topic or author personally has
a strong connection with flu. What is more, we would like to detect more events
in upcoming Tweets so instead of classification, clustering mechanism will be
applied.



Tweet Classification Framework for Detecting Events 461

Acknowledgments. This work was supported by EC under FP7, Coordination and
Support Action, Grant Agreement Number 316097, ENGINE - European Research
Centre of Network Intelligence for Innovation Enhancement (http://engine.pwr.wroc.
pl/). This was also supported by the statutory funds of Department of Systems and
Computer Networks, Wroclaw University of Technology. All computer experiments
were carried out using computer equipment sponsored by ENGINE project.

References

1. http://scikit-learn.org/
2. Aiello, L.M., Petkos, G., Martin, C., Corney, D., Papadopoulos, S., Skraba, R.,

Goker, A., Kompatsiaris, I., Jaimes, A.: Sensing trending topics in twitter. IEEE
Trans. Multimedia 15(6), 1268–1282 (2013)

3. Alpaydin, E.: Combined 5 × 2 cv F test for comparing supervised classification
learning algorithms. J. Neural Comput. 11, 1885–1892 (1999)

4. Atefeh, F., Khreich, W.: A survey of techniques for event detection in twitter.
Comput. Intell. 31(1), 132–164 (2015)

5. Batista, L.B., Ratte, S.: A multi-classifier system for sentiment analysis and opinion
mining. In: Proceedings of the 2012 International Conference on Advances in Social
Networks Analysis and Mining (ASONAM 2012), pp. 96–100. IEEE Computer
Society, Washington, DC (2012)

6. Bird, S., Klein, E., Loper, E.: Natural Language Processing with Python. O’Reilly
Media (2009)

7. Cavalin, P.R., Moyano, L.G., Miranda, P.P.: A multiple classifier system for clas-
sifying life events on social media. In: ICDM Workshops, pp. 1332–1335. IEEE
Computer Society (2015)

8. Celikyilmaz, A., Hakkani-Tur, D., Feng, J.: Probabilistic model-based sentiment
analysis of twitter messages, pp. 79–84. IEEE (2010)

9. Joachims, T.: Text categorization with suport vector machines: learning with many
relevant features. In: Proceedings of the 10th European Conference on Machine
Learning, ECML 1998, pp. 137–142. Springer, London (1998)

10. Kaleel, S.B., Abhari, A.: Cluster-discovery of twitter messages for event detection
and trending. J. Comput. Sci. 6, 47–57 (2015)

11. Kwak, H., Lee, C., Park, H., Moon, S.: What is Twitter, a social network or a
news media? In: WWW 2010: Proceedings of the 19th International Conference
on World Wide Web, NY, USA, pp. 591–600. ACM, New York (2010)

12. Lamb, A., Paul, M.J., Dredze, M.: Separating fact from fear: tracking flu infections
on twitter. In: NAACL (2013)

13. Salathe, M., Khandelwal, S.: Assessing vaccination sentiments with online social
media: implications for infectious disease dynamics and control. PLOS Comput.
Biol. 7(10), 1–7 (10 2011)

14. Zubiaga, A., Spina, D.: Mart́ınez, R., Fresno, V.: Real-time classification of twitter
trends. J. Assoc. Inf. Sci. Technol. 66(3), 462–473 (2015)

http://engine.pwr.wroc.pl/
http://engine.pwr.wroc.pl/
http://scikit-learn.org/


Real-Time Image Content Assessment
for Underwater Robot Manoeuvring Based

on Structural Tensor Analysis

Jakub Nawa�la(B) and Bogus�law Cyganek

AGH University of Science and Technology,
al. Mickiewicza 30, 30-059 Krakow, Poland

jakub.tadeusz.nawala@gmail.com

Abstract. The paper presents an efficient method for real-time image
analysis for manoeuvring of the underwater robot. Image analysis is done
after computing the structural tensor components which unveil rich tex-
ture and texture-less areas. To allow a power efficient underwater oper-
ation in real-time the method is implemented on the Jetson TK1 self-
standing graphics card using the CUDA compute architecture. The labo-
ratory experimental results show that the system is capable of processing
about 40 Full HD images per second while allowing orientation toward
texture specific regions for obstacle avoidance.

Keywords: Robot manoeuvring · Structural tensor · Underwater oper-
ation · CUDA · Real-time programming

1 Introduction

Robot manoeuvring and more specifically, obstacle avoidance, is one of the
most fundamental functions that must be implemented first for any self-standing
exploratory machine to operate properly. Given the operating conditions, solu-
tion providing this functionality must perform efficiently both in terms of power-
and computational throughput efficiency. Thus, no conventional central process-
ing unit (CPU) may be used. What is more, as will be later shown, mobile
counterparts of CPUs proof insufficient for more complex image processing oper-
ations like this one. This necessitates utilisation of hardware accelerated mobile
platform. For this purpose, NVIDIA Jetson TK1 board was chosen as it pro-
vides sufficient computational power, at the same time, retaining low energy
consumption figures. Advantageous features of Jetson come from the presence
of the first mobile, CUDA capable Tegra K1 graphics processing unit (GPU)
on-board. Video camera based system for underwater manoeuvring is given as a
solution to the problem of growing need for autonomous inspections of maritime
facilities. Amongst others, appearance of this phenomenon was described in [5].
It is important to underline that usage of standard camera, instead of sonar sys-
tem, constitutes much cheaper approach that additionally allows to process data

c© Springer International Publishing AG 2018
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of much higher spatial resolution. On the other hand, requiring sufficient water
transparency. In order to identify rich texture and texture-less regions, struc-
tural tensor (ST) calculus is used. Procedure is based on assumption that in
underwater environment any textured area represents potential obstacle. Using
ST of the input image, it is possible to define highly coherent patches providing
information about the presence of nearby objects. Solution based on GPU was
chosen due to its remarkable performance characteristics and its potential appli-
cations for execution time reduction. Latter of those was proven to be true by
many scientific publications. For example, work of Wetzl et al. [10] shows GPU
accelerated super-resolution (SR). Utilisation of hardware acceleration allowed
authors to use their solution in interactive applications like image guided surgery.
Similar approach was proposed in [8], which is another solution to SR problem
based on bilateral total variation filtration. Apart from super resolving low res-
olution images, GPU may be used to enhance object detection algorithms, like
the one presented by Chikkerur [3]. In this application, it allowed to achieve
up to 10 fold performance boost. Selection of NVIDIA Jetson TK1 as the main
processing platform for self-standing application is natural due to its low power
consumption. When measured under normal workloads, it oscillates around 4 W.
For more computationally demanding operations, it reaches its maximum at 11.5
W. Combining NVIDIA Jetson TK1 properties, allowing power efficient real-time
image processing, and capability of ST algorithm to extract potential obstacles
in underwater environs, it was decided to design, develop and test GPU-based
solution for real-time image content assessment for underwater robot manoeu-
vring based on structural tensor analysis. Reminder of this document consists
of 4 sections. Section 2 provides more details on image content analysis based
on structural tensor calculus. Section 3 includes overview of system architecture
used and Sect. 4 presents experimental results achieved. Section 5 concludes the
paper giving both qualitative and quantitative analysis of the work done.

2 Image Analysis with the Structural Tensor

Most general execution flow of an algorithm used to perform image analysis
with the structural tensor may be found in Fig. 1. Input gray-scale image is first
used to calculate 3 components of its structural tensor. Those are later used to
find corresponding coherence image. Then, coherence image is summed in square
blocks of the given size and resultant lower resolution frame becomes an input
for thresholding operation. At last, binary image is generated with white pixels
denoting rich texture regions that represent potential obstacles in underwater
environment.

2.1 Computing the Structural Tensor

A structural tensor T can be computed in each local and compact neighbourhood
R(x0) around a point x0 of a 2D image I, as follows [2,4,6]

T (x0) = BR(x0)

(
GGT

)
, (1)
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Fig. 1. Diagram of execution flow of image analysis algorithm



Real-Time Image Assessment 465

where BR(x0) denotes an averaging operator in a region R, with the centre at
the point x0, and G is a gradient vector at each point x of R, that is, x∈ R(x0).
The gradient G at a point x of I, is defined as follows

G (x) =

[
∂̂
∂̂x

I (x)
∂̂

∂̂y
I (x)

]

=
[
Ix (x)
Iy (x)

]
, (2)

where Ix(x) and Iy(x) denote discrete spatial derivatives of I at the point x,
in the horizontal (x ) and vertical (y) directions, respectively. In the presented
system GR(x0) is a simplest discrete binomial filter [4]. It can be easily noticed
that T(x0) constitutes a symmetric positive 2D matrix with elements describing
averaged values of the gradient components in a certain neighbourhood around a
point x0. Thus, the structural tensor T brings information on intensity changes
not only at a point x0 but, more interestingly, also in its nearest neighbourhood.
It is worth noticing, that when T is computed at each point x of I, then each
T(x) conveys information on overlapping regions around the point x. Hence, it
contains information on image texture and local curvature. Inserting (2) into
(1), the following is obtained

T = BR

([
Ix

Iy

]
[
Ix Iy

]
)

= BR

([
IxIx IxIy

IyIx IyIy

])
=

[
Txx Txy

Tyx Tyy

]
. (3)

To simplify the equations, in the aforementioned derivations, the point x was
omitted since averaging by the filter BR is over a set of points in R, as already
described. Concluding, the structural tensor T is built from four components:
Txx, Tyy, Txy and Tyx, each of those being averaged multiplication of partial
derivatives of input image’s intensity signal with respect to horizontal and ver-
tical spatial coordinate.

2.2 Texture Analysis for Robot Manoeuvring

In order to practically verify the concept of robot manoeuvring based on texture
analysis, consideration done in this subsection will be accompanied by the pre-
sentation of execution steps outcomes for real underwater image acquired (see
Fig. 2). As it was already shown, first step is calculation of structural tensor of
the input image. Result of performing this operation may be found in Fig. 3. It
should be noted that rich texture regions can be roughly estimated this early
in the processing procedure, using simple visual inspection. 3 components of ST
are now used to calculate coherence parameter for each pixel of the input image.
Formula used to do it is given in Eq. 4.

coherence =
(Txx − Tyy)2 + (2Txy)2

(Txx + Tyy)2
(4)
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Fig. 2. Input gray-scale image captured in Zakrzówek lake at depth of 15 m

Calculated values are now summed in square blocks of arbitrary size. For
images shown in this paper, block size of 32 was chosen, as it provides most
satisfactory end results. As a last step, block-summed coherence image is filtered
with thresholding filter, which sets to maximum all the pixels being larger than
the middle point between largest and smallest value of the block. This operation
may be expressed by the following equation:

b(x, y) =

{
1, when Cblock(x, y) > max(Cblock)−min(Cblock)

2

0, otherwise,
(5)

where b(x, y) represents pixel in output binary image at horizontal coordinate x
and vertical coordinate y, and Cblock represents block-summed coherence image.
Final binary image juxtaposed with block-summed coherence frame may be seen
in Fig. 4. Willing to further proof proper operation of the procedure proposed,
second underwater input image and its final binary image generated is given
in Fig. 5. As it can be judged by visual inspection, solution given shows strong
potential for application in underwater robot manoeuvring. Resultant binary
images yield good approximation of obstacles appearing on the path of the
exploratory machine and as such, may be used to avoid unwanted collisions.
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Fig. 3. Structural tensor components calculated

Fig. 4. Coherence image summed in blocks and after thresholding

Fig. 5. Second input image from Zakrzówek lake and resultant binary map
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3 System Architecture

Proposed image content analysis for underwater robot manoeuvring was imple-
mented as a software application. Its general operation flow was given in Fig. 1.
Most of the components were implemented on CPU and hardware acceleration
was utilised only for computationally intensive structural tensor computation.
As for any GPU accelerated image processing task, CUDA threads were mapped
onto input image’s pixels. Architecture of this mapping may be found in Fig. 6.
It should be pointed out that each block of threads is dedicated for a single
image row. Number of 384 threads per block was chosen due to its best per-
formance characteristics for tested use-cases. In case of images wider than 384
pixels, single thread from a given block is used to serve pixels at rows indexes
being multiplication of its original position. However, not every thread must
process equal number of pixels and hence, images of all possible widths may be
used. In addition to proper CUDA threads utilisation, texture memory of GPU
was used to assure best possible computational throughput. Its presence is justi-
fied as almost any image processing operation shows strong spatial locality and
this type of memory is optimised just for those kinds of tasks.

Fig. 6. Mapping of CUDA threads over input image’s pixels (tn represents n-th thread
and n rows means number of input image’s rows)

4 Experimental Results

As execution time constitutes the crucial factor in real-time applications, it was
the main scope of the experimental tests conducted. More specifically, execu-
tion time of the most computationally intensive step of the algorithm proposed
was measured. In this case, it was the structural tensor computation that was
consuming major part of processing resources. For better visualisation of GPU
predominance over standard CPU implementations, tests were done on 3 plat-
forms, namely: Jetosn’s Tegra K1 GPU, Jetson’s ARM Cortex A-15 mobile CPU
and standard Intel Xeon X5650 CPU. Comparison with Cortex A-15 is justified
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as it posses mobile properties necessary for self-standing applications. On the
other hand, Xeon X5650 is given to show how mobile GPU is capable of out-
performing more standard processing platforms, when used in image processing
tasks. In order to verify what is the influence of input image size, measurements
were performed for 3 standard resolutions: VGA (640× 480), HD (1280× 720)
and Full HD (1920× 1080). Additionally, results were averaged over 5 itera-
tions to assure measurements stability. Figure 7 shows execution times achieved.
Detailed information about the results may also be found in Table 1. It is readily
visible that Tegra K1 GPU outperforms both CPUs. What is more, its superi-
ority becomes more relevant for higher resolutions. At Full HD, GPU executes
almost 20 times faster, as compared to ARM Cortex A-15, and more than 11
times for Xeon X5650. On top of that, Tegra K1 is capable of processing up to
40 Full HD frames per second, being the figure sufficient to treat this applica-
tion the real-time solution. It is worth mentioning that good performance scaling
versus input image size for GPU, comes from its massively parallel architecture.
It provides sufficient number of processing resources dedicated for each pixel,
even for resolutions as high as 2 MP. Following this consideration, it can be
assumed that there is some theoretical boundary for input image size, which
makes GPU execution time rise faster than for 3 presented cases. Nevertheless,
good performance figures for resolutions up to 2 MP proofs to be sufficient for
most practical applications.

Fig. 7. Comparison of ST computation execution time when ran on Tegra K1 GPU,
ARM Cortex-A15 mobile CPU or Xeon X5650 standard CPU
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Table 1. ST computation frames per second throughput comparison for selected input
image resolutions (MP stands for megapixel meaning 1 million pixels); additionally
compared with average power consumption

Image resolution Frames per second

Tegra K1 GPU Xeon X5650 ARM Cortex A-15

VGA (0.31 MP) 65 27 16

HD (0.92 MP) 44 7 5

Full HD (2.07 MP) 39 3 2

Avg. power cons. [W] 5 [7] 95 [1] 0.6 [9]

5 Conclusions

In this paper, usability of GPU-based platform, combined with structural ten-
sor calculus, was investigated as the mean to perform real-time image content
analysis for underwater robot manoeuvring. Given the laboratory execution time
results, it was proven that NVIDIA Jetson TK1, with Tegra K1 GPU on-board,
does constitute efficient platform for real-time image processing. Additionally,
taking into account its mobile properties, it was shown to be a good solution
for computer vision provision in self-standing exploratory machines. On top of
that, structural tensor calculus was presented as a tool for extraction of infor-
mation about nearby obstacles in underwater environs. It is important to point
out that lower power consumption figures of on-board computer vision provider
means not only better utilisation of resources, but also possibility to use the
for other application-critical tasks. Having verified Jetson TK1 serviceableness
for real-time image analysis and given structural tensor calculus functionality
for obstacle avoidance, it is concluded that solution proposed, may be used in
potential submarine exploratory application. It is thus planned to practically
verify this assumption.
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Abstract. One of the most popular clustering algorithm is DBSCAN,
which is known to be efficient and highly resistant to noise. In this paper
we propose its distributed implementation. Distributed computing is a
very fast growing way of solving problems in big datasets using a multin-
ode cluster, rather than parallelization in one computer. Using its fea-
tures in proper way, can lead to higher performance and, what is prob-
ably more important, higher scalability. In order to show added value
of this way of designing and implementing algorithms we compare our
results with GPU parallelization. On the basis of the obtained results
We formulate the propositions how to improve our solution.

Keywords: Distributed computing · Clustering · Unsupervised
learning · Big data

1 Introduction

Nowadays, clustering is one of the most popular technique for data analysis and
it is being used in many fields, as image analysis, data mining, data compression
or bioinformatics. Clustering, as a process, is a way of retrieving some informa-
tion about the data and its structure [1]. However, there can be some problems
in this task, such as: how to define similarity of instances, how to estimate num-
ber of clusters, which we want to obtain, how to deal with noisy datasets and
finally, how to get better performance and scalability. Nowadays we have many
capabilities and algorithms, which can resolve above problems, but on the other
hand, we live in a world of data growing in a fast pace to an enormous size. In
this paper, we propose solution based on a distributed computing for DBSCAN
algorithm.

DBSCAN (density-based spatial clustering of applications with noise) was
proposed in 1996 and is one of the most popular density-based clustering algo-
rithms [2]. The main advantages of the density-based methods are that, they do
not have to know the expected number of clusters, they work well in a noisy
datasets and they are quite simple. In real-world data noise is an unavoidable

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 49
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problem [3] and may have two main sources: implicit errors from measurement
tools and random errors from processes or experts in data gathering (e.g. in doc-
ument digitalization process) [4]. Noise, with high probability, will affect the out-
put of algorithm and computing time [5]. Of course, in clustering process it does
not have such a big impact as in classification, but still the results will be erro-
neous. Dealing with noise is, naturally, one of the tasks of data pre-processing,
but it can be time- and resource-consuming. The way in which DBSCAN is
dealing with this problem will be described in more details later in this paper.
However, it is a very simple method, which makes the computational complexity
relatively low.

As it was said before, DBSCAN is not a very complicated algorithm. The
main idea is to check whether in a given distance (ε) from every point(instance) in
a dataset is enough points (minPts) to create a dense region. If condition is met,
the cluster is created and it is further expanded if points in its ε-neighborhood
also meet condition (have enough points in their ε distance). In the worst case,
algorithm defined this way has runtime complexity of O

(
n2

)
, because for every

instance in dataset, DBSCAN has to find all objects within its ε-neighborhood,
what means we need to visit every point in dataset. There are some possibilities
to reduce this complexity, such as using an indexing structure (for example R*-
Tree) or materializing the distance matrix, what results in shorter computation
time, but increases memory complexity. Taking into consideration all of the
above and a fact that nowadays we gather a lot of data, which may have large
dimensionality, the algorithm can run slow in a standard implementation.

There are a few ways to improve DBSCAN, such as parallel implementations
as presented in [6–9] or preprocessing with GPU [1], where different parallel
computation concepts were used, but the implementations use only one physical
computer. In works [6–9] the authors used master-slave technique, where data
is divided between processors, then every processor locally performs DBSCAN
algorithm and finally the results were merged. To obtain better performance,
authors used mentioned earlier R*-Tree structure, special data-partition algo-
rithm or disjoint-set data structure. Authors of [1] presented a slightly different
approach, in which they use GPU, which “consists of hundred or thousand small
cores which can be used for general purpose computation (GPGPU)”. Each of
the above implementations has, however, scalability limited by the number of
processors, cores or memory. Nowadays, we can achieve better (or even infinite)
scalability by using distributed computing.

Dealing with massive data is a well-known problem and there are a lot of meth-
ods of analyzing and processing such a big datasets. One way to deal with this
problem is using reduced dataset (especially in classification problems). Using
this method can reduce the computation time and size of database. [16] How-
ever, in clustering problem we can not reduce the dataset. In this case one of the
most popular and efficient way is to use Apache Hadoop [11,12] with MapRe-
duce [10] or Apache Spark [13,14]. MapReduce is a designed by Google and is a
framework for, so called, big data processing. Main objective of its implementation
was to deliver to a user a simple way of programming in distributed environment,
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such as cluster of computers. MapReduce consists of two steps:Map andReduce.
In Map step the data is read from the HDFS (Hadoop Distributed File System)
and transformed. Each node in a cluster is responsible for this process and uses a
different (one or more) partitions of dataset. Then, in Reduce step, the results
from every node are send to the reductor and merged into one result through an
user-defined function. In most cases reductor is one, main node, but in more com-
plex problems, we can have more than one reduce operation and therefore we can
also have more than one reductor. It is possible to use MapReduce without an
Apache Hadoop, but Hadoop is an open-source and one of the most popular imple-
mentations of this framework. However, using Hadoop is in many cases not a good
solution, because it is based on disk operations and they are not very efficient.
The solution to this problem is using Apache Spark, which main advantage over
Hadoop is that it is using in-memory computation. The drawback is that we need
a lot of RAM if we want to make computations on very large data. However, Spark
is designed to overcome Hadoop’s performance and it has shown to perform faster
than Hadoop. The idea of how the Spark is working is similar to Hadoop. The main
program (called the driver) controls workers and collects results from them, same
as reducer. Nodes read data from the HDFS to memory, performs some computa-
tions and save the result to disk. The main difference between Hadoop and Spark
is that Spark keeps the data in memory until the processes on workers are done,
so querying it repeatedly is more efficient than reading it from the disk every time
(RAM has better answer time than read operation from HDD).

Using above solutions for distributed computing seems like natural way of
achieving better scalability and performance in DBSCAN algorithm. There are
two main objectives of this paper: the first one is to verify, whether distributed
implementation will obtain at least the same times of computing and exactly
the same results as GPU parallelization proposed in [1] and the second one is
to obtain better scalability. In the next section we shortly describe DBSCAN
algorithm and its distributed implementation, indicated also the problems to
be solved in further works. Then we show and discuss experiment results and,
finally, the last section concludes the work and formulates recommendation for
further works.

2 Algorithm

2.1 DBSCAN

DBSCAN is a density-based algorithm, where user needs to define two parame-
ters: ε and minimum number of points to create a cluster - minPts. In the first
step random point (P) is selected and algorithm computes distance between this
point and every other point in dataset. It is worth mentioning, that nothing
stands in the way to define a distance function as an input parameter of algo-
rithm, but in this work we follow originally proposed algorithm [2] and define
this function inside algorithm. If the distance between two points in dataset is
equal or less than ε, this points become neighbors. If in ε-neighborhood of P is
at least as many points as we defined as minPts (it is called a dense region), the
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cluster is created. If the condition of minPts is not met, it means there is less
points in ε-neighborhood of P, all points are labeled as noise. However, these
noise points can be found later in sufficiently sized ε-neighborhood of a different
point and become a part of another cluster. If a cluster has started, the next step
is to verify if algorithm can expand this cluster or should go to next point outside
this cluster. This is done simply by checking if distance and minPts condition is
met for every point (P’) within this cluster. If verification is positive (condition
is fulfilled) algorithm expands this cluster for every point in ε-neighborhood of
P’. If the cluster is expanded to maximum size, it means we cannot find more
points that are in dense region of cluster, the expansion is finished and every
point is labeled as visited. Then algorithm randomly selects another point in
dataset, which is not labeled as visited and repeat the procedure. If there is no
more not visited points, algorithm stops. Pseudocodes of DBSCAN algorithm
and expanding function are presented below.

Algorithm 1. DBSCAN algorithm
Data:
Dataset - D,
distance - ε,
minimum number of points to create dense region - minPts

1 begin
2 C ←− 0
3 for each point P in dataset D do
4 if P is visited then
5 Continue to next P
6 end
7 else
8 mark P as visited
9 nbrPts ←− points in ε-neighborhood of P (distance function)

10 if sizeof(nbrPts) < minPts then
11 mark P as NOISE
12 end
13 else
14 C ←− NewCluster
15 Call Expand Cluster Function(P, nbrPts, C, minPts)

16 end

17 end

18 end

19 end

2.2 Distributed Computing

Algorithm described above is a classic implementation and needs some modifi-
cations to work in distributed environment. We can run it in such environment
and we will probably get better results, but just because we will use more RAM
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Algorithm 2. Expand Cluster Function
Data:
Point in dataset - P
Neighbor points - nbrPts
Current cluster - C
distance - ε,
minimum number of points to create dense region - minPts

1 begin
2 add P to cluster C
3 for each point P’ in nbrPts do
4 if P’ is not visited then
5 mark P’ as visited
6 nbrPts’ ←− points in ε-neighborhood of P’ (distance function)
7 if sizeof(nbrPts’) ≥ minPts then
8 nbrPts ←− nbrPts + nbrPts’
9 end

10 end
11 if P’ is not a member of any cluster then
12 add P’ to cluster C
13 end

14 end

15 end

or CPU. Proposed modifications are based on paper [1], because GPU paral-
lelization is the closest equivalent of distributed computing. As in the mentioned
paper, we also need to create a neighborhood matrix to compute results, and
what is more important, to send them later to reducer. We assume that each
node has the whole dataset available and computes distances to every point in
dataset, but not for every point. In other words, using distributed computing we
will make only 1

N computing on each node to receive the same results, where N is
the number of nodes in cluster. Downside of this solution is that we demand that
whole dataset is available for every node at anytime. Therefore, it is necessary
to implement fully distributed implementation, where dataset is divided among
nodes in cluster. Idea is to build cluster independently on every node (in Map
phase) and then collect the results by using special function (in Reduce phase).
Function collecting results works in the same way as DBSCAN algorithm, with
this difference that we measure distance (and density) based on boundary points
of every cluster. If boundary point of one cluster is in a dense region of boundary
point of second cluster, then those clusters should be merged. For Map phase we
use standard implementation of DBSCAN because, all we need to do is to load
data into RAM and compute clusters. Pseudocode for reduce step is presented
below.

This implementation have some drawbacks, which will be described wider in
conclusions of this paper.
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Algorithm 3. Reduce step for Distributed DBSCAN
Data:
Clusters collected from nodes - CC,
distance - ε,
minimum number of points to create dense region - minPts

1 begin
2 for each cluster C in CC do
3 for each point P in C do
4 if P is visited then
5 Continue to next P
6 end
7 else
8 mark P as visited
9 nbrPts ←− points in ε-neighborhood of P that are not in C

10 if sizeof(nbrPts) ≥ minPts then
11 Merge C with every cluster, to which points nbrPts belongs
12 end

13 end

14 end

15 end

16 end

3 Experiment

There are two main goals of the experiment. First one is to verify the possible
speedup of distributed implementation versus parallelization on GPU proposed
in [1]. Second one is to verify whether the proposed implementation causes higher
scalability of algorithm.

3.1 Set-Up

For the purpose of first part of experiment, we use the same artificial gener-
ated dataset as in [1] (artificial dataset). It contains 20 000 observations and
two dimensional continuous feature. For the second experiment, we use Higgs
dataset [15], which contains 11 millions instances and 8 features. The difference
is that we recomputed algorithm in different machine, to get results comparable
with distributed implementation. For GPU parallelization test were carried out
on NVIDIA GeForce GTX 970, Intel Core i7 CPU and 16GB RAM (denoted
GeForce+i7), while for distributed implementation we used 10 node cluster with
25vcores i5 processor and 256GB RAM on each Node. The time was always
measured for GPU parallelization and distributed computing.
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3.2 Results

Before we can compare computing times of both algorithms, we had to check
whether both algorithms give exactly the same results. Figure 1 below shows the
visualization of artificial dataset.

The output of both algorithms were exactly the same, so we can compare time
of computing. For this purpose we compute distributed implementation for 2, 4,
8 and 10 nodes and GeForce+i7. Figure 2 shows the result for this comparison.

As we can see in Fig. 2 distributed implementation does not get much better
times. In fact, for 2 Node configuration we get worse results in this dataset and
for the rest configurations we can see slightly better results but only when we
reach size of about 15 000 objects. Of course, if we look at 10 Node configuration
(bottom line) we see that for 20 000 objects we get about 3 times speedup.
However the most important thing in this figure is the shape of series. We can
see that time for GPU parallelization starts to grow very fast from 5 000 objects
to 20 000, from about 0.15 s to almost 3.5 s. We can also see that for the same
objects increase 10 Node configuration time grows only from about 0.11 s to 0.9 s.

Fig. 1. Artificial dataset for first experiment

Fig. 2. Time comparison for distributed computing and GPU - first dataset
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This suggests that for much bigger dataset, GPU parallelization will not get
results in acceptable times (or in worst case will not get any results at all). That
is why we have made second experiment. Dataset we choose have 11 millions of
instances and 28 float attributes.

Fig. 3. Time comparison for distributed computing and GPU - Higgs dataset

Figure 3 shows times of computing for much bigger set. First important
thing is that, GPU parallelization could not handle bigger set than 2 millions
of instances because of not enough space in GPU memory and RAM. Second
conclusion is that times for bigger set are much better for distributed imple-
mentation. For half a million of instances distributed implementation is over 4
times faster and gives results in about 44 s, while GPU parallelization gives the
same results in about 230 s. For one million of instances distributed implemen-
tation is about 6 times faster (1.5 min versus 10 min) and for 2 millions times
are about 10 times better for distributed computing. Then we cannot compare
results, because as it was said earlier, GPU parallelization cannot return any
results.

4 Conclusions

Distributed computing seems to be the best option for getting better results and
scalability for DBSCAN algorithm, but only for bigger datasets. As we showed,
for small datasets using such algorithm is not good. This is because results
are very similar and we must remember that using distributed computing is
connected in most cases with using Hadoop and MapReduce or Spark, so we
need additional time to make our environment ready. For example, Spark needs
about 4 s to start its instances. Therefore, if we have relatively small dataset on
which DBSCAN can be computed in less than 10 s, we should use not distributed
algorithms. What is important, scalability of distributed computing also is not
endless. However, suggested implementation of distributed DBSCAN has, some
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space for optimization. First of all, we need to consider optimization of Reduce
phase, because in this implementation, in worst case we will visit every point of
cluster again. There is a relatively easy way to handle this. At the Map phase
we need to return not only clusters but also set of boundary points. Using those
sets we can verify much faster, whether point is in dense region of other cluster.
Most speedup which we get in this implementation comes from divided dataset
in map phase, but we lose a lot of time in reduce phase. Another thing is, that
we can use some distributed data structure to speed up this algorithm and that
is probably the best way to consider for further works.
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Abstract. Data stream mining is among the most vital contemporary
data science challenges. In this work we concentrate on the issue of actual
availability of true class labels. Assumption that the ground truth for
each instance becomes known right after processing it is far from being
realistic, due to usually high costs connected with its acquisition. Active
learning is an attractive solution to this problem, as it selects most valu-
able instances for labeling. In this paper, we propose to augment the
active learning module with self-labeling approach. This allows classifier
to automatically label instances for which it displays the highest cer-
tainty and use them for further training. Although in this preliminary
work we use a static threshold for self-labeling, the obtained results are
encouraging. Our experimental study shows that this approach comple-
ments the active learning strategy and allows to improve data stream
classification, especially in scenarios with very small labeling budget.

Keywords: Machine learning · Data stream mining · Active learning ·
Semi-supervised learning · Self-labeling

1 Introduction

Data streams are dynamic collections of data. Here, we assume that instances
arrive continuously over time, we need to process them within a limited time
as soon as they become available and that the volume of data is potentially
unbounded. They became a significant part of the so-called big data era, linking
themselves to 5V ’s describing these massive collection of information: Volume,
Velocity, Veracity, Variety and Value. Especially first two of these characteristics
are important from the streaming perspective. Volume is connected to ever-
growing size of the incoming data. Velocity described that instances arrive over
time, often in high-speed and with varying frequencies. Additionally, we must
assume a potential presence of a phenomenon known as concept drift that may
influence the stream characteristics over time [7]. These factors make canonical

c© Springer International Publishing AG 2018
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machine learning algorithms incapable of efficient stream processing, as they
were designed for static cases.

In data stream mining, one may see four main trends among methods for han-
dling non-stationary data. Drift detectors are external algorithms that monitor
certain properties of the stream and correlate changes in them to the incom-
ing change [15]. This allows to train new classifier on most recent instances and
replace the old one with it when the degree of change has become too severe. Slid-
ing window solutions are based on keeping a predefined buffer of instances that
are used for the classification process [13]. Window is constantly updated with
new instances and old ones are discarded in order to keep a track on the stream
progress. On-line classifiers are able to process the stream instance by instance,
using a limited amount of computational resources [6]. Each instance is processed
once and discarded, thus leading to a reduced memory usage. Finally, ensemble
approaches utilize a number of classifiers together with one of the previous solu-
tions [8]. Due to their flexible structure they can easily accommodate for drifts
in streams, as well as offer improved predictive efficacy. All of these methods
must be characterized by a limited computational resource consumption, there-
fore implementing them in high-performance environments is becoming more
and more popular [5].

Despite a high number of algorithms proposed for solving this problem,
most of them work under a naive assumption that the ground truth for each
instance becomes known right after processing it. In real-life scenarios we have
limited access to labels, as labeling is connected with certain cost (e.g., using
expert’s knowledge). Therefore, we must wisely use the scarce budget that is
under our disposal. This has lead to developing unsupervised [1], semi-supervised
[9] and active learning solutions [12] in order to minimize the need for labeled
instances.

In this paper, we propose to combine active learning strategy with self-
learning approach. Self-learning is a branch of semi-supervised learning that
allows classifiers to label an instance if they display a high certainty regarding
its class [11]. It has been shown to display good results in stationary scenar-
ios, therefore we decided to investigate its usefulness for non-stationary data
streams. As we assume to work under a highly limited budget, each additional
information that may improve the performance of classifier without imposing any
cost is highly valuable. Therefore, we allow the classification system to to update
itself with instances for which it displays high certainty, without a label query. Of
course, we are aware of the fact that an error in self-labeling may propagate itself
along with the stream. However, we will show that an interplay between active
learning and self-labeling leads to potential improvements in quality of classi-
fiers trained from scarcely labeled streams. This is a preliminary work, where
we propose to use static self-learning with no adaptation to potential changes
in data. However, results on a number of real-life streams prove that, despite its
simplicity, such an approach may be beneficial to learning systems.
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2 Combining Active Learning and Self-labeling

We present a hybrid approach to data streams classification. It combines two
mentioned strategies working under budget constrains: active learning [14] and
self-labeling [11]. These methods are dedicated to the environments with a vast
amount of unlabeled samples and only few labeled. They make use of annotated
data to utilize objects without labels. Both aim to reduce the overall cost of
labeling process, but they do it in different ways.

The general active learning framework has been presented in [12]. For each
incoming sample X an estimation of current label spending b̂ is checked. If it
does not exceed a given budget, there is a chance for querying the sample, using
a chosen strategy. Otherwise, the sample is discarded. In our framework we add
a self-labeling strategy, which tries to classify discarded objects on its own and
use them for a training without any additional cost. We assume that the semi-
supervised learning step will, in some cases, adjust a model more precisely. For
now, we do not use any concept drift detector and adapt the classifier in a blind
way [7]. The hybrid algorithm is presented below.

Algorithm 1. The general hybrid algorithm which combines active learn-
ing and self-labeling
Data: labeling budget B, QueryStrategy (parameters),

SelflabelingStrategy (parameters)
Result: classifier L at every iteration
Initialization: b̂ ← 0

1 repeat
2 receive incoming instance X;
3 if b̂ < B then
4 if QueryStrategy (X, parameters) = true then
5 request the true label y of instance X;
6 update labeling expenses b̂;
7 update classifier L with (X, y);
8 else if SelflabelingStrategy (X, parameters) = true then
9 get a class label ŷ predicted by classifier L;

10 update classifier L with (X, ŷ);
11 end
12 end
13 until stream ends;

For the active learning strategy we choose uncertainty sampling [2]. This
group of methods is probably the most intuitive approach to querying the unla-
beled data. The idea is to ask only for these objects about which a classifier is
very uncertain. It relates to a distance from a decision boundary in the analyzed
problem space. Objects which are close to the boundary are potentially more
ambiguous than these which are far from it. According to the Bayesian Decision
Theory, for a given object X, a classifier will assign low posterior probability
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p(y|X) to each class y whose region co-creates the boundary. The indications for
all classes can be combined using, for example, the maximum a posterior (the
lower value the higher uncertainty) or an entropy measure (the higher value the
higher uncertainty) [10]. The easiest algorithm uses a fixed threshold θ ∈ (0, 1〉
to decide if an object should be queried, using the formula:

p(ŷ|X) ≤ θ. (1)

In fact, such solution will be sufficient only for the changes that appears near
the decision boundary and it will not satisfy the basic requirements for an
active learning strategy [12]. More effective solutions have been proposed and
exhaustively described in [12]. We incorporate one of them – a variable thresh-
old with randomization. In this method the threshold θ is modified by a fac-
tor s ∈ (0, 1〉. The uncertainty value is calculated using the maximum rule.

Algorithm 2. The variable threshold with randomization strategy
Data: incoming instance X, trained classifier L, threshold adjustment

step s ∈ (0, 1〉, variance of the threshold randomization σ
Result: labeling ∈ {true, false}
Initialization: θ ← 1, store the latest value during operation

1 ŷ ← arg maxy p(y|X), where y ∈ {1, ..., c};
2 θr ← θ × η, where η ∈ N(1, σ) is a random multiplier;
3 if p(ŷ|X) ≤ θr then
4 decrease the uncertainty region θ ← θ(1 − s);
5 return labeling ← true

6 else
7 increase the uncertainty region θ ← θ(1 + s);
8 return labeling ← false

9 end

The dynamic threshold value increases θ ← θ(1+s) when a model becomes more
stable and less samples tend to give low enough confidence to be queried. The
threshold decreases θ ← θ(1 − s) when a potential concept drift appears and
more samples become ambiguous. The first step spreads the region of interest,
the second one prevents the budget from being exhausted during the drift. To
ensure that samples, which are even further from the decision boundary, will be
queried regularly enough, the randomization of θ is added. It is performed using
the normal distribution N(1, σ), where σ is a variance of the randomization. Such
approach should quiet effectively react to changes in any part of the problem
space and manage the budget rationally.

Our self-labeling module is based on a confidence measure. The self-labeling
strategy performs unsupervised learning only for these object which a classifier
can classify with a high confidence. Similar measures, as for the uncertainty
sampling, can be used [11]. For decision making we incorporate the simplest
strategy that uses a fixed confidence threshold γ ∈ (0, 1〉 and the maximum rule
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for combining the posterior probabilities. It decides basing it on:

p(ŷ|X) ≥ γ. (2)

It is worth saying that the chosen strategies and their measures are, in fact,
complementary. The algorithm will ask an expert for very uncertain data samples
and, obviously, will not use them for a self-training. On the other hand, it will
discard the objects for which it will be very confident and will use them for the
training without additional supervision.

3 Experimental Study

In this section we present experiments which has been conducted to evaluate
the proposed hybrid framework. First, data streams are described. Then the
evaluation methodology is introduced. Finally, we present obtained results and
discuss them briefly.

3.1 Datasets

The algorithm has been tested on real data streams. Since it is dedicated to
evolving environments, datasets should contain some concept drifts. All of the
presented streams are supposed to be non-stationary, however, it is not directly
determined what kind of drift will occur and when it will happen. It can be
assumed, taking into consideration an environment or a context from which the
data streams have been gathered. We use four different real-life stream datasets
(their details are given in Table 1):

– Sensor1 – this data stream was collected from 54 environmental sensors set
in Intel Berkeley Research Lab. They were used to record such factors like
temperature, humidity or light for 2 months. A class label for each row is
a sensor ID. During a day, conditions in rooms were changing, so was the
underlying data distribution.

– Cover Type2 – this dataset consists of predictions of forest cover types,
based on cartographic variables and some remotely sensed attributes. The
analyzed areas are located in the Roosevelt National Forest of northern Col-
orado. A concept drift is supposed to appear, due to some seasonal, incre-
mental changes.

– Spam3 – it is a textual data stream created on the basis of Spam Assasin
Collection, with features extracted using the bag of words procedure and then
selected according to their informative value. It is stated that the stream’s
concept changes gradually, due to spam content and filters adaptation.

1 http://www.cse.fau.edu/∼xqzhu/stream.html.
2 http://archive.ics.uci.edu/ml.
3 http://mlkd.csd.auth.gr.

http://www.cse.fau.edu/~xqzhu/stream.html
http://archive.ics.uci.edu/ml
http://mlkd.csd.auth.gr
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– Airlines4 – it is a data stream with flight delays predictions. They are based
on, among others, a flight source and destination, its length, date and an
airline. The stream probably consists of some seasonal, incremental changes,
due to different weather conditions, and abrupt drifts caused by, for example,
airplanes accidents.

Table 1. Summary of the used data streams.

Name Instances Attributes Classes Type

Sensor 2 219 803 5 54 Numeric

Cover type 581 012 54 7 Numeric, Nominal

Spam 9324 499 2 Textual

Airlines 539 383 7 2 Numeric, Nominal

3.2 Set-Up

In streaming environments it is impractical to use such demanding evalua-
tion methods like cross validation. It is commonly known to be a very reliable
approach, however, for continuous and massive data streams it is very time-
consuming. Some methods dedicated to the on-line evaluation, for example hold-
out, may be insufficient for evolving data streams. We use a simple, yet effective
method called interleaved test-then-train with a sliding window ω for the most
recent samples [3]. In this approach each sample is used for testing and later
for updating a model. The accuracy measure is incrementally recalculated. It
provides a relatively good measurement sensitivity, but it highly depends on the
optimal window size. We choose ω = 1000 according to the results from [3]. The
on-line accuracy rate is defined as a ratio of correctly classified objects within
the window. We also calculate the overall accuracy achieved on all data samples.

In our experiments, we compare the hybrid framework (SL) with the original
active learning algorithm (AL), which uses the variable threshold with random-
ization. We use Hoeffding Adapative Tree [4] as the base classifier. The fixed
confidence threshold was arbitrarily set to γ = 0.9, the variable threshold to
s = 0.01 and the standard deviation of randomization to σ = 1. We compare the
frameworks for different budget values B = {1%, 5%, 10%, 20%, 50%}, which is
a factor of samples queried for the true labels.

3.3 Results and Discussion

Table 2 presents averaged accuracies over the entire stream for examined AL and
SL strategies. Detailed depictions of changes in accuracies following the stream
progress are presented in Figs. 1, 2, 3, and 4, for each dataset respectively. For
clarity of presentation, each figure shows only three budget settings: 1%, 10%
and 50%.
4 http://moa.cms.waikato.ac.nz/datasets.

http://moa.cms.waikato.ac.nz/datasets
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Table 2. Overall accuracies of AL and SL given a budget.

Dataset Strategy B = 1% B = 5% B = 10% B = 20% B = 50%

Sensor AL 8% 13% 18% 37% 48%

SL 10% 15% 24% 34% 56%

Cover type AL 60% 66% 73% 76% 80%

SL 65% 61% 65% 68% 78%

Spam AL 28% 55% 75% 82% 89%

SL 76% 86% 78% 83% 85%

Airlines AL 60% 60% 60% 62% 63%

SL 56% 57% 56% 59% 62%

As we can see from the results combining active learning with self-labeling
is able to work well in three out of four streams. Only for the Airlines dataset
we observe a drop in accuracy regardless of the budget size being evaluated.
This can be contributed to high variance or noise in incoming data that results
in classifier updating itself with incorrect content, thus leading to a drop in
accuracy.

Fig. 1. Accuracy of AL and SL given a budget on Sensor data stream.

For Cover Type dataset, we may observe that SL strategy is able to improve
upon standard AL solution only for B = 1%, yet offering a significant gain in
accuracy of 5%. Although fact that it works well only for one budget setting may
seem discouraging at first, one must notice that small budgets are actually the
more realistic ones. When assuming that one is being able to label 30% or 50%
of instances in the entire stream, it is hard to really consider high labeling cost.
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In real scenarios, where a company would need to employ an expert to provide
labels, budgets on the level of 1% or even smaller are much more probable.
This additionally show that for such limited budgets AL cannot efficiently query
enough samples and each additional information significantly contributes to the
classification performance. This allows to back-up our claim that SL will prove
their usefulness in such difficult conditions.

Fig. 2. Accuracy of AL and SL given a budget on Cover Type data stream.

For the remaining two datasets (Sensor and Spam), we are able to observe
gains in accuracy due to using SL for most of budget sizes. This is especially
vivid in case of Spam data, where we are able to gain 48% of accuracy for budget
B = 1%. We connect this performance with the nature of analyzed streams.

Fig. 3. Accuracy of AL and SL given a budget on Spam data stream.
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In real-life situations the drift is not ever-present, but appears in intervals. There-
fore, in stationary parts of the stream AL itself is not able to provide enough
instances for the classifier to achieve stable adaptation. Therefore, by provid-
ing larger set of training instances, we are able to better recover after drift and
adapt to the current concept. This allows us to conclude that there is a need for
further developing combination of AL and SL approaches that are able to switch
between stationary and non-stationary parts of the processed streams.

Fig. 4. Accuracy of AL and SL given a budget on Airlines data stream.

4 Conclusions and Future Works

In this paper, we have addressed the issue of learning from data streams under
constrained budget. We discussed realistic scenario, in which one does not have
access to class labels for all of incoming instances and can label only a small
subset of them. We proposed to augment the active learning strategy with a self-
labeling approach that allowed for classifier to automatically label and utilize for
training instances characterized by a high certainty. As a result, our classifier was
able to increase the number of utilized instances for adapting to non-stationary
streams with no direct cost. Our strategy was complementary to active learning,
as it could select most uncertain instances for expert labeling and most certain
ones for automatic labeling. In this work we have used a simple static threshold
for self-labeling procedure that despite its simplicity was able to improve the
performance of classifiers when working under a very small budget. Preliminary
results obtained encourage us to develop more advance self-labeling strategies for
drifting data streams that will take into account the dynamic and non-stationary
nature of incoming concepts.

Acknowledgments. This work was partially supported by the Polish National Sci-
ence Center under the grant no. DEC-2013/09/B/ST6/02264.
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Abstract. Recently, several approaches have been proposed to deal with
the concept drift detection. In this paper we propose the new concept
drift detection algorithm based on the decision templates. The decision
templates are obtained from the outputs of the base classifier that form
an ensemble of classifiers. Experiments on several publicly available data
sets verify the effectiveness of the proposed algorithm.

Keywords: Drift detection · Multiple classifier system · Decision
templates

1 Introduction

Many approaches in machine learning assume that training data have a station-
ary source. Unfortunately, such an assumption is often violated in real-world
dynamic environments. To deal with this problem, many classification methods
of data stream were proposed. Data streams are characterized by huge volumes
of records fast changes and the frequent need for the quick, real-time response
or analysis [7]. Therefore, the characteristics of data streams are often not stable
but are change in time. This problem is defined as the concept drift. There are
three possible kinds of the drift: conditional, feature, or dual drift [9]. In the
case of the conditional drift a change occurs in a priori probability of classes. In
the case of the feature drift class conditional probabilities can change, but in the
dual drift class conditional probabilities and a priori probability of classes may
change. Apart from the differences in the cause and effect of concept changes,
there are several ways of how such changes occur. The discussion of this problem
can be found in [4,5]. The text is organized as follows: after this introduction,
in Sect. 2 the idea of drift detection is presented. Section 3 contains the descrip-
tion of the proposed method for detecting the concept drift. The experimental
results on several data sets are presented in Sect. 4. Finally, conclusions from the
experiments and future research proposals are presented.

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 51



492 R. Burduk

2 Related Works

The drift detector is created in order to detect the concept drift and alarm the
base classifier that its model should be rebuilt or updated. Below, we discuss
the recently proposed method to detect the drift. The Drift Detection Method
(DDM) proposed by Gama et al. uses the Binomial Distribution [7]. In each
iteration the online classifier calculates the decision class which is either true
or false. So, for the set of examples an error is identified from Bernoulli tri-
als. For each example in data stream we have to update two registers to keep
track of error rate. First is pmin and the second is denoted smin. These two
are used to identify the warning level condition and the alarm level condition.
DDM works best on data streams with the sudden drift as gradually changing
concepts can pass without triggering the alarm level. EDDM is a modification of
DDM proposed by Baena-Garcia et al. [2]. In this algorithm the same warning-
alarm mechanism is used as the one recommended in DDM. However, it uses
the distance error rate instead of classifier’s error rate. EDDM works better
than DDM for the slow gradual drift, but it is more sensitive to noise. Another
drawback is that it considers the thresholds and searches for the concept drift
when a minimum of 30 errors have occurred. ADWIN - Bifet et al. proposed the
method which uses sliding windows of variable size, that are recomputed online
according to the rate of the change detected from the data in these windows [3].
The window (W) is dynamically enlarged when there is no clear modification
in the context, and it shrinks when a modification is detected. ADWIN works
only for one-dimensional data. A separate window must be maintained for each
dimension, for n-dimensional raw data, which results in handling more than one
window. The Paired Learners, proposed by Stephen Bach et al., uses two learn-
ers: stable and reactive [1]. The stable learner makes predictions based on all
of its experience, while the reactive one predicts basing on a window of recent
examples. It uses the interplay between these two learners and their accuracy dif-
ferences to cope with the concept drift. Ross et al., proposed the drift detection
method based on Exponentially Weighted Moving Average (EWMA) [1], which
is used for identifying an increase in the mean of a sequence of random vari-
ables. In EWMA, the probability of incorrectly classifying an instance before
the change point and the standard deviation of the stream are known. The
design of a change detector is a compromise between detecting true changes and
avoiding false alarms. This is accomplished by carrying out statistical tests that
verify if the running error or class distribution remain constant over time. For
numeric sequences the first proposed tests where the Cumulated Sum (CUSUM)
and the Geometric Moving Average (GMA). The CUSUM test raises an alarm
if the mean of the input data is significantly different from zero, while GMA
checks if the weighted average of examples in a window is higher than a given
threshold.
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3 Concept Drift Detection

3.1 Decision Templates

The Decision template (DT) is one possible approach to build the MCSs. DT
was proposed in [8]. In this MCS model DT are calculated based on the training
set, one per class label. In the operation phase the similarity between each DT
and outputs of base classifiers for object x is computed. The class label with
the closest DT is assigned to object x. For K base classifier their outputs are
arranged in the decision profile (DP):

DP (x) =

⎡
⎢⎢⎢⎣

p1(1|x)
... p1(M |x)

...
...

...

pK(1|x)
... pK(M |x)

⎤
⎥⎥⎥⎦ . (1)

During learning of the base classifiers we obtain m decision profiles, where m
is the number of objects from the learning set. From the decision profiles we
calculate DTi with is the mean of the decision profiles belongs to the class label
i. DTi for the class label i is the centroid of the class label i in the intermediate
feature space. DTi can be regarded as the expected DP (x) for the class label i.

3.2 Proposal Concept Drift Detection

Now we present the concept drift detection which uses DTs. The proposed
method uses the similarity between the current PD(x) and all DTi. We use
Euclidean distance for calculating the similarity but other measures can also
be applied. At the beginning we calculate squared Euclidean distance between
PD(x) and each DTi as follows:

EDi(PD(x),DTi) =
1

KM

K∑
k=1

M∑
m=1

(pk(m|x) − dti(k,m))2, (2)

where dti(k,m) is k,m entry in the decision template DTi. Then, the rate DD
(the drift detection) is calculated as follows:

DD =
M∑
i=1

EDi. (3)

The value of this ratio lies in the range DD ∈ [0, ..,M ]. Continuous increase of
DD for the new object suggests that the class distribution or class labels are
changing. It means that the concept drift occurred. We propose the warning
level as equal to M/2 and the drift level equal to 0.75M . We assume that these
values occur for the following l new observations.
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4 Experimental Studies

In this section we describe the evaluation of the proposed method of the drift
detection. As we want to know how our algorithms work in the stream environ-
ment, we have chosen used datasets that have the sudden and incremental drift.
In the experiential research we used two data sets from the UCI repository [6],
one data set form Keel repository and the two generated randomly – are the
so called Banana and Highleyman sets. The numbers of attributes and exam-
ples are presented in Table 1. In the experiments 9 base classifiers were used.
The classifiers Ψ1 is the multilayer perceptron model with 21 hidden units and
Ψ2 is a multilayer perceptron model with 7 hidden units. The classifier Ψ3 uses
the Support Vector Machines models with Decomposed Quadratic Programming
estimation method and the classifier Ψ4 uses the Least Squares Regression model
to predict the class label. The classifier labelled as Ψ5 uses the decision trees algo-
rithms, with the splitting rule based on the gini index, the number of branches
equal to 6 and the depth of the precision tree having at most 8 levels. The classi-
fier Ψ6 uses entropy as the splitting rule, the number of branches equal to 2 and
the depth of the precision tree having at most 6 levels. The Ψ7 is the gradient
boosting decision tree. Last two of them work according to k − NN rule where
k parameter is equal to 5 or 7 and are labelled as Ψ8 and Ψ9 respectively. We
uses SAS Enterprise Miner 12.3 for building base learning model and SAS Base
Software 9.4 for other experiments. Tables 2, 3, 4, 5 and 6 show the total num-
ber of changes detected by the learning algorithms with proposed drift detection
methods for supervised problem. The experiments were repeated 10 times.

Table 1. Description of data sets selected for the experiments

Data set Example Attribute

Banana 2000 2

Highleyman 400 2

MAGIC Gamma Telescope 19020 11

Phone 961 6

Pima Indians Diabetes 768 8

The experiments shows that the proposed method of detecting the drift often
detects the sudden drift. However, the method does not allow the perfect drift
detection – the value was equal to 10. The experiments also show that increas-
ing the chunk size influences the increase in the number of the detected drifts.
The number of the detected changes also affects the used data set. The worst
result is the most numerous data set – MAGIC. Therefore, for larger data sets
it is recommended to increase the chunk size. In comparison with other meth-
ods (DDM, CUSUM) the proposed approach (DD) does not allow to achieve
better results. In most cases, we obtain a smaller number of the detected drifts.
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Table 2. Total number of changes detected by proposed the method (10 drifts) as a
function of the chunk size – Banana data set

Chunk size

Measure Drift type Detector 10 20 30 40 50 60 70 80 90 100

No. of detected drifts Sudden DD 1 1 1 3 5 5 5 6 6 7

DDM 4 5 5 5 6 6 7 7 7 9

CUSUM 4 5 5 5 6 6 6 7 7 8

Incremen. DD 0 0 2 1 2 3 3 4 5 5

DDM 1 2 3 5 6 5 7 7 8 9

CUSUM 2 5 5 6 6 7 7 8 7 8

No. of false detect Sudden DD 1 1 0 1 0 0 0 0 0 0

DDM 1 2 0 1 0 0 0 0 0 0

CUSUM 1 1 0 0 0 0 0 0 0 0

Incremen. DD 1 0 1 1 0 0 0 0 0 0

DDM 2 1 0 1 0 0 0 0 0 0

CUSUM 2 1 1 0 0 0 0 0 0 0

Table 3. Total number of changes detected by proposed the method (10 drifts) as a
function of the chunk size – Highleyman data set

Chunk size

Measure Drift type Detector 10 20 30 40 50 60 70 80 90 100

No. of detected drifts Sudden DD 3 3 4 5 6 7 7 8 9 9

DDM 3 4 5 5 6 7 7 10 10 10

CUSUM 4 5 5 5 7 6 6 7 10 9

Incremen. DD 2 1 2 3 5 4 5 6 6 6

DDM 1 2 3 5 5 5 7 7 9 9

CUSUM 2 5 5 5 6 7 7 8 8 8

No. of false detect Sudden DD 1 1 0 0 0 0 0 0 0 0

DDM 1 1 0 0 0 0 0 0 0 0

CUSUM 1 1 0 0 0 0 0 0 0 0

Incremen. DD 1 1 1 0 0 0 0 0 0 0

DDM 1 1 0 0 0 0 0 0 0 0

CUSUM 2 1 0 0 0 0 0 0 0 0

Similar observations can been reported for the false detection. The proposed
method achieves slightly worse results. The comparison with other detectors
is also the disadvantage of DD method. However, the achieved results do not
improve the results of other methods related to experimental research on other
base classifiers or other parameters. The results presented in Tables 7 and 8
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Table 4. Total number of changes detected by proposed the method (10 drifts) as a
function of the chunk size – MAGIC data set

Chunk size

Measure Drift type Detector 10 20 30 40 50 60 70 80 90 100

No. of detected drifts Sudden DD 0 0 0 1 1 1 3 2 3 4

DDM 3 4 5 5 5 7 7 8 8 8

CUSUM 4 5 4 5 7 6 6 5 8 8

Incremen. DD 2 1 2 3 5 4 5 6 6 6

DDM 1 2 3 5 5 6 7 6 9 9

CUSUM 2 5 5 5 6 7 7 7 7 7

No. of false detect Sudden DD 0 0 0 0 1 0 1 0 0 1

DDM 2 2 0 0 1 0 0 0 0 0

CUSUM 1 0 0 0 0 0 0 0 0 0

Incremen. DD 1 0 0 0 1 0 0 0 0 0

DDM 0 0 0 0 0 0 0 0 0 0

CUSUM 1 0 0 0 0 0 0 0 0 0

Table 5. Total number of changes detected by proposed the method (10 drifts) as a
function of the chunk size – Phone data set

Chunk size

Measure Drift type Detector 10 20 30 40 50 60 70 80 90 100

No. of detected drifts Sudden DD 2 2 2 5 5 6 5 7 9 8

DDM 3 4 5 5 5 7 7 9 9 10

CUSUM 4 5 4 5 7 6 7 9 9 10

Incremen. DD 0 0 1 2 2 2 3 3 4 5

DDM 2 2 3 5 5 6 7 6 9 10

CUSUM 2 4 4 5 6 7 7 7 10 10

No. of false detect Sudden DD 2 2 0 0 1 0 0 0 0 1

DDM 2 1 0 0 1 0 0 0 0 0

CUSUM 1 1 0 0 0 0 0 0 0 0

Incremen. DD 1 1 0 0 1 1 0 0 0 0

DDM 1 0 0 0 0 0 0 0 0 0

CUSUM 0 0 0 0 0 0 0 0 0 0

indicated that the methods used in this work have little influence on the accura-
cies of the classification. The classification error in each data set are very similar,
usually differing by less than 1%. It should also be noted that better results of
classification has been obtained for the incremental drift.
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Table 6. Total number of changes detected by proposed the method (10 drifts) as a
function of the chunk size – Pima data set

Chunk size

Measure Drift type Detector 10 20 30 40 50 60 70 80 90 100

No. of detected drifts Sudden DD 1 1 2 5 5 6 5 7 8 8

DDM 3 5 5 5 5 7 7 8 9 9

CUSUM 4 4 4 5 7 6 7 9 9 9

Incremen. DD 0 0 1 1 2 2 2 3 4 4

DDM 2 2 3 5 4 6 7 8 8 9

CUSUM 2 4 4 5 5 7 7 7 8 18

No. of false detect Sudden DD 2 1 0 0 1 0 0 0 0 0

DDM 1 1 1 0 1 0 0 0 0 0

CUSUM 1 1 0 0 0 0 0 0 0 0

Incremen. DD 1 1 0 0 1 0 0 0 0 0

DDM 1 0 0 0 0 0 0 0 0 0

CUSUM 0 1 0 0 0 0 0 0 0 0

Table 7. Classification error – incremental drift

Data set DD DDM CUSUM

Banana 0.94 ± 1.3 0.95 ± 1.5 0.95 ± 1.4

Highleyman 0.89 ± 1.1 0.89 ± 1.5 0.89 ± 1.7

MAGIC Gamma Telescope 0.80 ± 0.7 0.79 ± 1.1 0.8 ± 0.6

Phone 0.75 ± 1.8 0.74 ± 1.0 0.74 ± 1.2

Pima Indians Diabetes 0.71 ± 0.5 0.72 ± 1.2 0.71 ± 1.4

Table 8. Classification error – sudden drift

Data set DD DDM CUSUM

Banana 0.90 ± 1.7 0.91 ± 1.6 0.91 ± 1.8

Highleyman 0.84 ± 1.5 0.84 ± 1.8 0.83 ± 2.0

MAGIC Gamma Telescope 0.74 ± 1.3 0.73 ± 1.7 0.74 ± 1.6

Phone 0.72 ± 2.5 0.72 ± 1.6 0.71 ± 1.5

Pima Indians Diabetes 0.64 ± 1.2 0.65 ± 1.6 0.64 ± 1.6

5 Conclusion

In this paper we propose the new concept drift detection algorithm. The pre-
sented algorithm is based on the analysis of the decision templates returned
from the base classifiers during the training process. In the paper experiments
on five data set were carried out. The results indicate that, for each data set the
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proposed algorithm is better for the sudden drift than for the incremental drift.
That conclusion is correct for the same chunk size used in the experiments. The
experiments also show that increasing the chunk size increases the number of
the detected drifts. The comparison with other detectors shows that the pro-
posed method does not allow to achieve better results than DDM and CUSUM
methods. Future studies should address to other parameters in the experiments
such as base classifiers and parameters of the proposed method.
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Abstract. The paper describes approach to instant of olfactory stim-
ulus perception detection. Classification of olfactory stimuli in EEG is
complex, but very important task. It allows to describe cognitive process
and help in medical diagnosis process. Due to chemical - electrical nature
of olfactory perception, there is need of solution which provide detection
of beginning stimuli in EEG signal. Other way classification of olfactory
stimuli would be more complex, due to not accurate in objects localiza-
tion in learning set. Therefore the paper proposes utilization of Hilbert-
Huang transformation in pre-processing. Proposed approach is evaluated
and it have proven it’s usability.

Keywords: Hilbert-Huang transform · Instant detection · Olfactory
stimulus

1 Introduction

The classification of olfactory stimuli is a difficult and complex task. Accord-
ing to different sources, the number of olfactory stimuli is estimated to range
from 10 thousands to a billion [1]. The recording, analysis and interpreting of
olfactory stimuli not only are vital for the description of cognitive processes, but
also enable the implementation of medical diagnostics systems dedicated to, for
example, detecting mental problems in patients. Depression states are known to
affect the registering of olfactory stimuli and their interpretation. Moreover, the
detection and analysis of changes in the perception of smells over time can be
an effective tool aiding the diagnosis of other (e.g. neurological) diseases. The
reaction to an olfactory stimulus is first chemical and then it is registered in the
brain as a specific electrical impulse. The diversity of aromatic compounds to a
significant extent makes it difficult to record the instants of reaction to olfac-
tory stimuli. Moreover, the reaction varies depending on the time of the day,

c© Springer International Publishing AG 2018
M. Kurzynski et al. (eds.), Proceedings of the 10th International Conference
on Computer Recognition Systems CORES 2017, Advances in Intelligent
Systems and Computing 578, DOI 10.1007/978-3-319-59162-9 52
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the quality of the air, the physical condition, the degree of “nose fatigue”, etc.
Therefore, as part of this research an attempt was made to use electroencephalo-
grams (EEG) to detect smells, especially to detect the instants of reaction to
external stimuli [2–6]. Considering the well-known requirements concerning com-
puterized classification systems, learning processes should be taken into account
first. In order for such a classification to be of satisfactory quality it is necessary
to acquire the best possible training sets covering the period from the instant
at which a smell appears in the environment to the instant when it is registered
by the human being. EEG traces were subjected to the Hilbert-Huang trans-
formation [7–10] as part of pre-processing in order to determine the instants
when the reaction to an external stimulus occurred. This provided the basis for
determining the component vectors of the identified object’s characteristics and
designing, building and testing an algorithm aiding diagnostic decision making.

2 Hilbert-Huang Transform

In this chapter, Hilbert-Huang transform for EEG signals, will be presented.
Hilbert-Huang transform consists of two fundamental processes:

1. Method of empirical mode decomposition – EMD,
2. Hilbert spectral analysis – HSA.

An empirical mode decomposition is a method with which any EEG signals set
is decomposed into finite number of intrinsic mode functions (IMF). Intrinsic
mode functions should have two properties:

1. The total number of maxima and minima must be equal or differ by one from
the number of zero crossing,

2. The mean value of two envelopes (defined by the local maxima and local
minima) at any point of IMF should be equal zero (Fig. 1).

For the feature extraction process for EEG signals so called the fission approach
(presented below) will be applied. In this case the feature vectors of EEG signals
consist of the features from each intrinsic mode functions. Fission approach for
EEG signals:

1. Determine all maxima and minima of EEG(t),
2. Using cubic spline curve connect all maxima to obtain the upper envelopes

UE(t),
3. Using cubic spline curve connect all minima to obtain the lower envelopes

LE(t),
4. Determine average signal m1(t):

m1(t) =
UE(t) + LE(t)

2
, (1)

5. Compute:
h1(t) = EEG(t) − m1(t), (2)
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6. Iterate steps 1–5 for obtaining:

h1,1(t) = h1(t) − m1,1(t), (3)

where m1,1(t) denotes average signal for upper and lower envelopes of h1(t),

7. Iterate 1–5 (according to the point 6 ) until:

h1,k(t) = h1,k−1(t) − m1,k(t) (4)

then: first intrinsic mode function will be defined as:

h1,k(t) = IMF1(t) (5)

The formula in point 7 defines stopping criteria. Another form of stopping
criteria is presented below:

∑T
t=0 |(h1,k−1(t) − h1,k(t)) × (hj,k−1(t) − h1,k(t))|

∑T
t=0[h1,k(t) × h1,k(t)]

< ε (6)

where ε is a stopping parameter,

8. Compute the residual r1(t):

r1(t) = EEG(t) − IMF1(t) (7)

and repeat whole procedure for r1(t),

9. Iterate points 1–8 until rk(t) will be a monotonic function and:

– the total number of maxima and minima must be equal or differ by one
from the number of zero crossing,

– the mean value of two envelopes (defined by the local maxima and local
minima) at any point of IMF should be equal zero.

The last function rk(t) is the component with a smallest frequency (trend).
Completely decomposed EEG(t) signals(D(t)) can be represented as the sum of
all IMFj(t) and residuals R(t):

EEG(t) ∼ D(t) = R(t) +
n∑

j=1

IMFj(t). (8)

After completing the fission procedure, for all IMFj(t) Hilbert transform
HT [IMFj(t)] should be determined. Using HT [IMFj(t)] all intrinsic mode func-
tion are represented as an analytic signal:

zj(t) = IMFj(t) + i × H[IMFj(t)] = Aj(t) × e−iθj (t). (9)
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Fig. 1. EEG signal decomposition (20 s of signal)

3 Algorithm for Detecting Instant of Reaction
to External Stimulus

In order to create the algorithm, signals from 6 electrodes, except the ones
located in the optical cortex region, were examined. The focus was on the area
responsible for olfactory stimuli. The following electrode locations were selected:
Fp1, Fp2, F7, F8, T7 and T8 (Fig. 2).

The recording of signals from the electrodes mentioned above would begin
simultaneously with the signal indicating the instant of administering (via a sys-
tem of tubes) a chemical compound (vapour) to under the tested person’s nose.
The EEG signals recorded in this way were subjected to the Hilbert-Huang
transform and then a search for any information revealing the reaction of the
brain to the olfactory stimulus was carried out. When limonene was adminis-
tered, a 250 ms long correlated segment would appear in the second IMFs for
the signals coming from the electrodes located above areas Fp1 and Fp2 (Fig. 3).
Further studies confirmed the existence of the correlation for a period of about
2 s since administering the compound, also for the other two chemical compounds
(ethanol and toluene). Ultimately the following algorithm was proposed:

1. Using the Hilbert-Huang transform determine the IMF(2) for each second of
the recordings from electrodes Fp1 and Fp2.
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Fig. 2. Electrode locations: Fp1, Fp2, F7, F8, T7 and T8.

Fig. 3. Correlated IMFs from Fp1 and Fp2, 250ms

2. Assuming a window with a length of 64 samples, overlapping by 32 samples
(sampling frequency 256 Hz), examine correlations between the IMFs (2) for
Fp1 and Fp2, using Pearson’s correlation coefficient.

3. If the correlation is higher than 0.85, regard the beginning of the given window
as the beginning of the reaction to the olfactory stimulus.
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4 Data and Experiments

The data for the investigations were recordings from nine sessions (three ses-
sions per each of the chemical compounds). Each single session (for each of the
compounds) lasted 90 min, with the compound administered every 5 min. In this
way during each session 18 EEG recording segments (objects), showing the reac-
tion of the brain to the administration of an aromatic compound, were obtained.
Even though the compounds administered to the tested person differed in their
chemical structure, they were still aromatic compounds (ethanol, limonene and
toluene). The experimental setup made it possible to verify the instant at which
the compound reached the person. A sensor detecting the instant at which the
compound appeared was mounted close to the tested person’s nose. Also the
instant of opening the reservoir containing the aromatic compound was recorded.
At the same time the EEG signals were recorded. The device records 8 EEG
channels from any sites on the head at a sampling rate of 256 Hz. The signals
are collected from the areas marked in the figure. The algorithm described in
this paper uses only two channels: Fp1 and Fp2. Ultimately, rejecting the incor-
rectly recorded (due to artefacts and other interference) objects, 16 objects per
session were obtained. Considering that there were 3 sessions for each of the 3
compounds, a total of 144 objects were obtained. During experiments conducted
to verify the discovered correlation the beginning of the stimulus was effectively
detected for 131 objects, which amounts to the detection efficiency of 91%. In the
other cases, no correlation was detected after the (marked) compound adminis-
tration. This effect could have been due to the dispersion of the tested object
or to interference by another stimulus. No dependence between the recording-
correlation time distance and the kind of investigated stimulus was found.

5 Conclusions and Further Research

The presented application of the Hilbert-Huang transform in the detection of the
instant of perception of an olfactory stimulus in the EEG signal has been found to
be effective. The results show the detection to be stable and correct. By limiting
the problem size - by reducing the number of IMFs to be determined and selecting
EEG channels - it is possible to create a system which will operate on-line. As
part of further research the algorithm described here will be implemented in a
system classifying the EEG signal with regard to aromatic compounds and air.
Moreover, it is necessary to extend the investigations to cover a larger number
of persons, and other chemical compounds.
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