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Abstract. The arrival of an aging society brings up many challenges, including
the demanding need in medical resources. In responding, the exoskeleton robot
becomes one of the focuses, which provides assistance for people with loco-
motive problems. Motivated by it, our laboratory has developed a wearable
upper-limb exoskeleton robot, named as HAMEXO. It is of 2 DOF and intended
to provide motion assistance for users in their daily activities. To serve the
purpose, HAMEXO is equipped with a visual system to detect objects in the
environment, and also a motion controller for its governing. To deal with the
coupling involved during the movements of the two joints and the need to adapt
to various users, we adopted the learning approach for controller design.
Experiments are performed to demonstrate its effectiveness.
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1 Introduction

Along with the coming of an aging society, the number of people with limb mobility is
increasing, Consequently, medical staffs, caregivers, and medical resources are highly
demanded for providing assistance in walking, nursing care, and daily lives. It solicits
the introduction of robots to relieve the workloads from their human counterparts.
Among them, the exoskeleton robot, which can be worn on the human body directly
and operated in concert with the wearer, has received much attention [1-3]. The
exoskeleton robots can basically be classified into three types: upper-body, lower-body,
and full-body [2-7]. Among previous research, they have been applied for rehabili-
tation, daily activities, and others. NTUH-ARM [6] and ETS-MARSE [7] were
developed for full-arm rehabilitation, which were heavy and fixed to a base. TTL-Exo
[5], a light and portable 6-DOF dual arm, was also developed for rehabilitation. Being
mounted on a base or wheelchair, they can be applied for eating, drinking, brushing,
etc. [1, 4]. Meanwhile, EMAS 1I [2] and HAL-UL [3] were designed to be light for
higher portability.

When used for assistance, the exoskeleton robot can operate in either passive,
active-assisted, or active-resistive mode [6, 7]. In the passive mode, the robot dictates

© Springer International Publishing AG 2017
F. Cong et al. (Eds.): ISNN 2017, Part II, LNCS 10262, pp. 36-43, 2017.
DOI: 10.1007/978-3-319-59081-3_5



Motion and Visual Control for an Upper-Limb Exoskeleton Robot via Learning 37

the entire motion without any force from the user. It is generally adopted for the cases
that the user was almost unable to move his/her arm. In the active-assisted or
active-resisted mode, the user joins force with the robot to move. The robot usually
takes a supporting role when the user executes the task. For these active types of
assistance, it is crucial for the robot to come up with proper assistive force. For that,
biological signals from the user, such as electromyography (EMG) and electroen-
cephalography (EEG) [1], are frequently used to detect user’s motion intention.
Another approach is to determine the assistive force by sensing the applied force from
the user [8]. Meanwhile, these two approaches can also be combined together by using
both biological and force information [1].

Motivated by the demand of motion assistance for people with weak mobility, our
laboratory has developed a wearable 2-DOF upper-limb exoskeleton robot, named as
HAMEXO. For the use in daily life, such as object picking or drinking, we equip the
HAMEXO with a visual system for detecting the objects in the working environment. To
execute the motion solicited via the visual system, we develop a motion controller for its
governing. As the coupling is present during the movements of the two joints and the
adaptability is demanded in applying it for different users, we propose using the learning
approach for controller design. The adaptive network-based fuzzy inference system
(ANFIS) is adopted for its execellence at adaptation [9]. In this stage of research, we
focus on the passive mode of assistance. Meanwhile, the effectiveness of the proposed
motion and visual control system is demonstrated via the experiments for object fetching.

2 Design and Development for HAMEXO

HAMEXO (Human and Machine Exoskeleton) is developed to be a 2-DOF upper-body
wearable exoskeleton robot. It is designed based on the human upper-body anatomy
and dynamics for better fitting in wearing [10, 11]. The two DOFs are intended for the
flexion and extension of the shoulder (6;) and elbow (6,), which should provide the
freedoms for simple picking and reaching tasks in daily activities. Referring to the
actual range of motion of human body, the ranges of 0, and 0, are designed to be

0 <0,<90,0 <0,<135 (1)

The 3D CAD modeling of HAMEXO is as shown in Fig. 1. Its frame is made of
aluminum for providing the demanded strength and lightness. For each of the two links,
there is a PLA (polylactide) 3D printed platform together with a strap belt for securing
user’s arm to the exoskeleton. The upper-arm, forearm, shoulder, and backpack are all
equipped with sliding parts to accommodate to variations in human bodies. The
brushless DC motors (BLDCMs) were adopted as the actuators, coupled with reduction
gears and also incremental encoders for position feedback. Other designs include: hard
foam as padding between the user and exoskeleton for comfort and power-kill switch for
safety concern. Note that, as HAMEXO is designed to be wearable, it can also be fixed
to a work station to relieve the user from its load. As shown in Fig. 2, HAMEXO can be
hung on the rack of the work station and the casters allow it to move. Figure 3(a) shows
the photo of the developed HAMEXO and Fig. 3(b) a user wearing it.
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Fig. 1. 3D CAD modeling of HAMEXO.
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Fig. 2. HAMEXO with the work station.
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Fig. 3. (a) The HAMEXO and (b) a user wearing HAMEXO.
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3 Proposed Motion and Visual Control System

The proposed system consists of mainly a visual system for object detection and an
ANFIS PID position controller for motion governing. Figure 4(a) shows the setup of
the visual system, which includes two cameras for locating the objects in the 3D
workspace. Their locations are arranged according to the task, so that they well observe
the objects involved. To be portable to go along with HAMEXO, we adopted the
CMUcam5 pixy (shown in Fig. 4(b)) as the camera [12], which is light and also with
the ability of color recognition. The calibration procedure has been performed to derive
accurate parameters for the two cameras. The 2D imagines obtained by them can then
be used to determine the 3D object location.

(b)

Fig. 4. The visual system for object detection: (a) the arrangement of the two cameras and
(b) the CMUcam5 pixy.

After both the locations of the object and HAMEXO are identified, the ANFIS PID
controller, shown in Fig. 5, is applied to move HAMEXO to reach the object. In Fig. 5,
according to the relative locations between the object and HAMEXO, the motion
planner first generates a path (0,) for execution. For smoothness consideration, we
utilize the B-spline method to generate the path. The planned path (6,) is forwarded to
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Fig. 5. The proposed motion controller based on ANFIS.
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the ANFIS-PID position controller for execution. The controller then derives proper
control commands in current (I..,q ppp) according to the feedbacks of position
error (e) and position error rate (ec), which shall drive the motors to move HAMEXO
to follow the path (6,).

The ANFIS, famous for its excellence on adaptation, has been applied for speed
control of the BLDCM [13]. In our previous work, it has been applied to determine
system parameters for a multi-DOF robot control system based on EMG signals, and
achieved desirable performance [14]. Figure 6 shows the system block diagram of the
proposed ANFIS-PID position controller, equipped on each of the two links of
HAMEXQO. It is basically a PID controller with adjustable K,, K;, Kp gains tuned by
the ANFIS. The controller starts with a set of initial gains (Kpg, Kj0, Kpo). Through a
learning process, the ANFIS shall determine proper amount of (AKp, AK;, AKp) added
to (KPO,KIO,KDO) for adjustment according to position error (e) and position error
rate (ec):

Kp = Kpo + AKp
K; = Ko + AK; (2)
Kp = Kpy+ AKp

Adaptive AK
Neuro-Fuzzy AK

Inference
r System AK,
91/ (t) * e(’) PID [mm'iP]D (t)

- [ Controller HAMEXO
de (K, 1K, /Kp)

dt ec(i) /

Human-wearer

Fig. 6. Block diagram of the proposed ANFIS-PID position controller.

Current control signal I.,,; _pip(#) generated by the ANFIS-PID position controller
will drive the motors to move HAMEXO, formulated as

Loma_pip(t) = Kpe(t) + K; /Ole(l)dt—&-KDé(t) (3)

The ANFIS uses the neural network structure to realize the Takagi-Sugeno (T-S)
fuzzy model [15]. The IF-THEN rules are formulated as

R :IF (eisAj) and (ecisBj) THEN (f; = pie + qiec +1;)

fori=1,--- mandj=1,---,n

4)
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where R’ is the i’s rule of the ANFIS, f; the output variable (AK,), (A, Bj) fuzzy sets
characterized by the membership function in the antecedent, and (p;, g;, ;) inference
parameter sets in the consequent, respectively. The architecture of ANFIS for deriving
AK,, AK; and AK)p can be constructed by referring to [16].

4 Experiment

To evaluate the performance of the proposed motion and visual system, we invited
three young subjects, two males and one female (shown in Fig. 7), to conduct the
experiments. They were all right-handed with the height of 160 (female), 165, and
171 cm and weight of 50, 70, and 62 kg, respectively. For safety concern, the maxi-
mum motor speeds for the shoulder and elbow were set to be 300 and 250 rpm,
respectively. Evaluation on the proposed ANFIS PID position controller, including its
ability in tackling the coupling effect between joints and in adapting to various users,
has been reported in our previous work [16]. Here, we concentrate on how it can be
linked with the visual system for object fetching. During the experiments, we applied
the visual system to locate the object first and the motion controller to move HAMEXO
in carrying the arm to fetch the object. We arranged the object to appear in an arbitrary
manner, so that the subject did not know where it would be in advance. Figure 8 show
the experimental setup for subject A, in which the cup was put on the desk first
(Fig. 8(a)), lifted up to the air (Fig. 8(b)), and then put back to the desk (Fig. 8(c)).
Figure 9 shows the trajectories of both the shoulder and elbow joints during the
motion, in which the blue dots 1, 2, and 3 represent the three object locations, the red
line the trajectory designed by the motion planner based on these locations, and the
blue line the actual trajectory executed by HAMEXO. In Fig. 9, the actual joint tra-
jectories followed the planned ones quite well, and all three target locations were
reached. Similar results were also observed for the experiments conducted by subjects
B and C, indicating the effectiveness of the proposed system.

Fig. 7. Photos of subjects A, B, and C invited for the experiments.
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Fig. 8. Setup for the experiment of object feching: (a) reach point 1, (b) reach point 2, and
(c) back to point 1.
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Fig. 9. Experimental results (subject A): trajectories for (a) shoulder and (b) elbow. (Color
figure online)

To further investigate the effect of learning for the proposed motion controller, we
also used a pure fuzzy system, i.e., not a neural-fuzzy type of system, to tune K,,, K;, Kp
gains for the PID controller shown in Fig. 6. For this object-fetching task involving
only two joints, the fuzzy system was able to derive suitable gains that led to satis-
factory performance at the expense of time. In fact, the derived gains were quite close
to those tuned by the proposed ANFIS. Meanwhile, to be more effective on gain tuning
and also able to deal with more complicated tasks, we consider the proposed
ANFIS PID position controller is more appropriate for future system development.

5 Conclusion

In this paper, we have proposed a motion and visual control system for the upper-limb
exoskeleton robots, and applied it to HAMEXO, a such kind of robot developed in our
laboratory. Experiments have been conducted to evaluate its effectiveness. In future
works, we will enhance the visual system in its portability and also the ANFIS-based
motion controller in its learning, including further study on the transferability for
different wearers, so that HAMEXO can be applied for more complicated tasks and
more adaptive to various users.
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